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Preface

Business informatics is a discipline that combines information and communication
technology (ICT) with the knowledge of management. It is concerned with the
development, use, application, and the role of management information systems and all
other possible ways of using ICT in the field of management. It is also an important
interdisciplinary academic and research discipline. The Perspectives in Business
Informatics Research (BIR) conference series was established 16 years ago as a result
of a collaboration of researchers from Swedish and German universities in order to
create a forum where researchers in business informatics, both senior and junior, could
meet and hold discussions. The conference series is led by the Steering Committee, to
which one or two persons from every appointed organizer are invited. To date, BIR
conferences were held in: Rostock (Germany – in 2000, 2004, 2010), Berlin (Germany
– 2003), Skövde (Sweden – 2005), Kaunas (Lithuania – 2006), Tampere (Finland –

2007), Gdańsk (Poland – 2008), Kristianstad (Sweden – 2009), Riga (Latvia – 2011),
Nizhny Novgorod (Russia – 2012), Warsaw (Poland – 2013), Lund (Sweden – 2014),
and Tartu (Estonia – 2015). This year’s 15th International Conference on Perspectives
in Business Informatics Research (BIR) was held during September 14–16, 2016, at the
University of Economics, Prague (PUE), the biggest and most prestigious Czech
university of economics and business.

This year the BIR conference attracted 61 submissions from 16 countries. They were
precisely reviewed by 42 members of the Program Committee representing 21 coun-
tries. As the result, 22 full papers and two short papers from nine countries were
selected for presentation at the conference and publication in this volume together with
abstracts of invited talks by Dimitris Karagiannis and Giancarlo Guizzardi. The papers
presented at the conference cover many important aspects of business informatics
research. This year there was a particular emphasis on business processes and enter-
prise modeling, information systems development, information systems management,
learning, capability, and data analysis issues. The main conference was also accom-
panied with satellite events: three workshops and a doctoral consortium took place
during the first day of the conference.

We would like to thank everyone who contributed to the BIR 2016 conference. First
of all, we thank the authors for presenting their papers, we appreciate the invaluable
contributions from the members of the Program Committee and the external reviewers,
and we thank all the members of the local organization team from the University of
Economics, Prague, for their help in organizing the conference. We acknowledge the
EasyChair development team for providing a valuable tool for preparing the pro-
ceedings and the Springer publishing team for their excellent collaboration. Last but
not the least, we thank the Steering Committee for directing the BIR conference series.

July 2016 Václav Řepa
Tomáš Bruckner
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Agile Modelling Method Engineering - AMME

Dimitris Karagiannis

University of Vienna, Vienna, Austria
dimitris.karagiannis@univie.ac.at

In this context, the foundations of a “conceptual-model”-awareness approach for next
generation Enterprise Information Systems will be presented. This novel approach
makes use of semantic networks to extend model-awareness towards arbitrary types of
models that are developed for specialized communities aiming for domain-specificity
(or even case-specificity) in their modeling language, therefore favoring productivity at
the expense of reusability across domains. The technological space for capturing and
bridging knowledge through model semantics is primarily based on diagrammatic
models. Two categories of models are employed in this context: (1) Models of Con-
cepts – for describing a common understanding of a domain through its concepts and
relations; (2) Models that use Concepts – typically domain-specific models based on
some already established understanding of the domain.

The hereby introduced Agile Modeling Method Engineering – AMME- concept
aims to apply the principle of agility established in Software Engineering (e.g., evo-
lutionary development, flexible response to change) to the practice of Modeling
Method Engineering. The main assumption is that a modeling method may evolve
iteratively based on changing modeling requirements and feedback loops.

Within the context of AMME, a full methodological life cycle is established by the
OMiLab Laboratory (http://www.omilab.org), with encompassing five phases: (1)
create, (2) design, (3) formalize, (4), develop and (5) deploy/validate. The approach is
supported, in its prototyping stage, by the meta modeling domain-specific language
MM-DSL and within the academic version of the meta-modeling platform ADOxx
(http://www.adoxx.org).

http://www.omilab.org
http://www.adoxx.org


Formal Ontology, Patterns and Anti-Patterns
for Next-Generation Conceptual Modeling

Giancarlo Guizzardi

Federal University of Espírito Santo, Vitória, Espírito Santo, Brazil
gguizzardi@inf.ufes.br

In his ACM Turing Award Lecture entitled “The Humble Programmer”, E.W. Dijkstra
discusses the sheer complexity one has to deal with when programming large computer
systems. His article represented an open call for an acknowledgement of the complexity
at hand and for the need of more sophisticated techniques to master this complexity.
This talk advocates the view that we are now in an analogous situation with respect to
Conceptual Modeling. We will experience an increasing demand for building Refer-
ence Conceptual Models in subject domains in reality, as well as employing them to
address classes of problems, for which sophisticated ontological distinctions are
demanded. One of these key problems is Semantic Interoperability. Effective semantic
interoperability requires an alignment between worldviews or, to put it more accurately,
it requires the precise understanding of the relation between the (inevitable) ontological
commitments assumed by different conceptual models and the systems based on them
(including sociotechnical systems). This talk advocates the view that an approach that
neglects true ontological distinctions (i.e., Ontology in the philosophical sense) cannot
meet these requirements. The talk discusses the importance of foundational axiomatic
theories and principles in the design of conceptual modeling languages and models.
Moreover, it discusses the role played by three types of complexity management tools:
Ontological Design Patterns (ODPs) as methodological mechanisms for encoding these
ontological theories; Ontology Pattern Languages (OPLs) as systems of representation
that take ODPs as higher-granularity modeling primitives; and Ontological Anti-Pat-
terns (OAPs) as structures that can be used to systematically identify possible devia-
tions between the set of valid state of affairs admitted by a model (the actual ontological
commitment) and the set of state of affairs actually intended by the stakeholders (the
intended ontological commitment). Finally, the talk elaborates on the need for proper
computational tools to support a process of pattern-based conceptual model creation,
analysis, transformation and validation (via model simulation).
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A Conceptual View of Enterprise Resource
Planning Systems as Services

Nicklas Holmberg and Björn Johansson(&)

Department of Informatics, School of Economics and Management,
Lund University, Ole Römers Väg 6, Lund, Sweden

{nicklas.holmberg,bjorn.johansson}@ics.lu.se

Abstract. This paper brings forward a conceptual view, based on practical
experiences from designing information systems as services. Viewing infor-
mation systems (IS) as services is beneficial but still an unexplored approach in
organizations. The aim of this exercise is to contribute to the knowledge base of
IS designers and modelers. In the paper, we present an analysis of Enterprise
Resource Planning (ERPs) systems through a conceptual lens of Service Ori-
ented Architecture (SOA). This paper contributes to the debate on viewing ISs
as services by presenting a view of SOA-architected ERPs as facilitating to
fulfill business needs. This paper is influenced by systems and design thinking,
and service oriented IS design. Based on shared promises between SOA and
ERP we discuss the question whether SOA or ERP fulfills business needs? The
analysis of ERPs from a SOA perspective provides us with the conclusion that
the question is not about SOA or ERP but rather to provide SOA architected
ERPs. It can be said that by viewing ERPs as services it is clear that the
combination of ERPs and SOA could be seen as one way forward when
designing ISs that aims at bridging gaps between IS and business e.g., processes
and, allowing the business to fuse with IS forming servitized SOA based ERPs.

Keywords: Enterprise Resource Planning � Service Oriented Architecture �
Business processes � Business rules

1 Introduction

At the end of 1990’s there were a big hype among organizations to implement stan-
dardized software packages named Enterprise Resource Planning (ERPs) systems.
Implementation of ERP systems was the prize organizations had to pay to compete in a
constant emerging market. Despite the fact that a service dominant economy emerged
and influenced organizations to be recognized as goods or service dominant, not much
was done by dominant providers to design Information Systems (ISs) as services [1, 2].

ERP systems must reflect “reality” because they have profound influence on
business processes, the inner workings of a business and thus on the way business runs.
Manifesting the idea about; business and IS fusion forming a business oriented IS [3],
captures much of the essence in the prerequisite for such reflection. Similar directions
are discussed by Hirschheim and Klein [4] and Taylor and Raden [5]. Business owners
have limited influence on ERPs design thus, vendor specific standardized software
packages emerged as embedded business actors [6, 7].

© Springer International Publishing Switzerland 2016
V. Řepa and T. Bruckner (Eds.): BIR 2016, LNBIP 261, pp. 3–15, 2016.
DOI: 10.1007/978-3-319-45321-7_1



Implemented ERPs, to some extent, do not fulfill the promises that were indicated
by vendors making organizations searching for other solutions. One solution presented
is Service Oriented Architecture (SOA), and according to Forrester Research SOA
penetration is stronger than ever [8].

Viewing IS as services is beneficial but still an unexplored approach for IS in
organizations [1]. In addition, thinking of systems as services enables new systems
design methods to emerge [1]. Indeed, new IS Development (ISD) methods aim to
improve business communication and provide practical routes toward increased rele-
vance of IS in business and society [1].

This paper is influenced from practical experiences of a national research project
named VacSam. VacSam is a set of composed digital services shaping a servitized IS
as a SOA architected Enterprise System (ES).

VacSam provides unique vaccination recommendations to any foreign child
entering Sweden with a purpose to decrease child deaths due to preventable infectious
diseases. VacSam exemplifies one of many applicable contexts for the suggested view
of ISs e.g., decision support, diagnosis, predictive analytics.

From glancing at SOA it can be said that the conceptual architecture promises to
service orient a business by bridging the gaps between IS and business processes
permitting business to shape IS, automated through services [9, 10]. From a quick
overview of the promises of ERPs it is indicated that ERPs promise to deliver a similar
solution. However, if ERPs aim at bridging gaps through service-orientation is not
clear. That brought us to explore ERPs from a service perspective, - a conceptual view
of ERPs as services.

SOA is used as a lens for the conceptualization and as the architecture providing a
service with properties and the suggested view with a concrete ground for explanation
of what SOA services are. Because SOA shares promises expressed by ERPs we
question whether SOA or ERP fulfills business needs? The view of ERPs and SOA as
separate but related entities is more carefully discussed in future sections of this paper
organized accordingly:

First, we present and define SOA and the concept of services in SOA. The section
thereafter defines ERPs and discusses problematic issues with ERP implementation.
The reason for doing so; is to be able to provide an exploration of designing ERPs as
services, which is done in Sect. 4. In the final section concluding thoughts on what it
means to design ERPs as services as well as giving some directions for future studies in
this area is presented.

2 Service Oriented Architecture (SOA)

The presented approach to SOA departs from a none-technical point of view; (1) SOA
as a conceptual architecture, (2) SOA manifesto and the basic principles of SOA and,
(3) SOA realizing technologies. The purpose is to decrease the risk of putting SOA on a
par with e.g., Web-services, one of many SOA realizing technologies [10].

SOA is a conceptual architecture functioning independent from choice of realizing
technology [9]. During the last decade, SOA received criticism as an ambiguous
buzzword only realizing obsolete application platforms e.g., standardized software

4 N. Holmberg and B. Johansson



packages. In 2007 Gartner [11] predicted less than 25 percent of large companies to
manage their SOA projects by 2010.

This paper therefore argues that only realizing obsolete application platforms is not
the intention of SOA [9, 10, 12]. Just as different designers have different under-
standings of different material and its respectively properties, SOA means different
“things” depending on whom you ask [13].

Sincere efforts to operationalize SOA have been made. In 2005, Erl [10] established
the basic principles for SOA. Eight basic principles could now intrinsically express
Separation of Concerns (SoC) and properties for a SOA service. However, it was still
unclear how SOA managed SoC in terms of which logic to encapsulate. A few years
later in 2009, Arsanjani et al. [9] established the SOA Manifesto. Fourteen guiding
principles stressed the importance of maintaining a business perspective in any SOA
initiative [9]. To consider shared services therefore became more important than
specific purpose implementations.

In 2009, the SOA manifesto, an extended abstract level of SOA, expressing high
level business modeling guidelines was set e.g., ‘to respect the social and power
structure of the organization’ [9]. To achieve architecture supporting the SOA mani-
festo the basic principles for SOA became of profound importance. The eight principles
express properties that a SOA service must possess to be recognized as eligible and
responsible. Supporting SoC, the basic principles express modularization and encap-
sulation realized through information hiding, also, commonly known in Object Ori-
ented Programming (OOP).

“Conceptual”, -a property of SOA, dates back to the origin of “service”. At the
time, the non-defined term “service” was and, sometime still is, the reason to the
intrinsic confusion of what SOA is.

In the 1930’s, the U.S. Department of Commerce’s Standard Industrial Classifi-
cation (SIC) provided a service a code of classification. In the late 1970’s Hill [14]
provided “service” a definition [2]: “[…] a service is a change in the condition of a
person, or a good belonging to some economic entity, brought about as the result of the
activity of some other economic entity, with the approval of the first person or eco-
nomic entity.” [14].

Thus, a SOA service changes a condition of a Service Provider (SP), because of an
activity, corresponding to a request made by a Service Requestor (SR) to a SP through
a transport medium e.g., Internet, with the approval of a SP.

Arsanjani et al. [9] suggests that service-orientation, a term encapsulating: service,
frames what “one does”. Service-orientation of SOA is then interaction between a SR,
requesting a service from a SP, providing a service from a Service Directory (SD). That
is similar to how Gustiené [15] stressed the importance of interaction as the base for
service orientation which must support principles of SoC.

Then, “[…] Service-oriented architecture (SOA) is a type of architecture that results
from applying service orientation.” [9]. While, interaction is “[…] Related mutual
actions occurring within a shared space of time or place.” [16]. Interaction occurs
through a transport medium and its direction is no simplistic association but guideposts
indicating orientation of interaction in “reality”. Then, an SD-listed-service permits
peer-to-peer communication between SR and SD with approval of SP. It can therefore
be said that service-orientation based on interaction permits a service to become a unit

A Conceptual View of Enterprise Resource Planning Systems as Services 5



of communication enabling a SR, a SP and a SD, to interact within a shared space on a
share time in a known real world direction i.e., SOA depicted in conceptual and data
level in Fig. 1 accordingly:

Industry bodies and e.g., OASIS Group and Open Group created formal definitions
of SOA with intentions to facilitate SOA’s implicit terminology and reduce its different
meanings to: “A paradigm for organizing and utilizing distributed capabilities […]”
[17]. According to the SOA manifesto SOA is realized with varying technologies and
standards and functions independent from choice of realizing technology [9].

Based on this we define SOA accordingly: SOA is a paradigm that shapes a
conceptual architecture, functioning independent from choice of realizing technology,
providing abilities to describe a service, its properties and its orientation, for conscious
change or design of a service-oriented business.

2.1 SOA Services

Addressing SOA services addresses SOA realizing technology. SOA realizing tech-
nology is used for designing a SOA service as a unit of communication realizing inter-
action. Services responsible for functional components, together shaping a SOA based

Fig. 1. Basic SOA model in conceptual and data level (use of Erl, 2005)
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ES, could thus be viewed as components equipped with logical boundaries forming
composable subject matters. Hence, a service is responsible for the logic it encapsulates
independently existing, as an entity of its own right, from other services and ISs.

SOA realizing technologies are: e.g., Simple Object Access Protocol (SOAP),
Universal Description, Discovery and Integration (UDDI), Web Service Description
Language (WSDL) etc. Such technologies are architectural styles or patterns solving
reoccurring known design problems quite contrary to conceptual SOA [10, 13] which
rather benefits from being thought of in Alexandrian terms e.g.; design methodology
applicable when suitable. Based on that, there is a plethora of SOA realizing tech-
nologies putting the basic principles of SOA into use and thereby supporting SoC.

Then the basic principles of SOA are: (1) Services are reusable, (2) Services share a
formal contract, (3) Services are loosely coupled, (4) Services abstract underlying logic,
(5) Services are composable, (6) Services are autonomous, (7) Services are stateless,
(8) Services are discoverable [10] are what shape SOA services representing a part of
the physical form of a SOA. Based on the same conditions we argue that functional
areas shaping components of ERPs can be designed as services. That is better discussed
and explained in Chap. 4.

3 Enterprise Resource Planning Systems

The ERP concept is broad and the market of ERP is dominated by a number of few
companies including SAP, Oracle, and Microsoft. However, there are a number of key
characteristics that more or less all ERP systems have making them a unique subtype of
IS: (1) ERPs are standardized packaged software [18] designed with the aim of inte-
grating an entire organization [19–21]. (2) The ERP ought to cover all information
processing needs and to integrate the internal value chain with an organization’s
external value chain through Business Process (BP) integration [19] and (3) Provide the
entire organization with common master data [22]. From this it can be stated that ERPs
have a high impact on organization’s business processes, but as argued by Millman
[23] there exist problems, such as, it is either not used or is implemented in the wrong
way.

The main problem presented is the misfit between ERP functionality and business
requirements. Soh, Kien and Tay-Yap [24] describe this as a common problem when
adopting software packages. The problem of “misfit” means that e.g., “Many people
feel that the current ERP system has taken (or been given) a role that hinders or does
not support the business processes to the extent desire” [7]. Then, ERPs are
process-based or at least attempt to be process-based. According to Koch [25] the basic
architecture building on a department/stab model as for instance SAP’R/3 makes ERPs
not supporting the idea of BPs and thereby not the integration between different
departments in an organization. It does not help that the ERP vendor attached some
words about BPs onto their ERP if the basic architecture does not support BPs [25].
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3.1 Functional Areas of ERP Systems Architecture

ERPs are often described from a functional perspective meaning that the systems
architecture mimics a functional organizational description. That implies that each
department has its own ERP component. However, the basic architecture of an ERP
follows the master data thoughts [22]. Then, functional ERP areas use a unified
database. Different ERP vendors describes this in different ways, however, the most
common description is to discuss modules. Thus, the implementing organization
implements a core module and then selects what modules to implement on top of the
core module(s). The ERP architecture therefore builds on a vertical organizational
description. The implication of that is that horizontal work tasks involving different
departments are not clearly described in ERP architecture. Resulting in that users of
ERPs could understand the ERPs as not supporting the business process they work
with, resulting in a misfit between ERP and users interpretation of how the system
fulfill their needs.

4 Designing ERP Systems as Services

ERPs as described above, builds to a high extent on functional areas e.g.; (1) Inventory,
(2) Production, (3) Accounting, (4) HR, (5) Delivery, (6) BI, (7) Sales, (8) Engineering,
(9) Production Planning, and (10) Purchase. However, the volatile nature of business
makes it complex to implement the same ERP in all organizations. Based on the basic
principles of SOA, functional areas of an ERP system could be designed as indepen-
dent components, separated by logical boundaries, designed with the same accuracy as
a single class or entity is [10, 26]. That view is based on modularization realized
through information hiding and to learn ISD by “doing”.

From the description of ERPs it can be stated that it is hard to see if its promises -
bridging the gaps between IS and business processes - have been fulfilled. The same
can be said about SOA promises. However, it seems that if combing the ideas of SOA
when designing an ERP that may be a way forward to fulfill promises from both ERP
and SOA.

From this it could be claimed that the desired result is to bridge the gap between
BPs and IS so that business shapes IS into what could be described as a SOA archi-
tected ERP. The question is then how can SOA improve the design of ERPs? A
tentative answer to that question could be that the focus moves from a functional view
to a conceptual holistic view, meaning that functions in the ERP, if designed as
services, could be seen and provided as applications that could be used in different BPs.
In practice this could imply that an organization is permitted to deal with the problem
of organizational support with a horizontal supportive IS.

On those conditions, functional areas of an ERP could form components shaped by
services eligible to execute in SOA. Based on practical experiences from VacSam, it is
shown that by composing digital services a SOA architected IS can be shaped.

Through the design science research initiative it can be said that this conceptual
view of ERPs as services became even more evident.
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Through the Enterprise Model (EM) (see, [27]) of the VacSam project it can be
seen that Fig. 4 depicts that the five sub models of the EM express how business rules
integrate in a business and how the business vision model casts the ground for the
business strategy and common business goal; fully vaccinated according to the Swedish
vaccination schedule.

Moreover, the EM depicts that (1) The business rules model (a) triggers the
business process model, (b) defines the business concepts model, (c) uses the business
resource and actor model and, (d) supports the business vision model. (2) The business
process model in turn, requires the business rules model. (3) The business concepts
model (a) defines the business rules models. (4) The business vision model motivates
and requires the business rules model [27].

In addition, (5) the business resource and actors model, including General Practi-
tioners (GPs), Subject Matter Experts (SMEs) and Vaccination Experts (VEs), is,
responsible for the business rules model [27].

Based on that it can be said that Fig. 4 depicts the business models that were
digitally transformed and automated through digital services forming applications that
could be used in different BPs and shaping the servitized IS named VacSam:

If applying this view on the design of ERPs with the aim of integrating an entire
organization, a noteworthy detail is that the five models of the business model in Fig. 2
fits e.g., the Zachman framework for Enterprise Architecture (EA) as integrals
accordingly:

Hence, thebusinessmodel ofVacSam indicates thedesired level of service-orientation
and the desired result in the form of a SOA based ES. This is further exemplified through
the BRs model and the BP model of VacSam. With the business concepts model in hand
BRs it is possible to designwell-formed business rules.The business rules model was thus

Fig. 2. The business model of VacSam (use of, [27])
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constituted by 1126 BRs all designed according to the principles of Business rules
approach (BRA) (Fig. 3).

Together the BRs forms business rules packages which in turn shapes decision
logic centric SOA services expressing a businesses’ “what”, only exposing a WSDL
according to the basic principles for SOA. Implementing the process logic centric SOA
services in imperative JAVA results in an expression of a businesses’ “how”

This means that all rule projects including a number of BRs is automated through
digital services of their own right. Those decision logic centric services are meant for
governing the business process presented in Fig. 4. The business process model in
Fig. 4 depicts the process logic explored, extracted and implemented in VacSam:

Together the businesses’ “what” and “how” implemented as SOA services support
the inner functioning of the business process of Fig. 4. However, the business models
per se, could be viewed as archetypes in terms of well-known “standard” ISD models.
Thus, it is not the models that are of interest but their combination and
service-orientation.

Through SOA, these models are service-oriented and automated hence modular and
encapsulated realized through separate digital services kept by the service directory of

Fig. 3. The business model and its relation the EA framework [27]
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Fig. 5 below. As a result, each service reflects part of a reality and together the services
reflect a reality, a holism i.e., the Swedish vaccination recommendation activity. As a
result business processes and IS merges to the servitized ES named VacSam through
this SOA perspective:

Figure 5 depicts that SOA has been realized both technically and conceptually.
This means that in the VacSam-project SOA was implemented as:

The paradigm informing the design of models and frameworks for a conceptual
architecture for interaction, functioning independent from realizing technology, pro-
viding abilities to describe a service, its properties and its orientation, for conscious
change or design for business service orientation.

Fig. 4. The Business Process for VacSam’s Process Logic

Fig. 5. The Intuitive SOA Orientation Model of VacSam (instance of Fig. 1) (use of, [10])
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The intuitive orientation model, permitting inter-organizational communication,
illustrates key actors in the SOA based on the actors-model of the business model. Each
service listed in the service directory knows about the other services listed since they all
share the same basic principles for SOA only exposing WSDL.

However, VacSam is not strictly an ERP system. On the other hand, from this
perspective, VacSam corresponds to a component shaped by about 60 digital services
used by GPs for diagnosis. Logically, diagnosis is similar to any Business Rules
(BR) governed process reified into a functional IS-area and could most likely be
compared to e.g., an accounting-module of a ERP. That is the foremost reason to why
we consider SOA a conceptual architecture applicable in a plethora of contexts and not
a pattern for routine design. This is made even clearer in Fig. 6.

Figure 6 depicts how SOA encapsulates logic of VacSam. It is clear from the figure
that process logic and decision logic are encapsulated by separate species of digital
services. However our idea draws on that each functional area of an ERP could be
analyzed for extracting its process logic respectively decision logic for implementation
into separate digital services. Through service composition the collection of different
services could easily replace a component or a functional area of an ERP shaping a
truly flexible IS.

Thus, SOA permits to design eligible services and thereby service orienting a
business regardless of its character. With profound influence on “how” and “what”
business runs, functional areas of any IS must reflect reality to be able to support
business processes as a whole thus, bridging the gap between IS and BPs. Therefore it
is crucial for the purpose, entitling the being, of an ERP to support decision points in a
BP permitting or constraining its execution. Such decision points require business rules
why the decision per se could be viewed as the connection between business processes
and business rules. Moreover, any ERP must have such business rules as a ground for
decisions.

This SOA approach also facilitates managerial IS capabilities in terms of e.g., a
shared service repository and the fact that changing one SOA service will not affect the
other services because a service is responsible for the logic it encapsulates. This ought
to provide better chances for bridging the gap between business processes and IS and

Fig. 6. How SOA Encapsulates Logic in VacSam (use of, [10])
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the chances for the IS to continue to function in the businesses’ active equilibrium
through managing change in an organized way.

From research on ERPs we recognize a lack of transparency regarding logic
responsibility. What logic that shapes a functional area of an ERP component, is not
clear. According to Morgan, [28], Graham, [29] and Von Halle [30] part of business
logic shapes decision logic. The other part of business logic is shaped by BPs i.e.,
process logic [31]. Logic separation through SoC then has profound influence on
foundational e.g., alethic logic, and is crucial for IS and ISD success [31]. Tentative
results of such SoC is consistent automated business logic [30] -a promise made by
Business Rules Approach (BRA) familiar as a support to SOA nowadays [28, 29], but,
still an unrecognized approach for native ERP design.

BRs of BRA renounce from expressing “who”, “when”, “where” or “how” a
business rule executes [28, 30, 32] or any temporal aspects managed by operational
process logic of an IS [31] as can be seen above. Thus BRs express “what” [32]. BRs
then either constrain BP activities from executing or permit them to execute attaining a
state why BRs triggers BPs [27]. A BR could therefore be viewed as a definition or a
delineation of an aspect of a business [28, 29, 33]. Then, BRs govern BPs [34]. And,
BRs are recognized as the operational decision logic of an IS.

Quite contrary, BPs are recognized as the operational process logic of an IS [31].
With that distinction a business’s “what” i.e., decision logic expressed by BRs and,
“how” i.e., process logic expressed by BPs, becomes transparent and manageable as
separate but interrelated components shaped by business objects advocating IS and
business alignment [27, 31].

Without separation of logic, decision logic is scattered with process logic and
application specific code in the same object, in plural forming components or modules,
commonly known as obsolete legacy IS. That makes it hard to recognize what a
functional area of an ERP is and which logic each component shaping a functional area
of an ERP is encapsulating. Moreover, that would renounce SoC, SOA and BRA by
being solely one track minded [26, 28, 29, 34, 35]. Even if there has been some
progress, ERPs could be seen as quite far from supporting SoC, since it implies to
“consume an elephant” rather than trying to break down problems into smaller man-
ageable pieces, similar to objectification or break down of connections. That directs us
to the conclusion that it would be beneficial viewing ERPs as services to a higher
extent.

5 Conclusion

We have learnt that, ERP since it is a standardized software package demands adopting
organizations to change BPs. However, if viewing ERPs as services, that would not be
the case. The view would rather force BPs or their process logic to shape composable
services forming one part of an ERP expressing “how”, to achieve goals. The other part
is shaped by BRs or their decision logic as services expressing “what”, to achieve
goals. When the two types of services are composed, they can be viewed as a com-
ponent reflecting a functional area of an ERP providing a desired result similar to those
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provided by components for e.g., diagnosis or accounting. That would then correspond
to a SOA-architected ERP.

Viewing ERPs as services explicitly renounce from any “silver bullet approach” but
implies to break down problems into smaller pieces, supporting principles of SoC, and
systematically design responsible services, supporting SOA, shaping components
reflecting functional areas of an ERP in turn supporting business needs, one at a time.
The analysis of ERPs from a SOA perspective provides us with the conclusion that the
question is not about SOA or ERP but rather to provide SOA-architected ERPs. By
viewing ERPs as services it is clear that the combination of ERPs and SOA could be
seen as one way forward when developing software that aims at bridging the gaps
between supporting IS and business processes. However, additional empirical research
e.g., DSR on designing functional areas as components, shaped by SOA services,
supporting important business problems, followed by evaluation, would cast a better
ground for interesting future research on the suggested perspective of ERPs. To the best
of our knowledge, this perspective of ERPs, BRs and BPs, is an important area for IS
research providing more knowledge on how business and IS are independent but
intrinsically related entities of today.
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Abstract. Data visualization is an important area of research aims to
empower people to discover information from data through visual arte-
facts. The huge volume of data can result in abundance of elements in
data visualization, which can make the information discovery challeng-
ing. Chord diagrams is a sort of visual representation that has been
recently introduced to increase the level of abstraction. Although this
diagram is widely used and adapted in many disciplines, it is not cur-
rently implemented in Business Process Management (BPM). Thus, this
paper extends the social network visualization approaches in BPM area
using chord diagram. This paper defines the formal definitions of ele-
ments and elaborates on how the visual representation can be compiled
from them. The visualization is supported by implementing a plug-in
in ProM. The plug-in is used to demonstrate social networks discovered
from real log files in compare with those discovered by current visualiza-
tion techniques. The result shows that this technique can complement
previous ones to discover more social network patterns in BPM area.

Keywords: Business process · Visualization · Social network · Process
mining

1 Introduction

Visualization is an important area of research investigating how to increase the
capability of people to capture information from data. This area has been inves-
tigated for a long time resulting in many visual artifacts and methods that are
adapted to be used in many research areas, which makes the data visualiza-
tion area multidisciplinary. The development of information systems changed
the scale of recordable data, and the emergence of big data in recent years has
increased the volume of data rapidly. The large volume of data is considered as
a major challenge in data visualization because it results in the abundance of
visual elements in a visual representation.

A large number of elements in a visual representation can hinder the capa-
bility of people to understand it, so representing information in different levels
of details is considered as an effective approach to make the visual artefacts
more useful. Different techniques support data visualization at different levels of
c© Springer International Publishing Switzerland 2016
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abstraction. Some techniques aggregate data and present information in a higher
level of abstraction, so they enable people to discover general trends based on
data. Therefore, people can identify and select a slice of data that is relevant for
their analysis. This capability enables people to focus on a particular set of data
and employ relevant techniques to discover more information, which is known as
slicing and dicing operations in data analysis area.

A chord diagram is a sort of visual representation that has been recently intro-
duced to increase the level of abstraction in visualizing relations among nodes in
networks. It is widely used and adapted in many disciplines to investigate and
analyse patterns in different sort of networks including social networks, biological
networks etc [7,10,12,18,26]. BPM supports managing business processes using
different artefacts, and the interaction among people while enacting business
processes play an important role in managing processes. Thus, discovering social
networks from enacted processes data can facilitate managing business processes
to be more efficient and effective. Our previous study also shows potential bene-
fits in employing and adopting this technique in Business Process Management
(BPM) area, which can increase the level of abstraction in visualizing social
networks [9].

Despite different works that investigate how this technique should be applied,
configure and adapted in different research areas, it is not clear how this tech-
nique can be employed in Business Process Management (BPM). Thus, this
paper extends the social network visualization approaches in BPM area using
chord diagram. It defines the formal definitions of elements and elaborates on
how the visual representation can be compiled from them. The visualization is
supported by implementing a plug-in in ProM - an open source framework for
process mining. The plug-in is used to demonstrate social networks discovered
from real log files in compare with those discovered by current visualization tech-
niques. The result shows that this technique can complement previous artefacts
to discover more social network patterns in BPM area.

The remainder of this paper is organized as follows. Section 2 introduces
social network analysis in BPM area. Section 3 elaborates on how the chord dia-
gram can be used to visualize social networks in BPM area. Section 4 introduces
the implemented artifact that supports visualization of social networks in BPM
using chord diagram. Section 5 demonstrates and discusses cases in which both
this artifact and traditional techniques are used to visualize the social network.
Section 6 discusses some related work. Finally, Sect. 7 concludes the paper and
introduces future works.

2 Background

In this section, we explain terms and concepts of social network analysis in BPM
area briefly.

Process models play an important role based on which people can design,
understand, discuss, analyze, configure, enact, run and adjust business processes.
Thus, different business process modelling technique are developed to sup-
port designing process models, e.g. Business Process Model and Notation
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(BPMN) [14], Yet Another Workflow Language (YAWL) [1], Petri nets [16],
Unified Modeling Language (UML) [20], etc.

There are different perspectives based on which a business process can be
defined to function effectively and efficiently like control-flow, data, resource, etc.
The control-flow perspective is the dominant one in BPM area, and it focuses on
the definition of the order of activities that should be performed when enacting
a business process. The resource perspective focuses on definition of people and
resources who are involved in a business process. The data perspective defines
the information aspects of a business process. These perspectives are not entirely
separated, and their combination specifies how a business process should be
enacted. The model reflecting the combination of these perspectives that defines
how a business process should function is called business process model.

Fig. 1. The handover of works in the selling process

The left side of Fig. 1 shows a fictitious process model using BPMN notation.
This process aims to support the selling of customized products. In BPMN, the
resource perspective is demonstrated through segmentation of a process model
based on resources. This segmentation is done through artifacts called pools
and swim-lanes. For the sake of simplicity, we demonstrate this perspective only
through annotating each activity by the name of the role that is responsible for
executing it.

A process model can be configured/implemented and enacted in different
ways. The business process can be supported by Business Process Management
Systems, or it can be supported by various software systems that their coordi-
nation supports the enactment of the process model. An instance of a business
process model is called a case. Regardless of how a process is implemented, the
enactment result can produce a log file recording how the process participants
execute activities in different cases. The log file can be used to investigate dif-
ferent aspects of a business process.

Process Mining [21] is the area of research that aims to investigate insights
from the enactment result of business processes. There are different techniques
which are defined in this area to support such investigation, known as process
discovery, process conformance, and process enhancement [21]. The process
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discovery techniques aim to extract insight about different aspects of business
processes from the log files. The social interactions among process participants
is also one of the important aspects that can be discovered from the process log
in the presence of resource information.

There are different social network discovery metrics that are defined in
process mining area, i.e. Handover of work, Subcontracting, Working together,
Similar tasks and Reassignment [22]. These metrics are defined based on relations
that can be identified among activities based on the order of events in the log
file. For example, activity A can have a causal relation with activity B (shown by
A → B) iff for all events in the log, the events of activity A has followed at least
for one case by the event of activity B, but the event of activity B has never fol-
lowed directly by the event of activity A. For example, Manufacture has causal
relation with Check the final product, but Deliver and Send invoice has
not such a relation (since the are parallel). The casual relation can be consid-
ered as a direct succession relation. There is also indirect succession relation. For
example, if A → B → C, we can consider A has an indirect succession relation
with C. There are different metrics that are defined to discover different social
networks in business processes [22]:

– Handover of work metric enables us to identify the resources who passed
the work to another resource in general. There are different variations of the
definition of the handover of work metric [22]. For example, this metric can
be defined with/without considering the causal relations in a process model.
The right side of Fig. 1 shows the social network graph discovered based on
a variation of this metric based on the causal relation and direct succession.
The nodes in this graph represent the roles of people, and the edges represent
handover of works. This is an unweighted graph that does not take into account
the amount of interaction between people. The weighted graph can represent
the number of the handover of works through the thickness of the edges.

– A subcontractor is defined as a person who performs a work based on a con-
tract for another party. In process mining, the discovery of potential subcon-
tracting patterns is identified if a resource handed over work to another one
and receive it back directly. This metric also has different variants.

– Working together metrics help us to identify the resources which used to work
together. It ignores causal dependencies and focuses on resources who work
together for the same case.

– Similar tasks metric enables identifying people who used to work more on
specific tasks together. It assumes that those people have stronger relations
in compare to others. This metric also ignores the causal relationships among
event, but it focuses on activities instead of cases. The metric for example can
support the discovery of roles for a process model since activities in a business
process can be executed by people with similar roles.

– Reassignment metric investigates if the work has been reassigned among dif-
ferent resources in a process instance for an activity, so we can improve the
process by avoiding such extra reassignments. By presence of a log file with the
status of instances of activities, we can discover those interactions in the social
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network through reassignment metric. This metric can also be used to identify
the potential power relations among resources, e.g. a boss may reassign the
work to his or her employees.

There are some other works like discovering of handover of roles that aims
to discover more insight from organizational perspective from event logs [3].

(a) The default layout (b) The circle layout

Fig. 2. Social network models mined from a real log file

The introduced metrics can result in models that can be represented by
the usual graph visualization techniques using nodes and arcs. The representa-
tion of these model in process mining is supported by social networks plugins in
ProM [25]. The size of the graph increases when the number of nodes and interac-
tions increases, so it can be very difficult and inefficient to use such visualization
technique in real applications.

Figure 2 shows two graphs that represent the handover of works among par-
ticipants in a business process mined from a real log file. As it can be seen, it
is very difficult to discover the interactions among participants based on these
visualizations. The next section introduces our technique that can facilitate iden-
tifying some aspects of social networks for these cases.

3 Approach

This section introduces our approach to visualize dense social networks using
chord diagram. Here, we introduce basic definitions which are used to explain
the approach.
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3.1 Definitions

Definition 1 (Social Network Graphs). A social network graph is a tuple
G = (N,E,w), where:

– N is the set of nodes,
– E ⊆ N × N is the set of edges connecting nodes together, and
– w : E → R

+ is a function that assigns a non-negative and non-zero real
number to each edge.

The weight of an edge e ∈ E can be retrieved by w(e). In addition, we define
two other operations retrieving the incoming and outgoing edges of a node:

– The set of incoming edges of a node n ∈ N can be retrieved by
•n = {∀(x, y) ∈ E|y = n}.

– The set of outgoing edges of a node n ∈ N can be retrieved by
n• = {∀(x, y) ∈ E|x = n}.

a

b c

2

3
2 1

2

Fig. 3. An example graph

For example, the graph represented in Fig. 3 can be defined as:

(N = {a, b, c}, E = {(a, a), (a, b), (b, a), (c, c), (c, a)}, w =
{((a, a), 2), ((a, b), 3), ((b, a), 2), ((c, c), 2), ((c, a), 1)}).

In this graph, we exemplify the following operations to clarify definitions:

– w((a, a)) = 2 that retrieves the weight of the edge that connects the nore a to
itself, i.e. (a, a),

– •a = {(a, a), (b, a), (c, a)} that retrieves the incoming edges to node a, and
– a• = {(a, a), (a, b)} that retrieves the outgoing edges from node a.

A chord diagram consists of Arcs and Chords.

– An arc is a segment of the circumference of the circle that is mapped to a
node in a social network graph. Figure 4(a) shows an example of arcs in a
chord diagram that represents nodes in given example.
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– A chord is an area of the circle that connects two arcs together. It is possible
that a chord connects an arc to itself. Figure 4(b) shows an example of a chord
that connects two arcs (a and b) together. The details for computation are
explained later.

Figure 4 (c) shows a complete version of the chord diagram that represents
the given graph. We define how the elements in this diagram is computed as
follow.

Definition 2 (Chord Diagrams). A chord diagram is a tuple (G = (N,E,w),
r, φ, χ), where

– G is a social network graph,
– r is the radius of the graph,
– φ : N → (N,R+) is a function that returns the set of arcs of the chord diagram

based on graph G = (N,E,w), where:

φ(n) = (n,
2πr

∑
e∈n• w(e)

∑
e∈E w(e)

)

– χ : (n ∈ N,m ∈ N) → (N,N,R+) is a function that returns the set of chords
of the chord diagram for each pairs of nodes from graph G = (N,E,w), where:

χ(n,m) = (n,m,
2πrw(n,m)
∑

e∈E w(e)
)

Fig. 4. A Chord diagram and its elements

It should be highlighted that for every two nodes a and b, it is important to
compute both χ(a, b) and χ(b, a). We explain this definition through the given
graph as an example. The chord diagram for our graph is a tuple including a
graph, a variable r that define the radius of the circle, and two functions that
compute the length of arcs and chords, i.e. φ and χ respectively.
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φ(a) = (a,
2πr

∑
e∈a• w(e)

∑
e∈E w(e)

) = (a,
2πr

∑
e∈{(a,a),(a,b)} w(e)

∑
e∈{(a,a),(a,b),(b,a),(c,c),(c,a)} w(e)

) =

(a,
2πr(2 + 3)

2 + 3 + 2 + 2 + 1
) = (a, πr)

This means that the corresponding arc of the node a is (a, πr), which is half
of the circumference of the graph. The rest of the arc in Fig. 4 (c) is computed
accordingly.

As mentioned earlier, a chord connects two arcs together. The χ function
computes the length of each side of a chord. For example, χ(a, b) and χ(b, a)
computes the length of the chord that connects nodes a and b in each side
respectively.

χ(a, b) =
2πr × w(a, b)
∑

e∈E w(e)
=

2πr × 3
∑

e∈{(a,a),(a,b),(b,a),(c,c),(c,a)} w(e)
=

2πr × 3
2 + 3 + 2 + 2 + 1

=
2πr × 3

10
= 0.6πr

The length of the other side of the chord (χ(b, a)) and the rest of the chords
can also be computed accordingly. It should be mentioned that χ(a, b) and χ(b, a)
can have different values because the first one is calculated based on the total
outgoing weight of node a to b while the second one is based on the total outgoing
weight of node b to a.

The calculation of χ for all nodes enables visualization of the chord diagram,
shown in Fig. 4(c). As it can be seen, the visualization of chords overlaps each
other. Therefore, different configurations can be applied to enhance the capa-
bility of people to understand this diagram. Some possible configurations are
explained in the next section.

3.2 Visualization Properties

The effective visualization of dense networks does not only depend on quantita-
tive aspects but also qualitative [27]. Different qualitative aspects can enhance
the usefulness of a visualization artifact, which are used in different approaches.
Wills G.J. enumerates some of these aspects like the “ability to show or hide
parts of a graph”, “color[ing] nodes and edges”, “selective labeling of nodes
under user control” and supporting user interactions e.g. through mouse [27].
In this section, we explain how some of these aspects can be considered when
illustrating a social network model using a chord diagram.

Interactivity. The nodes in social networks are represented as arcs in chord
diagrams. The weight of relations of a node to other nodes is represented by
the length of the arc. Thus, arcs and their length provide support to compare
the weight of relations among different nodes in a social network. However, it is
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difficult for people to investigate these relations when there is a lot of chords in
a social network. Therefore, the relations among nodes can be a good subject to
be shown/hid to/from users based on the user interaction, e.g. when the mouse
is moved over an arc. Therefore, our artifact only shows the relations of a node
when a user moves the mouse over the corresponding arc.

Selective Hints. The name of arcs in the diagram can be specified explicitly.
However, it is not a good idea to annotate the diagram with detailed information.
Thus, our artifact shows the labels of the chords as hints of a mouse when a user
moves the mouse over a chord. In this way, the user can receive the information
about the particular chord that interests him/her.

Colors. Colors can play a significant role in visualization. In this artifact, we
considered two design choices in regards to coloring the diagram. The first deci-
sion is to color arcs differently to facilitate their recognition by users. The second
decision is to color a chord as the same color of the arc in which the chord has
wider length. In the case of the equal length, we color the chord white. In this
way, more aspects of relations among nodes can be visualized without making
the diagram unreadable.

4 Implementation

This section specifies the architecture and the functionalities of the plug-in that
we implemented to support visualization of social networks using chord diagram
for business processes.

4.1 Architecture

Prom framework [25] has been selected as the framework to implement the arti-
fact that can support visualization of the chord diagram. This framework is
chosen because it is open-source, and there is social network analysis plug-ins
that are already implemented there. Figure 5 shows the adapted version of the
ProM architecture that explains how our plug-in supports visualization of social
networks using chord diagram.

The ProM framework has a log filter component that supports importing log
files with a specific format to the framework. Different social network plug-ins
are implemented in this framework that produces various social network models
based on imported log file. Despite the different semantics behind these plug-
ins, the models have the same structure, i.e. it is a weighted network graph. The
social network model can be visualized through the visualization engine.

Although the ProM engine supports different sort of interactions, it does
not provide the intractability feature that we require to fulfil the mentioned
qualitative criteria in the previous section. Therefore, We define our plug-in
as an export plug-in that produces a chord diagram based on HTML and
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Fig. 5. The Architecture, adapted from [25]

D3 library [2]. D3 is a JavaScript based library that supports the development
of graphical representation on the web using HTML and JavaScript. In this way,
we support visualization of all social network analysis algorithm with the chord
diagram because all of them produces the same social analysis model from the
log file.

5 Demonstration and Discussion

We conducted a preliminary evaluation of our artifacts applicability using a real
log file. We compare the visualization result of our approach with traditional
ones. We selected real log files to investigate and analyze the results, i.e. logs
from Fifth International Business Process Intelligence Challenge (BPIC15). The
logs record all building permit applications for around four years in five Dutch
municipalities. The processes in these municipalities are very similar, yet they
have their own differences due to variations that are required to be applied in
each municipality.

In this paper, we do not aim to evaluate the usefulness of the visualization
result, and we only focus on showing the potential of our artifact that can pro-
duce visualizations that reveal more aspects of social networks. Thus, we present
the visualization results of our approach and traditional ones. In addition, we
compare them based on information that we can infer based on the visualization
result.

We consider four cases to discover social networks for working together, the
handover of works, subcontracting and similar task metrics. The reassignment
metrics is not considered since the log files do not contain enough information
to discover it.



26 A. Jalali

5.1 Case 1: Working Together

We used the first municipality log file [23] to investigate and compare the visu-
alization results of our approach with previous ones. We used the “Mine for
a Working-Together Social Network” plug-in to discover the social network of
resources who works together. Figure 2(a) shows the discovered social network
model using the default layout.

11345232

11744364

1898401

2670601
31751 53

3273854

4936828

560462

560464
560589

560
872

56
08
81

56
08
90

56
08

94

56
09

12
56

09
25

56
09

50

56
09
99

57
26
48
5

6

926414
8

(a) The complete version

11345232

11744364

1898401

2670601
31751 53

3273854

4936828

560462

560464
560589

560
872

56
08
81

56
08
90

56
08

94

56
09

12
56

09
25

56
09

50

56
09
99

57
26
48
5

6

926414
8

(b) The filtered version based on user interac-
tion

Fig. 6. Chord diagram for the working together metric (Color figure online)

There are also other layouts that sometimes organizes nodes and arcs in
a better way, but we could not find a more meaningful layout for this model.
Figure 2(b) shows another layout of the same model, i.e. circle layout. This layout
organizes nodes on a circle and draws interactions among them. In these two
layouts, we can identify two nodes that have one incoming and one outgoing arc.
These networks are dense, and it is very difficult to get more useful insights from
them.

Figure 6 shows the chord diagram that is generated by our plug-in. Figure 6(a)
shows the complete version of the diagram. Figure 6(b) shows only a part of the
diagram that is filtered based on the user interaction. The diagram is filtered
based on the node that the mouse is moved over it. We list our findings as follow.

– Resource involvement : It is possible to compare how much each resource is
contributed to the semantics of the social network based on the length of
its arc, e.g. it can easily be recognized that node “1898401” has a higher
involvement.

– Association direction: It is possible to identify the dominant direction in a
relation between two nodes. This feature is supported by colouring the arcs,
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e.g. the relations from the selected node (“1898401”) to other nodes have the
same colour as the selected node, which means that the relation from the
selected node to others are stronger than the relations from others to this
node (see Fig. 6(b)).

– Association contributions: It is possible to identify and compare the degree of
contribution of each node in a relation, e.g. the contribution of the selected
node (“1898401”) in its relation with the node “2670601” is higher that other
nodes. The contributions can be compared using the length of the chord at
the end points, i.e. involved arcs.

– Special nodes: The association direction and contributions support identifica-
tion of special nodes that e.g. only initiate the work (e.g. nodes “1898401”
and “6”) or is related to only one node (“3175153”).

5.2 Case 2: Handover of Works

We also used the first municipality log file [23] to investigate handover of works
using the “Mine for a Handover-of-Work Social Network” plug-in. Figure 7 shows
the visualization of discovered social network model using the chord diagram and
the traditional approach.
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Fig. 7. Chord diagram and corresponding graph for the handover of works metric
(Color figure online)

The introduced patterns in previous case can also be identified here, i.e.
Resource involvement, Association direction, Association contributions and Spe-
cial nodes. In this case, there are some relations that can be identified in tra-
ditional visualization technique easier. For example, there is only one incoming
arc to the node “3175153” from node “560925”. The traditional visualization
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technique shows this relation more clearly; while this relation is harder to iden-
tified through the chord diagram. The reason is that the chord diagram shows
the relationships on a more abstract level, and the relations of resources with
very tiny contributions are difficult to discover.

– Resource abstraction: Chord diagram facilitates identifications of resources
with higher contribution degree in compare to those who has very small con-
tributions to others.

5.3 Case 3: Subcontracting

We used the fourth municipality log file [24] to investigate and compare the
visualization results of our approach with previous ones. We used the “Mine
for a Subcontracting Social Network” plug-in to discover the social network of
resources who may subcontract works to others. Figure 8 shows the visualization
of discovered social network model using the chord diagram and the traditional
approach.
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Fig. 8. Chord diagram and corresponding graph for the subcontracting metric (Color
figure online)

As it can be seen in Fig. 8(b), there are some nodes in the traditional visual-
ization technique which are completely isolated from others. These nodes do not
have any relations to or from other nodes. These nodes are not demonstrated
in the chord diagram as can be seen in Fig. 8(a). However, it can show other
perspectives that we mentioned previously.

– Isolation limit : Chord diagram does not show nodes which do not have any
relation to others.
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5.4 Case 4: Similar Task

We used the fourth municipality log file [24] to investigate and compare the
visualization results of our approach with previous ones. We used the “Mine
for a Similar-Task Social Network” plug-in to discover the social network of
resources who subcontract works to others. For this case, we filtered the log file
based on “date decision for inspection” event. Figure 9 shows the visualization
of discovered social network model using the chord diagram and the traditional
approach.

In this metrics, the weight of relations among every two nodes is the same.
Thus, all chords are white (see Fig. 9(a)). As it can be seen in Fig. 9(b), all
nodes are related to each other. The traditional approach does not reveal more
information; while the chord diagram enables comparison of each chord to others.
For example, the relation between nodes “560821” and “560752” is stronger than
nodes “560821” and “1550894”.

– Association strength: Chord diagram enables comparison of relations between
nodes.
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(a) The chord diagram (b) The graph diagram

Fig. 9. Chord diagram and corresponding graph for the similar task metric (Color
figure online)

6 Related Work

The identification and analysis of similarities and differences in a large amount
of data have been addressed by developing a tool called Circos [11]. This tool
introduces a diagram, which is later called chord diagram. The diagram is used
to display large volumes of genomic data, and it is then inspired the data visu-
alization paradigm to increase the level of abstraction in the visualization of a
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large number of data. This diagram has been applied in other areas like finance
to analyze trade data with monetary values [13]. D3 is the framework that sup-
ports the development of such diagram [2]. This diagram has been used widely in
different areas to support identification and analysis of a large amount of data.

Henneman S. investigates several approaches representing information-rich
visualization of dense geographical networks. He also describes this diagram as
“very impressive due to its high information density” to visualize dense net-
works [8]. As another example of the application of this diagram in another
area, we can refer to the visualization of mapped security standards for analysis
and use optimisation [19]. The authors mention that “A big number of links
between nodes are grouped to increase the abstraction level. However more
detailed information can be extracted including interactive explanations, high-
lights, etc”. They also mention that the lack of standard structure for displaying
more information can be considered as a disadvantage of this diagram, which
is addressed through the qualitative aspects in our paper. This diagram is also
used to analyze multidimensional astronomical datasets to represent the corre-
lations among the galaxy properties [5]. There are many other applications of
this diagram in different areas, e.g. [4,17].

In BPM area, we only found one application of using this diagram so far.
Paszkiewicz Z. et al. utilize this diagram to investigate a hypothesis based on the
insight they discovered from log files [15]. This is very interesting work that shows
the usefulness of the application of this diagram - as also noted by reviewers [6].
The diagram is not used to investigate the relations based on the semantics of
business process models and metrics that are introduced to investigate social
networks in BPM area.

It would also be beneficial to study systematically how dense social network
data can be visualized using different alternative visualization approaches.

7 Conclusion

This paper introduced and adapted a new technique to visualize social networks
in process mining. The new approach is based on a visualization technique, called
Chord diagram. In this diagram, nodes are represented by arcs, and chords rep-
resent interactions among nodes. The new technique is defined formally, and a
plug-in that supports the visualization of social networks in BPM area is devel-
oped in ProM. The plug-in is used to visualize social networks in real scenarios
using both chord diagram and traditional graph visualization technique.

The result shows that the new artifact can support investigation of new
insights from the social network, such as resource involvement, association direc-
tion, association contributions, special nodes, and resource abstraction. It also
reveals that this approach cannot show nodes which are isolated from others.

The approach can be further evaluated in future. The evaluation can be
performed based on the investigation of usability of the visualization technique.
It can also be evaluated in an organization in which a researcher has access to
both stakeholders to interview and log files of processes that contains resource
information.
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Abstract. Cloud computing architectures and outsourcing of business pro-
cesses into the cloud are potential candidates to increase flexibility on the
enterprise side when it comes to service delivery. In this paper, we focus on a
specific aspect of cloud computing and outsourcing: The use of concepts from
crowdsourcing in business process outsourcing (BPO). More concrete, the
question addressed in this paper is, whether crowdsourcing is a feasible
approach for supporting BPO. Based on a literature study in the areas of BPO,
cloud computing and crowdsourcing, this paper identifies potential factors rel-
evant for decision making in favour or against using crowdsourcing in BPO
scenarios. The factors identified are investigated in a case study from BPO,
which confirms many of the factors and gives reason to believe that the work
contributes to a better understanding of outsourcing decisions in BPO and the
relevant factors. However, just one case study will not give a conclusive picture
whether the identified factors can be assumed to be relevant for the majority of
BPO cases.

Keywords: Cloud computing � Crowdsourcing � Business process outsourcing

1 Introduction

In many industrial sectors efficient service delivery is considered as the key factor to
competitiveness in a globalized market environment and information technology (IT) is
an enabler and strategic instrument. Quick adaptation of the IT to new business situ-
ations affecting service delivery is often considered as serious challenge in enterprises
since the business environment and the IT in an enterprise continuously change, but the
pace of change and the time frames needed to implement changes are different in both
areas. This is due to the fact that factors influencing the development in both areas are
different and largely independent. In the business environment, changes regarding legal
aspects, regulations, business requirements, economic factors, etc., play an important
role [14]. In the IT area, technological trends such as virtualization, cloud computing or
service-oriented architectures are changing the way IT services are provided [21].
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Cloud computing architectures and outsourcing of business processes into the cloud
are potential candidates to increase flexibility on the enterprise side when it comes to
service delivery [7]. But these approaches often are criticized for being not sufficiently
scalable or flexible as soon as automatable and manual tasks have to be combined. In
this paper, we focus on a specific aspect of cloud computing and outsourcing: The use
of concepts from crowdsourcing or crowd computing in business process outsourcing
(BPO).

More concrete, the question addressed in this paper is, whether crowdsourcing is a
feasible approach for supporting BPO. If so, what application scenarios are possible
and what characteristics do they have? The main contributions of the paper are iden-
tification of factors to be taken into account when deciding in favor or against use of
crowdsourcing in BPO and a case study from utility industry investigating BPO and
relevance of the identified factors in a real-world context.

The remainder of the paper is structured as follows: Sect. 2 will discuss the research
method used during work presented in this paper. Section 3 identifies and analyses
relevant literature in the fields of business process outsourcing and crowd computing.
From this analysis factors to be taken into account are derived. Section 4 describes an
industrial case study from utility industries which was performed in order to explore the
pertinence of the factors. Section 5 summarizes the findings, discusses threats to
validity and outlines future work.

2 Research Method

Research work in this paper started from the following research question which is
based on the motivation presented in Sect. 1: In business process outsourcing, what
factors influence decision making in favor or against the use of crowdsourcing for the
whole business process or parts thereof?

The research method used for working on this research question is a combination of
literature study and descriptive case study. Based on the research question defined, we
started identifying research areas relevant for this question and analyzed literature in
these areas. The purpose was to find existing theories, approaches or technologies
which help explaining or investigating what factors affect decision making regarding
the use of crowdsourcing in BPO. Due to the focus on cloud computing, one research
area to investigate is how business process outsourcing is implemented with or sup-
ported by cloud computing approaches. Existing work in crowdsourcing obviously also
is an area of interest in the analysis of existing work.

Since the literature study returned only “candidates” for factors to be investigated
rather than proven theories (see Sect. 3), we decided to perform a case study in order to
gather information pertinent for the subject area. Qualitative case study is an approach
to research that facilitates exploration of a phenomenon within its context using a
variety of data sources. This ensures that the subject under consideration is not
explored from only one perspective, but rather from a variety of perspectives which
allows for multiple facets of the phenomenon to be revealed and understood. Within the
case study, we used three different perspectives, which at the same time represent
sources of data: We observed the activities during business service provision, we
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examined the business process models used for execution of the outsourcing and we
interviewed different roles involved in BPO services (cf. Sect. 4.1).

Yin differentiates various kinds of case studies [23]: explanatory, exploratory and
descriptive. The case study presented in Sect. 4 has to be considered as descriptive, as
it is used to describe the phenomenon of process outsourcing and the real-life context in
which it occurs. Based on the case study results, we conclude that there is a potential of
using crowdsourcing in business process outsourcing if certain characteristics are
given. This argumentative-deductive part is discussed in Sects. 4.3 and 5.

3 Results of the Literature Study

This section presents the results of the literature study on cloud computing (Sect. 3.1)
and crowd sourcing (Sect. 3.2). The purpose of the analysis was to identify factors
which potentially could influence the decision whether or not to use crowdsourcing in
BPO. Section 3.3 summarizes the factors identified.

3.1 BPO in Cloud Computing

When analyzing literature on business process outsourcing in cloud computing, many
publications were found on architectures, security [6], business models and challenges
[10] of cloud computing. Although these publications are not addressing the subject of
business process outsourcing, we identified two areas of relevance for BPO and cloud
computing: The architecture of cloud services and deployment models of cloud com-
puting. Furthermore, there is also work on factors influencing the decision of business
process outsourcing, but this is not specifically targeted to cloud computing. This
section summarizes the relevant findings regarding architectures, deployment models
and decision factors.

The basic aim of cloud computing is to make better use of distributed resources,
orchestrate them to achieve a higher throughput scalability. Cloud computing archi-
tectures often are described with layers or categories of cloud services (see, e.g., [11]),
which also include layers relevant for implementing business process outsourcing.
A selection of frequently used service layers provided to the service user (consumer) is:

• Infrastructure-as-a-Service (IaaS) provides hardware which allows for consumer to
deploy and run operating systems and applications on the provisioned resources.

• Platform-as-a-Service (PaaS) adds to IaaS operating systems and platforms or tools,
and gives the consumer the possibility to deploy and run own applications.

• Software-as-a-Services (SaaS) extends PaaS by providing software applications
(e.g., business applications or enterprise information systems).

• Business process-as-a-Service (BPaaS) allowed providers to provision horizontal or
vertical business process services on top of using SaaS.

• Business-as-a-Service (BaaS) aims at providing an integrated set of transactional
services, business processes and collaborative work support to accomplish orga-
nizational goals. BaaS usually builds upon SaaS and BPaaS concepts.
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The actual architecture of a cloud service for business process outsourcing is
expected to influence the decision for or against use of a hybrid cloud. The use of
several software systems in the SaaS layer or various platforms as basis for SaaS in the
PaaS layer will increase complexity of the overall BPaaS service. The more complex
the overall architecture the more efforts will have to spent on providing the basis for
BPaaS “on demand” for every crowd members to be involved.

The most well-known deployment models are the use of public clouds, private
clouds or hybrid clouds. Cloud services for offered for public use (e.g., those provided
by Amazon, Google or Microsoft) are called public clouds. Private clouds use virtu-
alization and other cloud computing techniques based on enterprise-internal resources
in order to achieve a better utilization of these resources. These cloud solutions are not
offered for public use. Some enterprises use hybrid clouds with mission-critical
application in the private cloud and publicly accessible applications in the public cloud.
In many context, there will also be other hybrid models with components in different
private clouds or in private and public clouds. The use of public clouds only is expected
to ease the use of crowdsourcing since the access to the public cloud requires less
complex security mechanisms.

Factors influencing the decision of business process outsourcing were investigated
by Lacity et al. [8, 9] and Yang et al. [22] who based their work on literature analysis
and two sets of expert interviews. They concluded that three factor groups influence
decisions most: expectation, risk and environment:

• Three factors were identified in the group “expectations”: (a) Cost savings: Out-
sourcing is only desirable when the expected costs for coordinating the relationship
of the prospective supplier are lower than the production cost advantage that this
supplier may provide. (b) core competence: Activities which a company considers
as part of their competitive advantage should not be outsourced whereas activities,
which can be provided with higher quality by suppliers are candidates for out-
sourcing. (c) flexibility: Outsourcing in general is expected to increase flexibility
since internal resources can be used for core competences and decreases financial
risks by reducing capital investments. Furthermore, enterprises expect service
providers to flexibly adapt to new requirements of their clients’ markets quickly.

• The most significant factor for decision making and the only relevant one in the
factor group “environment” is the service quality provided by the service provider.
Enterprises consider outsourcing when they believe that the quality provided by an
external actor is significantly better than the quality internal resources could
achieve. Good quality is one of the most important success factors of outsourcing.

• Risk refers to an “undesirable outcome or the factors leading to an undesirable
outcome” ([22], p. 3772). The most prominent risks in outsourcing are information
security concerns and loss of management control.

All factors above can also be expected to contribute to decisions on BPO to crowds.
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3.2 Crowdsourcing

Crowdsourcing is an emerging research area and it is usually understood (e.g., [4, 5, 13])
as a form of outsourcing, in which tasks traditionally performed by organizational
employees or other companies are sent through the internet to the members of an
undefined large group people (called “crowd”). Business process crowdsourcing has
already been paid some attention in literature. It was originally introduced by Vecchia
and Cisternino [18] as a model allowing organizations to crowdsource their internal
business processes. However, currently, it is still at an early stage of development [16].

Attempts to analyse factors influencing the decision to crowdsource were already
made and are discussed in this subsection. It was recognised that making an informed
decision whether to crowdsource or not requires a comprehensive analysis in which
multiple factors should be examined in a systematic way [12, 24]. By examining the
characteristics of crowdsourcing in practice, Schenk and Guittard [13] have stressed
task complexity as the first important dimension. They proposed the classification of
tasks to simple, complex or creative. Simple tasks are jobs that can be accomplished
with generic skills. Complex and creative tasks require expertise and problem solving
skills. They also analysed the difference between the integrative and selective nature of
the crowd computing process as another dimension, distinguishing between performing
tasks individually or competitively.

Crowdsourcing in the form of contests was analysed by Afuah and Tucci in [1].
Four organizational factors that positively influence the probability of crowdsourcing
are: Characteristics of the problem (ease of delineation and transmission, and modu-
larizability), characteristics of knowledge required for the solution (effective distance,
and tacitness and complexity), characteristics of the crowd (pervasiveness of problem
solving know-how, and motivation), and characteristics of solutions to be evaluated
and of evaluators (experience-good orientation, and number of solution evaluators
required). The external factor includes the pervasiveness and cost of IT, which posi-
tively moderate the relationship between aforementioned variables and the probability
of crowdsourcing.

Theoretical framework by Thuan, Antunes and Johnstone [17] adapted the various
layers of a complex sociotechnical system from Vicente’s work [19] and classified the
identified factors to these layers: (1) the task an organization wants to crowdsource,
(2) the people who perform the task, (3) the management which plans how the task can
be coordinated, (4) the environment. Task properties: Can be delivered and collected
through the internet, interaction between organization and members during activity,
presence of sensitive information, ease of partitioning. People properties: presence of
enough human resources to accomplish task, availability of crowd members able to
perform a particular task. Management: Budget of crowdsourcing, ability to handle the
coordination of crowd workers, risk and risk management. Environment: Availability
of crowdsourcing platform (and pool of members).

Buecheler et al. [3] examined collective intelligence in scientific method. They
suggested a framework of three factors (environment, agent, and task) to determine the
viability of crowdsourcing. Although each constituent principle has detailed variables,
the authors did not specify how these variables influence the crowdsourcing decision.
More importantly, the framework cannot be fully validated as the authors themselves
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stated “the data collection was not thorough enough to analyse all the variables
mentioned in our framework”.

Rouse in [12] advises the decision to crowdsource should “only be made” after
examining four factors: production, costs, coordination and risks. Sharma [15] pro-
vided a framework of several success factors associated with crowdsourcing initiatives,
which are necessarily involved in the decision to crowdsource. In this framework,
motive alignment of the crowd is the central factor influencing crowdsourcing success
since it is “aligned to long term objectives of the crowdsourcing initiative”. This factor
is affected by five peripheral factors: vision and strategy, human capital, infrastructure,
linkages and trust, and the external environment. However, many factors in this
framework need to be detailed before the framework can be used to support managers
to make informed decision [24].

3.3 Conclusion: Factors to Be Investigated

The literature analysis presented in the previous sections revealed that there are no
established theories, approaches or models for decisions on crowdsourcing in the
context of BPO. But it resulted in a number of factors which are expected to be relevant
for this purpose, since they originate from either decision making on BPO in general,
cloud computing or crowd sourcing. Some factors from decision making on BPO and
crowd sourcing have a large overlap and therefore were integrated. Table 1 summarizes
the identified “candidate” factors. In the case study in Sect. 4, we investigate the
pertinence and relevance of these factors.

Table 1. Factors identified in the literature study

Origin Factor Description Lit.

Cloud computing
(Sect. 3.1)

Complexity of
cloud service
architecture

CPLX

Indicator: number of different
components required on SaaS
and PaaS level in order to
provide the BPaaS for the BPO
under consideration

The more components on SaaS
and/or PaaS architecture level,
the more efforts have to be
spent to provide IT system for
crowd members

[11]

Deployment
model

DEPL

Indicator: Kind of deployment
[public, private, hybrid] cloud

Private and hybrid cloud
deployment require more access
security for crowd members
than public cloud deployment

[11]

(Continued)
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Table 1. (Continued)

Origin Factor Description Lit.

Decision on BPO in
general (Sect. 3.1)

Core
Competence
COMP

Indicator: Is the task to be
outsourced a core competence
of the enterprise? [Yes, No]

Core competence should not be
outsourced

[8, 9, 23]

High service
quality

QUAL

Indicator: Is the expected service
quality provided by outsourcing
higher than the quality achieved
internally? [Yes, No]

Significantly better service results
motivate outsourcing

[8, 9, 23]

Loss of
management
control

CTRL

Indicator: Does outsourcing lead
to a not-acceptable loss of
management control? [Yes, No]

The business process has to be on
an acceptable level under
management control, both
within the enterprise or when
outsourced

[8, 9, 23]

Decision on BPO in
general (Sect. 3.1) and
Crowdsourcing
(Sect. 3.2)

Cost
savings/budget

COST

Indicators: Saving per time
period; availability of budget

Outsourcing makes only sense of
it leads to cost savings and is
only possible if the
organization has fund to pay for
it

[8, 9, 23]

Security
risk/sensitive
information

SECU

Indicator: Is either data related to
the service, the resources used
or the process applied subject to
confidentiality? [Data,
Resource, Process, None]

Confidential data, resources,
processes should not be
exposed to actors outside the
enterprise

[8, 9, 23]

Flexibility,
Availability of
internal HR
FLEX

Indicator: Are enough human
resources available in-house?
Does outsourcing increase the
flexibility of internal resource
use? [Yes, No]

In case of (temporary) shortage of
capacity, outsourcing can
provide higher flexibility than
increasing internal resources

[8, 9, 23]

(Continued)

Crowdsourcing in Business Process Outsourcing 39



Table 1. (Continued)

Origin Factor Description Lit.

Crowdsourcing
(Sect. 3.2)

Ease of task
decomposition

DECO

Indicator: Can the task be easily
decomposed into subtasks that
could be solved independently?
[Yes, No]

Decomposition is important to
speed up task execution by
parallelizing it

[1, 13, 17]

Possibility to
deliver task
through the
internet; INTN

Indicator: Whether this task and
its expected result can be
delivered through the internet

Crowd computing uses network
interaction as its primary
information channel

[1, 17]

Interaction
between
organization and
members

INTA

Indicator: A number of people in
organization that usually
influence task completion or the
number of inner organization
resources and instructions that
need to be used for task
completion

Tasks that are relatively
independent of the
organization’s information
infrastructure are easier to
crowdsource

[15, 17]

Availability of
crowd members
needed for task

CMAV

Indicator: Is the estimated number
of crowd members (of a
particular crowd provider) able
to complete the task sufficiently
large?

Some tasks require special skills
that are incompatible with a
usual demographics of crowd
members

[1, 15, 17]

Coordination
COOR

Indicator: Ability to handle
coordination of crowd workers

The presence of management staff
able (from the skill perspective
as well as from the working
schedule perspective) to
coordinate crowd computing
effort can result in better
performance

[1, 12, 17]

(Continued)

40 K. Sandkuhl et al.



4 Case Study: BPO in Energy Sector

This section summarizes the design, content and results of a case study on business
process outsourcing which was performed in the utilities industry. The purpose of the
case study was twofold: On the one hand we intended to study business process
outsourcing and the options to use crowd sourcing in a real-world context in order to
understand the specifics of this area. On the other hand, we wanted to analyze the
factors identified in the literature study in the context of the case study data. The
question to investigate is whether the case study indicates that the factors really can be
considered as affecting the decision on business process outsourcing into the crowd.

4.1 Case Study Design

In order to investigate the field of business process outsourcing, we had the possibility
to study a business services provider from the energy sector. Within this business
service provider (BSP), we collected information about BPO in several ways:

• One researcher worked during 3 months two or three working days every week at
the BSP’s facilities. The researcher was part of the team operating the business
service and maintaining the SaaS platform used for provisioning the services to the
service provider’s clients. The researcher maintained a work diary and collected
information about the work processes, technologies used and practices by observing
the co-workers and taking notes. The management of the BSP agreed to this pro-
cedure and the co-workers were informed about the purpose of the data collection.

Table 1. (Continued)

Origin Factor Description Lit.

Risk
RISK

Indicator: Can the organization
embed the risk of low quality
crowdsourcing result to its risk
management scheme?

The result of crowdsourced task
can be of relatively low quality,
and if it is critical for the
organization, then
crowdsourcing probably should
be avoided, or engineered in a
more careful way

[12, 17]

Platform
PLAT

Indicator: Does the organization
possess its own crowd
platform/typical pool of crowd
members

The availability of crowdsourcing
platform can decrease cost

[1, 15, 17]
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• The BSP specifies the services to be provided to the clients by defining business
process models. These models have to be kept accurate and up-to-date since they
are used to create executable workflows. Some of the models were accessible to the
researchers and could be analyzed.

• The internal business processes at the BSP, which were performed for delivering the
business process service to the clients, were captured by interviewing different roles
in the BSP. The roles interviewed were the service owner (responsible for the
features of the service and the flow of activities in it), knowledge worker (per-
forming manual activities in the process), system operator (responsible for con-
figuring and managing the infrastructure platform) and the BSP manager
(responsible for acquisition of clients, analyzing their demands and setting up the
service level agreements). In total six interviews were performed as expert inter-
views [2] guided by a list of questions related to the propositions (see below).

The main subject to investigate was “How are BPO services delivered by a BSP to
its clients in terms of processes performed, organization structure used, technology
applied and information used”. As already indicated in Sect. 2, the character of the case
study is descriptive. Furthermore, we defined two propositions P1 and P2.

• P1: The case shows the potential for outsourcing some of the tasks performed
within the BPO services to the crowd.

• P2: Factors identified in the literature study can be observed in the case study.

To set clear boundaries for the case we defined that only data collected during the
three months work of the researcher (see above) at the BSP’s facilities (including the
process models and interviews) in the organization units responsible for service pro-
vision to clients in the energy sector and for SaaS maintenance shall be taken into
account. Not subject of the case study are other organization units of the BSP, BPO
services provided to other utility industries (water, gas, etc.), the clients of the BSP and
sub-suppliers used for BPO by the BSP.

4.2 Summary of Case Study Data

Due to the space limitations only a summary of the data collected in the case study can
be presented in this paper. In this summary, we inserted the codes defined for the
factors (see Table 1), e.g., [FLEX] for the factor “flexibility”, if the information col-
lected can be linked to the factors. This “linking to codes” will be used in Sect. 4.3
when evaluating the case study data.

The BSP studied in the case study is a medium-sized enterprise from Germany
which offers more than 20 different BPO services to their clients. The target group for
these services is medium-sized utility providers and other market roles of the energy
sector in Germany and several other European countries. Many energy distribution
companies are outsourcing some business functions and business processes connected
to these functions. Examples are meter readings, meter data evaluation, automatic
billing, processing and examination of invoices, customer relationship management
and order management. The motivation of these companies for outsourcing business
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processes is twofold: Some companies use BSP is to temporarily increase the capacity
for performing the processes, as they do not have sufficient internal resources for
certain high capacity periods [FLEX]; others want to minimize efforts for adaptation to
market or legal changes [COST]. Energy companies in Germany are facing a contin-
uously changing business environment due to new regulations and due to competitors
implementing innovative technical solutions, like intelligent metering or grid utilization
management. In this context, both the business processes in organizations and infor-
mation systems supporting these processes need to be quickly adaptive to changing
organizational needs [FLEX].

The BSP offers the performance of a complete business process for a business
function or only of selected tasks of a business process. In this context, the BSP has to
offer and implement solutions for different variations of these business processes or
tasks. One variation is inherent in the business process as such. Even though core
processes can be defined and implemented in standard software systems, configurations
and adjustments for the organization in question are needed. The second cause of
variation is the configuration for the country of use, i.e., the implementation of the
actual regulations and bylaws. The third variation is related to the resource use for
implementing the actual business process for the customer, i.e., the provision of
technical and organizational capabilities.

The IT-basis for these services in our case study is a software product which was
developed and is maintained by the BSP. Integrated with a workflow engine and
business activity monitoring, this software product provides the business logic for the
energy sector, which is implemented using a database-centric approach. In addition to
this software product, other cloud-based services for information exchange, document
management and security are integrated [CPLX]. Different deployment models are
used including a provider-centric model (the software product and the business pro-
cesses are run at the BSP’s computing center), a client-centric model (the software
product is installed at the client site and the manual work of the business process is
performed at the BSP) and mixed models (e.g., the software product is offered in the
cloud, work and process are performed partly at the client and partly at the BSP)
[DEPL] [INTN].

An example business process, which is offered as BPO service and consists of
various activities [DECO], is to process information about energy consumption based on
meter readings. This information is exchanged between different market roles in the
energy sector using EDIFACT-like messages. Each file exchanged between the market
roles might contain thousands of messages which in turn follow a defined syntax with a
multitude of constraints and rules regarding the semantics of the information included.
The processing of the files and messages is only a small part of the process. More efforts
and activities are caused when errors are detected in the messages or exceptions are
discovered due to violation of constraints and rules. In these cases, the automatic pro-
cessing is interrupted and human intervention required. The competence required from
the “knowledge workers” ranges from simple correction of syntax errors or substitution
of faulty codes to remedy of so far unknown exceptions which requires expert knowl-
edge from the energy sector and the IT services used. This expert knowledge is con-
sidered as one of the most important competitive advantages [COMP].
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BSP and client have an agreement which defines the capacity to be provided, the
cost model, levels of confidentiality [SECU] and service quality. The BSP is respon-
sible for providing the contractually agreed capacity and quality. Sub-suppliers will
only be integrated if the agreement with the client does not exclude this option [SECU]
and if they provide the required quality of the service [QUAL] [RISK]. So far, no
experience with crowdsourcing exists. The BSP can imagine evaluating crowdsourcing
techniques for specific, isolated tasks [INTA] with low training efforts, like the cor-
rection of error codes, when there is a lack of own capacity [FLEX]. Precondition
would be the availability of a defined group of people with known competences
[COMP] [CMAV] who flexibly could be integrated into service provision. Further-
more, the status of the contributions from the crowd should be transparent [CTRL] and
it should be economically rewarding [COST].

The maintenance process encompasses steps for designing, developing, deploying
and operating the software systems used for BPO. The case showed three different
phases in the maintenance process:

• The conceptual solution addresses the development of business services which fit to
the strategic objectives and meet the practical demands of the customer under
consideration. Focus here is on the business logic, not on the technical imple-
mentation [COMP].

• The technical solution prepares the conceptual solution for execution. This usually
requires an enhancement or refinement of the conceptual solution when adapting it
for a specific technical platform for execution [CPLX],

• The executable solution represents the technical solution deployed on a specific
platform. This “running system” is managed by the customer that uses it or by a
service provider [DEPL].

The technology stack encompasses all IT-tools and platforms requires for the above
phases of the engineering process. This includes tools and notations or languages for
modeling the conceptual solution, like process modeling, business process management
or enterprise modeling tools, workflow engines and process execution environments as
well as software development environments in case services or software components
have to be integrated, and operating platforms and monitoring tools used during exe-
cution of the solution [CPLX].

4.3 Case Study Analysis

The main technique for analyzing the case study data was to link the data to the
propositions. Thus, we will discuss both propositions in the light of the case study data.
As both propositions are related to the factors identified in Sect. 3 and summarized in
Sect. 3.3, we will start the analysis by providing an overview what information is
visible in case study data regarding the factors. This summarized in Table 2.

For some factors, there was no or not enough information available in the case
study to decide on their relevance: ability to handle coordination of crowd workers,
availability of an own crowd platform to the organization and the required number of
knowledge workers to handle a given case.
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P1: The case shows potential for outsourcing some of the tasks performed within
the BPO services to the crowd. Both the case study data and the evaluation of factors in
Table 2 show that the case shows the possibility for involving crowd-members in

Table 2. Factors and their presence in case study data

Factor Description

Factors whose relevance for decision making about crowdsourcing in the case study was
confirmed

Complexity of cloud service
architecture

The architecture in the case study consists of the BSP’s
software product and – depending on the client – of
potentially additional software service. In case of
additional software, outsourcing to the crowd is
considered more difficult.

Core Competence Tasks requiring expert knowledge will not be outsourced,
since this is considered as competitive advantage which
the BSP protects

High service quality Precondition for considering crowdsourcing for certain
activities is that the service level agreement with the client
can be kept

Loss of management control The responsible persons for service management require
transparency regarding status and performance of the
crowd-members

Cost savings/budget Crowd sourcing would only be considered if it is
economically rewarding

Security/sensitive information If the contract with the client excludes an outsourcing
option, the BSP will not include any kind of sub-supplier

Flexibility, HR availability Precondition for considering crowdsourcing would be a lack
of internal capacity

Deliver task with Internet In the case study, all parts of the outsourcing are provided
using Internet technology

Availability of crowd
members

Crowdsourcing would require a defined group of people
with known competences

Interaction of organization
and crowd members

Only specific and isolated tasks will be considered for
outsourcing

Risk Precondition for considering crowdsourcing is that the
service level agreement with the client can be kept, i.e., no
risk of too low quality

Required level of adaptation If an exception requires special adaptation of the case
handling it will not be considered for outsourcing

Factors whose relevance was not confirmed by the case study
Deployment model In the case study, deployment in one or several private

clouds was possible. Crowd members would be awarded
access right to specific private cloud

Ease of task decomposition In the case study, the overall business process is already
decomposed into single tasks. Decomposition was not
considered.
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provisioning the BPO service. The potential for crowdsourcing seems quite limited
since it is only for “simple” tasks in exception handling which require limited training
efforts for a known group of crowd-members. Furthermore, the BSP does not have
experience with crowdsourcing and will consider this as an “experiment”, which
indicates that the subject so far is given low priority. However, for the research work
presented in this paper it is important to notice that due to the potential for using
crowdsourcing it was a suitable case study for investigating the factors identified in the
literature study.

P2: Factors identified in the literature study can be observed in the case study.
Table 2 shows that most of the factors actually could be observed in the case study and
most of them were confirmed relevant. Only two factors were not confirmed:
deployment model and ease of task decomposition. For these two factors, which
intuitively make sense, we will need to investigate further cases in order to decide on
their pertinence.

5 Summary and Future Work

Based on a literature study in the areas of BPO and cloud computing and crowd-
sourcing, this paper identified potential factors relevant for decision making in favor or
against using crowdsourcing in BPO scenarios. The factors identified were investigated
in a case study from business process outsourcing, which confirmed many of the factors
and gives reason to believe that the work contributes to a better understanding of
outsourcing decisions in BPO and the relevant factors. However, just one case study
will not give a conclusive picture whether the identified factors can be assumed to be
relevant for the majority of BPO cases. Future work will have to investigate more
cases. The factors identified have to be considered as a theory contribution grounded in
literature and one case study.

Research including empirical studies has threats regarding its validity, and so has
the case study performed in this paper for investigating the decision factors for crowd
sourcing. However, to early identify such threats and to take actions to mitigate the
threats can minimize the effect on the findings. Common threats to empirical studies are
discussed, for example in [20] and [23]. The threats to validity can be divided into four
categories: construct validity, internal validity, external validity and conclusion
validity. Construct validity is concerned with obtaining the right indicators and mea-
sures for the concept being studied. Internal validity primarily is important for
explanatory studies with the objective to identify causal relationships. External validity
is addressing the question about to which extent the findings in a study can be gen-
eralized. Conclusion validity addresses repetition or replication, i.e., that the same
result would be found if performing the study again in the same setting.

With respect to construct validity, the following threats were identified and actions
taken: (a) Selection of employees from the BSP interviewed and observed in the case
study. The results are highly dependent on the people being interviewed and observed.
Only persons experienced in business process outsourcing and the application domain
under consideration will be able to contribute to judging the importance of factors. To
obtain the best possible sample, only people having worked in this area for a long time
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and hence having the required background were interviewed or observed during the
case study. (b) Reactive bias: A common risk in studies is that the presence of a
researcher influences the outcome. Since the selected participants in the study and the
researcher performing the study have been collaborating for a long time, this is not
perceived as a large risk. However, as the crowdsourcing idea was proposed by the
researcher there is the risk that the interviews are biased towards this idea and to find
evidence for the relevance of factors. In order to reduce this threat, the interviewees
were informed that crowdsourcing can be used in different ways and the purpose of the
study was to investigate feasibility. (c) Correct interview data: There is a risk that the
questions of the interviewer may be misunderstood or the data may be misinterpreted.
In order to minimize this risk, the data collected during the interviews was presented
afterwards to the interviewees to allow for verification. Furthermore, the interviews
were documented, which allowed the researcher to check certain parts of the interview
again if portions seemed unclear.

From the perspective of external validity, a potential threat of the study is of course
that the actual interviews and observations have been conducted with members of only
one BSP. It will be part of the future work, to conduct a study with other BSPs.
Conclusion validity mainly concerns the interpretation of data: The outcome of the
study potentially could be affected by the interpretation of the researcher. To minimize
this threat, the study design includes capturing the relevant aspects by different data,
i.e., to conduct triangulation to check the correctness of the findings. Furthermore,
another risk could be that the interpretation of the data depends on the researcher and is
not traceable. To reduce the risk the data interpretation was discussed with other
researchers and validated by them.

In addition to more case studies and the collection of additional data regarding the
identified factors, future work has to contribute a deeper conceptualization of the
different factors. We identified factors and confirmed their pertinence in one case, but
we did not fully operationalize them. For factors like architecture of cloud service, we
will need to spend more work on finding indicators which show, when the factor under
consideration has substantial influence and when the influence is negligible. For the
example of the factor “cloud service architecture” this would mean to determine, with
which indicator to measure this factor and what indicator values would have to be
considered too high for a decision in favor of outsourcing. Another direction of the
future work is to separately evaluate each factor’s influence for different crowdsourcing
models, as the employed model (e.g., microtask markets, solution contests) may affect
factor’s relevance.
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Abstract. Cyber-Physical Systems (CPS) are considered as key elements of the
next industrial revolution which have an enormous innovation potential.
However, the existing gap between methods, modelling approaches and view‐
points of the disciplines involved in CPS development creates significant diffi‐
culties for creating viable CPS solutions. In this paper we investigate the potential
of using enterprise modelling as an integrative method for large parts of CPS
development projects. The work is based on a case study from transportation
industry. The main contributions of this paper are (1) a case study from trans‐
portation illustrating CPS development with business and technical aspects,
(2) a discussion of enterprise modelling potential in different development phases
of CPS, and (3) a proposal for a CPS development process integrating technical
and business aspects.

Keywords: Cyber-Physical Systems · Enterprise modelling · Case study ·
Transportation industries

1 Introduction

Cyber-Physical Systems (CPS) are considered as key elements of the next industrial
revolution which have an enormous innovation potential. CPS are expected to be the
key to higher efficiency and flexibility in many industrial domains [5]. From a technical
perspective CPS tightly integrate physical and IT (cyber) systems based on interactions
between these systems in real time [11]. Such systems rely on communication, compu‐
tation and control infrastructures commonly consisting of several levels with different
resources, such as sensors, actuators, computational resources, services, humans, etc.
From an enterprise perspective CPS have the potential for initiating product innovation
(see [6] for an example from health industries), process innovation (see [8] for an
example from manufacturing) or business model innovation (see [18]).

A challenge frequently experienced in the development of CPS is the gap between
methods, modelling approaches and viewpoints of the involved disciplines. In order to
create viable CPS solutions from business and technical viewpoint, stakeholders from
different enterprise functions should be involved as the services and products depending
on CPS will have to be integrated in the enterprise’s business processes, need qualified
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personnel, are part of the enterprise service structure. This gap has been addressed by
some research projects but is not fully covered yet.

This paper addresses the above challenge by discussing the potential of enterprise
modelling as an integrative method for large parts of CPS development projects. More
concrete, we investigate based on a case study from CPS development in transportation,
which development steps of CPS could be supported by enterprise modelling methods
and how an integrated development method including business and technical aspects
would have to look like. The main contributions of this paper are (1) a case study from
transportation illustrating CPS development with business and technical aspects, (2) a
discussion of enterprise modelling potential in different development phases of CPS,
and (3) a proposal for CPS development process integrating technical and business
aspects.

The remaining part of the paper is structured as follows: Sect. 2 will give a brief
overview to background for this work in enterprise modelling and CPS development.
Section 3 gives an overview to the research method used. Section 4 presents the case
study from transportation industry with its design and analysis approach. Section 5
discusses the role of enterprise modelling in CPS development as a result of analysing
the industrial case. As a conclusion from the industrial case, Sect. 6 proposes an enter‐
prise modelling-based CPS development approach. A summary and description of future
work is subject of Sect. 7.

2 Background

This section summarizes the conceptual background for our work with focus on enter‐
prise modelling (Sect. 2.1), Cyber-Physical Systems (Sect. 2.2) and development
methods of CPS (Sect. 2.3).

2.1 Enterprise Modelling

In general terms, enterprise modelling is addressing the systematic analysis and model‐
ling of processes, organization structures, products structures, IT-systems or any other
perspective relevant for the modelling purpose [22]. Sandkuhl et al. [16] provide a
detailed account of enterprise modelling approaches. Enterprise models can be applied
for various purposes, such as visualization of current processes and structures in an
enterprise, process improvement and optimization, introduction of new IT solutions or
analysis purposes. Enterprise knowledge modelling combines and extends approaches
and techniques from enterprise modelling. The knowledge needed for performing a
certain task in an enterprise or for acting in a certain role has to include the context of
the individual, which requires including all relevant perspectives in the same model [13].
A practice for identifying these perspectives is the so-called “POPS*”-approach
proposed by [12]. POPS* is an abbreviation for the perspective of an enterprise to be
included in an enterprise model: process (P), organization structure (O), product (P),
systems & resources (S) and other aspects required for the modelling purpose (*). The
practice basically recommends to always include the four POPS perspectives in a model
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because they are mutually reflective: process are performed by the roles captured in the
organisation structure, the roles are using systems and resources which at the same time
capture information about products; manufacturing and design of products is done in
processes by roles using systems, etc. [12].

2.2 Cyber-Physical Systems

As already mentioned, CPS tightly integrate heterogeneous resources of the physical
world and IT world. This term is tightly related to such terms as Industry 4.0 and Internet
of Things. Currently, there is a significant amount of research efforts in the area of cyber-
physical networks and their applications, e.g., in production [8], transportation [23], and
many other. Such systems rely on communication, computation and control infrastruc‐
tures commonly consisting of several levels for the two worlds with various resources
[20] as sensors, actuators, computational resources, services, etc. CPS belong to the class
of variable systems with dynamic structures.

Having analysed the state-of-the-art of different CPS approaches and supporting
technologies, among other conclusions, Horvath and Gerritsen conclude that “the next-
generation of CPSs will not emerge by aggregating many un-coordinated ideas and
technologies in an incremental fashion. Instead, they will require a more organized and
coordinated attack on the synergy problem, driven by an overarching view of what the
future outcome should be” [7]. Although recent research approaches start to address this
issue, e.g. for the design of interoperable Internet-of-Things manufacturing systems [9],
the statement by Horvath and Gerritsen continues to be valid. This means that the whole
structure of a CPS under development has to be built in advance based on the analysis
of the required CPS functionality. Enterprise models can be a valuable information
source in this case since they describe various aspects of an enterprise, acting units, their
competences and relationships.

2.3 Development Methods of Cyber-Physical Systems

As part of the background work for the paper, we performed a literature study in order
to identify development methods for cyber-physical systems. This study followed an
explorative approach using Google Scholar, IEEE Xplore and SpringerLink as primary
sources for literature search. In the first stage, we looked for methods dedicated to CPS
development or engineering. The literature search in this field revealed that there is a
workshop on the topic of engineering CPS, but no dedicated method for CPS develop‐
ment or engineering could be identified [14]. The literature search showed the use of
systems engineering methods (see, e.g. [21, 23]), pragmatic approaches (e.g. [1]) or
iterative incremental developments like in software engineering (e.g. [15]).

In the next stage we checked the existing methods in related areas. As CPS integrates
physical systems and IT-systems, these areas primarily were systems engineering and
software engineering. Software engineering methods usually integrate the business
perspective as part of requirements engineering but focus on use cases or process
modelling [19]. If hardware has to be integrated, hardware/software co-design methods
have to be applied which do not include the business aspects [4]. Systems engineering
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methods [3] focus on identifying interdependent parts of systems and in designing the
internal environment, functions and interface of these parts. This neglects both the user
and business perspective [2].

The result of the analysis was that there is no method covering all steps from business
model development to system engineering.

3 Research Method

Research work in this paper started from the following research question which is based
on the motivation presented in Sect. 1: In CPS development projects, how to use enter‐
prise modelling for the integration of business and technology aspects?

The research method used for working on this research question is a combination of
literature study and descriptive case study. Based on the research question defined, we
started to identify existing CPS development approaches. The purpose was to find
existing theories or approaches that integrate business aspects of CPS and technology/
engineering aspects during the CPS development. Since the literature study returned no
such theories or approaches (see Sect. 2.3), we decided to perform a case study in order
to gather information pertinent for the subject area. Qualitative case study is an approach
to research that facilitates exploration of a phenomenon within its context using a variety
of data sources [25]. This ensures that the subject under consideration is explored from
different perspectives which allows for multiple facets of the phenomenon to be revealed
and understood. Within the case study, we used two different perspectives, which at the
same time represent sources of data: We observed the activities during CPS development
and we analyzed documents from different phases of the development process, including
the early phases dedicated to business model definition, the phase of specifying business
and operation processes, and the engineering phases of the technology (cf. Sect. 4.1).

Yin differentiates various kinds of case studies [25]: explanatory, exploratory and
descriptive. The case study presented in Sect. 4 has to be considered as descriptive, as
it is used to describe the phenomenon of CPS development and the real-life context in
which it occurs. Based on the case study results, we conclude that there is a potential of
using enterprise modeling for integrating the business and technology aspects of CPS
development. This argumentative-deductive part is discussed in Sect. 5.

4 Case Study: CPS Development in Transportation

This section summarizes design and content of a case study on CPS development in
transportation industries. The purpose of the case study was twofold: On the one hand,
we intended to study integration of business and technology aspects during CPS devel‐
opment in a real-world context in order to understand the specifics of the underlying
procedure. On the other hand, we analyzed the potential for using enterprise modeling
as integrative approach between business and technology.
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Table 1. Available documents for qualitative case analysis in the industrial case

Document Main Purpose Format Development Phase
Funding application,

Stage A
Market study for

innovative products
Text document Business objectives

development
Meeting notes Notes from meetings of

researchers and
founders of the company
about idea and basic
concepts

Handwritten
notes

Business objectives
development

Project Report A Result report from funding
application, stage A

Text document Business model dev.

Funding application,
Stage B

Feasibility study of
integrated IT and
physical components

Text document Specification of CPS

Business Plan
(excerpt)

Description of services to
be offered with key
features and target
groups

Text document Business model dev.

Architecture sketch Identify main components
and basic information
flow between
components

Drawing Specification of CPS

Report from Project B Result report from
feasibility study project,
stage B

Text document Business model dev.,
Specification of
CPS

Funding application,
Stage C

Development of high risk
products

Text document Specification of CPS

Work Process Define work processes
from end user and back-
office perspective

Process model Integration into
enterprise
processes

Project Report C Result report from project,
stage C, describing the
actual services,
implementation status

Text document Enterprise
architecture
modelling

Software and systems
architecture

Architecture model with
different views on
components,
information, hardware
and infrastructure

Drawing Specification of CPS

Dependency chart Visualize the dependencies
of back-office systems
and software
components

Drawing Specification of CPS

Design specification Specify interaction
sequence, message
exchange and
implementation
requirements

Text + UML
diagrams

CPS implementation
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4.1 Case Study Design

In order to investigate the development of CPS, we had the possibility to study a case
from transportation industries. This CPS development originated from a cooperation
between industry and academia which started already in a very early phase of developing
the business idea, i.e. the feasibility of developing the underlying technology for the
CPS was confirmed and the idea for new kinds of business services was existing, but
there were no defined business plans, architecture descriptions, service specification,
economic models or similar. This resulted in the rare opportunity to accompany the
development process of a CPS from idea to implementation.

As already stated in Sect. 3, the main subject to investigate was “In CPS development
projects, how to use enterprise modelling (EM) for the integration of business and tech‐
nology aspects?” For this research question, we identified three sub-questions:

• What are the steps in developing CPS?
• For which steps are EM methods applicable as they are?
• What extensions of EM would be required or advisable?

From a method perspective, we followed the recommendations of [10] for
performing qualitative case analysis. The unit of analysis in the case study is a single
project of CPS development, i.e. our work does not address businesses developing a
portfolio of CPS or CPS product families. The actual project we analysed is described
in Sect. 4.2. This project includes one technological solution and several business serv‐
ices offered to the clients on basis of this technological solution. Since our objective is
to study applicability of enterprise modelling in practice of CPS development, our focus
had to be on data sources containing very detailed information. The data sources used
are original project documentation and notes taken by the personnel involved in the
project. Table 1 shows the list of documents analysed and indicates in the column
“development phase” from what phase of CPS engineering the document originates.
The analysis of the data sources was performed based on the research question with its
sub-questions, i.e. a qualitative content analysis of all documents shown in Table 1 was
performed in order to link the documents to the research (sub-)question(s).

4.2 Case Study Summary

Due to the space limitations only a summary of the data collected in the case study can
be presented in this paper (see also Sect. 5). The work reported in this paper was
performed in an industrial project in transport and logistics industries. The logistics
industry makes intensive use of modern information technology and CPS for achieving
high efficiency of processes and solutions in a globalized market. One of the world’s
largest truck manufacturers designed and implemented new transport related services
based on a CPS consisting of electronics in truck-trailers and an IT system using the
information from the trailers for information logistics services. The trailers have a wire‐
less sensor network (WSN) installed in the position lights. Each light carries a sensor
node able to network with neighbouring nodes and furnished with a radar sensor. This
sensor can be used for various purposes, including protection of the goods on the trailer
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against theft or surveillance of the trailer or its different compartments (e.g. by elec‐
tronically sealing them). A gateway in the trailer is controlling the WSN in the position
lights and communicates with the back-office of the owner of the trailer. Several services
were developed within the project, which exploit the possibilities of combining sensor
information and IT services. One of these services is additional protection of the trailer
when parked against theft, also called secure trailer access control (STAC) (see [17] for
more details).

The development of STAC and the other new services started in 2009 and continued
until 2012. Everything started with the idea of creating new transportation-oriented
services based on wireless sensor networks built into truck-trailers. The Swedish inno‐
vation agency VINNOVA funded in 2009 a market study in this area and 2010 a feasi‐
bility study for technical solutions. In parallel to these projects, business plan develop‐
ment and investigation of different service scenarios and potential technical designs took
place. End of 2010, it was decided to enter actual product development which financially
was supported by investors from transportation industry and project funding from the
“Research & Grow” program of VINNOVA. The development included design of the
business model, the systems architecture, the devices to be built into the trailers, the
software infrastructure, back-office and usage process and the overall system architec‐
ture. Furthermore, integration into existing service systems had to be taken into account.
In 2012 the development was moved to another organizational context as the developing
company was bought by another enterprise.

5 How to Use EM for the Integration of Business and Technology
Aspects in CPS Development?

During the case analysis described in Sect. 4, we discovered a number of work steps or
phases of the CPS development which would be suitable for enterprise modelling use.
This section will provide information from the analysed documents and discuss these
phases from three perspectives: (a) what has been done in the industrial case using
enterprise modelling methods, (b) what could have been done if the possibilities of
enterprise modelling would have been fully exploited, and (c) implications for enterprise
modelling (if any) in terms of required extensions or changes in methods or w.r.t. inte‐
gration with other methods.

5.1 Definition of Business Objectives

Before the start of the actual system development, the business objectives to be reached
were discussed among the founders and defined. In the industrial case, business objec‐
tives were seen as a means to prioritize between the different possible services and
customer groups and as a way to focus the business model development (see Sect. 5.2).
The result of this step was a list of business objectives. One of the business objects
defined was “To establish the service of ‘secure transport access (STAC)’ for medium-
sized and large haulers with at least 250 trailer installations and 50 % cost coverage
during the first two years”.
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What has been done with EM use? – Definition of business objectives was
performed without using EM techniques. Most of this step was supported by brain‐
storming and (unstructured) discussions.

What could have been done with EM? – Goal modelling is part of several EM
techniques and would have been a suitable way to support systematic development of
goal hierarchies and agreeing on priorities. 4EM goal modelling (see [12]) would be a
suitable technique for this.

Implications for EM? – None.

5.2 STAC Business Model (Excerpt)

Business model development did not only cover the business objective shown in
Sect. 5.1, but also business objectives for other services. The development was guided
by the approach of partial business models proposed by Wirtz [24]. Five partial business
models were used: The procurement model describes production factors and their
sources, i.e. identification of suppliers is an important aspect. The manufacturing model
covers the combination of input factors to the service under consideration. Demand
structures as well as the competitive situation are described by the respective sub-models
of the market model. The service offer model defines which IT services are provided to
the customers, and the distribution model focuses on the channels used to make the IT
services available to the specific customer groups. Table 2 shows an excerpt from the
business model description as an illustration.

Table 2. Excerpt from business model from “secure trailer access (STAC)”

Partial models of business model Business model of trailer theft control
Procurement model Different elements of the services are contracted to service

providers:
• authentication of the truck driver: provided by trust centre
• communication between gateway and back-office:

provided by telco
• security service in case of security incident, e.g. attempt

of theft: provided by security provider
Manufacturing model The general administration services, operational services

and control services all are provided from the own back-
office of the enterprise (i.e. service operator,
infrastructure operator, project manager, help desk, etc.)
using own IT hardware and software systems (fleet
management, contract management, configuration
environment).

Service offer model The transport access control service is offered as stand-
alone IT service or as “security bundle” with the services
“electronic fence” and “electronic seal”.

What has been done with EM use? – EM was not used in this stage; the approach
proposed by Wirtz was applied (see above).
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What could have been done with EM? – Procurement model, manufacturing model
and service offer model basically consist of very rough identification of stakeholders
and process groups within and outside the enterprise. In principal, most enterprise
modelling method offer possibilities to capture such organisational elements and
“process maps” as starting point for process modelling.

Implications for EM? – Enterprise modelling methods should be extended in order
to explicitly support business model development, i.e., EM methods should include
methods components or procedures describing what steps to take in business model
identification. We consider such an extension more as a matter of defining an appropriate
procedure than of actually extending notations or meta-models.

5.3 Business Processes for CPS Operation and Use

The business model excerpt shown in Sect. 5.2 can be used to identify where integration
of the new service into the existing structure of the enterprise is needed. The manufac‐
turing model defines what parts of the service are implemented in-house, i.e. from here
we identify the existing roles and organization units (e.g. i.e. service operator, infra‐
structure operator, project manager) and resources involved (e.g. contract management,
configuration environment). Procurement model and service offer model help to identify
external roles, external processes and product structure elements.

What has been done with EM use? – As the business model was neither precise
enough for specifying the exact integration in the enterprise nor meant for this purpose,
we used EM for this development step. We developed an enterprise model capturing the
POPS perspectives (see Sect. 2.1) for the relevant part of the case company from
Sect. 3 and extended this model for the new services, which also visualizes how the CPS
is integrated into business processes.

Fig. 1. Enterprise model excerpt for STAC with focus on process/role/resource
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Figure 1 shows an excerpt from the enterprise model for STAC. In the middle of the
figure, the high level business process “STAC service” is depicted. On the lower left of
the process container, the roles involved are modelled (including internal and external
roles); on the lower right of the process container, the systems and infrastructure
resources are shown. Above the process container, important documents (e.g. contrac‐
tual elements, like terms and conditions) are modelled. The arrows in the figure are typed
relations between the model elements, which for example show which role “is_respon‐
sible” for what activity in the process. Both, human resources and infrastructure
resources are part of specific sub-models for the overall enterprise not shown in the
figure.

What could have been done with EM? – see above.
Implications for EM? – None.

5.4 CPS Integration into Product and Service Structure

When defining the business processes (see Sect. 5.3) and system architecture it became
obvious that the CPS uses components of already existing products or services in the
enterprise. An example is the technical maintenance service for trailers which currently
is supposed to fix technical problems of the trailer’s electricity or chassis but can be
extended to also take care of the troubleshooting for the sensor network or trailer
gateway. Another example is the power supply component in trailers which normally is
installed in case refrigeration functionality is added to the trailer but within the CPS
system can provide additional power supply for the trailer gateway. The dependencies
and relationships to such existing products or services was in the industrial case captured
by diagrams using feature model-like notations.

What has been done with EM use? – EM was not used in this stage.
What could have been done with EM? – Some enterprise modelling techniques,

such as Active Knowledge Modelling, explicitly include capturing product knowledge
and product structures. This approach could have been used in this development stage
with the advantage that dependencies between processes, organisation structure and
product/service component would have become more clear.

Implications for EM? – An enterprise modelling method used for CPS development
has to provide the possibility of modelling product structures and inter-relationships to
other modelling perspectives, like processes and organisation structures.

5.5 CPS Integration into Application and Information Architecture

When elaborating the software and system architecture it became clear that the CPS
operation requires a tight integration with existing enterprise-IT for performing back-
office processes. Examples are the integration with the ERP system for managing client
data, orders, transactions and accounting issues, or with the fleet management system
for tracking trailers and managing assignments to trucks.

In the industrial case, these connections were captured in an architecture diagram
and tackled either in small integration projects with existing systems or by providing
new installations of the application in question dedicated to the CPS operation.
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What has been done with EM use? – EM was not used in this stage.
What could have been done with EM? – Modelling approaches for enterprise

architecture management (EAM), like ArchiMate or TOGAF, clearly contribute to
enterprise modelling with a focus on architectural structures. They provide constructs
to model architectural dependencies between, e.g. business, application, information
and technology architecture, and also provide means to capture much of the process and
organization perspective of an enterprise as part of the business architecture. However,
enterprise architecture approaches are not prepared and not meant for in-depth modelling
of processes, organization structures, products and goals.

For the task of integrating CPS into application and information architecture, EAM
approaches in general clearly are a suitable tool. However, this requires that the enter‐
prise under consideration already has established EAM in the organisation, i.e. that the
established enterprise architecture is known and documented.

Implications for EM? – Enterprise modelling methods should at least provide basic
features for modelling enterprise architectures which can be used if no established EAM
exists in the enterprise under consideration. In case EAM is established, the results from
Sects. 5.3 and 5.4 have to be analysed regarding their implications for the EA.

5.6 Software and Systems Development

The development of the actual CPS system and the back-office infrastructure required
a specification of what use cases had to be supported and what existing systems, infor‐
mation sources and interfaces had to be integrated. Although the business processes
were defined in an enterprise model (see Sect. 5.3), additional UML use case diagrams
were defined, which basically contained the same information, but provided exactly the
view on one specific use case desired by the software and systems engineers.

What has been done with EM use? – The processes for CPS use were included in
the business process model, but not applied.

What could have been done with EM? – EM basically offers all information and
features required for the purpose. The main shortcoming in this development step was
that the tool support did not offer a powerful view concept which allowed to provide the
developer-specific view on the business process required.

Implications for EM? – Enterprise modelling methods selected for CPS develop‐
ment have to provide tool support also prepared for the needs of software and systems
engineers. Alternatively, software and systems engineers need to be acquainted with
enterprise modelling techniques-

6 EM-Based CPS Development Process

During the literature analysis presented in Sect. 2.3 we made the observation that most
CPS developments seem to assume that development of the technical CPS system (which
consists of a physical and an IT-system) and the integration of this CPS system into the
enterprise IT and the enterprise’s business are different activities which can be supported
by different methods. In contrast, we argue - based on the results of the case study in
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Sect. 5 - that CPS System development should not be separated from the integration into
enterprise IT and business because not only the internal communication between phys‐
ical system and IT system is affected by real-time communication and coordination but
also the related enterprise systems and possibly even actors in the enterprise other than
the users and operators of the actual CPS. Thus, we need a much more integrated method
support for system development, system integration into business and business model
development. The design of a CPS is much more than the design of the actual physical
and IT-system and has to include the “organizational” system. We also argue that enter‐
prise modelling methods can support this although they need extension.

Based on this observation we propose a CPS development process based on enter‐
prise modelling which consists of the following phases:

a. Business objectives development: The enterprise management defines the business
objectives to achieve. This includes what actual services to offer in what priority,
minimum number of customers, upper limit for investments into solution develop‐
ment and marketing, expected market share, and other general frame conditions.
This step is supported by goal modelling.

b. Business model development: for each of the services supported by the envisioned
CPS, which are part of the business objectives, a business model is developed.
Conceptually, the business model is separated into partial models (see Sect. 5.2) and
captured in process modelling and organisation structure modelling perspectives.

c. CPS integration into business processes and product/service structures: as the busi‐
ness model does not describe how the new services will be integrated into the existing
processes and structures of the enterprise delivering theses services, the next step
has to be to design and integrate such structures and processes. This step can be
performed refining the process, organization structure and resource perspectives
available in many enterprise modelling techniques. Product and service structure
modelling is an essential part of it.

d. Enterprise Architecture Modelling: in addition to business process and product
structure integration (previous step), the IT-infrastructure required for CPS needs to
fit into the enterprise’s architecture which has to be captured in architecture models.

e. Specification of CPS: the specification of the CPS has to include the architecture and
functional/non-functional characteristics of the technical solution and the set of
operational service for managing and operating the technical solution. Enterprise
architecture model (step d.), business process and product structure model (step c.)
form the requirements space for this step. The specification as such is not done using
enterprise modelling. With this step, the use of an adequate systems modelling
method starts

f. CPS implementation: based on the specification, the actual It and physical compo‐
nents for the CPS are developed and integrated into a running system

g. CPS testing can be supported by using the specified processes and interactions as
basis for generating test data.

h. CPS deployment: the business process and product/service structure models usually
indicate and specify organizational changes in the enterprise which have to be
prepared and implemented independently of the CPS design. Within deployment of
the CPS system, these changes have to be completed and introduced.
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7 Summary and Future Work

Starting from an industrial case of a CPS for transportation industries, the paper inves‐
tigated the CPS development process. The case study showed that different representa‐
tions and methods were used for the process steps, e.g. partial business models, enter‐
prise models and software architecture models or system specifications. This diversity
confirms the gap between methods, modelling approaches and viewpoints often
observed during CPS development. Furthermore, the potential for using enterprise
modelling was investigated by analysing the original project documentation in the case
study.

The case study analysis performed in the industrial case had the main objective to
gain a better understanding of how enterprise modelling can be used in CPS develop‐
ment. Section 5 reported on the key findings of the analysis following the order of devel‐
opment phases visible in the case study documents. The main conclusion is that there are
a number of candidate areas for the use of enterprise modelling which need further inves‐
tigation. Future work will have to include an analysis of other CPS cases to confirm this
conjecture and the development of a process for enterprise modelling use.

Another finding from the case study is that the development process used in the case
can be improved by a better integration of the models produced in the different devel‐
opment phases (e.g. model of business model, model of operational process, model of
software system). This potentially can be done using the enterprise modelling-based
CPS development process proposed in Sect. 6. The underlying idea is that model-driven
approaches are increasing the efficiency in information system development. However,
this conjecture has to be investigated in future cases.

The main limitation of the paper is the focus on just one industrial case, i.e. the above
development process has to be considered as a process hypothesis and not as a validated
research result. The conclusions reached and the experiences presented obviously cannot
be taken as valid for all CPS cases but need further validation. Another limitation of this
paper is the focus is developing completely new CPS, i.e. we consider a situation where
a CPS forms the basis for new customer services of an enterprise which did not exist
before. These customer services need to be defined including the processes for imple‐
menting them, the roles involved in the enterprise, resources required and the way the
CPS is used for delivering the customer services. The use of enterprise modeling in such
a context probably is more promising than in existing service areas which are modified
by CPS use or replacements of established technical solutions with CPS. Thus, future
work will also have to investigate, whether our experiences can be transferred to these
CPS development areas.
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Abstract. The hierarchical abstraction used in business process modeling is a
strong feature which requires careful application by analysts in order to take the
advantage of the benefits it brings. Failing in this case may not only bring head‐
ache to the analysts, when trying to manage the complexity of the created model,
but also turn the whole created business process model useless. In this paper we
look at research that has been done in the field of the business process abstraction
level management according to which we review and extend the Methodology
for Modeling and Analysis of Business Processes (MMABP). Eventually we
discuss the benefits the extended MMABP brings compared to the current state-
of-the-art.

Keywords: BPM · MMABP · Process levels · Abstraction

1 Introduction

Business process modeling languages allow us to work out the business process models
into unlimited number of levels of abstraction. This possibility of limitless hierarchical
abstraction is, no doubt, a strong feature but also very dangerous if used unwisely and
its wrong application may eventually make the whole business process model either too
complex and detailed or too abstract. Unfortunately in both cases the wrong application
of the abstraction makes the use of the created business process model very hard or
makes the model even unusable at all. Moreover, wrong use of the model hierarchy can
even cause the conflict with basic principles of process-driven management. This is one
of the challenges the business process modeling methodologies should provide a solu‐
tion for and give the analysts guidelines how to keep the business process abstraction
levels under control through bringing an order into the hierarchical abstraction.

In this paper we go by the hypothesis that there is no standard or dominant approach
to the business process abstraction management. We expect the different approaches of
different methodologies and frameworks to business process abstraction management
to be close in number and granularity of business process abstraction levels, but to
significantly differ in their understanding of the individual process abstraction levels as
their purpose and the origin would differ. Further on we expect that just two process
abstraction levels present in the MMABP are not sufficient for complete coverage of the
complexity of the process abstraction and that there will be necessary an extension of
the number of process abstraction levels accompanied by a methodological extension
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in order to have a complete set of rules for process abstraction level management incor‐
porated in the MMABP.

In the following text we have shortened the term process abstraction level to a process
level for the better clarity of the text.

2 Current Research Review

There is no standard or dominant approach in the current research to number of process
levels or their definition. By contrast, we can say that there is a wide variety of
approaches differentiating in the degree of formalization. As the most liberal we can
consider the business process modeling standards such as BPMN [1] or IDEF3 [2] which
allow an analyst to have unlimited number of process levels. They leave this completely
up to the analysts with the idea behind that they are the ones who should consider the
sensibility of each process level. In the same manner go along authors like [3, 4], who
are aware of this issue but through their experience they came to only general recom‐
mendation that one should create as few levels as possible and as many as necessary
keeping in consideration the sensibility and clarity when adding or removing a process
level.

In opposition to this freedom without boundaries there are methodologies and frame‐
works which try to give rules to the process levels. The number of defined process levels
ranges from three [5] over four [6–8] to five [9, 10]. Even though the number of suggested
process levels differs, there is possible to map individual levels on each other according
to the process level granularity [9].

Table 1. Different approaches to process abstraction levels

# APQC PCF [6] LEAD [9]
process
levels

SAP [10]
process
levels

[7] SCOR Fundamentals
of BPM [5]

Siebel [8]

1 Category Process area Business
Area

Level 1 Process
domain

2 Process group Process
group

Process
group

3 Process Business
process

Business
process

Level 2 Process Business
process

4 Activity Process step Process step Level 3 Process step Process step
5 Process

activity
Process

activity
Level 4 Process activity Task

We have put the different process hierarchy definitions from different methodologies
and frameworks into the Table 1, which shows that the different definitions share most
of the process levels in general. This does not mean that all definitions of the process
levels are the same. They agree on granularity of the abstraction levels, but the definition
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how the process abstractions are defined differs as the basic principles of each method‐
ology or framework differ. The difference is also in how well worked out the process
level definitions and the guidelines are.

Looking at the Table 1 one can see that all process level hierarchy definitions have
two process levels in common: a business process and a process step (not necessarily
named the same way).

Business processes form the basic stones of process hierarchy definition and the way
they are understood, forms the definitions of the other process levels. Probably the
clearest example of this is the difference in understanding what a core process is and
what a supporting process is. This is well illustrated in the Sect. 4. The two process levels
above the business process constitute a form of summarization, which groups together
business processes with common goals. Some process hierarchy definitions work with
two levels of summarization others only with one or the [5] with even none. The top
process level usually identifies enterprise functionality the business processes are part
of. This process abstraction constitutes relatively independent process level, which can
be then analyzed and discussed separately. This top level is present in most of the process
hierarchy definitions in the Table 1, but the same cannot be said about the second process
level – the process groups. This process abstraction is strongly dependent on the business
processes level as it really represents only a form of summarization of business processes
than a separate level of abstraction. This may be one of the reasons why this process
level is present only in some process hierarchy definitions.

Looking the other direction from the business process level, the process step level
splits a business process into steps with individual goals which are then implemented at
the activity level. The process step level is generally agreed level but, again, the defini‐
tions of a process step do differ. Some see it as one actor activity which leads to produc‐
tion of one business object [9, 10]; some relate it only to production of one business
object [7] no matter how many roles are involved and others like [5] see the process step
level as an activity of organizational unit that is involved in the process. The process
level beneath, which is present in most of the process hierarchy definitions, is the activity
level. The activity represents concrete work that has to be done usually by one actor.
The process hierarchy definitions share common understanding of the activity definition,
although there is missing a clear definition where one activity ends and another starts,
so that an analyst can be sure that all the activities in one’s model are really at the same
level of abstraction. Even though the activities are the lowest abstraction level, they are
still an abstraction. The strength of the abstraction makes it very hard to be consistent
at activity abstraction at this process level and one may end up mixing complex activities
with very simple ones [4] when there are missing unambiguous rules for the activity
abstraction.

No matter how perfect or imperfect the process hierarchy definitions discussed in
this chapter are, they illustrate well the complexity and importance of the process
abstraction level management and provide us with enough reasons and material to extend
the MMABP. The most complex and worked out process hierarchy definition we have
found in the [9] and we will often refer to it in the following MMABP extension.
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3 MMABP

Behind the ideas expressed in this paper lays the Methodology for Modeling and Anal‐
ysis of Business Processes – MMABP. The methodology is based on three principles
(see Fig. 1):

• principle of modeling
• principle of abstraction
• principle of different (three) architectures

Fig. 1. Basic MMABP principles

The principle of modeling expresses the presumption that the objective basis for the
implementation of the business system in the organization must be constituted by real
facts existing outside of, and independently of, the organization. In other words, every
organization as an implementation of some business system (business idea) is someway
a model of the Real World.

The principle of abstraction expresses the fatal need for creating abstract concepts
while modeling the Real World. Despite many possible classifications of abstractions
very important kinds of abstraction are hierarchical abstractions.

The principle of different architectures then represents the way how to make abstrac‐
tions with primary respect to the principle of modeling. According to this principle the
highest abstraction level should be focused on the clear model of the Real World which
is not influenced by any generally specific (i.e. technological or organizational) nor
individually specific (i.e. implementational) aspects. Following lower level of abstrac‐
tion should respect generally specific aspects of the business system implementation,
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i.e. used technology and organization. Only after that it is possible to respect other -
individually specific – aspects like particular qualification of people, enterprise culture
etc. (see Fig. 1). The lower-level the more complicated the model is because it contains
everything from previous levels completed with the specific aspects of its level. This
way the primary reason for abstraction directly follows from the Principle of Modeling.
The Principle of Different Architectures thus can be regarded as a consequence of both
Principle of Modeling and Principle of Abstraction (see Fig. 1).

Regarding modeling the Real World (on the conceptual level) the MMABP distin‐
guishes between two basic dimensions of the Real World: structure and behavior. Struc‐
tural (object-oriented) model describes the Real World as a system of objects and their
mutual relationships while the behavioral (process-oriented) model describes the Real
World as a system of processes and their substantial relationships. Basic dimensions of
the Real World are not mutually substitutable: substance of the Real World cannot be
expressed via describing behavior as well as behavior cannot be expressed via describing
structure.

In both mentioned dimensions there are two basic types of model: global (system)
view on the system as a whole and detailed (particular) view on just one element of the
system. Similarly, like two basic dimensions also both basic views of the Real World
are not mutually substitutable: system cannot be expressed via describing action details,
and detail time dependencies cannot be expressed via describing the structure of the
whole system.

The main general difference between the global (system) and the detailed (particular)
views is in the factor of time. System (global) view always tries to abstract this factor
and focus on stable, time independent aspects of the modeled system while the detailed
model respects it anyway by focusing mainly on it. Global view then can be characterized
as object-oriented while detailed view as process (algorithmic)-oriented.

If one combines two basic dimensions of the Real World (object/process) with two
basic types of model (global (object-oriented)/detailed (process-oriented)) then four
basic types of model can be seen (Fig. 2):

• Object-oriented (global) model of business processes usually called Process Map.
• Process-oriented (detailed) model of a single business process usually called Process

Model.
• Object-oriented (global) model of business objects usually called Conceptual Model.
• Process-oriented (detailed) model of a single business object usually called Object

Life Cycle Model.

Besides that, each of these four models brings its specific piece of information which
is not present in any other model. Conceptual Model represents a generally independent
view on the Real World in terms of objects and their mutual essential relationships while
Process Map describes the intentionality in the Real World as a system of mutually
communicating business processes including their functional classification to key and
supporting ones which is a crucial condition for the process-driven way of enterprise
management. Process Model describes the way of fulfilling the particular business goal
while Object Life Cycle represents an algorithmic definition of general business rules
in terms of events, actions and their possible consequences.
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The tools used by the methodology are based on common standards BPMN [1], UML
[11, 12], and Eriksson/Penker Notation [13]. The root of the methodology is defined in
the formal meta-model [14] as a part of the development project OpenSoul [15]. The
key ideas of the modeling method are described in [16], and [17]. Figure 3 illustrates
how the above mentioned standards are used in the methodology for the global and
detailed view on business processes:

Global view of all processes is represented by the Global process model of an organ‐
ization (see Fig. 3). Global model is always complete which means that it identifies all
important processes of the organization. In fact the Global process model represents the
object view of processes; it describes the existence of processes and their mutual rela‐
tionships. This means that the Class Diagram from UML would be the proper diagram
for this model. Nevertheless, as all processes have attributes of the same type, all rela‐
tionships are oriented and with the same meaning, and there are just small number of
other complementing types of objects (goal, document, product,…) some specialization
of the Class Diagram is more suitable. So that we use the Eriksson-Penker specialization
of UML [13] for the Global Process Model.

Global view is complemented with possible detailed view of selected processes
(usually all key processes, and some important supporting processes). This detailed
view, compared with the global one, is partial only, it shows just one process. Never‐
theless, it allows seeing the process details in the process manner. Unlike the global view
it describes the run of the process. We use the Business Process Modelling Notation [1]
for this model.

The important piece of knowledge of the presented methodology is the fact that it is
necessary to view the process system from both: global and detailed perspectives where
both perspectives are mutually incommutable. It is impossible to describe all processes
in the organization including their mutual relationships using just the BPMN. It is

Fig. 2. Two times two dimensions of the Real World (Business System) Model

70 O. Svatoš and V. Řepa



because BPMN is able to describe just the process run, but not the full context of the
process (i.e. all its communication with other processes). So we always need to comple‐
ment the process-oriented view of the process with the object-oriented view (represented
here by the Eriksson-Penker Notation) describing the global context of processes1.

4 MMABP Process Hierarchy and Its Extension

The current research review shows that, although, the various process hierarchy defini‐
tions generally agree on the types of process levels and their granularity, the definitions
of particular process abstractions differ substantially. The main driver behind it is the
different understanding of what business processes are and this difference then “multi‐
plies” itself when projected into the whole process hierarchy. This sets the way how the
MMABP extension is done. We work with the process levels identified in the current
research review but the definitions of particular process abstractions have to be defined
in accordance with MMABP’s basic principles.

1 In fact, there is the only way how to include all processes into one model using BPMN: to
subordinate all the processes to the one of them as sub-processes. This idea however absolutely
contradicts with the main idea of the Process Management, and thus it is not relevant anyway.

Fig. 3. Global versus detailed view on process
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As we have shown above, the all reviewed process hierarchy definitions have in
common two process levels: the business process and the process step. This holds true
for the MMABP too as it currently has just these two levels.

The way a business process is understood in MMABP is significantly different from
other methodologies and frameworks. Based on the main idea of process-driven manage‐
ment from [18] the MMABP’s general classification of processes in the organization
distinguishes mainly between:

• Key processes, i.e. those processes in the organization which are linked directly to
the customer, covering the whole business cycle from expression of the customer
need to its satisfaction with the product/service.

• Supporting processes, which are linked to the customer indirectly - by means of key
processes which they are supporting with particular products/services.

Key processes play the crucial role since by means of these processes the whole
system of mutually interconnected processes is tied together with the customers’ needs.
Supporting processes are organized around the key ones, so that the internal behavior,
specialization, and even the effectiveness of the organizations’ activities are subordi‐
nated to the customers and their needs.

Such a view of the behavior of the organization is quite different from the traditional
one. Mainly, the key processes represent an unusual view of communications and
collaboration within the organization. In traditionally managed organizations the organ‐
ization structure reflects just the specialization of work; it is static and hierarchical.

Fig. 4. Global process map – Book Selling

This is well visible in the way how business processes are captured in diagrams. For
instance [8, 9] capture them in proprietary process maps as simple sequences of business
processes while in MMABP there are captured business processes with their goals,
possible outcomes and dependencies among core process and supporting processes.
There are no sequences of processes at all. As a diagraming technique, there is used
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adoption of standard Eriksson-Penker diagram (Fig. 4). This difference is caused by the
different approach to key process definition and this is also the reason why it does not
make sense to think about process groups in context of the MMABP. They are already
there, formed by dependencies among the processes. What makes sense for the MMABP
is to work with the top process level (Process area), but again, not in its grouping form
presented in [9] but in the form we can find in [10] or [8] - a high level aggregation of
company functionality or an enterprise domain which is a grouping of business processes
from the perspective of an entire enterprise. This approach allows forming independent
process level which can be mapped and analyzed separately from the lower levels. This
process level is in MMABP missing and its addition would definitely extend its capa‐
bilities and make it not only even with the other methodologies and frameworks, but
also add something new compared to them. For mapping this process level we find
appropriate the data flow diagram (DFD) which in the MMABP would form the top
process level diagram – the enterprise functionality map (Fig. 5). This diagram not only
captures the enterprise functionalities but also external entities and information flows.
Compared to other reviewed frameworks and methodologies, which do not work with
such complex diagram, the DFD diagram allows more advanced analysis and review of
this process level.

The process step level in MMABP is rather specific. Unlike the [9] or [10], which
specify a process step as unit of work that is related to exactly one object and that is
executed by one role, the MMABP process step represents work that has to be done
between the event, which the process step responds to, and a process state, which is

Fig. 5. Enterprise functionality map
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result of the process step execution and also a place in the process where the process
execution stops and, if not the final state, waits for occurrence of particular event outside
the modeled process in order to continue the process execution. The not final process
states are captured as logical ANDs with a text, describing the process state at which
the execution stops (Fig. 6).

Looking into Table  1 one can see that the process level beneath the process step
level, the activity level, is present in most of the process hierarchy definitions as the
lowest process level. The shared definition in general is that the activity level represents
complete set of actions required to produce an output from a process step [9]. Problem
of this definition is that it is missing an unambiguous definition of the level of abstraction
that should be applied at this process level. The hierarchical abstraction allows us to
decompose the activities into great details like each movement of a hand, but models
with such high level of detail would be unusable for the business process management.
Even though we consider the activity level as the lowest, there has to be the level of
abstraction clearly defined. Choice of the level of abstraction at this process level is left
upon the individual analysts except those frameworks which work with the predefined
activities. The case can be rather different in the MMABP due to its orientation at object
life cycles.

Looking at the Fig. 2 one can see that the process model is in the MMABP in close
relation to object model. The interconnection between these two worlds is captured in
object life cycles (Fig. 7). As the level of abstraction of the process step and business
process level is usually higher than the level of abstraction of object life cycles, they
work only with the limited number of object states which are in processes present in
form of process states. In the MMABP is the activity level currently missing, but it makes
sense to include it and complete this way the interconnection between the process and
the object model. The activity process level in the MMABP is then the level where the

Fig. 6. Process step level in detailed process diagram - Sale of Books
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object life cycles meet the processes completely and it is the abstraction level of object
life cycles, which sets the abstraction level of the activity. Thus, the activity is a unit of
work that changes particular state of an important object to another and the changes of
important objects’ states define where one activity ends and another starts.

Fig. 7. Book Order life cycle

The adjective “important” has in this case its specific meaning. Object model usually
contains great number of objects, but only the ones which influence the control flow of
processes (i.e. entities which attribute values or changes of lifecycle state are referenced
in the control flow of the process model) are the important from the perspective of the
process model and are required to have the life cycles captured. The consistency inherent
the interconnection of the process and object model then constitutes the basic rule that all
life cycle states of important objects have to have a reference in a detailed process diagram
and all object life cycle states referenced in the process model have to be part of partic‐
ular objects’ life cycles. Since the activities are part of the detailed process model the
modeling notation is the same as for the process steps as illustrated in the Fig. 8.

Table 2. Extended MMABP process level hierarchy

# Process abstraction level Model Diagram
1 Enterprise functionality Enterprise Functionality Map Data flow diagram
2 Business process Global Process Map Eriksson-Penker Extension
3 Process step Detailed Process Diagram BPMN
4 Activity Detailed Process Diagram BPMN
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The analysis and discussion done above, leads us to the following extension of the
MMABP by two process levels – the enterprise functionality and the activity. The
suggested MMABP process level hierarchy is summarized in the Table 2 and with it
associated MMABP Business Process Meta-Model extension in Fig. 9.

Fig. 8. Activity level in detailed process diagram - Order Processing

Fig. 9. MMABP Business Process Meta-Model – a fragment
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How the process levels look like and relate to each other is illustrated in the figures
above where one can see the all abstraction levels of the Sale of Books process, each
captured in a standard notation. At the top level of abstraction the Sale of Books process
is a part of the Book Selling enterprise functionality (Fig. 5), which is then at the lower
abstraction layer presented as the set of processes captured in the Fig. 4. The Sale of
Books process is then at the step process level decomposed into process steps (Fig. 6)
and in the activity level into individual activities as illustrated in the Fig. 8 for the process
step Order processing. In case of the process steps the level of abstraction is driven by
synchronization with the events coming outside the Sale of Books process and in case
of the activity level the level of abstraction is driven by the different objects’ life cycle
states, where one of them is the Book Order life cycle (Fig. 7).

The Fig. 9 describes a part of the MMABP Business Process Meta-Model where
have been added the new concepts reflecting the process hierarchy levels. In this part
the meta-model describes the internal structure of the detailed model of business process
using the basic concepts and their relationships. The marked part in the right lower corner
of the model defines the process levels hierarchy. There are two basic types of Activity:
Elementary Activity (primitive, non-decomposable activity as a kind of the single Main
Concept) and Complex Activity which consists of more Main Concepts. Process Step
is a kind of Complex Activity. Another – more complex - kind of Complex Activity is
the Business Process which is defined at the same time as an ordered set of Process Steps.
To define the concept of Enterprise Functionality it is necessary to distinguish between
two functionally different kinds of Business Process: Key Process and Supporting
Process. Key Enterprise Functionality is than determined by one Key Process comple‐
mented with typically more Supporting Processes. This construction should be inter‐
preted as follows: every key process (i.e. the process which completely covers the
production of the value for the customer) together with all its supporting processes
constitutes one key enterprise functionality. Supporting Enterprise Functionality than
means just a set of (at least one) Supporting Processes. The concepts of key and
supporting (process or functionality) is always relative to the whole (business or enter‐
prise) which means that in the given field it is always clear what is key and what is
supporting while in other fields it can be different. This way the MMABP concept of
Enterprise Functionality is certainly consistent with the meaning of other MMABP
concepts and consequently with the principles of process-driven management.

5 Conclusions

In this paper we have reviewed the current state-of-the-art in process abstraction
management and introduced an extension of the Methodology for modeling and analysis
of business processes (MMABP). Our research review has shown that there are various
approaches to process abstraction management which, in general, share the number of
the process abstraction levels and their granularity, but the process abstraction defini‐
tions are different.

When we compared them with the MMABP we had to conclude that the MMABP
is missing some process abstraction levels and the theory bound with it, we could find
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at the other methodologies. This led us to extension of the MMABP. We have extended
the MMABP with complete theory on the process abstraction level management so that
it is now not only fully competitive with the other methodologies, but also, through the
extension based on its basic principles, brings new perspective into this field. The orig‐
inal two process abstraction levels (Business process and Process step) were extended
by two new levels: Enterprise functionality level and Activity level.

Enterprise functionality level represents new top level of process abstraction hier‐
archy in the MMABP. It is an independent process abstraction level which can be, thanks
to the accompanied data flow diagram, mapped and analyzed separately from the lower
levels. The wide possibility of analysis is unique as the other reviewed methodologies
and frameworks use much more simple diagrams at this level of abstraction, if any.

Activity level on the other hand represents new bottom level of the process abstrac‐
tion hierarchy in the MMABP. This level is the only level where the object life cycles
meet the processes completely and it is the abstraction level of object life cycles, which
sets the abstraction level of the activity. This interconnection of two points of view on
real world behavior is again something unique compared to other methodologies and
frameworks.

The field of process abstraction management is under constant development and, as
we have shown, there are various approaches to this phenomenon. In general, our anal‐
ysis has shown that the upcoming research has to focus on clarification and standardi‐
zation of process abstractions especially on the activity level. The MMABP extension
presented in this paper should be seen as our contribution to solution for these issues.

The extension introduced in this paper enriched the MMABP with complete theory
on process abstraction level management, but there are areas within the MMABP, related
to the introduced extension, the future research should focus on. Object life cycles, which
are tightly connected with the activity level, deserve extension of theory on their abstrac‐
tion level management and there would be also helpful normalization theory on correct
process abstraction identification in order to have well-ordered process abstraction
levels. All these aspects shall be further elaborated.
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Abstract. Goal modelling is an important activity to reason why different
software decisions are taken, or architecture solutions are implemented. Cur-
rently there exist a number of goal-oriented modelling approaches. In this paper,
we apply the semiotic quality framework to compare quality of the business
motivation model (BMM) and i* modelling languages at the coarse-grained
level. The study reports on the BMM and i* language quality and model quality.
The study also presents observations on how the BMM and i* models could be
used to reason on and support construction of the business process model
expressed in business processes model and notation.

Keywords: BMM � The i* framework � SEQUAL � Business process
management � Language quality � Model quality

1 Introduction

Goal-oriented modelling is one of the most important research developments in the
requirements engineering field. During goal modelling one needs to shift the focus
from what and how (i.e., data and processes) as addressed by traditional analysis, to
who and why (i.e., actors and goals). With recent increase of importance of business
process management (BPM) and BPM modelling approaches it becomes necessary to
understand the rationale of one or another business process decision or system archi-
tecture solution. Therefore, a combination of the goal-oriented approaches and business
process modelling becomes rather a necessity than an option.

On one hand, business motivation model (BMM) supports identifying factors that
(i) motivate business plans and (ii) define means of how these plans are related to each
business goal [15]. On another hand traditional goal-oriented modelling addresses the
early analysis of requirements. But they can also be applied to support and reason on
decisions taken during the business process management. Among various goal-oriented
approaches, such as GBRAM [2], KAOS [10], Lightswitch [17]), the i* framework
[19] (and its multiples extensions, such as GRL [7], TROPOS [4], NRF [5]) is one of
the most widely used goal modelling language [3]. The i* framework supports sys-
tematic understanding of the system actors, their goals and reasoning of achieving these
goals by the available means.
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In this paper, we apply the semiotic quality framework (SEQUAL) [9] to compare
both modelling, i.e. BMM and i*, languages. The goal of this study is threefold.
It includes (i) comparison of BMM and i* language quality, (ii) comparison of BMM
and i* model quality, and (iii) identification of the mappings of the BMM and i*
models to the business process model and notation [16].

The remaining of this paper is structured as follows: in Sect. 2 we will present the
SEQUAL framework, BMM and i* modelling languages. In Sect. 3 we compare both
languages using the SEQUAL guidelines. Section 4 presents the related work. Finally,
in Sect. 5 we conclude our study.

2 Background

This section introduces the SEQUAL framework. Next, the BMM and i* languages are
presented.

2.1 SEQUAL

The SEQUAL framework [9] argues for the constructivistic world-view that recognises
model creation as part of a dialog between participants whose knowledge changes as
the process takes place. It separates between several quality types to assess information
systems models. For instance the physical quality addresses how tools are used for
making the model. Empirical quality deals with error frequencies when reading or
writing model, as well as coding and ergonomics when using modelling tools. Semantic
and syntactic quality types are used to evaluate the semantic/syntactic correctness and
completeness of the model. Pragmatic quality deals with model understandability and
interpretation both by the modelling tools and the audience (i.e., users) of the model.
Social quality seeks agreement among the participants’ interpretation of the model.
Finally, the deontic quality type focuses on the financial aspects and the goals of the
model.

The SEQUAL framework also separates among the six appropriateness types [9] to
evaluate quality of the modelling language. Domain appropriateness (DA) evaluates
the basics of the modelling language and how useful they are to use. Comprehensibility
appropriateness (CA) is used to understand the social interpretations. Participant
appropriateness (PA) is used to evaluate the participants’ knowledge on the language.
Modeller appropriateness (MA) evaluates the knowledge of the modeller with the
modelling languages. Tool appropriateness (TA) is used to evaluate the languages
tools. Finally, organisational appropriateness (OA) shows the relations between the
language and the organisation using it for work.

In Sect. 3 we will apply the SEQUAL framework to assess quality of BMM and i*
languages and models.

2.2 Business Motivation Model

Business motivation model (BMM, version 1.3, 2015) [15] contains a set of built-in
concepts, which define the elements of business plans. All the elements of BMM are
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developed from a business perspective. The visual constructs are summarised in Fig. 1.
The major constructs include Ends, Means, Influencers, and Assessments areas. The
Ends characterise the goal that the business wants to succeed in, and the Means are the
processes that are employed to achieve this goal. Influencers are the cause to do
something in the business. They shape the elements in the business plan and also are
the base for Assessments that impact both the Ends and the Means. All of those are
related to each other by some fundamental questions, which the BMM user needs to
answer – “what is needed to achieve in order to achieve what the business wants to
achieve?” (answered by completing the Means) and “why does each element of the
business plan exist?” (answered by analysing the Ends, i.e., business goals).

There are three concepts defined as external BMM references. Firstly, organisation
unit participates in defining boundaries of the enterprise being modelled. This means,
organisational unit is used to express ends, means, assessments, influencers and
strategies. Secondly, business process is a part of courses of action. It provides the
steps, sequences, structure, interactions, and connections to events that are part of the
process. Hence the organisational unit is also responsible for the business processes.
Finally, business rules provide a specific, practical way to implement business policies.
Business rules are derived from business policy and they may guide the policy and may
affect the tactics.

Figure 2 presents a simple BMM model. Here the assessment indicates that
Warehouse is not suited for delivery. Therefore the Warehouse needs rework to support
delivery as indicated by the internal influencer construct. Then, the argumentation is
moved to the means section, where mission for warehouse reworked to support delivery
contribute to vision (on the ends area) of warehouse suited for delivery. Similarly the
tactics to hire a construction company and to plan the rework are defined to establish a
strategy for reaching the goal of warehouse rework completed.

In the current example the organisation unit is the retail chains management. The
business process is given in Fig. 6. Finally, the business rules are not explicitly
defined, however, for example, the retail chain management will have to respect the
country laws.

Fig. 1. BMM constructs
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2.3 The i* Framework

The i* framework uses two diagram types to separate between two levels of abstrac-
tions [19]: (i) strategic dependency model (i.e., intentional level) to identify actors
treating them as the “black boxes”, and to define actor dependencies, and (ii) strategic
rationale model (i.e., rational level) to define internal rationale and intentions of each
actor. Language constructs are listed in Fig. 3.

In the strategic dependency model, an actor describes an entity that has strategic
goals and intentions within the system or within the organisational setting. Dependency
between two actors indicates that one actor (the depender) depends for some reason
(dependum, expressed using goal, softgoal, task, or resource construct) on another actor
(the dependee).

In the strategic rationale model, an actor is a holder of intentions and characterises
active entities, who want goals to be achieved, tasks to be performed, resources to be
available, and softgoals to be “satisficed”. A goal is a condition or state of affairs that
the stakeholders would like to achieve. Like a goal, a softgoal is a condition that the
stakeholder wants to achieve, but there are no clear-cut criteria to determine whether
this condition is achieved. A task describes a particular way of doing something.
A resource is an entity for which the main concern is whether it is available. To
combine constructs, relationships, like means-ends, decomposition, and contribution,

Fig. 3. The i* constructs

Fig. 2. BMM constructs
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are applied. Means-ends are used to describe how goals are achieved, typically through
tasks. A decomposition link defines the subcomponents of a task, typically (but not
limited to) the subgoals that must be accomplished. A contribution describes the impact
that one element has on another by design.

Figure 4 presents a simple i* strategic dependency model. It includes two actors
(i.e., Retail chain management and Construction company) and two dependencies: goal
(i.e., Warehouse reworked) and resource (i.e., Funds) dependency. In Fig. 5 the
strategic rationale model is represented. To achieve goal Warehouse reworked, one
needs to Hire a construction company. The later task is decomposed to a goal
(i.e., Warehouse suited for delivery) and a task (i.e., Give funds for the rework). To
achieve this goal the Retail chain management depends on a Construction company
(for the goal Rework warehouse). However, Construction company depends on the
Retail chains management for the Funds (i.e., resource dependency).

Fig. 4. The i* strategic dependency model

Fig. 5. The i* strategic rationale model
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3 Comparison

In this section we define our research method and overview the validity threats. Then,
the evaluation results received when comparing the BMM and i* languages and the
BMM and i* models are presented. Next, the section is continued with the discussion
on how the BMM and i* models are used to support preparation of the business process
model.

3.1 Research Method

Our research method includes three steps resulting in the coarse-grained analysis of
BMM and i*. Firstly, we analyse the language quality. This means that we select a set
of evaluation criteria from [11] that allows comparing some characteristics of the
language appropriateness to the domain (DA), comprehensibility (CA), and partici-
pants (PA). In the second step we evaluate the BMM and i* models. The list of
evaluation criteria is defined following the SEQUAL framework [9] and contributes to
the assessment of the physical, empirical, semantic and syntactic quality.

In the third step we map the BMM and i* models to the business process model.
Hence we observe the language concepts and constructs used to reason on and support
the construction of the business process model.

3.2 Threats to Validity

Before presenting our findings we will overview some validity threats. The following
should be noted:

• Subjective assessment. Both language and model evaluation is performed by the
authors of this paper. Potentially, the results could be different if a group of
respondents were performing these assessments in the controlled experimental
settings (e.g., like in [11]). However, to mitigate this threat, we were trying to deal
with the evaluation criteria which were possible to measure objectively;

• Few quality characteristics assessed. This is direct impact from the above issue. We
tend to assess a smaller amount of characteristics, but to base our assessment on the
objectively measured ones;

• Limited versions of the languages. One could argue that in the comparison limited
versions of the BMM and, especially, i* languages are taken. Potentially if com-
paring various extensions of these languages, the study could result in different
observations. However, this is not included in the scope of our study;

• Limited model size. The size of the analysed models is limited. Potentially the
models could be much larger if modelling some other problems. Our purpose was to
provide the illustrative and yet targeted examples of the language constructs and
models, thus, avoiding the unnecessary details (e.g., duplication of the usage
principals) that might be brought by the larger scope cases.
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3.3 Languages Evaluation

The evaluation of the BMM and i* languages is performed along number of constructs
(contributing to DA, CA, and PA), construct semantic similarity (DA), modelling
perspective (DA), expressive power (DA, CA, and PA), well-defined constructs (PA and
CA), graphical representation (CA), and perceptual discriminability (CA) criteria [11].
The summary of this evaluation is presented in Table 1 and discussed below.

Number of constructs. The BMM modelling language contains 15 graphical syntax
elements, listed in Fig. 1 (only constructs are presented); the i* language – 13 listed in
Fig. 3 (9 constructs, e.g., actor, goal, task etc., and 4 relationships, e.g., dependency,
means-ends, etc.).

Construct semantic similarity. Although both languages could be used to under-
stand rationale for the business decisions and process management, there are only few
semantic concepts, which have similar meaning (see Table 2). For instance, we observe
sematic similarities between BMM vision and i* goal, BMM goal and objective and i*
softgoal, BMM course of action and i* task, and BMM influence and i* actor.
However, this makes only approx. 27 % (received as similar constructs divided by the
number of all considered language constructs) of BMM and 31 % of i* language
similarity one to another.

At the same time it should be noted that there are few constructs, which have the
same name, but has different semantics. For example, the BMM end is something
that/where the enterprise wants to be; the i* end is something to be achieved (goal),
performed (task) or produced (resource). Another example is means: in BMM they are

Table 1. Evaluation of BMM and i* languages

Evaluation criteria BMM language i* language

Number of constructs 15 (all constructs) 13 (9 constructs and 4
relationships

Construct similarity 27 % of similarity
to i*

31 % of similarity to BMM

Modelling
perspective

Behavioural Partially Partially
Goal and
rule

Yes Yes

Actor and
role

No Yes

Expressive power Behavioural 3 6
Goal and
rule

9 6

Actor and
role

0 12

Well-defined constructs Partially Partially
Graphical representation 79 % 65 %
Perceptual discriminability Very low Low
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steps needed to get to the end, in i* mean-ends is a link between two nodes to show
how end node will be achieved.

Modelling perspectives. In [9] Krogstie separates between seven modelling per-
spectives: behavioural, functional, structural, goal and rule, object, communication, and
actor and role. Four modelling perspectives – functional, structural, object, and com-
munication – are not supported or their support is very minimal in BMM and i*. Below
we will discuss how the analysed languages support the behavioural, goal and rule, and
actor and role perspectives.

In behavioural perspective the main phenomena are states and transition between
states. In BMM the tactics and strategies (i.e., event element) are used to achieve the
mission (i.e., the goal element representing state). Similarly, in i* the performance of
task contributes to satisfaction of goal or softgoal (thus expressing the desired change
of the state). In general, although in both languages we could observe the implicit
elements of the behavioural perspective, this perspective is not explicitly supported by
the visual language constructs.

In the goal and rule perspective the main phenomenon are goals (i.e., a condition or
state of affairs that is wanted to be achieved) and rules (i.e., something that influences
the action of a set of actors). Both BMM and i* belong to this perspective. For instance,
using the BMM language, one needs to define visions, which are, then, divided to
goals, and business rules and policies, which needs to be followed in the organisation.
Hence the means will show how the defined goals are achieved. Similarly in i*, goals/
softgoals can be decomposed to lower goals/subgoals. Here tasks are used to define the
rules and conditions to achieve these goals.

In the actor and role perspective the main phenomena are actors (or agents) and
their roles. BMM does not support this perspective. However, the major principle of the
i* framework is to understand the major system actors (potentially their roles, agents
and positions) and to define their dependency relationships, as illustrated in Fig. 5.

Table 2. BMM and i* construct semantic similarity

BMM constructs i* constructs
Construct Definition Construct Definition

Vision An image of the desired end Goal A specific condition that actor
wants to achieve.

Goal Narrow version of the vision to
make it easier too follow

Softgoal Narrow version of goal to
make it easier to understand.

Objective Shows the steps towards the
goal

Course of
action

Action taken towards achieving
the end

Task Specific way of doing
something to achieve the
goal

Influencer Somebody or something to
cause the change

Actor Somebody, who want to
achieve the goal(s)
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Expressive power is defined as the relationship between the number of constructs
and the number of modelling perspective [11]. Table 3 shows that BMM has 3 con-
structs and i* 3 constructs for the behavioural perspective; and BMM - 9 and i* - 6
appropriately for the goal and rule perspective. Expressive power also shows a limi-
tation of the language constructs regarding the well-defined constructs.

Well-defined constructs mean that constructs have a clear (but possibly informal)
semantics. As illustrated in Table 3 both BMM (e.g., tactics, strategy, and mission) and
i* (e.g., goal, softgoal, task, and others) constructs could be used for different purposes
(i.e., they have various meaning), thus, they could be misinterpreted by various model
readers.

Graphical representation means that modelling language should possess a
graphical representation of each construct [9]. The graphical syntax was confronted to
the language abstract syntax definitions found in the literature. For instance, the core
BMM concepts are defined in [15]. Hence we observe that all graphical constructs
listed in Fig. 1, have their corresponding definitions in the BMM abstract syntax
(approx. 79 % of BMM concepts). However, in addition, there exist a number of
abstract BMM concepts, such as directive (generalises business policy and business
rule), course of action (generalises strategy and tactics), desired result (generalises
goal and objective), and potential impact (generalises reward and risk), which do not
have their explicit graphical representations.

A comprehensive representation of the i* abstract syntax is given in [3]. Hence, the
visual constructs, listed in Fig. 3, have their correspondences in the abstract syntax.
This makes approx. 65 % of the defined i* concepts. But, like in BMM, there exist a
number of abstract concepts, such as intentional elements, (generalises dependum and
intentional elements), internal elements and dependum (both generalises goal, softgoal,
task and resource), dependable node (generalises actor and internal element), rela-
tionship (generalises means-ends, decomposition, and contribution), which are abstract
and do not have graphical notations.

Table 3. Expressive Power of the BMM and i* constructs

Modelling
perspective

BMM constructs The i * constructs

Behavioural Tactics, strategy, mission 3 Goal, softgoal, task,
decomposition, means-ends,
contribution

6

Goal and
rule

Means, tactics, strategy,
mission, vision, goal
objective, business policy,
and business rule

9 Goal, softgoal, task,
decomposition, means-ends,
contribution

6

Actor and
role

– – Actor (also agent, position, and
role), goal, softgoal, task,
resource, dependency,
means-ends, decomposition,
and contribution

12
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Perceptual discriminability. Refers to the ease and accuracy with which symbols can
be differentiated from each other [13]. Both BMM and i* constructs have discrim-
inability limitations. As discussed in [14], the i* language has similar construct shapes
(e.g., actors, agents, and roles are of the same shape) and limitations in relationship
discriminability (e.g., contribution are differentiated only by their labels, etc.). Similar
limitations are observed regarding the BMM constructs. Basically, they all are rect-
angles, mostly differentiated only by colours and icons, placed on the top left corner of
the rectangle (see Fig. 1).

3.4 Model Evaluation

Table 4 presents the evaluation of the BMM and i* models. It adapts criteria [9] for
electronically stored and reusability (contributes to physical quality), use of colour,
font size and construct size (empirical quality), syntactic invalidity and syntactic
incompleteness (syntactic quality), and semantic completeness, semantic validity and
consistency (semantic quality). The model evaluations are discussed below.

Physical quality. The BMM model is stored electronically in the Visual Paradigm
format. Use of the tool also enables reusability (e.g., opening, copying, adapting, etc.)
of previous model components. The i* model is also stored electronically using the
OpenOME tool. Like BMM, the i* model components can be reused from model to
model (e.g., opening, copying, adapting, etc.).

Empirical quality is assessed though the number of colours, model size (number
of constructs) font size, and size of objects in the model. As advised in [9], model

Table 4. Evaluation of BMM and i* models

Evaluation criteria BMM model i* model

Physical
quality

Electronically
stored

YES, Visual Paradigm YES, OpenOME

Reusability Opening, copying,
adapting, etc.

Opening, copying,
adapting, etc.

Empirical
quality

Number of colours 11 4
Model size 10 constructs

(2 compounds)
12 constructs
(2 compounds)

Font size Arial, 12 size Arial, 12 size
Construct size Different size constructs Different size constructs

Syntactic
quality

Syntactic
invalidity

Links used to connect
constructs

No errors

Syntactic
incompleteness

No errors No errors

Semantic
quality

Semantic validity Valid Valid
Semantic
completeness

Incomplete Incomplete

Consistency Consistent Consistent
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should potentially include from four to seven colours. In addition same colours should
not be used for different objects and same objects should not have different colours. In
the BMM model 11 different colours are used. Also, some colours used are very similar
to one to another (e.g., different shades of yellow are used for objective, goal and risk
and vision, different shades of blue are used for mission, strategy and business rules).
In the i* model four different colours are used.

The font style and size should be easy to read for most people [9]. Both in the BMM
model and in the i* model we have applied the Arial style, 12 size font.

Finally, the element size and orientation of the elements placed in diagrams could
be used to make emphasis or indicate reading start points. Also the objects in the
middle are mostly noticed first by the model readers. In the BMM model the first two
elements seen on the model are means and end. They are way bigger in size than other
objects and even contain smaller objects inside. This can be both, good and bad. Good
in the aspect that the goal of the model is in the end object and the way to achieve it is
defined in the means. But the cause of the modelling is defined in the influencer nodes
that are smaller and will not be seen at first. The cause or motivation to do something is
the main aspect of the model and with such visuals, it may not look like it. In the i*
model the size of the different actors is almost the same. This is caused by the number
of their internal elements, which is the same. This is considered to be good, as the
actors have same amount of dependencies on each other and have equal responsibility
to achieve the goals. The size for other elements is also quite similar, but smaller than
the actors.

Syntactic quality is the correspondence between the language used in the model
and the language defined in the concepts of the modelling language [9]. Two kinds of
errors – syntactic invalidity and syntactic incompleteness – could be observed. Syn-
tactic invalidly means that model includes elements that are not part of the modelling
language. Syntactic incompleteness means that the model does not have constructs,
which are required by the used language.

All the constructs used in the BMM model are a part of the BMM language, thus,
this makes the model syntactically correct. Although the model includes the links
between the constructs, these links are not the part of the BMM abstract syntax [15].
However, it is not possible to combine the language constructs without them. The
model is also syntactically complete as it has all the four main concepts including
influencers, assessments, means, and end.

All the constructs used in the i* models are the part of the modelling language, thus
making the model syntactically correct. The i* model is also syntactically complete as
it includes all syntactic constructs in the way as defined in its abstract syntax.

Semantic quality is the correspondence between the model and the modelling
domain [9]. While a lot of properties can be defined for semantic quality, the two main
ones are semantic validity and semantic completeness. To be valid, the statements in
the model must be defined correctly and be relevant to the domain. To be complete, the
model has to contain all the statements that are correct and relevant for the problem. To
be valid and complete, the model has to be consistent. Consistence requires the objects
not to conflict with each other.

The BMM and i* models are semantically valid as their all the statements are
correct and carry over information about the warehouse construction problem.
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However, both models are not semantically complete, because additional information
about the problem could potentially be introduced. For example, it is possible to define
more business rules and policies about the working conditions, required worker
expertise, etc. Both models do not contain inconsistences.

3.5 Creating Business Process Model

Figure 6 presents the business process model expressed in business process model and
notation (BPMN, version 2) [16]. This BPMN model presents a process between two
pools Retail chain management and Construction company. The process starts with the
start event, which defines the need for warehouse reworked to support delivery. The
retail chain management needs to hire a construction company. Once this is done (see
state Construction company hired), construction company plans the warehouse rework,
reworks the warehouse and hands it (see task hand over the warehouse) to the retail
chain management. Once the warehouse suited for delivery is received at the retail
chain management, the process is over.

The creation of the business process is supported by the BMM (see Fig. 2) and i*
(see Figs. 4 and 5) models. In other works the BMM and i* models provide the
rationale for different elements of the BPMN model. This relationship is illustrated in
Table 5 and discussed below.

BMM and BPMN. The closest similarity between the BMM and BPMN meaning is
the mappings between:

• The BMM ends (goal and vision) and BPMN events. For instance the BMM goal
(i.e., Warehouse rework completed) and vision (i.e. Warehouse suited for delivery)
are mapped to the appropriate BPMN events.

Fig. 6. The BPMN model
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• The BMM means (tactics and strategy) and BPMN tasks. For instance, the BMM
tactics (i.e., Hire a construction company and Plan the warehouse) and BMM
strategy (i.e., Rework the warehouse) are mapped to the appropriate BPMN tasks.

The rest of the BPMN model at large depends on the interpretation of the BMM
element. For example, both BPMN pools do not have the direct mapping to the BMM
model, however, they can be captured by interpreting the BMM organisational unit
(i.e., Retail chains management) and, potentially, other BMM elements (i.e., tactics to
capture Construction company). It is also important to note that some elements of the

Table 5. Mappings among BMM, i* and BPMN models

BMM BPMN i*

1 Deriving from organisation
unit [Retail chains
management]

Pool [Retail chains
management]

Actor [Retail
chains
management]

2 Deriving from tactic [Hire a
construction company]

Pool [Construction company] Actor
[Construction
company]

3 Influencer [Warehouse needs
rework to support delivery]

Start event [Need for
warehouse reworked to
support delivery]

Goal [Warehouse
reworked]

4 Goal [Warehouse rework
completed]

Intermediate event
[Warehouse rework
completed]

Goal [Warehouse
rework
completed]

5 Vision [Warehouse suited for
delivery]

Intermediate event
[Warehouse suited for
delivery]

Goal [Warehouse
suited for
delivery]

6 Tactic [Hire a construction
company]

Task [Hire a construction
company]

Task [Hire a
construction
company]

7 Tactic [Plan the warehouse
rework]

Task [Plan the warehouse
rework]

Task [Plan the
warehouse
rework]

8 Strategy [Rework the
warehouse]

Task [Rework the warehouse] Task [Rework the
warehouse]

9 Not defined Message flow [Funds] Resource
dependency
[Funds]

10 Not defined Start event [Construction
company hired]

Goal [Construction
company hired]

11 Not defined Task [Hand over the
warehouse]

Goal dependency
[Reworked
warehouse]

12 Not defined Message flow [Warehouse] Goal dependency
[Reworked
warehouse]
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BMM model are not captured in the BPMN model; for example, the meaning of
mission and assessment are not expressed in the business process.

i* and BPMN models has rather very close meaning as illustrated in Table 5. For
instance:

• BPMN pools (i.e., Retail chains management and Construction company) could be
explained with the i* actors;

• BPMN states (i.e., Warehouse rework completed and Warehouse suited for deliv-
ery) are derived from the i* goals;

• BPMN tasks (i.e., Hire a construction company, Plan the warehouse and Rework
the warehouse) has the correspondence to the i* tasks.

Finally, the i* could reason the BPMN message flows between the pools. For
instance the i* dependency relationships (i.e., resource dependency Funds and goal
dependency Warehouse rework) helps to capture and explain why message flows of
Funds and Warehouse are introduced in the BPMN model. Basically all the elements
from the i* model are mapped to or used to reason on the elements defined in the
BPMN model.

4 Related Work

Literature includes a number of studies reporting the evaluation of the goal modelling
languages. Ayala et al. have compared three languages (i*, GRL and Tropos) to
develop a reference model to conceptualise the i*-based oriented languages [3].
Elsewhere, in [11] the experimental comparison of the i* and KAOS languages indi-
cated weak and strong characteristics of the goal oriented languages. In [6] it was
studied how requirements engineering experts understand a language for modelling
business goals and enterprise architectures (AMOR).

There exist few studies, which consider the fine-grained quality of goal modelling
languages. For instance, in [14] the visual quality of the i* notations is thoroughly
studied according to the principles of language notation design [13]. The approach [1]
of the unified enterprise modelling language (UEML) is used to understand and
compare the ontological semantics of the GRL and KAOS languages [12]. Similarly, in
[18] the ontological semantics of BMM and i* is analysed using the UEML approach.
Although the further model mapping between the BMM, i*, and other modelling
languages (e.g., GRL, KAOS, BPMN and other) could be performed using the UEML
approach, this was left as the future study. In our study, however, we focus on the
coarse-grained comparison of the BMM and i* languages.

Koliadis et al. introduces the way to capture changes between the i* and BPMN
models [8]. Like observed in our study, they introduce the mapping relationships
between the i* actors and BPMN pool, i* dependencies and BPMN message flows, i*
tasks and BPMN tasks. Differently from our study, the authors argue on the link
between the i* goals and BPMN tasks; in our case it is suggested to link goals to the
BPMN states.
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5 Conclusion

This paper presents a coarse-grained evaluation of two modelling languages – BMM
and i* and their models. Next, it considered how both languages could be used to
reason on the preparation of the BPMN model. The study results in the following
conclusion:

• BMM and i* have similarities regarding the ends and means. This allows modellers
to express phenomenon in the goal and rule perspective. However, the BMM
means (i.e., tactics, strategy, potentially business policy and business rule) and ends
(i.e., vision, goal and objective) extend the meaning of i* means (i.e., task) and ends
(i.e., goal). In addition the i* language contains constructs to express organisational
actors and relationships (in terms of the actor dependencies) between them. This
means that modellers can represent phenomena in the actor and rule perspective
using i* but not BMM.

• Both models are rather of the equal quality. A slightly better quality could be
observed for the i* model, which uses less colors than the BMM model and con-
tains no syntactic validity errors. However, one should also note that much also
depends on the selected modelling tools.

• As observed the i* framework suggests better means to support decision rationale
when constructing the BPMN process model. It covers the complete set of the
BPMN constructs, including such mappings as i* actor and BPMN pools, i* goals
and BPMN states, i* tasks and BPMN tasks. Also it provides guidelines to map and
reason on the BPMN message flows through the i* dependencies.

The study opens several future research directions. The further research is needed to
understand how to use the best features of both languages; for instance, the i*
framework could be expanded with the additional constructs for means and ends taken
from the BMM language. This would, also, lead to understanding of the new mappings
to reason on the process models. However, these study directions also require the
fine-grained investigation of the language quality.

References

1. Anaya, V., Berio, G., Harzallah, M., Heymans, P., Matulevičius, R., Opdahl, A.L., Panetto,
H., Verdecho, M.J.: The unified enterprise modelling language – overview and further work.
Comput. Ind. 61(2), 99–111 (2010)

2. Anton, A.I.: Goal-based requirements analysis. In: Proceedings of the 2nd International
Conference on Requirements Engineering (ICRE 1996), pp. 136−144. IEEE Computer
Society (1996)

3. Ayala, C.P., Cares, C., Carvallo, J.P., Grau, G., Haya, M., Salazar, G., Franch, X., Mayol,
E., Quer, C.: A comparative analysis of i*-based agent-oriented modeling languages. In:
Proceedings of the International Workshop on Agent-Oriented Software Development
Methodology (AOSDM 2005) (2005)

94 R. Tõnisson and R. Matulevičius



4. Bresciani, P., Perini, A., Giorgini, P., Giunchiglia, F., Mylopoulos, J.: Tropos: an
agent-oriented software development methodology. Auton. Agent. Multi-Agent Syst. 8(3),
203–236 (2005)

5. Chung, K.L., Nixon, B., Mylopoulos, J., Yu, E.: Non-Functional Requirements in Software
Engineering. Kluwer Academic Publishers, Boston (2000)

6. Engelsman, W., Wieringa, R.: Understandability of goal concepts by requirements
engineering experts. In: Indulska, M., Purao, S. (eds.) ER Workshops 2014. LNCS, vol.
8823, pp. 97–106. Springer, Heidelberg (2014)

7. ITU: Recommendation Z.151 (GRL) – Version 3.0, September 2003
8. Koliadis G., Vranesevic A., Bhuiyan M., Krishna A., Ghose A., Combining i* and BPMN

for Business Process Model Lifecycle Management, Business Process Management
Workshops, 2006, pp 416–427

9. Krogstie, J.: Model-Based Development and Evolution of Information Systems. Springer,
London (2012)

10. van Lamsweerde, A.: Requirements Engineering: From System Goals to UML Models to
Software Specifications. Wiley (2009)

11. Matulevičius, R., Heymans, P.: Comparing goal modelling languages: an experiment. In:
Sawyer, P., Heymans, P. (eds.) REFSQ 2007. LNCS, vol. 4542, pp. 18–32. Springer,
Heidelberg (2007)

12. Matulevičius R., Heymans P., Opdahl A.L.: Comparing GRL and KAOS using the UEML
approach. In: IESA 2007, pp. 77−88 (2007)

13. Moody, D.L.: The “Physics” of notations: towards a scientific basis for constructing visual
notations in software engineering. IEEE Trans. Software Eng. 35(5), 756–777 (2009)

14. Moody, D.L., Heymans, P., Matulevičius, R.: Visual syntax does matter: improving the
cognitive effectiveness of the i* visual notation. In: Requirements Engineering, vol. 15,
pp. 141−175 (2010)

15. OMG, Business Motivation Model (BMM, version 1.3) (2015). http://www.omg.org/spec/
BMM/1.3/. (last check: 18 June 2016)

16. OMG, Business Process Model and Notation (BPMN, version 2.0) (2011). http://www.omg.
org/spec/BPMN/2.0/. (last visited: 18 June 2016)

17. Regev, G.: A systemic paradigm for early it system requirements based on regulation
principles: the lightswitch approach. Ph.D. thesis, Swiss Federal Institute of Technology
(EPFL) (2003)

18. Tu, C.: Ontological evaluation of BMM and i* with the UEML approach. Master thesis,
University of Namur (2007)

19. Yu, E.: Towards modelling and reasoning support for early-phase requirements engineering.
In: Proceedings of the 3rd IEEE International Conference on Requirements Engineering (RE
1997) (1996)

A Coarse-Grained Comparison of Modelling Languages 95

http://www.omg.org/spec/BMM/1.3/
http://www.omg.org/spec/BMM/1.3/
http://www.omg.org/spec/BPMN/2.0/
http://www.omg.org/spec/BPMN/2.0/


Information Systems Development



The Novel Approach to Organization
and Navigation by Using All Organization

Schemes Simultaneously

Aneta Bartuskova1(&) and Ivan Soukal2

1 Faculty of Informatics and Management,
Center for Basic and Applied Research, University of Hradec Kralove,

Rokitanskeho 62, Hradec Kralove 500 03, Czech Republic
aneta.bartuskova@uhk.cz

2 Faculty of Informatics and Management,
Department of Economics, University of Hradec Kralove,
Rokitanskeho 62, Hradec Kralove 500 03, Czech Republic

ivan.soukal@uhk.cz

Abstract. Traditional navigation of websites and web-based systems has a
limited information value apart from text values of individual navigation items.
We present a method for constructing an information-rich navigation, based on
advantages of vertical menus, site maps and tag clouds. Our solution is theo-
retically grounded in classification of organization schemes and presents an
arrangement by all organization schemes simultaneously. Layers of organization
are distinguished by a combined use of textual, spatial and visual techniques.
Proposed method utilizes combination of objective means of organization,
increased information density and reduced interaction cost. This arrangement is
expected to facilitate efficient browsing in web environment and is applicable
also on learning or knowledge management systems.

Keywords: Organization schemes � Knowledge management � Website
navigation � Site map � Tag cloud � Usability � Interaction cost

1 Introduction

Hierarchical menu is a traditional way for dealing with navigation on the Internet. It has
however a limited information value apart from text values of navigation items. Tags in
a form of tag clouds emerged as a new way of providing access to content. Tags
facilitate higher information density [1], they are however not being used as a primary
navigation, possibly because of their lack of any formal structure.

Our proposal is to combine high information density of tags with structural quality
of hierarchical navigation. The presented method implements advantages of vertical
menus, which prevent user disorientation [2], are more efficient and subjectively pre-
ferred over dynamic menus [3] and are more usable and easier to scan [4].

Navigation reflects the organization of information in any system. Several authors
discussed classification of organization schemes, by which we can organize the infor-
mation [5–8]. On this theoretical ground, we constructed a method which facilitates
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a spatial and visual arrangement by all organization schemes simultaneously. An
arrangement by each scheme then presents one layer of organization and all layers can
be seen simultaneously, which creates an information-rich navigation area. Presenting
more information in one place is also presumed to reduce interaction cost and increase
usability. The differentiation of each arrangement is ensured by combined use of textual,
spatial and visual techniques.

2 Theoretical Background

2.1 Organization Schemes

Organization scheme can be described as a construct by which the information is
organized. Morville and Rosenfeld [6] and later Kalbach [7] proposed primary division
of schemes into exact/objective schemes, which divide information into well-defined
and mutually exclusive sections, and ambiguous/subjective schemes, which divide
information into categories that defy exact definition. Other authors suggested there are
five ways to organize information. This approach is known as the LATCH, for
Location, Alphabet, Time, Category and Hierarchy [5, 8] (Table 1).

2.2 Organization Structures

Organization structures present different ways of structuring and visually organizing
the information. Lidwell et al. proposed three types of non-linear organization: hier-
archical, parallel and web [8]. This classification closely corresponds with the earlier
division of spatial diagrams to hierarchy, matrix and network [9]. Similar organization
structures were later proposed also by Morville and Rosenfeld [6]. They presented
these organization types: hierarchy, database model and hypertext [6]. The three
proposals can be mapped to each other (Table 2).

Table 1. Organization schemes

Wurman [5]; Lidwell et al. [8] Morville & Rosenfeld [6];
Kalbach [7]

time (by chronological sequence) chronological exact
location (by geographical or spatial reference) geographical
alphabet (by alphabetical sequence) alphabetical
continuum or hierarchy (by magnitude) - -
category (by similarity or relatedness) topic, task, audience ambiguous

Table 2. Mapping organization structures by different authors

Novick et al. [9] Morville & Rosenfeld [6] Lidwell et al. [8]

hierarchy hierarchy hierarchical
matrix database model parallel
network hypertext web

100 A. Bartuskova and I. Soukal



2.3 Usable Navigation

Navigation is an important part of usability of any website or system [10]. The more
negative the perceived navigability is, the less the perceived informativeness and
entertainment are, which generate a negative attitude toward a web site [11]. Navigability
is a complex construct, which depends onmany design decisions. Structure, organization,
labelling, browsing, and searching systems all contribute toward effective navigation [6].
A broad, shallow navigation structure with many visible links is usually more usable than
a narrow, deep structure with just a few [4].

2.4 Social Navigation and Tag Clouds

Social interactions such as tagging, rating or commenting create collective intelligence,
which can be described as the knowledge derived from the collaboration of many
individuals [12]. Social navigation includes Amazon’s collaborative filtering, recom-
mendation systems or Flickr’s tag clouds [6]. The important characteristics of tags is
their higher information density. A higher information density along with fewer page
revisits indicate that the use of tag clouds may lead to more focused page selection and
better processing of the navigation compared to a hierarchical menu [1].

3 Issues Related to Navigation

3.1 Disorientation and Site Maps

Web users commonly experience disorientation while browsing, which has a negative
effect on their performance [13]. One of the main contributors to this problem is
confusing and disorganized navigation structure [14]. Danielson confirmed positive
effects of constantly visible site maps used as a web navigation on user browsing [2].
Fowler and Stanwick suggested that it is easier to scan a large lists of organized
possibilities than to pick one option that leads to another set of options and so on [4].
Leuthold et al. agreed to show as much navigation links as possible on the screen as
vertical menus were also subjectively preferred by users [3].

3.2 Subjectivity in Creating Navigation

One issuewith the navigation is the overall subjectivity. Subjective organization schemes
divide information into categories that defy exact definition, they are difficult to design
and maintain and can be difficult to use [6]. Problems with creating useful navigation
according to subjective organization scheme include: broad vague categories, poor
organization of menu options and poor grouping of categories [7].
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3.3 Descriptive Potential of Navigation

Website navigation has a descriptive potential, which can be carried out e.g. by spatial
arrangement and visual cues. However design and organization of navigation is mostly
subjected to the desired appearance of the website or system and does not contain much
information, only the text label, i.e. names of sections or pages, subjectively organized.
Low information density can be characterized by minimal information at first sight,
requiring user to click before seeing more information [15]. Descriptive characteristics
of tag clouds were however appreciated [1]. Similarly visualization of article
descriptors in the form of semantic networks was well accepted and positively eval-
uated [16]. Consequently, it can be assumed that higher information density of navi-
gation area could be highly appreciated by users.

3.4 Cost in Human-Computer Interactions

Hong et al. identified two types of cost: interaction cost (mouse clicks, button presses,
typing) and attention-switching cost (moving attention from one window to another)
[17]. If the navigation area contained more information about the links themselves,
users could make more elaborate choice without clicking forth and back. When site
map was used as a web navigation (i.e. higher information density), users made less use
of the Back button [2]. Similarly Walhout et al. confirmed fewer page revisits with use
of tag clouds, which have higher information density [1]. Ware reviewed basic costs of
some common modes of information access, where internal pattern comparison is much
more efficient than mouse hovering, selecting or clicking [18]. Leuthold et al. con-
firmed that opening the dynamic menu needs an additional mouse movement and is
thus more costly than just scanning the navigation items [3].

4 The Novel Approach to Navigation

4.1 Conceptual Proposal

Based on the evidence discussed in previous sections, in our solution we propose to
provide web users with a constantly visible navigation area, which should diminish
their disorientation. The next goal is to reduce subjectivity by objective means of
organization. Because different organization schemes can be useful in different web
browsing strategies, we propose to utilize several at the same time. Implementing
arrangement by these organization schemes will create added information value to
navigation items and increase information density of the navigation area (Table 3).

We can imagine individual arrangements as layers, stacked in a way that facilitate
selective attention to each of them. Presenting more navigation links and more infor-
mation about them in one place will also reduce interaction cost (users can better
process links before clicking on them) and attention-switching cost (users will less
likely click on the wrong link, followed by Back button).
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4.2 Differentiation by Visual and Spatial Aspects

In this section we will discuss suitable design elements as the means for an arrangement
by different organization schemes. E.g. Tversky [19] and Fowler and Stanwick [4]
proposed using visual cues like colour, size and font to signify organization into
groups. We should keep in mind that it is desirable to reduce complexity by reducing
the number of elements needed to organize and communicate information [8]. Selected
design aspects are summarized in (Table 4).

Colour is used in design to group elements and indicate meaning [8]. The simplest
solution would be to attach colour to the text of navigation item, however coloured text
is often poorly legible due to thin lines of characters. Therefore it would be more usable
to add solid coloured elements spatially associated with text items.

Size can be used to signify importance or magnitude. This technique is used in tag
clouds, where the font size reflects the number of instances for each tag. It was
confirmed that smaller fonts are often hardly legible on the computer screen [10].
Therefore to create a sufficient difference in font size for individual navigation items,
we would have to use larger fonts, which would hardly fit on the screen.

Considering font, Lidwell et al. stated that a detectable difference between fonts is
difficult to achieve without also disrupting the aesthetics of the typography [8].
Therefore differentiation neither by font size nor font type is suitable.

As for space, we are interested in the position of navigation items in the navigation
area of the website. In a two-dimensional display, the element´s position is defined by
horizontal and vertical value, so the arrangement can be accordingly implemented
either horizontally or vertically. As we have exhausted usable possibilities for design
aspects applicable on navigation items themselves (i.e. on the text labels), additional
design elements can be used for the arrangement by remaining organization schemes.

Table 3. Summary of identified issues with possible solutions

Objective/benefit Implementation

reduced disorientation of users by providing constantly visible navigation area
reduced subjectivity by using objective means of organization
increased information density by utilising design elements for adding information

value to navigation items
reduced interaction and
attention-switching cost

by presenting more information about navigation items
in one layout

Table 4. Proposed aspects of design for differentiating items

Object Design aspects
Visual Spatial

text colour, size, font starting position (x,y)
shape colour (or pattern), size
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4.3 Mapping to an Arrangement by All Organization Schemes

Category can be best implemented by the principle of grouping or similarity. We
propose its implementation by colour, because similarity of colour results in the
strongest grouping effect [8]. Every category would be assigned a colour, and every
item which belongs to this category will be marked with this colour.

Organization by alphabet can be done either horizontally, by sorting items as inline
elements, or vertically like block elements. Tags are typically sorted as inline elements.
We will choose the second approach to maintain better readability and to keep space
for implementing other layers of organization.

Continuous organization schemes - continuum and time - can be best implemented
by variable size or position (horizontal, vertical). Vertical arrangement was already
taken by alphabet, so for continuous variables we propose as the first technique a
horizontal arrangement. Arrangement by difference in size of text labels was rejected
earlier in the text. Therefore as the second technique we propose adding a new element,
with value given by its width. Finally, location can be represented by an associative
link to the adjacent map. These conclusions are summarized in (Table 5).

Subcategory is not an elementary organization scheme. It is in fact a category on
lower hierarchical level and is implemented only if the number of items is too high. By
individual navigation item is meant single page, document or reference link with URL.
To conclude, text labels represent either individual items or a collection of items
grouped in a subcategory (in the case of a large number of items). The proposed
solution is then applicable on both small and large websites and systems.

4.4 Spatial and Visual Design

This section brings a closer look on spatial and visual design of our proposal, illustrated
in [Fig. 1]. To implement organization by categories, they have to be included in the

Table 5. Proposal of individual methods for designing navigation

Org.
scheme

Method Explanation

alphabet vertical
arrangement

Items are sorted by alphabet in a traditional way

time horizontal
arrangement

Items are arranged by time using difference in
horizontal starting position

category square with dif.
colour/pattern

Items are visually associated with a colour (or pattern),
different for each category

subcategory text label Individual items are grouped into subcategories,
represented by the displayed text labels

continuum bar rating with
different length

Items are visually associated with a bar of length
reflecting the value

location associative link Items are linked to the adjacent map
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navigation area, accessibly placed at the top. The rest of the schema corresponds with
the proposals in previous sections with highlighted arrangements by individual orga-
nization schemes and in context with organization structures.

5 Conclusion and Discussion

In this paper we proposed a novel method for creating navigation as an alternative to
the existing techniques. By implementing proposed method, we expect to achieve
several major advantages over traditional navigation used on the Internet: (1) reduced
disorientation of users, (2) reduced subjectivity, (3) increased information density, and
(4) reduced interaction cost. The arrangement is expected to facilitate efficient browsing
on web-based interfaces but also in other information or knowledge-based systems, as
it can transform any static navigation list to a dynamic content overview.

Thorough testing would have to be performed before implementing this proposal,
which is the objective of our future research. We have to take a learning curve into
account, however we can expect both the performance and user satisfaction to improve
in repeated visits. Santa-Maria and Dyson tested usage of online discussion forum in
conventional and experimental design [19]. Users of the other version were disoriented
and confused at first, however after short adaptation, the performance of both groups
were almost equal, as well as the number of subsequent visits. Our proposal is then
expected to be more useful on repeatedly visited websites, such as news websites,
e-learning websites/systems, knowledge management systems etc.

Fig. 1. Schema of the spatial arrangement of navigation items by organization schemes
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Abstract. Agile development methods have been proven to increase the quality
of interactive systems because they allow quick adaptation to continuously
changing requirements that are enforced by a fast changing reality.Additionally,
models are very helpful to specify the understanding of analysts; developers and
users of the domain. If models can be animated, they provide very good basis for
discussions. The engagement of all participants is often much higher in this case.
Currently, a lot of specification languages like UML, BPMN, or S-BPM are
used to document the results of the analysis of the domain in most projects.
Additionally, it can be recognized that the focus on users increases. S-BPM is
already an example for that. It provides a special view on business processes that
is missing in BPMN. It focusses on subjects that often are users but could also
be software systems. This shifting focus goes together with a trend from
Technology-Driven Design to Human-Centered Design.
The paper discusses the combination of agile development methods with

Continuous Software Engineering. It argues for an integration of
Human-Centered Design methods with business process modeling and Con-
tinuous Requirements Engineering. The concepts of existing approaches of
Continuous Software Engineering are extended accordingly. Therefore, classical
maintenance does not exist anymore.

Keywords: Agile software development � Continuous Software Engineering �
Continuous Requirements Engineering � Continuous Human-Centered Design �
Continuous Business-Process Modeling � Subject-oriented BPM

1 Introduction

Traditionally, software development ends and maintenance starts. While a lot of
attention is paid on methods and life cycle models of software development, mainte-
nance stays unstructured in some way. While agile software development methods
became more and more popular because of their advantages for rapid changing
application domains, agile methods for maintenance are less discussed. However,
problems are very similar. New requirements result on a changing domain. Because of
these changed requirements, a further development of the interactive system is nec-
essary. Continuous Requirements Engineering is extended to the usage phase of
software. It should be combined with the Human-Centered Design approach that
focusses on the user’s needs. It is combined with evaluations and monitoring of run-
ning systems.
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The agile approach supports very much the communication between developers,
users, and other stakeholders, because running results are produced in relatively short
cycles. The twelve main principles of the agile idea were presented in [1]. They were
characterized as the agile manifesto and argues for continuous delivery of valuable
software. Additionally, changing requirements should be welcomed. The manifesto
promotes already a sustainable software development. However, in a lot of projects
maintenance is considered to be outside of the development process. Recent scientific
discussions suggest to apply agile principles to maintenance as well. Terms like con-
tinuous requirements engineering and continuous software engineering were created.

Astonishingly, already several years ago in 1998 the idea of continuously engi-
neering software systems was discussed in the Dagstuhl seminar 98092 [31]. The
motivation for the organizers was the fact that “Information and organizers Systems are
going together to long living Information and Communication Infrastructures that are
mission critical to organizations, businesses, and whole society”. Two years later a
component concept for continuous software engineering was presented [22]. Recently
further papers like [5, 13, 17, 20] were published.

The 1st workshop on continuous requirements engineering [21] was organized by
us in 2015. Several ideas for facing the problem of continuously changing requirements
were discussed during the event. Including the discussed ideas there was one presented
by Fleischmann et al. [11]. Their paper discusses the idea of executing requirements
that are expressed as subject-oriented S-BPM specifications. Users can express their
idea directly to a system. Editors are provided that allow users to express their ideas or
at least allow them to change existing running specifications.

This idea seems to be very attractive and inspired us to have a deeper look at the
idea of continuous businesses process modeling in conjunction with continuous soft-
ware engineering in general. From our point of view, even modeling without direct
executions is very attractive and helps to create a common understanding of the
domain. Based on or experience, this is true for all kinds of models. Additionally, we
feel convinced by the agile development approach and human-centered design (ISO
9241-210). It seems to be helpful if the different approaches use joined models. Based
on these ideas the integration of business process modeling, requirements engineering
and human-centered design will be discussed and consequences for the development
process will be shown.

The rest of the paper is structured in the following way. First, we recall and discuss
some ideas of continuous software engineering. Based on these discussions three
activities are identified that are worth to be mentioned explicitly. These activities are
Continuous BPM, Continuous RE, and Continuous HCD. They are each discussed in a
separate paragraph each and will be followed by a paragraph discussing the conse-
quences for the project management. The paper will end with a summary and an
outlook.
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2 Continuous Software Engineering

With their paper, Fitzgerald and Stol [13] recently provided an interesting overview of
ideas related to Continuous Software Engineering. They especially provided interesting
arguments of trends and challenges in this domain.

The authors expressed that they identified three main sub-phases within the entire
software development life cycle that they call Business Strategy & Planning, Devel-
opment, and Operations. However, there is additionally a phase of Improvement and
Innovation in their model that is summarized in Fig. 1.

The main ideas of the concepts mentioned in Fig. 1 will be discussed in the
following paragraphs before extensions will be provided.

2.1 Business Strategy and Planning

Continuous Planning was identified as the important activity of the first sub-phase. It is
defined as a: “holistic endeavor involving multiple stakeholders from business and
software functions whereby plans are dynamic open-ended artifacts that evolve in
response to changes in the business environment, and thus involve a tighter integration
between planning and execution” [13].

Fig. 1. Continuous*: A holistic view on activities from Business, Development, Operations, and
Innovation (from [13]).
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2.2 Development

Within the development sub-phase, certain activities are positioned. These activities are
continuous integration, continuous verification & testing, continuous security and
continuous compliance.

Continuous integration is already well known because it was identified an explicit
practice in the Extreme Programming method. It consists of continuously building
deployments package, running the code and test it for correctness and acceptance.

Agile methods focus on daily builds to allow quick feedback of the implementation
under development from tests. Continuous deployment is the practice of continuously
deploying good software builds automatically to some environment. The forthcoming
user is not necessarily involved. However, it is preferred to have him in the loop.

If stakeholders are involved in the deployment, the activity is called delivery.
Continuous delivery implies Continuous Deployment. Additionally, the software has to
be deployed to the customer. New releases have to be produced continuously.

Continuous verification means the application of formal verification methods and
inspections throughout the development process. These activities should not postpone
till the end of the development.

Continuous testing has to be performed during the development process as well. It
has the advantage of a high potential of automation. Tests can be performed auto-
matically and even test cases can be automatically generated from models.

Continuous compliance is necessary because regulatory compliance standards have
to be satisfied on a continuous basis. Like verification and testing this should not be
postponed to the end of the development.

Continuous security is mentioned of its importance. Security is no longer consid-
ered as one of many non-functional requirements but as key concern throughout the
whole development.

While software is in use one can focus on new customers or provide improved
support for the existing once. Continuous use is based on the fact the current customers
are supported as good as possible. It might be a better strategy to satisfy current
customers and users than to attract new customers.

Focusing on existing customers is very much related to trust. Trust has to be
developed over time. It is the result of interactions in the past. Customers must have the
impression that developers act cooperatively. They must be sure that developers always
try to do their best to meet the customer’s expectations.

To fulfill the expectations of customers it is also very important to monitor
applications during run-time and to provide immediate support if necessary. “As the
historical boundary between design-time and run-time research in software engineering
is blurring [2], in the context of continuously running cloud services, run-time
behaviors of all kinds must be monitored to enable early detection of quality-of-service
problems, such as performance degradation, and also the fulfilment of service level
agreements (SLAs)” [13].
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2.3 Improvement and Innovation

Continuous improvement is based on lean principles of smart decision-making and
elimination of waste. It delivers small incremental quality improvements. These ben-
efits allow to compete with competitors and can make the difference.

Continuous innovation is considered as a sustainable process that is responsive to
evolving market conditions. It should be based on appropriate metrics across the entire
lifecycle.

2.4 Summary of the Discussed Approaches of Continuous Software
Engineering

The presented approach by Fitzgerald and Stol tries to close the gap between business
and software development. They recognized that historically a gulf between business
strategy and IT development has emerged. Software engineering has become a much
broader domain from their perspective. We fully support the presented ideas of having
a broader view on software engineering and believe that aspects of marketing and
management of enterprises have to be considered in software engineering as well.

However, it seems to us that some aspects are underestimated in the presented
approach. From our point of view modeling in general and especially business-process
modeling should play an important role in software engineering in the future.
Model-based and model-driven methods and techniques have been becoming popular
in academic and industry. For business-process modeling, languages like BPMN or
S-BPMN have proven to be useful.

For the business strategy, approved business processes are very important. They
should be as precisely specified as possible. Process descriptions could be considered
as one planning artefact. However, because of their importance they should be men-
tioned separately. From our point of view, business-process modeling is so important
that it should be mentioned as a separate continuous activity. We will discuss more
details in the following paragraph.

3 Continuous Business-Process Modeling

The idea of Continuous Business Process Improvement (CPI) has been discussed in
several publications for several years. A book from the beginning 90th of the last
century might be an example for that [8]. The topic is still important and can be
characterized like the following content of a current webpage of Professional Business
Solutions Inc. (PBSI): “To maintain their competitive advantage organizations must
streamline their operations and processes. Continuous Process Improvement (CPI) is a
strategic approach for developing a culture of continuous improvement in the areas of
reliability, process cycle times, costs in terms of less total resource consumption,
quality, and productivity. Deployed effectively, it increases quality and productivity,
while reducing waste and cycle time. Since many business processes rely on infor-
mation and participation from more than one department and even different organi-
zations, CPI is designed to facilitate these processes by integrating the various

When Do Projects End? – The Role of Continuous Software Engineering 111



components into one streamlined system that runs smoothly and efficiently on a par-
tially or completely automated flow of steps.”

Milewski et al. [23] discuss the technological process innovation from a life cycle
perspective. They provide a framework and some related key results form case studies.

It seems to be common sense that Continuous Process Innovation is an integrated
part of companies. This is supported by a lot of publications. Also searching in the
internet for the term Continuous Process Innovation delivers a lot of references. Based
on the knowledge about process innovation the need for Business Process Management
arose. Bergener et al. [3] provide a nice explanation for that. They claim: “Business
Process Management (BPM) has evolved as an integrated management discipline that
aims to enable organizations to continuously innovate and improve their operations.”

It is widely accepted that models of organizations in connection with business
process models are very important for BPM and the corresponding IT support.
According to Fleischmann et al. [10] play models an increasing role in adaptive process
environments.

They argue that the modeling behavior relates to the quality of process models in
several ways. This is based on argumentations provided by Claes et al. [6] “A mod-
eler’s structured modeling style, the frequency of moving existing objects over the
modeling canvas, and the overall modeling speed is in any way connected to the ease
with which the resulting process model can be understood.” [10] Stakeholders have to
build up communication skills to be able to understand and reflect models when shared
along organizational learning steps. If such communication skills are missed, the
development projects are likely to fail, as deficiencies in communication are in fact
among the most frequent reasons for project failure [3].

Fleischmann et al. argue that BPM techniques have to be supported by tools and
languages. Otherwise, the communication about processes is likely to require iterations
until completely understood by involved stakeholders.

Fitzgerald and Stol [13] argue that “Enterprise Agile and Beyond Budgeting
concepts have emerged as recognition that benefits of agile software development will
be sub-optimal if not complemented with by an agile approach in related organizational
functions such as finance and HR”. They additionally argue: “that the link between
business strategy and software development ought to be continuously assessed and
improved”.

This idea is fully supported by us. Additionally, the idea of modeling seems to be
very attractive. Because we especially believe in the idea of modeling, we use the term
Continuous Business Process Modeling to describe important activities as well in
software engineering as in business administration. From our point of view, the activity
of Continuous Business-Process Modeling should be integrated into the general
approach of Continuous Software Engineering of business applications. Even that
business-process models could be one type of the artifacts that are produced during
planning. However, because of its importance business processes modeling should be
mentioned explicitly. Therefore, Continuous Business-Process Modeling should be the
second activity in the first phase. This idea was initiated by the discussions at the 1st
Workshop on Continuous Requirements Engineering [21]. Bukša et al. [7] presented a
method for integrated semi-automated business process and regulations compliance
management. They especially referred to the changing business process models:
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“However, there is a gap between continuously changing business process models that
are maintained in a specific set of tools, and continuously changing regulatory
requirements that usually are maintained outside organizations. There are tools that
provide support for compliance management by means of Business Rules Engine,
however, in most cases business rules must be entered manually and there is no live
linkage with external legislative and regulative sources”. They ask for specific tool
support for Continuous Business Process Modeling.

Fleischmann et al. [11] even provided an approach that allows the rapid execution
of business-process specification. It is called Subject-oriented Business Process
Modeling is supported by a language that is calls S-BPMN [10]. This approach per-
fectly fits to the idea of Continuous Business-Process Modeling and the idea of
Human-Centered Design. It models processes from the perspective of subjects
involved. These subjects are most of the time humans. In this way, the approach is per
se human oriented. However, subjects can be systems as well.

For S-BPM it is suggested that you start with modelling the communication of
subjects via messages first. In this way, the big picture is specified. Later, the dynamic
behavior of each subject is specified by finite automata. In Fig. 2 the approach is
visualized. The available symbols of S-BPM are presented in Fig. 3.

Based on the requirements a communication model is specifies. In Fig. 2 there are
only two subjects that are named as customer and supplier. There is only one message
that is sent from subject customer to subject supplier.

Fig. 2. S-BPMN approach (from https://www.metasonic.de/en/s-bpm)
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The subjects are refined by behavioral models that in detail specify under which
condition subjects send messages and how they react on messages.

Fichtenbauer et al. [9, 12] report about using BPMN for the subject-oriented
approach and make the specifications run. In this way, there is no need for a new
language if BPMN is already known. However, in both cases using BPMN or S-BPM
Continuous Business Modeling can be supported very well. This is very much related
to Continuous Requirements Engineering. This was already mentioned earlier. It gave
the name to our workshop. Requirements engineering is especially mentioned in
software engineering because a lot of problems of software have their origin in mis-
takes in this phase of analyzing the needs and goals of projects.

Continuous Requirements Engineering has definitely to be mentioned as part of
Continuous Software Engineering. Some of our argumentations of the 1st Workshop of
Continuous Requirements Engineering will be recalled in the following paragraph.

4 Continuous Requirements Engineering

Current engineering-based approaches are rooted into well elaborated systems models,
enterprise architectures, ontologies, and information logistics representations. They
provide transparency, reliability, and security in the whole lifecycle of the sys-tem.
Currently such approaches are designed and mainly applied for large enterprises that
have relatively long change cycles. In case such changes have to be performed more
frequently, a much higher flexibility is required. For such systems, the engineering
processes grow into continuous engineering that requires continuous requirements
engineering (CRE). CRE can only be successful if it combines rigid engineering
principles with agility, emergence, and spontaneity to support sustainability and via-
bility of the systems under development.

Smaller scale enterprises need new approaches, methods, and tools to be capable to
embrace the growing variety of opportunities and challenges offered by fast changing
and hardly predictable environment. In this type of systems continuous requirements

Fig. 3. S-BPMN notation (taken from [12])
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engineering also can be a solution if it is integrated with management and design
approaches applicable for smaller scale enterprises.

It is well known that wrong requirements cause a lot of problems. Some projects
totally fail because of that, others waste a lot of money because the correction of
resulted errors in the implementation is very time consuming and labor intensive.
Therefore, new ideas in identifying the correct requirements are very important. Leah
Goldin et al. [18] discuss the question whether in the development of large scale
systems the institutionalized, proactive requirements reuse pays off. In their case study
they found out that at least for the studied project it paid off to meet the moving target
of requirements based on existing specifications.

Reuse of requirements specification might be one way to reduce time to market.
However, there are still a lot of aspects to consider like the kind of specification
languages for functional and non-function requirements. For the handling of BPMN
and S-BPM specifications concepts for reusable components were presented in [14] and
[15]. According tool support would very much support to quickly update requirements
specifications. Workflow management systems can support the execution of business
process specifications. Fleischmann et al. [11] follow this argumentation line by using
S-BPM: “When agile project structures and active involvement of concerned stake-
holders become part of organizational change, requirements to software development
might change continuously. Hence, the effort for transforming representations from
requirements specification to executable design models should be minimized. Ideally,
requirement specifications support fine-grained modeling at a semantically precise level
that enables the direct execution of these specifications. We have demonstrated such as
an approach on the level of business processes utilizing the capabilities of
Subject-oriented Business Process Management.

Its diagrammatic modeling language allows stakeholders continuously articulating
their requirements and subsequently refining them to executable behavior components
(subjects) ensuring utmost parallelism. However, it still has to be investigated how such
a paradigmatic shift can be put to organizational development practice, namely
maintaining an interaction perspective in parallel to the functional one on work and
business structures”.

Qureshi et al. [26] provide a framework CARE (Continuous Adaptive Require-
ments Engineering) for building self-adapting systems that is goal- and user-oriented.
They distinguish requirements engineering during design-time and run-time that is
related to design-time reasoning and run-time reasoning for such specific systems.

However, monitoring of running systems might be useful for any kind of appli-
cation. In this way, Continuous Requirements Engineering might find its way to
general software systems.

5 Continuous Human-Centered Design

Agile development methods are currently very popular. However, they are often
focused on customers. We would like to argue only with the first agility principle: “Our
highest priority is to satisfy the customer through early and continuous delivery of
valuable software.” The focus is obviously not on the users.
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In the same way as agile development methods are popular for software engi-
neering experts Human-Centered Design (HCD) is popular for usability and user
experience experts. It focusses on tasks users have to perform, usability and user
experience, aspects that do not play their important role for software engineers in
general. Software engineering focusses currently often on the technical aspects of an
application only.

One of the main reasons for the success of HCD is that the context of use and the
evaluation of design solutions play an important role. User requirements are more
important than technical features that software engineers might like. Users get what
they really want. The HCD process is standardized by ISO 9241-210. It consists of a
planning phase and four phases that are performed in an iterative way.

Within the first phase analysts try to understand the context of use. Stakeholders are
identified. Their roles and tasks are analyzed and typical application scenarios are
specified. Additionally, artefacts and tools they work with are captured. Last but not
least, the environment in which the application has to be performed is analyzed. This is
done according to the location, the surrounding objects, and people. Sometimes the
available services are important as well.

Based on this analysis user requirements are specified. Additionally to the goals of
users, functional and nonfunctional requirements are collected. Domain specific
requirements might be important as well. This is e.g. the case when domain specific
standards exists that have to be fulfilled by the application. First design solutions are
produced afterwards to fulfill the identified requirements. Such design solutions include
first ideas of user interfaces.

The design solutions are evaluated in the last phase of the HCD process. If the
requirements of the users are met, the development process comes to an end and the
implementation of the application core can be performed. Otherwise, there are three
possible continuations. If there are serious problems, one has to analyze the context of
use again and has to proceed with the first phase. In case the general analysis of the
context of use seems to be correct but some requirements were specified in the wrong
way, one has to rewrite some requirements or identify some new ones. Finally, it can be
possible that only new design solutions are necessary. In this case, requirements are
specified in the right way but the design solutions have to be improved.

Figure 4 gives a visual impression of the discussed HCD process model. The figure
provides a good overview of the main ideas of the HCD process. Unfortunately, the
process model does not consider the integration of HCD into an agile development
process.

Paelke et al. [24] published the process model of and called it Agile UCD-Process.
(User-Centered Design was the predecessor of HCD.). The process model suggests to
have a common initial phase for developers and HCI specialists. Afterwards there are
activities of both groups. Unfortunately, it is not quite clear in which order these
activities are performed. Additionally, the requirements elicitation is a little bit too
much uncoupled from the software development process. A stronger coupling was
suggested by Paul et al. [25]. It additionally provides the names of models like user or
task model that have to be specified in the corresponding state of the software
development.
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In cycle two developers implement the design solutions from cycle one and in
parallel their code from cycle one is tested by HCI experts. Additionally, they design
for the next cycle and analyze for the cycle after the next cycle. This is the general
development pattern. In some way, interaction designers work two cycles ahead to
developers in analyzing customer data and one cycle ahead in developing design
solutions.

A similar approach by separating the activities of analysts and developers was
presented in [16] for the SCRUM approach. The development cycle of analysts is
executed in parallel to the cycle of the developers. It runs at least one cycle ahead.

Fig. 4. The design process from ISO 9241-210– Human-centred design process (from https://
thestandardinteractiondesignprocess.wordpress.com/).

Fig. 5. Human-Centered Design Process for SCRUM
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The human aspect becomes more and more important. Usability and user experi-
ence are key factors of success or failure of software systems. There are several
attempts to integrate HCI aspects like usability into agile development processes.
Examples of discussions of the process model are [28–30]. In [19] Kuusinen analyses
the allocation of tasks between HCI specialists and developers in agile development
projects.

As a result of these papers, one can conclude that innovation has always to be
discussed from a human perspective. Technological innovation is important but it has
to consider humans in their role as different stakeholders. Agile development methods
often focus on customers while User-Centered Design focusses on users. Both aspects
have to be considered during Continuous Human-Centered Design. This broader view
is the reason for replacing user by human.

6 Consequences for Managing Projects

As a result, an extended holistic view was established. Its visual representation is
presented by the graphics of Fig. 6. The development of companies and their IT
infrastructure are intertwined and should be a continuous process. This means that the
different stakeholders have to interact continuously.

Project teams have to adapt in their size to the current situation but should not stop
their work by finalizing a project. Projects are long lasting with different focus during

Continuous Human-Centered Design

Continuous 
Requirements 
Engineering

Continuous 
Business Process 

Modeling

Continuous 
Planning

Fig. 6. Continuous*: An extended holistic view on activities in software engineering
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usage time of the software [4]. At the beginning, a lot of manpower is necessary. Later
the continuous adaptation can be managed by less people. It might be possible to merge
several projects into one project on the long run. However, it is important that the
activities of planning, requirements engineering, business process modeling and
human-centered design never stop. This includes the monitoring of the running
application.

Continuous Software Engineering can be characterized as combination of Software
Engineering, Human-Centered Design and Business Administration, where adapting
the business strategy is one crucial point.

7 Summary and Outlook

In this paper, the idea of extending the existing concept of Continuous Software
Engineering was discussed. Within the existing concept, software engineering methods
were already extended by activities from business administration. These activities adapt
the business strategy to a changing environment. It was argued in this paper that an
even broader view would be helpful. Three new terms were introduced to Continuous
Software Engineering. These terms are Continuous Business Process Modeling,
Continuous Requirements Engineering, and Continuous Human-Centered Design. This
results in a really continuous development process that includes the current mainte-
nance phase.

Case studies have to be performed and existing projects have to be studied to check
how the suggested integrated approach works in industrial settings. It has to be ana-
lyzed how classical separated projects can be transformed into continuous projects.
Additionally, it has to be analyzed how Continuous Software Engineering changes
contracts and communication with external software companies. The future will show
whether metrics of goals and needs can help to find prices for contracts with software
developers.

It will be interesting to see whether a new kind of agility can be reached in the
future that is based on analysis, planning, modeling and monitoring.
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Abstract. Independence and a fancy company image are reasons why com-
panies choose to use open source software instead of proprietary software.
A challenge for companies outside the software domain arises if the desired
software is not yet available. Established collective development models for
such cases are missing. An important question in this context is how to motivate
a collective of developers to pursue the goals of the company. In the present
study a motivational system is outlined which can serve companies and other
institutions in the process of how to coordinate such a collective. This collective
becomes part of the resources used to implement the requirements of the
business model, in this case the provision of the right software solution. Main
insights are that the initiating company has to analyze and adhere to collective
etiquette and should integrate a motivational context into their business model.

Keywords: Open Source Software � Incentive � Motivation � Business model

1 Open Source Software Development in a Business-Driven
Context

The advent of the Open Source Software (OSS) movement radically changed the way,
how a part of todayʼs software has been and is developed. While all started with a
nagging feeling that existing search engines and operating systems are somehow not
adequate and the companies behind them have too much power over the user, OSS over
time slowly became an alternative in many different application contexts. As a con-
sequence, today there are many companies which use applications coming from an
OSS background. There are various reasons for this, be it reducing costs or gaining a
specific image [9].

The common procedure for introducing OSS into a business context is the search
for the right piece of software and its integration into the existing application archi-
tecture. A much less common way, however, is the active driving of OSS development
from inside a company. A first trigger for using the OSS approach in this context came
from an international airline company which started to investigate the possibilities of
developing a booking system not only as a mutual effort among airlines but also under
the OSS paradigm. With this, also the opportunity for a new form of business model
emerges. Participating companies and users could, e.g., form a virtual organization
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which has “fluid” boundaries. Based on the Business Model Canvas by [16], a business
model can be conceptualized in nine “building blocks” (p. 15). The resource per-
spective taken in the present study affects the blocks regarding key resources, key
partnerships and cost structure.

First analyses quickly revealed that adequate models that support the OSS devel-
opment with focus on a business-driven context seem to be missing. A lot of research is
performed concerning “pure” OSS development and the context in which people are
willing to contribute to the development of an OSS seems to differ strongly from that of
proprietary software (PS). Therefore, this is obviously one main aspect for creating and
implementing an OSS development model that supports a business-driven context.
Consequently, the focus of this paper is to analyze the incentives and motivations that
make people participate in OSS development and to propose a first motivational system
for establishing and maintaining an OSS development community in a business-driven
context as compared to “pure” OSS development. The focus is especially on
non-software companies that aim at OSS for their own needs. This is the main dif-
ference with respect to already common OSS development by software-companies as
part of their core business.

In Sect. 2, theories concerning the analysis and structuration of motivations and
incentives are researched and combined for the context of OSS development. A first
survey among potential users was conducted (Sect. 3). The results are presented and
finally, the incentives are mapped to a motivational context (Sect. 4).

2 Conceptual Foundations

First of all, the aspect of collective development has to be systematized. A research
team of the MIT Center for Collective Intelligence studied collective intelligence
(CI) from four perspectives: (1) what, (2) how, (3) who and (4) why [14, p. 22], [12,
p. 245]. This system can be used as follows:

(1) What is developed? The software required by a company presents the develop-
ment subject. The focus is on open and free OSS.

(2) How is the procedure? For this purpose, control mechanisms, tools for collabo-
ration and communication as well as the existence of hierarchies and the dis-
tinction of phases are considered.

(3) Who is responsible for which tasks? In the present context, the initiating company
(business-driven development) and the external participants of the collective are
responsible agents.

(4) Why do subjects and units participate? This is the core aspect of this study. The
observations are done with respect to the incentive system which is analyzed in
the following.

2.1 Relevant Concepts

The concept “incentive system” as proposed in Fig. 1 refers to the perceived rela-
tionship between incentive, motivation, and action. Incentives can lead to extrinsic and
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intrinsic motivation; this classification is only one of many possible categorizations.
For more alternatives see [4, 15].

The term “motivation” is applied for the concept that covers possible answers to the
question, why something is done. Synonyms, such as urge or motive are used to
describe related dispositions, but differ in focus. Thus, motives represent a long term
and socialized psychic property of an individual like curiosity, whereas motivations are
formed through an interaction of an individual and confronting incentives [17].
Extrinsic motivation refers to external rewards for action that promise a satisfaction
which the action itself would not generate. Intrinsic motivation however has a direct
connection with its own intrinsic value [15, p. 215]. A motivation represents the effect
created through an incentive and is followed by an action. The incentives as well as the
motivations are not free of overlapping. E.g. can a higher reputation through partici-
pation in successful development projects facilitate networking with other participants;
a stronger networking in turn, can enhance the possibility to get paid jobs leading to
economic independence. For further examples of incentives and related motivations see
the corresponding case study about idea competitions by [13].

To acknowledge the different perspectives of the collective and the initiating
company the motivations are further split into micro and macro view. [7] connect the
micro view to individuals and the macro view to organizations and communities
(p. 137). This concept is here transferred to the collective (micro) and initiating
company’s view (macro). In Fig. 2 a few examples are shown.

Fig. 1. Examples of relations between incentives, motivations, and corresponding actions

Fig. 2. Discrimination of motivations into micro and macro view
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However, these rationales do not fully explain why people decide to not participate
in such projects, terminate their participation or are not willing to participate at all.
Regarding these aspects, the concept of collective internal codes is analyzed in the
following. The term “codes” conveys several aspects of certain etiquette. Codes can,
e.g., be a specific use of language and the use of certain technologies. Moreover, the
fact that the individuals within the collective cannot be assigned to specific tasks as
paid employees usually can [3, pp. 34–36], leads to a different strategy for the initiating
company. It has to be taken into account, that the individuals might reflect on given
codes; separation of individuals and groups or a non-uniform use of terms and tools
might occur (e.g. free vs. open, [8]). Once the process has started, the culture within an
organizational unit and between companies can also adapt to the codes by gaining from
learning effects by the members of the collective [18].

2.2 State of the Art

Many relevant aspects of the topics discussed here, have already been analyzed in
existing literature and provide essential implications for the work at hand. The fol-
lowing presents a few results of a broad literature review.

[11] concludes that OSS development supports a normative character to follow
collective goals which is also found in the present study. The use of OSS by companies
and provision of self-developed OSS is investigated by [9]. Even though [9] analyzes
the topic within the domain of software developing companies, his work provides
profound discussion of motivations and incentives that support the assumptions made
here. [17] analyze individual and group-related dynamics of motivations in a
work-context from an organization-psychological perspective and provide substantial
ideas about motivational theories and etiquette norms. [2, 22] support the findings
about the motivations and incentives that are specific for the participation in OSS
development in particular. The findings concerning the development platform and other
infrastructure by [1] and [5] can be applied for a subsequent analysis of the influence of
technical infrastructure on the design of a motivational context and vice versa. [20]
focus on the initiation of OSS development projects and come up with a model of three
phases. These findings lead to the hypothesis that the motivations might differ along the
development process.

As shown by the examples above, a profound body of research concerning the
single core aspects of the present study exists, especially from the 2000s. A research
gap can be located in the combination of these specific aspects, which leads to the focus
of this study: The combination of the aspects of OSS development, its initiation by a
company, and especially the incentives and motivational aspects that need to be
implemented in the development context.

3 Research Design

To obtain further information about motivational aspects in collective development, a
survey among potential developers was conducted. The questionnaire including all
answers and further information about the survey can be obtained from the authors.
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The selection of participants for the survey was not a random sample, but a closed
survey among all members of three networks that are affiliated with OSS development
and use in business context. Thus, this can be considered a partial survey of con-
sciously selected typical cases [19, p. 260]. At the time of the survey (11/24/2014) all
416 approached persons were listed as members of the networks Open Source Business
Alliance, Open Source Business Foundation and Eclipse. The following possible
relations and statements were the basis for questions in the questionnaire:

(a) The development of OSS differs from the development of PS. Answers could
possibly point out the differences regarding voluntary vs. contracted participation,
time span of development and structure of development.

(b) OSS development can be structured in phases. Since incentives and motivations
might differ along the development process, a structuring of this process into
phases could be convenient to structure the incentives and motivations [20].

(c) Companies and individuals need incentives for participating in software
development.

(d) Collective work holds strong codes [6]. These codes differ depending on the
considered collective and the use of a certain hard-/software, respectful behavior,
etc.

(e) The participation of companies in OSS development can be in conflict with the
collective codes.

(f) The choice of a suitable development platform can be crucial to the participation
of individuals. An established, not project-specific platform could be favorable, as
it might be more popular or users know how it works, respectively.

These questions are supported by related findings in research (see Sect. 2). All
answers were read and corresponding categories were formed. The answers were then
counted to determine the frequency according to these categories [19]. The results are
thus to be interpreted as indicators, also due to a relatively small number of responses
(in total 37).

4 Results and Discussion

The choice of participants proved to be beneficial, as most answers were very detailed.
The tone of the answers was emotional. This leads to the interpretation that this survey
tackled sensitive aspects of the assumed collective codes (statement d).

As differences between the development of PS and OSS (see statement a), the
participants (number of mentions in brackets) listed the following aspects: transparency
of the used programs (3), OSS is more secure (2), OSS makes more independent (3).
(6) agreed with the structure of OSS development into private phase, transfer phase and
public phase (statement b). (4) replied that the project should be publicly available as
soon as possible. Concerning the question, which activities are located in which phases,
answers with respect to the private phase are that a first operational version should be
developed (4) and that the ideas and concepts should be documented (2). Concerning a
transfer phase participants responded that the project would have to be advertised and
other stakeholders should be sought (2). During the public phase, the initiators should
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be present and available for inquiries (2). The participation of a company in collective
development is rejected by no participant (statement e). The answers regarding possible
motivations for participating (statement c) are the direct benefit of the software, the
associated feedback (5), reputation (2) as well as the motivation as a hobby and social
interaction. In addition, the respondents name effectiveness and self-interest regarding
software required for their own needs (4). To keep the participants active the initiators
should be present and make informed decisions (2). Regarding the choice of platform
participants uniformly stated that an established platform should be deployed (6), as
this creates advertising and confidence (see statement f). It is mentioned (1) that an OSS
platform like SourceForge should be used, since some, like GitHub are based on PS
(statement d).

It can be concluded from the findings of the survey and the prior research that the
sensitivities and emotions of the participants should be closely observed in order to
avoid negative dynamics. To appreciate the “pro-social norms” (“prosoziale Normen”,
[15, p. 215]) and thereby achieve the acceptance of the collective, the company itself
should be part of the collective. This can be considered as “generalized norm of
reciprocity” (“generalisierte Reziprozitätsnorm”, [15, p. 215]). Trust appears as a
fundamental dynamic in the OS development [21]. If the intentions of the initiators or
the motivation of those involved are not clear, this can also result in distrust and
consequently the leaving of the collective [10].

The motivational system in Fig. 3 allows connecting motives, motivations, set
incentives, and the motivational contexts. The motivational contexts are understood as
the actual operationalization of the incentives by the initiating company, based on the
incentives that are identified to trigger the perceived motivations.

As a first step when using the motivational system the motives of the participants of
the targeted collective have to be analyzed, because the perceived motives determine
the motivations. The identified motivations determine the setting of incentives, both
from the micro and the macro view. Based on these insights, the initiating company can
design and apply a fitting motivational context.

The following example may illustrate the theory proposed above. The motivation to
lower costs from the macro view might determine the elimination of certain incentives

Fig. 3. Motivational system
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that are high in costs, e.g. the free of charge provision of an electronic workplace to the
developers as motivational context, serving the incentive of economic independence.
Thus, the set incentives determine which motivational context fits. Competitions could
be used as a context to address the extrinsic motivation [14, p. 29]. Any potential
negative effects on intrinsic motivation should be considered, e.g., when triggering
extrinsic motivation by offering paid jobs to the participants of the collective, for
maintaining the artefact later on.

The motivational system should not only serve for attracting participants, but also
support an active participation for the required duration. The design of the motivational
context should therefore support the necessary activities in a prioritized structure and
with respect to the different phases of the development process. The documentation
should also be included in the motivational system. This still applies if self-determined
onboarding and deboarding is a desired organizational property regarding the key
partnerships.

5 Conclusion

There appears to be a strong interest in the collective development of OSS among
different groups of stakeholders, e.g. scientists, companies as well as independent
individuals. Since well-established OSS development models do not exist for the
discussed context, there is room for research efforts. While both organizational and
technical aspects of software development might be similar comparing traditional and
OSS development, especially the cultural aspects seem to differ to a notable degree.
Hence an important step was taken in this paper by providing indications for the design
of a motivational context and system, respectively. When changing towards this more
virtual form of organization, implementing a motivational system facilitates meeting
new requirements for setting incentives. Connecting these ideas with scientific findings
concerning leadership in virtual communities and mapping this to a Business Model
Canvas [16] could improve the understanding of how to transform successfully into a,
maybe partly, virtual organization. This promises to be interesting for future research.

Analyzing and respecting codes and etiquette of the targeted collective prove to be
fundamental for successful business-driven OSS development. An example beyond the
domain of software development is studied by [14], concerning the collective dynamics
of the advertising campaign of ketchup manufacturer Heinz, who was blamed to exploit
the unpaid collective work. To understand and avoid this failing of projects, the single
aspects of the motivational system and their relationships as shown in Fig. 3 need to be
validated. This will be further elicited through more extensive empirical research and
related case studies of successful and failed cases.
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Abstract. Recently, many webpage development companies have invested a lot
of time and money into the user experience research. Together with the whole
information technology industry, webpage development is moving in the direc‐
tion of creating easy and useful solutions for their target audiences. It is important
to understand what makes an enjoyable user experience and engages users into
using webpages. While user engagement has been recognized as an important
issue by scientists and practitioners, still, a systematic review of different aspects
of user engagement and corresponding user experience enhancement practices is
not available. Therefore, the goal of this paper is to link findings of research in
user engagement with the best practices and trends in the user experience design
and website development; and to propose recommendations for developing
engaging websites.

Keywords: User engagement · Flow theory · User experience · Website
development

1 Introduction

Availability of the internet has spread fast around the world; prices of technologies to
access the internet are falling down, which makes the World Wide Web (WWW) very
crowded. Just the presence of the companies on the Internet is not enough anymore;
users have to have a pleasant and enjoyable experience while visiting the websites of
the enterprises. Otherwise the enterprises might loose their customers or miss the oppor‐
tunities to acquire new customers via their websites. Recently, many webpage devel‐
opment companies have invested time and money into the user experience (UX)
research; now it is common that even a small website development companies hire UX
specialists. Together with the whole information technology (IT) industry, WWW is
moving towards easy and useful solutions for target audiences. It is important to under‐
stand what makes an enjoyable UX and consequently engages users into using the
webpages.

While user engagement has been recognized as an important issue by scientists and
practitioners, still a systematic review of different aspects of user engagement and
corresponding UX enhancement practices is not available. Therefore, the goal of this
paper is to link findings of research in user engagement with the best practices and trends
of a nowadays UX design and website development. To achieve this goal the following
research activities were performed: (1) to review the literature on user engagement;
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(2) to reveal the most important attributes of user engagement; (3) to propose links
between the attributes of user engagement and website development best practices; (4)
to propose the recommendations for engaging website development on the basis of the
discovered linkage; (5) to build a website for testing the applicability of the recommen‐
dations.

The paper is organized as follows: Sect. 2 introduces the related work on user
engagement and amalgamates and presents the list of relevant engagement attributes.
Section 3 proposes links between attributes of user engagement and website develop‐
ment best practices. In Sect. 4, the recommendations for developing websites, taking
into account findings from previous sections, are proposed and briefly discussed.
Conclusions are provided in Sect. 5.

2 Related Work on User Engagement

The goal of this section is to find common attributes and properties among several theo‐
ries and models, which describe user engagement.

Majority of research papers on user engagement mention or use as the basis the “flow
theory” by Mihaly Csikszentmihalyi. Other papers for review were selected by relevance
to the goal of this paper and the popularity in the field, which was determined by the
number of citations.

Regarding the flow theory, the term “flow” describing the human experience is first
defined in 1975 by Mihaly Csikszentmihalyi [1]. He describes that “in the flow state,
action follows upon action according to an internal logic that seems to need no conscious
intervention by the actor. He experiences it as a unified flowing from one moment to the
next, in which he is in control of his actions and in which there is little distinction between
self and environment, between stimulus and response, or between past, present, and
future.”

In flow state no goal is as important as the process, so even after a person has achieved
the goal, s/he looks for the next one just to experience the flow again. However, the
“flow seems to occur only when tasks are within one’s ability to perform. That is why
one experiences flow most often in activities with clearly established rules for action.”
Having right amount of skills to perform particular activity is very important. With the
lack of skills the anxiety increases, while being overqualified makes one bored. Research
also states that the attention of the person has to be concentrated on a limited stimulus
field, or in other words – consciousness has to be narrowed. In the flow state the person
receives unambiguous feedback to her/his actions making her/him aware of how is s/he
doing – good or bad. “But in flow, one does not stop to evaluate the feedback; action
and reaction have become so well practiced as to be automatic.”

In 2004 M. Csikszentmihalyi in his TED Talk [2] summarized characteristics of the
flow state in 7 items presented in the first column of Table 1: (1) completely involved
in what we are doing – focused, concentrated; (2) a sense of ecstasy – of being outside
everyday reality; (3) great inner clarity – knowing what needs to be done, and how well
we are doing; (4) knowing that the activity is doable – that skills are adequate to the
task; (5) a sense of serenity – no worries about oneself, and a feeling of growing beyond
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the boundaries of the ego; (6) timelessness – thoroughly focused on the present, hours
seem to pass by in minutes; and (7) intrinsic motivation – whatever produces flow
becomes its own reward. A more detailed Flow model [2] was also provided, which
shows a total of 8 states. Apathy being the opposite of the flow is a negative feeling,
when there is no challenge and one does not need to use one’s skills, it can be experi‐
enced, e.g., while watching TV. Worry is the state when the person feels that her skills
might not be enough to finish the task, while anxiety state is when the person knows for
sure that s/he is not capable of finishing the task, because either challenge is too high or
qualification is too low. Boredom is the state when one is overqualified for the given
task, relaxation is a more challenging state, but still not very exciting. Then come the 3
most positive states – control, arousal, and flow. In the arousal area, the person is over
challenged, the skill set is not sufficient, but it is quite easy to get in the flow state by
improving the skills; this is the area where most people learn as they have been pushed
out of their comfort zone. In control area the challenges are not very exciting, so in order
to enter the flow, the level of challenges has to be raised. Flow state is the balance
between challenges and skills; in the web development context, challenges can be asso‐
ciated with the goals or tasks the person has when visiting the page; - these can be finding
information, buying a product or service, or having fun. The skills required to do such
tasks can be: information searching, form filling, and website browsing. The balance
between challenges and skills has to be considered when designing websites. It can be
expected, that designing the website with Flow state attributes in mind (Table 1), the
visitors might be able to enter the Flow state and become engaged with the webpage.

Table 1. Engagement attributes

Flow theory Website attributes and
web performance

Aesthetic experience User engagement with
technology

Focused, concentrated
A sense of ecstasy
Great inner clarity
Knowing that the

activity is doable
No worries about

oneself
Timelessness
Intrinsic motivation

Control
Attention
Curiosity
Intrinsic interest

Unity/Wholeness
Focused attention
Active discovery
Affect
Intrinsic gratification

or felt freedom

Aesthetic and sensory
appeal

Attention
Awareness
Control
Interactivity
Novelty
Challenge
Feedback
Interest
Positive affect

In early days of the WWW websites mostly were designed for practical goals. The
main purpose was to provide the information to users. Since that time a lot has changed
and now web developers are looking for ways to create websites that are both utilitarian
and hedonic [3]. Therefore, it is interesting what is the role of web attributes in user
engagement, i.e., in what way they can influence the web performance and whether
correct use of them can provide users with experiential flow. “Attributes are features or
aspects of a website. Users see each website as a bundle of attributes with varying
capacities to satisfy their needs.” Attributes can be classified as user-oriented and
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technology-oriented; - the first ones are qualitative experiences of users, while the
second ones are structural properties of the site. In [3], three main groups of website
attributes were identified: complexity, novelty, and interactivity. Complexity is
described as the amount of information provided by the website, if there is a vast amount
of information, the website is considered complex. A good example of the complexity
would be a website containing laws or standards with a large amount of text and para‐
graphs. Novelty can be novel experiences or information, or both at the same time. These
are website elements that users find new, unexpected, or surprising. At some point these
attributes become used to and are not novel any more, - a good example of such case is
Google Maps. When they implemented Street View feature, it was something new and
surprising, people used to browse the streets for no reason, just to see what the technology
can do. Interactivity is an exchange of information between the user and the website.
Interactivity is the main attribute, which distinguishes websites from other media types,
although nowadays the smart TVs are providing similar features. Meaning of interac‐
tivity is further explained with following seven sub-attributes: Responsiveness - the
ability of the website to provide the user with required information; Individualization -
the ability of the website to provide the user with personalized information; Navigability
- connectedness of the website, how well the information is connected among the parts
of the website; Reciprocity - two-way information exchange between the user and the
website; Synchronicity - the ability of website to provide real-time bidirectional feed‐
back; Participation - the ability of the website to allow users create content; Demon‐
strability - the ability of the website to simulate or incorporate humanlike characteristics.

Huang [3] reduces flow experience to four main attributes (see Table 1): (1) Control,
- sense of control over the website; (2) Attention, - how focused users are on the inter‐
action; (3) Curiosity, - how aroused curiosity is during the interaction; and (4) Interest,
- intrinsic interest in interaction of users. The author of [3] uses the concept of utilitarian
and hedonic needs of users to better understand their experience. Utilitarian perform‐
ance represents the practical goals of users, whether they have found what they looked
for; hedonic web performance represents the emotional experiences when visiting the
site, like amount of fun, pleasure, or playfulness. The model of how each of the attributes
impact the UX is also proposed in [3]. The results of the research shows that complex
sites are considered useful by users, but the main attribute that provides the hedonic and
flow experience is interactivity. Novelty raises the flow experience, but undermines the
hedonic performance.

Study [4] discusses the importance of fulfilling the customer needs to achieve busi‐
ness goals. Business processes must be aligned with the services provided by the website
to create a good UX. It is important that business supports and responds promptly to
user questions and feedback, as well as provides high quality services like fast shipping,
easy refunding system and other services.

Theoretical background of aesthetic experience (AE) comes from centuries of phil‐
osophical discussions. The research in [5] studies both flow experience and aesthetic
experience in the context of developing engaging and immersive websites. In their
research the authors of [5] outline the main characteristics of AE (see also Table 1).
Unity/Wholeness comes from the feeling of a high level of integration and coherence of
all components related to the experience. Focused attention or Object directedness is
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intense absorption in an activity where our attention is “undivided”. Active discovery is
“the excitement of meeting a cognitive challenge” and “insight into connections and
organizations – the elation that comes from the apparent opening up of intelligibility”.
Affect is the spice that flavours experience and keeps us coming back for more. “Emotion
carries the experience forward, binding parts and moments together”. Intrinsic grati‐
fication or Felt freedom is “both a continuing enjoyment that is felt as part of the devel‐
opment of the experience and a final satisfaction or fulfilment that may linger after the
experience has ended”. Intrinsic gratification does not need external rewards: the focus
is on the process, rather than the ultimate arrival. The authors of [5] provide also a
comparison between AE and Flow Experience (FE). Based on interviews with profes‐
sional developers Aesthetic framework is proposed which provides sub-attributes for
each of main AE attributes [5].

The process of engagement can be described in four stages: point of engagement,
period of engagement, disengagement, and reengagement, according to [6]. For each
stage several attributes, which promote or demote engagement, are defined (see the last
column in Table 1).

Above we have reviewed several research papers on user engagement. They all use
some common attributes for describing engagement as a phenomenon. Some researches,
[1, 3, 5], describe the required conditions to have positive UX and become engaged in
the action, others - [4, 6], describe the process or steps required to engage someone into
the activity.

The flow theory has a simple concept that has been linked with engagement. It is a
ratio between the challenges, which are created by the action, and the skills required to
fulfil the task. When the ratio is optimal one enters the flow state, which is described by
seven attributes. Other researches, [3, 5], are constructed on the basis of these attributes
or have similar attributes without linking them to the flow theory. Only [4] is not
concerned with the engagement attributes, it has a wider scope and looks at the steps that
a customer has to take to become engaged in a product, a service, or a company, so in
this section we will not use this source for identifying main attributes of user engagement.

In Table 1 all the attributes from researches [1, 3, 5, 6] are listed.
For structuring the further discussion in this paper, the attributes represented in

Table 1 are grouped in five groups. The grouping is based on attribute semantic simi‐
larity and the first author’s years of experience in website development. The following
groups of attributes will be used in the remainder of the paper (each group includes also
the attribute with the same name as the group, i.e., the groups are named by the key
attribute): (1) Interest – Interest, Intrinsic interest, Curiosity, Intrinsic motivation; (2)
Challenge – Challenge, Active Discovery, Knowing that the activity is doable, Intrinsic
Gratification or Felt Freedom, Unity/Wholeness; (3) Focus – Focused, concentrated,
Focused attention, Attention; (4) Control – Control, Great inner clarity, Interactivity,
Feedback, Awareness; (5) Affect – A sense of ecstasy, No worries about oneself, Time‐
lessness, Affect, Aesthetic and Sensory Appeal, Novelty, Positive Affect.

The order of the groups has been chosen to match the website development process,
but some activities and tasks will be discussed not strictly following this sequence,
because the design and development process is not a linear activity. Majority of the above
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listed attributes are not technical ones. In the next sections we will link these attributes to
practical and technical tools and methods to apply them to website development.

3 Mappings Between User Engagement Attributes and Possible
Methods of Their Support

In the previous section we listed attributes of user engagement, which were found in four
different research papers. In this section, for every group of attributes defined in Sect. 2,
a way of how to apply them in the website development is proposed. In Figs. 1, 2, 3, 4
and 5 the attributes of each group are listed on the left side. The solutions that constitute
the user engagement are on the right side. Based on the information sources indicated
next to the solutions (in square brackets), the attributes are linked to certain solutions that
are said to achieve engaging effects corresponding to these attributes.

In Fig. 1 the attributes of group Interest are shown.

Fig. 1. Attributes of group Interest and corresponding solutions to meet them

In order to attract the interest of visitors, a website has to have a useful content or
functionality. According to the article [7], “Consumers are not interested in products
and services. They are interested in problems and solutions.” Today the central role of
defining requirements and outcomes of the website is shifted towards users’ feedback
[8]. “Ultimately, the success or failure of your product isn’t the team’s decision—it’s
the customers’. They will have to click that “Buy Now” button you designed. The sooner
you give them a voice, the sooner you’ll learn whether you’ve got an idea that’s ready
to be built.” So getting out of the building or GOOB principle is proposed. It is based
on the previous experience of requirements gathering process, where actual user needs
will not be discovered sitting in the office and discussing them [9]. A website should not
be developed for everybody, it is recommended to narrow the scope in the beginning,
so that the website is targeted for a specific audience. When a solid amount of informa‐
tion about the users is gathered, customer personas (specific description of the
customers) should be created [10, 11]. After the personas have been created, actions
users take in order to accomplish their goals or tasks can be represented in user scenarios
[10]. The user scenarios can be written in different forms – written narratives, visual
storyboards, comic strips, or even videos [12]. Another method of representing scenarios
is user scenario mapping – “attempting to map out all the steps that a user will take to
complete a task, with an initial focus on what your user will do, not necessarily how he
or she will do it” [12]. One more useful approach is so called Minimum Viable Products
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(MVPs) [9]. It suggests to define the minimal functionality required to run the product,
so it can be given to users as early as possible and learning process can start at the very
early stage of software development. This greatly reduces “waste” – if the functionality
or feature is not used or should be changed. It is easier to change or remove it in the
early stages of development than after the website is fully finished and refined. Wire‐
framing and prototyping can be used to test ideas before any development is done to
save time and resources [13]. To establish continuous discovery process, the feedback
from the users has to be collected. The good example of determining the usefulness of
the content is a small feedback form provided in online support of Microsoft or Pinterest
approach to allow users to mark/report pins that users consider unhelpful or any other
way inappropriate. To determine usefulness of the functionality, the analytics can be set
up to track the user interactions with the elements of the website [14].

Reading patterns can be taken into consideration to organize the information
according to reading habits, e.g., for more dense texts, F shaped pattern can be used [15]
and for simpler texts – Z shaped pattern [10].

Thus, in order to attract user interest, the following activities are advised: find out
user needs; provide useful content and functionality; start small and reach users early;
put the most important content in the places where users look; use analytics to determine
usefulness of content or functionality; continuously gather and apply user feedback.

Figure 2 reflects engagement attributes of group Challenge and the corresponding
solutions to satisfy users with respect to these attributes.

Fig. 2. Attributes of group Challenge and corresponding solutions to meet them

In Sect. 2 it was discussed that the challenge cannot be viewed separately from the
skillset of the users. The websites with wide range of options might overwhelm visitors
and make them feel that their skills are inadequate for challenges posed by the webpage
[3]. Users get excited when they meet the cognitive challenge [5] and elation is felt when
understanding how the website is structured. The website has to be developed in the way
to give the visitors a clear way of discovering what they were looking for. This can be
achieved with the help of information architecture [11] and by improving usability of
the site [16]. The information architecture is defined as “the structural design of an
information space to facilitate task completion and intuitive access to content” [13].
The information architecture for the WWW is concerned with the following main
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systems [17]: (1) organization structures and schemes: how the information is structured
and categorized; (2) labelling systems: how the information is presented; (3) navigation
systems: how the information is browsed by the users; (3) search systems: how the users
look for information. In order to design such systems, the connection among the Users
(audience, tasks, needs, information-seeking, experience), Context (business goals,
funding, politics, culture, technology, resources, constraints), and Content (content
objectives, document and data types, volume, existing structure, governance, and owner‐
ship) has to be understood [17].

Every website has a message it wants to clearly deliver to its visitors. But it is not
easy to organize and structure the information in the way that users will find it easy to
browse and find what they need. The ways how visitors seek for information [18] should
be taken into account. Card sorting [19] is suggested as one of the methods for seeking
the right structure and organization of the text [19]. In a larger website it is challenging
to come up with a good navigation system and labels for it. Navigation of the website
can be designed by main navigation with submenus or main navigation with drop down
menus, and navigation with or without breadcrumbs. There have been studies showing
that users do not like drop down menus, even worse, they find them annoying [20]. It is
also important to know how many items should be put in the navigation. There have
been studies researching the optimal number of items in navigation and have come up
with contradictory results [21]. The reason of such results was found to be the quality
of labeling the navigation items. The results of the research showed that target content
was found much faster with high quality link labels than those with poor quality, regard‐
less of the structure of the navigation. It can be concluded that the proper labeling of
items is more important than the number of items in the navigation menu. To keep users
informed about their current place in the site, navigation item highlighting, breadcrumbs,
and the use of consistent headings are recommended [10].

Search systems can help to achieve unity (wholeness) of the website. Website
usability is described by several elements – consistency of the interface, response time,
mapping and metaphors, interaction styles and multimedia and audio-visuals [22], or
ease-of-navigation, speed, and interactivity [16, 23].

Thus, to balance the challenges with skills of visitors, the following activities are
advised: design the website with consistency in core of it; structure and organize the
information in understandable way for visitors; provide clear labeling for information
and navigation; provide clear feedback of the user’s current location; improve perform‐
ance of the website.

The attributes of group Focus and solutions suggested for user satisfaction with
respect to them are shown in Fig. 3.

Fig. 3. Attributes of group Focus and corresponding solutions to meet them
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The goal of this group of attributes is to keep users’ focus on the website. This is not
an easy task, because of so many distractions around us today – mobile phones, radios,
TVs, etc. Above we have already discussed some approaches that help to keep the users
focused, namely, the interests of users taken into consideration and provided meaningful
structure to find what they need, and trying to focus their attention on the content or
functionality they are interested in. Mobile first [24] website development has almost
become standard for every developer in recent years. When development process is
started from the smallest screen, careful consideration has to be made of what is the goal
of the website and what is the most valuable content that a page has to provide to visitors.
Story telling is another popular approach of attracting the attention of users and keeping
them focused on the content the website is providing. According to several research
papers [25], a reader or a listener experiences the same sensations as the main character
of the story [26]. According to Harvard Business Review article [8], it was found that
e-commerce customers became more engaged when a wider scope of information related
to products were provided. This shows that customers are more dedicated to buy prod‐
ucts, when their imagination has created feelings or experiences from information and
stories. Story telling then can also be linked to intrinsic motivation (group Interest) and
intrinsic gratification (group Challenge). When there are multiple similar choices and
visitors have not decided what to do next or they want to see more of a content [24],
related content can help to keep users engaged with the website.

Thus, for keeping users focused on a website, the following approaches are
suggested: develop mobile first to discover the most important content; tell the story in
the content to induce feeling in visitors; and provide related content to keep users
focused.

In Fig. 4, the attributes of group Control are presented. In the simple websites users
usually are in control, thus, the main focus there is on usefulness of the content. But in
more complex websites, e.g., hotel or flight booking websites, it is important to consider
solutions presented in Fig. 4. Input fields and forms are among the most complex
elements for both, developers and users. Over the last few years, the analytics of the
websites has improved significantly and a lot of examples of online form optimization
have appeared on the web. One of the most prominent examples was the Expedia
removal of one input filed in their booking form which resulted in an extra $12 million
profit for the company [24].

Fig. 4. Attributes of group Control and corresponding solutions to meet them
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When a website has a large amount of data, tagging can help to organize the content
in logical structures [24]. For complex websites like web applications that comprise
many functions and features, walkthroughs are a very useful tool to give users the feeling
of control. In a walkthrough it is possible to introduce users to the user interface, the
basic usage and a workflow of the application, or some more advanced features that
might be hidden in submenus. The possibility to undo also enables the users to feel as
being in control [24]. Websites, that highly rely on user generated content and require
the input from users, can apply thea list of next steps to take to finish an action or a task
[10, 24]. This gives users a clear understanding of what to do next and makes them feel
in control of the tasks. To give the user a feedback of the status of the task or activity a
completeness meter is a good solution. It can show the completeness of the userʼs profile,
asking her or him to add more information to reach the 100% in completeness meter.
Also the multi-step forms are in use, where the user can see how many steps have been
done and how many steps are still ahead [24].

Thus, for giving users a sense of control, the following activities are advised: simplify
all inputs, provide tips or make them human language like; provide feedback when the
user is filling forms or fulfilling the task; provide tips for next steps or actions; show the
progress of the task.

In Fig. 5, the attributes and corresponding solutions of group Affect are shown.

Fig. 5. Attributes of group Affect and corresponding solutions to meet them

The attributes of this group are rather subjective and the ways of achieving such
properties will also be subjective. The goal is to be liked by the larger group of people.
This can be achieved with a good visual design [10] and widely adopted and well know
elements of the websites like navigation, media and inputs, which have been discussed
in previous sections. Regarding visual effects, web technologies are progressing, equip‐
ping web developers with better and better tools, such as HTML5 and CSS3, that help
making UX smoother. Aesthetically beautiful sites should not necessary have a beautiful
design; they can even have a very ascetic design if the content is beautiful. Usually these
are sites containing such artefacts as beautiful pictures, music, or videos.

Thus, to help to induce the positive affect, the following activities are suggested: use
refined visual design; add visual effects to create sensation of continuity; use beautiful
content and media to engage users.
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4 Recommendations for Developing Engaging Websites

On the basis of information amalgamated in previous sections, the recommendations for
designing engaging websites are proposed in this section. The purpose of the recom‐
mendations is to highlight, which engagement support methods have to be best consid‐
ered at which functional areas of website development.

User research area. Websites should be designed for specific target audience and
specific problem solving. To better understand the problem and how to solve it, the user
research should be done. The following methods are recommended in this functional
area of website development:

• Define personas [10, 11]. It is important to find the main customers first, – the people
for whom the website will help to solve the problems. All the customers have some
kind of problems, but not all problems or solutions have customers. Define several
Personas and add good amount of details – age, gender, name, interests, to their
description. Details will help to predict their problems and how to solve them. Visit
and speak to people that are in the target audience, gather the data about them: what
they like to do, what are their expectations. Then attach that data to Personas to make
them conform to real life persons.

• Write user scenarios [10, 12]. Define realistic goals for Personas. Write the scenarios,
where Personas try to resolve their problems with the help of the website. These can
be written as steps required to achieve the goals of the customers. The scenarios will
help to understand the structure of future website, as the steps will represent actions
users have to take.

• Test assumptions [9]. When the target audience and their problems are defined, it is
important to verify if they are true. This is again the time to go out and talk to people
that match the target audience. The most difficult task in this activity is to know how
to talk to the potential users. Questions have to be cleverly formulated otherwise
interviews may lead to completely unusable data. It is because people are more opti‐
mistic and willing when there is no need for real action, but when they have to do it
in real life, they are more reserved. Here are a few examples of how to talk to people:
avoid asking if they would like to buy a product or service, but try to find out whether
they use similar products or services; avoid asking if they have a specific kind of
problems, but try to find out what they would do in the situation where the problem
would occur; avoid giving them answer options to the question, let them give their
own answers.

Feature selection area. When the target audience and their problems are researched,
it is time to find the right solutions. Taking into account results from user research, the
features of the website should be prioritized by the importance to the users. The
following methods supporting user engagement are recommended for this functional
area of website development:

• Minimum Viable Product (MVP) [9]. When defining MVP, it is important to under‐
stand what knowledge is to be learned. In most cases it is important to know is there
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a need for a solution to be designed, is there a value in the solution, and will users
will be able to use it. After answering these questions respective features for MVP
should be selected.

• Select engaging features. MVP is a good starting point, but alone will not provide
engaging experience for website users. In Sect. 3 engaging attributes and activities
to implement them in website development were described in detail. Here a summar‐
ized list of activities that help making website engaging is provided:
– Put the most important content in the places where users look [10, 15]
– Use analytics to determine usefulness of content or functionality [7, 14]
– Provide easy means to submit feedback [14]
– Design the website with consistency in core of it [16]
– Structure and organize information in an understandable way for users [11]
– Provide clear labelling for information and navigation [10, 21, 22]
– Provide clear feedback of user’s current location [24]
– Improve performance of the website [23]
– Develop mobile first to discover the most important content [24]
– Use story telling in the content to induce feelings in visitors [25, 26]
– Provide related content to keep users focused [24]
– Simplify inputs, provide tips or make them human language like [10, 24]
– Provide feedback when the user is filling forms or fulfilling a task [10, 24]
– Provide tips for next steps or actions [10, 24]
– Show the progress of the task [24]
– Use refined visual design [10]
– Add visual effects to create sensation of continuity [10]
– Use beautiful content and media to engage users [25, 26].

Prototyping area. Prototyping [13] can save a lot of time in finding and testing the
best solutions for user problems. There are several kinds of prototypes, each having
advantages and disadvantages. The choice of the right kind of the prototype should be
based on the available resources.

• Low-Fidelity Prototypes. These can be paper or digital prototypes. Paper prototypes
are very easy to make, only basic skills are needed and it requires only paper, pencils
or pens, and tape. This kind of prototyping allows easy collaboration among team
members because everyone can participate and see the result. It is creative process
and people, who spend the most of the time at computer screens, might enjoy
spending time doing something non-digital.

• Wireframes. Wireframes are digital cousins of paper prototypes. Wireframes can be
plain non-functional or with basic interactions (clickable). There are many tools that
provide wireframe drawing, e.g., a well-known Microsoft Visio. This kind of proto‐
type will give better insight on interactions with the website and the steps users will
need to take to accomplish their goals.

• Mid and High Fidelity Prototypes [9]. Mid and high fidelity prototypes show a lot
more resemblance to the final product, the level of detail for visual design; interac‐
tions and content design come close to the expected end result. For this kind of
prototypes there are also several tools available, some provide lower other higher
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level of interactivity, some tools have options for animations, transitions and other
effects. Examples of such tools are inVision, Justinmind, and Moqups.

• Coded prototypes [9]. Coded prototypes offer the highest level of fidelity: people
interacting with this kind of prototypes should not recognize that these are prototypes.
These prototypes include all the elements of the final product – form fields, menus,
buttons, and functions. The development of this kind of prototypes takes more time
than all previously mentioned prototypes, but code from the prototype can later be
used in production version of the website.

Ensuring high quality service across the whole organization area. It is not enough
to provide tools for giving the feedback – contact form, online chat, and other tools. The
organization has to have the procedures how to process the information on feedbacks,
so the visitors get the feeling that their feedback matters. The same applies to other
services like shipping goods or refunding money. If organizational processes do not
support website functionality, it will not be possible to engage users [4].

Continuous improvement area. Even when a website is published, the work is not
finished. There can be features that were not implemented, because they had low priority.
Analytics might indicate weaknesses of the website. There can be many more reasons,
why the website should be kept improved over the time. Not all websites generate enough
income to be improved frequently; in these cases thorough analysis of analytical data
from time to time and minor adjustments will be satisfactory. Improvements to published
websites can be applied in the same way as described in above-discussed areas: by
researching users and testing improvements before they are applied to the websites. At
this point analytical data can help to find parts of the websites that should be improved.
Such methods as A/B testing and multivariate testing can be used on published websites
with real users to test new ideas or improvements.

Each functional area in the recommendations is related to at least one of the attributes
discussed in the previous section. To test the recommendations, they were applied in the
development of the website for water sports in Latvia. The developers perceived a bit
unusually big effort required in the user research and feature selection. All four kinds
of prototypes were developed and user feedback gathered using the interviewing tech‐
nique. Also the expected procedures for ensuring high quality service across the whole
organization and continuous improvement were envisioned. The perception was that,
despite the application of the recommendations required more developer time, – the
result was rewording, especially, when learning from user feedback that user engage‐
ment for the developed website was higher than for other thematically similar websites.

5 Conclusions

The purpose of this paper was to look closer to the attributes behind the user engagement
which becomes one of the essential issues in information systems development. While
there are many studies with respect to engagement, this paper fills the gap of the lack of
their comprehensive survey. The survey is briefly represented in Sect. 2. Another contri‐
bution of the paper is mappings between the engagement attributes and different

142 J. Senbergs and M. Kirikova



approaches, methods and techniques that can be used to achieve user engagement. On
the basis of these mappings, the practical recommendations for website development
are proposed, which can be applied using the given mappings and suggestions in liter‐
ature sources presented in the solution side of the mappings. The recommendations were
tested by the real-life experiment.

The mappings presented in Sect. 3 can be useful not only for website development.
They may refer to information systems development in general. However, it has to be
emphasized that the paper was targeted to website development and the literature for
analysis was selected in this context. Therefore, additional research is needed to fully
generalize the mappings presented in Sect. 3. The recommendations proposed in
Sect. 4 can be used as a guideline in website development. They do not provide a break-
through approach, however, they show, in which functional areas of webpage develop‐
ment which engagement issues have to be considered; and emphasize that the engage‐
ment cannot happen without appropriate “background” activities and continuous
improvement. These recommendations might also help to reduce development and
support costs, increase sales, and reduce staff costs for employers [27].

While the mappings, which are the basic contribution of the paper, are rather clear
and can be useful in website development, further research would be beneficial to see
whether it is possible to reduce the slight attribute overlapping and the solution over‐
lapping that currently bit hinder straight-forward (supplementing recommendations
free) application of the mappings.
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Abstract. The term ‘framework’ appears very often in scientific publications
like journals and conferences. However, there is no universal definition of a
framework. It seems that the term is not used in a consistent way by authors
publishing on frameworks since they have very little in common compared to
each other. The goal of this work is to analyse and show how frameworks in the
fields of information systems are handled in the scientific literature over the past
10 years as well as giving a universal definition of the term ‘framework’ based
on the relevant studies. The systematic literature review will serve to identify
those studies and to categorize the identified frameworks. The contributions of
this work are (1) a general overview about frameworks in the past 10 years, (2) a
proposed categorization of frameworks and (3) a general definition of the term
‘framework’.

Keywords: Framework � Systematic literature review � Definition

1 Motivation

The term ‘framework’ is frequently used in the field of information systems. In fact,
there are many different kinds of frameworks to find in articles published in journals or
conference proceedings. However, the term ‘framework’ itself is quite inconsistently
used across the domain and interpreted very differently in these publications. For
example, there are frameworks used to evaluate information systems, to describe
information systems or to develop information systems. Despite being used so fre-
quently, there is no clear and absolute definition what a framework actually is. There
are no guidelines, rules or a consistency on how the term is used or should be used.
Moreover, there are no basic studies that have dealt with this issue.

Johnson and Foote [6] describe a framework as a set of classes that contains an
abstract design for solutions for a cluster of related problems which is reusable.

Johnson [5] described a framework in three different ways. First, a framework is the
sum of components and patterns. Second, it is described as a reusable design of a whole
system or parts of a system that is represented by a set of abstract classes and the
interaction between the classes. Third, it is defined as a skeleton of an application that
can be customized by the developer.
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The Oxford Dictionary [4] describes a framework as “an essential supporting
structure of a building, vehicle, or object” or the “basic structure underlying a system,
concept, or text”.

These are only some existing approaches demonstrating that there is no accepted
definition on the subject and explaining why the term is used in so many different ways.

The scope of this work is to give an overview about the usage and structure of
frameworks in the scientific literature of the last 10 years. A systematic literature
review helps to gain deep insight in the field. The structure of this work will mainly
follow the systematic literature proposed by Kitchenham [8]. This procedure ensures
traceability and a clear focus.

The systematic review is carried out to answer the given research question:
Research Question: How can frameworks be categorized in the field of information

systems?
The contributions of this work are: (1) a general overview about the usage of the

term ‘framework’ in the field of information systems, (2) a proposed categorization of
identified frameworks and (3) a basic definition of the term ‘framework’.

This work is structured as follows: Sect. 2 provides a general overview about our
methodological approach in general. Section 3 describes the procedure used to conduct
the systematic literature research. Section 4 discusses the results of this work. The last
Sect. 5 summarizes and gives an outlook on further research.

2 Methodological Approach – Systematic Literature Review

This chapter describes the systematic literature review by Kitchenham. Furthermore,
advantages and disadvantages of this method are discussed as well as the decision to
use it.

Several discrete activities are part of a systematic review. According to Kitchenham,
a systematic literature review consists of three parts [8]:

1. Planning the review.
2. Conducting the review.
3. Reporting the review.

However, the parts are not sequential. Most of them involve iteration. That means
that predefined methods and guidelines in the review protocol can be refined and
optimized when the actual review takes place. If the actual review process differs from
the review protocol, it has to be documented. The instructions for each part are
described in the following:

Planning the review. In this part, a check is performed to see if a systematic review is
necessary to solve and look at a certain problem. It is necessary to gather all infor-
mation about a problem in an unbiased, objective and rigorous manner. Also, a review
protocol is required. This protocol is predefined before the research starts to avoid any
bias on the part of the researcher. It serves as a guideline describing how the review is
performed, what methods are used etc. In detail, the review protocol provides the
following information:
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• Reasons for performing the survey.
• Research questions the review wants to answer.
• The search strategy used to find primary studies (Search terms, resources).
• Inclusion and exclusion criteria for studies.
• Study quality assessment.
• Strategy on how relevant data is extracted from primary studies and what data

should be extracted.
• How the data synthesis is performed?

Conducting the review. After the creation of the review protocol, the review process
begins. However, the pre-defined steps in the protocol can still be refined and opti-
mized when performing the review. The actual review consists of the following steps:

• Research identification: The goal of this step is to identify as many primary studies
as possible which might be helpful to answer the research questions by using an
unbiased search strategy. This process is then documented. Individual studies
considered in the review are called primary studies while the systematic review is a
secondary study.

• Study selection: After identification of the primary studies, the actual relevance of
them is assessed by applying study selection criteria. Inclusion criteria are the
criteria a study needs to meet in order to be relevant while exclusion criteria make a
study irrelevant. Two or more researchers discuss whether or not a study is relevant.

• Quality assessment of studies: Not only the relevance is important, but also the
quality of the included studies. Quality instruments are used to evaluate the quality
of the studies.

• Extraction of data and progress monitoring: Relevant data to answer review
questions is extracted from the primary studies. Data extraction forms are created to
capture the relevant information. The forms should be defined in the review pro-
tocol. Two or more researchers should carry out the extraction of data
independently.

• Synthesis of data: During this step, the results of the primary studies are summa-
rized and collated in a way consistent with the research questions.

Reporting the review. In this part, the results of the systematic review are illustrated.
The systematic literature review offers a meticulous and fair approach in order to

increase its scientific value and eliminate the risk of unbiased results. By creating a
precise and detailed search strategy, it is possible to cover all necessary sources to gain
the relevant information and thus to answer the research questions comprehensively. It
also allows to summarize existing evidence concerning the technology and to find new
areas for further investigation, which is a part of this work, too. Another advantage is
that the method is transparent and repeatable. If another researcher performs the same
task again according to protocol, similar results should be obtained.

Nevertheless, the systematic literature review has also some disadvantages. It is
possible that some relevant information is not found by using the search strategy
because it does not cover the source, or the identified studies do not provide sufficient
information.
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3 Conducting the Research Search Process

In this chapter, the search process of the systematic literature review for relevant studies
is documented and the execution of the systematic literature review will be described.
The execution includes the presentation of the review protocol, the initial search for the
primary study and the final selection of relevant primary studies considered in the review.

First, the time frame of the research has to be defined. We agreed on the past 10
years to cover recent trends and developments and to consider older works as well.
Second, we had to agree on the sources for the research. Urbach et al. [15] already
identified the relevant journals like MISQ, CACAM or BISE and conferences like
ICIS, ECIS or AMCIS in the field of information systems in their work. Their choice
will be adopted in the following.

The search is performed mainly by hand using the existing search engines. If
possible, the search function offered by electronic libraries is used to search for search
strings described below. Otherwise, all the titles and abstracts are read. Studies from
certain journals and conferences in the time frame from 2005–2014 are searched
through. During the initial search for primary studies, the abstracts are checked with
one question in mind:

For English literature: Does the abstract or title contain a description or any infor-
mation about frameworks used in the field of information systems? If yes, the study is
selected and later checked thoroughly applying the inclusion and exclusion criteria. If
not, the study is not relevant. Also, the synonym ‘structure’ is considered. The search
term is formalized in a search string to increase traceability. The search string used to
find studies is:

Title: ‘Framework’ or Abstract: ‘Framework’ in publication ‘[Name of source]’/
Title: ‘Structure’ or Abstract: ‘Structure’ in publication ‘[Name of source]’ between
2005–2014.

For German literature: Same procedure with the exception that the abstracts and titles
are searched through additionally with the German translation ‘Rahmenwerk’ and the
German synonyms ‘Plan’ and ‘Struktur’. The search string used to find studies is: Title:
‘Framework’ or Abstract: ‘Framework’ in publication ‘[Name of source]’/Title: ‘Rah-
menwerk’ or Abstract: ‘Rahmenwerk’ in publication ‘[Name of source]’/Title: ‘Plan’ or
Abstract: ‘Plan’ in publication ‘[Name of source]’/Title: ‘Struktur’ or Abstract:
‘Struktur’ in publication ‘[Name of source]’ between 2005–2014.

The search strings are very general and not very specific on the purpose (e.g., it
would have been an option to include ‘IS’, ‘Information System’ etc. in the search
string to make it more specific). However, the goal is to capture as many primary
studies as possible. The advantage of this decision is that more potentially relevant
studies are detected and the whole research area is covered more extensively. Fur-
thermore, when reading the title or abstract, the slightest hint that the study could
contain information about frameworks in the field of information systems is sufficient
to check the study later by using the inclusion/exclusion criteria. Only those studies
which title or abstract are completely off topic are not considered. The overall goal is to
reduce the risk of missing potentially relevant studies.
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Conference proceedings and journals that are not open access or do not deal with
information systems are not considered in this review. The exception is the BIS con-
ference, where the years 2005–2006 were not accessible. These journals or conference
proceedings are: MISQ, JMIS, JCIS ASQ, SMR, Omega, HBR, DSS, DSI, HCI, ISR,
IJEC, AMJ, AMR, EJIS, IBMSJ, IEEESW, JACM, OS, and IEEETrans.

After a first study selection based on the title and the abstract, the studies are
checked again in a more detailed manner. This means that the complete studies are read
and then a decision is made whether or not a study is relevant. The following criteria
are applied to make a study relevant or irrelevant:

Inclusion criteria:

• A study deals with a framework (or synonym of the word used during the initial
search) related to information systems. The word information system or its abbre-
viation IS does not have to appear in the study if a software or system is described
that fits the definition of information system given in the background chapter.

Exclusion criteria:

• The paper does not contain any relevant information about frameworks in the field
of information systems.

Data Extraction/Data Synthesis: In this step, relevant data required to answer the
research questions and general information about the study is extracted from the
studies. The following data is identified as relevant and extracted from the studies:
Title; Author; Source; Purpose of the framework; Structure of the framework;
Development approach; Framework implementation described in the study; Updates
on existing Framework.

The purpose, structure and development approach of the frameworks are used later
in order to categorize them.

The extracted data is gathered in a table to show which study provides data to
answer the research question. The table contains the above-mentioned data and is based
on the data extracted from each study.

353 primary studies were identified during the first broad search for relevant studies
using the search strings by checking the abstracts and titles whether or not they contain
relevant information about frameworks in the field of information systems.

Selection of relevant studies: After selecting 353 primary studies based on their title
and the content of their abstract, the inclusion and exclusion criteria were applied to
identify primary studies to be included and evaluated in the final review. Through this
procedure, it was possible to reduce 353 primary studies to 71 studies to be included in
the final review. The following charts show the number of studies before and after the
application of the inclusion and exclusion criteria sorted by source and publication year.

Figure 1 shows that most of the potentially relevant and the relevant studies
originate from the conferences (ECIS, ICIS, HICSS, AMCIS, BIS, BIR). Exactly 226
out of 353 (64 %) studies before the application of the inclusion/exclusion criteria and
50 out of 71 (70 %) after the application make up the majority of the relevant studies.
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The journals only make up 36 % (127 out of 353) of the relevant studies before the
criteria application and 30 % (21 out of 71) after it.

Figure 2 shows that the occurrence of studies before and after the application of the
criteria is not evenly distributed. For 2014, there are only two studies left after the
criteria application compared to the years 2005 and 2011 with12 studies each.

Fig. 1. Studies sorted by sources

Fig. 2. Studies sorted by date
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Another point to mention is that eight studies provide information about more than
one framework. This explains why 93 frameworks were identified in the literature
although there were only 71 studies in the field of information systems.

In this chapter, the relevant literature was identified through the systematic litera-
ture review. The next chapter outlines the results of the review based on the literature
identified during the review.

4 Discussion of the Results

In this chapter, the research questions are considered in relation to the literature review.
In addition, a definition of the term framework is given. This definition should fit all the
identified frameworks in the studies. This chapter reports the review step of the sys-
tematic literature review. In this step, the results of the review are communicated.

4.1 Definition of the Term Framework

As already demonstrated, there is a variety of different definitions of the term
‘framework’ in the field of information systems. The focus is now on extracting
information about the frameworks purpose, structure, development process, existing
updates and implementations out of the systematic literature analysis.

It can be stated that the identified frameworks do not have many things in common.
Out of the 71 identified studies, only one study defines the term ‘framework’. The other
studies employ the term without any given definition. According to the study by Kajan
and Stoimenow [7], a framework is a middleware used to bridge problems with
heterogeneity by putting in a generic template providing the desired functionality.
However, this definition is very specific and does not cover the other identified
frameworks. Based on all identified frameworks and the extracted information (pur-
pose, structure, development process, implementations, and updates) about them and
the definitions of framework proposed before, the following definition includes all
identified frameworks in the field of information systems:

A framework is a structure underlying ‘something’ serving a specific purpose.

This definition is the lowest common denominator describing what all identified
frameworks have in common. It is still very general but due to the fact that the identified
frameworks vary strongly in all their aspects, finding a more specific definition is not
possible and does not make sense. The definition is very close to the definitions given by
the Oxford dictionary [4] describing a framework as ‘basic structure underlying a
system, concept, or text’. Basically, the notion of a framework as a structure of some-
thing is taken from these definitions and is then extended with the notion of solving a
problem as the goal of a framework. It should be emphasized that only the structure part
and not the basic structure part is taken from these definitions because a framework does
not have to be necessarily only basic. The degree of detail describing the framework
structure varies a lot between the identified frameworks. Some framework structures are
described only generally while other framework structures are described very detailed.
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A framework with a very simple structure is, e.g., the Clic framework [2]. In comparison
to the Clic framework, the Zachman framework and its extension has a very complex
structure [17]. Therefore, a definite degree of detail in frameworks cannot be included in
the definition. Another point to mention is that a framework can provide the structure for
anything. In the identified frameworks, the categorisation provided supports imple-
mentation processes, research agendas, green information systems etc. The fact that a
framework has a purpose is added, implying that a framework is used to fulfil a purpose.
These purposes can be very different. They can consist in describing an implementation,
summing up existing research results on a topic, describing factors influencing the
outcome of an activity and many more.

To sum up, a framework gives a structure to something. The goal is to fulfil a
purpose by using the framework.

4.2 Answering the Research Question

RQ: How can frameworks be categorized in the field of information systems?
It seems useful to categorize the identified frameworks according to the extracted

meta-data about them. These characteristics are the framework purpose, the develop-
ment process of the framework and the structure of the framework. Figure 3 gives an
overview by using percentages.

Categories based on framework purpose:

• Green Information System Framework: Green information systems frameworks
focus on the environmental aspect of information system, e.g., the lifecycle
assessment framework [13] for sustainable IS Management used to measure IS
related environmental impact. Four frameworks are part of this category.

• Test Framework: The purpose of test frameworks is to examine the implementation
of information systems, e.g., the distributed systems monitoring framework used to
support unit component testing in distributed component-based systems [10]. Six
frameworks are part of this category.

• Development Framework: These frameworks support the development of infor-
mation systems or new information system features from two perspectives, the
technical and general perspective. The technical perspective includes concrete parts
of the implementation, e.g., the Gulliver framework [9] with the purpose to build
smart speech based applications. The general perspective focuses on instructions for
the development process, e.g., the Ethnorelative framework [11] which provides
information system designers with information to understand their own cultural
values relative to users of other national cultures. There are 27 development
frameworks, 11 take the technical perspective and 16 the general perspective.

• Research Framework: Research frameworks focus on theoretical topics with little
practical application, e.g., the Computer Security Research Framework [12] with
the purpose to synthesize and summarize research done in the area of Information
System Security. In total, 18 research frameworks belong to this category.

• Evaluation Framework: The purpose of evaluation frameworks is to evaluate
information systems or certain aspects of information systems. Evaluated aspects
are for example the systems compliance [3]. There are 16 evaluation frameworks.
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• Mixed Purpose Framework: Frameworks in this class do not fit into only one of the
categories. They are a combination of two or more framework categories based on
the frameworks purpose. An example of a mixed purpose framework is the envi-
ronmental impact framework that combines the green information system and
development category. The purpose of this framework is to support IT system
design based on the system environmental impact. It belongs to the green infor-
mation system category because it deals with the environmental aspect of the
information system. Also, it belongs to the development framework category
because it supports the development of information systems [18]. Five frameworks
are a combination of framework categories.

• Not Categorizable Frameworks/ITSM: The ITSM frameworks ITIL, the ITIL
related HP ITSM, the Microsoft Operations Framework, and ISO/IEC 15504 are not
categorizable and form a separate category.

Categories based on Framework Development Process: Only 50 frameworks
contain a description of how they were developed. The development process of these
frameworks can be divided into four categories. Also, there are four additional methods
used to support the development of the frameworks. They are not used as the only
method to create a framework but they support its development combined with one of
the four framework development categories. The development of 17 out of the 50
frameworks is supported by these methods. These methods are:

• Interviews: Interviews with experts or practitioners (three frameworks).
• Authors’ experience: Authors’ personal experience (six frameworks).
• Case Studies: Research on a social phenomena (nine frameworks).
• Field Studies: This method supports the development of one framework.

Fig. 3. Categories in percentage
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The identified frameworks can be divided based on their development process into
the following four categories:

• Literature Review Developed Frameworks: Frameworks in this category are
developed through a literature review. 18 frameworks belong to this category. Case
studies are used together with a literature review five times, field studies one time,
interviews one time and the authors’ own experience four times.

• Research Developed Frameworks: Frameworks of this category are based on
existing research like models, theories, frameworks and so on. The research
background of these frameworks varies a lot. 25 frameworks belong to this cate-
gory. Case studies are used together with the existing research three times and
interviews two times.

• Requirements Developed Frameworks: Frameworks of this category are developed
based on the identified requirements the frameworks needs to fulfil. The framework
is built on these requirements. Four frameworks belong to this category. In one
case, a case study is combined with the framework requirements during the
development process.

• Mixed Developed Frameworks: Frameworks of this category are developed based
on multiple categories. There are three mixed developed frameworks. The three
mixed developed frameworks combine the literature review approach and the use of
the existing research for the development of a framework. Two times, the process is
supported by the authors’ personal experiences.

The following Fig. 4 shows the distribution of categories based on the development
process in percentages.

Fig. 4. Development process in percentage
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Half of the frameworks are research-based frameworks presenting the knowledge
used to develop the framework. The process of obtaining the knowledge is not shown
like in the literature review developed framework which is also a method often used to
develop frameworks (36 %). Frameworks developed based on their requirements and
mixed developed frameworks are a minority.

It is noticeable that case studies are used to verify, improve and test the developed
frameworks five times. An example for this is the IS flexibility framework. The initial
framework is developed through a literature review. After that, the framework is tested
with a case study. The case study uses data collected from interviews with managers
[1]. Another observation is that there are only six frameworks where the authors’
personal experience with the topic plays a significant role to develop the framework. In
most cases (44 frameworks), the author relies on knowledge of other people.

Categorization based on framework structure: In 69 cases, the structure of the
framework is described in detail. There exist eight framework structures building the
categories. A combination of two categories is also possible. The following categories
for the structures of frameworks were identified:

• Layered Structured Frameworks: Frameworks in this category have a layered
structure, e.g., the Architect framework which consists of four layers [16]. A layer
describes system features on different abstraction levels. Every layer is implemented
based on the next lower layer. Six frameworks are part of this category.

• Technical Structured Frameworks: Frameworks in this category contain a
description of the technical components they consist of. Technical components are
e.g. include used protocols like HTTP and SOAP in the B2B Ontology-Driven
Framework [7]. 12 frameworks are part of this category.

• Sequence Structured Frameworks: Frameworks in this category consist of activities
performed in a sequential order and partly at the same time. There are frameworks
which sequence has defined beginning and end cycle [2]. Four frameworks are part
of this category.

• Category Structured Frameworks: Frameworks in this category structure a study
phenomenon into different categories which can have different characteristics in
each category, e.g., the cultural dimensions from Hofstede and their characteristics
in different countries to help information system developers understand the people
they deal with [11]. There are 10 frameworks in this category.

• Factors-outcome Structured Frameworks: Frameworks in this category take rele-
vant factors into account and determine how these factors influence the outcome of
a phenomenon, e.g., the IS flexibility framework shows which factors influence IS
flexibility and how they influence this phenomenon [1]. 15 frameworks belong to
this category.

• Component Structured Frameworks: Frameworks in this category have a
component-based structure. The components describe the framework and the
relationships between the components are shown, e.g., the conceptual framework
linking Enterprise Systems to organizational agility which consists of enterprise
systems related components and how they are connected to organizational agility
[14]. However, the difference to sequenced and technical structured frameworks is
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that the components are not technical and there is no sequence of activities between
the components. Six frameworks belong to this category.

• Mixed Structured Frameworks: Frameworks in this category have structural attri-
butes from multiple categories. Seven frameworks belong to this category.

• Not Categorizable Frameworks: These frameworks do not fit into any of the
above-mentioned categories. Thus, nine frameworks are not categorizable by their
structure. Each of the nine framework has its own structure category because their
structure is unique compared to the frameworks being categorized.

The following Fig. 5 shows the distribution of categories based on the framework
structure in percentages. The frameworks are relatively even distributed compared to
the other two categories. Most frameworks are factors-outcome frameworks that make
up the majority of identified frameworks (22 %).

5 Summary

The term ‘framework’ is frequently used in the field of information research. We could
show that there are many different definitions of the term focusing mainly on the
purpose of the framework and that many different frameworks were published.

The purpose of the performed research was to find out how frameworks in the field
of information systems are handled in the scientific literature, i.e., in the most important
journals and conferences of the field of information systems of the last ten years. To get
an objective overview, a systematic literature review according to Kitchenham was
used. First, 353 studies appeared relevant for this analysis. After a refinement, 71
papers with 93 frameworks were identified. Afterwards, relevant information about the

Fig. 5. Structure in percentage
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frameworks was extracted and analysed to answer the research question. In the
introduction, we stated that there is no consistency or any rules whatsoever in the usage
of the term framework. There is also no accepted definition of what a framework is.
Therefore, we proposed a definition of the term ‘framework’ extending the Oxford
Dictionary version. This definition of a framework has to be very broad due to the
many different kinds of identified frameworks.

The identified frameworks vary considerably in all their aspects as shown by the
categorization of frameworks. It seems to be useful to categorize framework according
to purpose, development process and structure.

It has to be noticed that only a few frameworks were implemented. In total, 10
frameworks were implemented in the studies. However, most of the implementations
are prototypes. Only one framework was fully implemented in a real world application.
It can be observed that only frameworks classified as test frameworks and development
framework with the focus on technical aspects have been implemented.

It seems that frameworks are rarely updated. Only nine studies dealt with frame-
works being updated and released in a new version. It should also be noted that no
framework category is more likely to be updated than other classes.

Unfortunately, some sources were not open access. This might be the main
shortcoming of this research. Nevertheless, all of the high-ranked journals and con-
ference proceedings were freely available and included in our research.
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Abstract. The article is related to the problem of decision support in dynamic
business contexts where conditions, values and goals frequently change over
time, and users should participate continuously in the problem definition. In our
research we explore an opportunity to organize and simplify decision support
during complex resource allocation processes by combining domain specific
languages (DSL) and distributed constraint satisfaction techniques (DCSP). We
describe a particular domain-specific language and the corresponding semantic
model in terms of a newly proposed DSL&DCSP framework. Applicability of
the framework is demonstrated using a real-life example of resource allocation
process in the railway transportation.

Keywords: Domain-specific language � Constraints satisfaction � Railway
transportation � Decision support

1 Introduction

Currently in many domains continuous changes of the problem context require
repeatable identification and reformulation of the models, used during the process of
problems solving. Correspondingly, decision support in dynamic contexts becomes one
of the most significant research challenges.

The resource allocation problem represents a business-relevant example of decision
support in dynamic contexts. There are many well-known methods for resource allo-
cation [1], however most of them require a stable context of the problem being solved.
As a result, they are not applicable in the cases when frequent changes are possible in
the solving procedure and conditions, as well as participation of stakeholders is
required. To overcome such a drawback Hodgson, Fernandez-Lopez and Gomez-Perez
offer to separate the model, which is responsible for the solving procedure, and a
mechanism, which allows controlling this model [2–4].

Hodgson and Fernandez-Lopez [2, 3] define the trees and different kinds of state
machines as the best choice for the specification of the solving model. Other
researchers [4, 5, 7] offer special languages as the most effective choice for that task.
We support the second direction, because in our opinion domain-specific languages
(DSL) represent the most convenient, organic and clear method for controlling the
dynamically changed context.

Our research presupposes a new approach to connect a user-defined specification in
terms of DSL and a mathematical specification of the problem for automated constraints
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solvers. Following that approach, we propose a DSL&DCSP framework, which auto-
matically translates DSL specifications of a certain resource allocation problem to a
specification of a distributed constraint satisfaction problem (DCSP) [8]. For demon-
stration of our approach current research contained implementation of a software pro-
totype based on the multi-agent DCSP-solver Choco [9] and evaluation the prototype in
a real case of railways allocation.

There was an attempt by Prud’homme [18] to use a similar structure of the
framework for translations of DSL specifications to constraints. But in contrast to our
research, that example uses DSL for specialization of CSP from a general class of
mathematical problems. That DSL does not correspond to the already existing, defined
CSP model, moreover it is not oriented toward any specific practical application.

The article describes our results as follows. In Sect. 2 we give some facts from the
theory of design of domain-specific languages and its using in the course of the solving
constraint satisfaction problems. Section 3 describes a high level design and tech-
nologies of the proposed DSL&DCSP framework. Section 4 demonstrates in the case
of the railway allocation problem how our approach is applied in the real-life situations.
In Sect. 5 we discuss the results obtained. We conclude the article with analysis of the
results and specification of the future researches.

2 Background

2.1 Definition and the Classification of the DSL

A domain-specific language (DSL) is a computer language specialized to a particular
application domain. This is in contrast to a general-purpose language, which is broadly
applicable across domains, and lacks specialized features for a particular domain [5].

Any DSL satisfies a number of conditions. The first one addresses the structure of
the language. In this context it means that DSL includes not only some amount of
commands, but their dependences also. The same command, paired with another lan-
guage element, can carry a different meaning. The second condition specifies that DSLs
should be designed as an equivalent to the natural domain language for users and experts
of the target domain. Final condition reflects a limited expressive capacity of DSLs and
specifies that DSL is only a new way to represent some part of the whole target domain.

DSLs are always associated with some other and more general language, which is
named as a base language [6]. A manner of association divides all DSLs to two classes:
external and internal DSLs. The external DSLs have domain-oriented syntaxes and
therefore have to be translated into commands of the base language. In contrast,
internal DSLs represent a non-typical use of the base language. A scenario in this DSL
contains only a subset of the features of the base language [6].

In [6] two parts of the DSL are identified: (1) a syntactic part, which defines the
constructions of DSL; and (2) a semantic part, which manifests itself in the semantic
model. The first part allows defining the context for working with the second one, which
defines the solving procedure for the problems of the target domain. Such a structure has
several advantages [5]. Firstly, DSL developers can test and develop syntax of DSL and
the model independently. Secondly, many different DSLs can be designed for the same
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model. Finally, developers can reuse the code of the model multiple times [7]. In such
conditions, DSL represents only some additional component to the model. DSL sim-
plifies the control procedure for the model, but it does not define it.

During design and application of DSLs developers face the challenge of syntactic
analysis, which is always seems to be a resource-intensive process. Fortunately, in the
case of DSL design a primitive syntactic analysis for translation DSL commands into the
commands of the base language can be used. In that case compilation and correctness
checking can be skipped. Kosar gives example of such DSL implementation in [16].
There are also many instruments for semi-automated developing DSLs in practice. For
example, such workbench as MetaEdit [10] uses state machines for achieving this goal,
which represent a native way to understand and analyze DSL syntax and its semantic
model. If developers create DSL commands without a model inside, more simple
analyzers cane used, such as ANTLR [11]. In our own research we selected the later
tool, because we connect DSL with an external model solver. As a result, we need an
instrument for translating and checking the correctness of DSL scenarios.

2.2 Constraint Satisfaction Problems

The paradigm of constraint satisfaction problems (CSPs) provides a generic method for
declarative description of complex constrained or optimization problems in terms of
variables and constraints [1, 2, 13–15]. Formally, CSP is a triple (V, D, C) where:
V = {v1, …, vn} is a set of n variables, D = {D(v1), …, D(vn)} a corresponding set of
n domains fromwhich each variable can take its values from, andC = {c1, …, cm} is a set
ofm constraints over the values of the variables inV. Each constraint ci = C(Vi) is a logical
predicate over subset of variablesVi � Vwith an arbitrary arity k: ci (va, …, vk) thatmaps
the Cartesian productD(va) � … � D(vk) to {0, 1}. As usual the value 1 means that the
value combination for va, …, vk is allowed, and 0 otherwise. A solution for a CSP is an
assignment of values for each variable in V such that all the constraints in C are satisfied.

A Distributed Constraint Satisfaction Problem (DCSP) is a CSP where the variables
are distributed among agents in a Multi-Agent System and the agents are connected by
relationships that represent constraints. DCSP is a suitable abstraction to solve con-
strained problems without global control during peer-to-peer agent communication and
cooperation [16]. A DCSP can be formalized as a combination of (V, D, C, A, @)
described as follows: V, D, C are the same as explained for an original CSP,
A = {a1, …, ap} is a set of p agents, and @: V ! A is a function used to map each
variable vj to its owner agent ai. Each variable belongs to only one agent, i.e. 8
v1, …, vk 2 Vi , @ (v1) = … = @ (vk) where Vi � V represents the subset of vari-
ables that belong to agent ai. These subsets are distinct, i.e. V1 \ … \ Vp = ∅ and
the union of all subsets represents the set of all variables, i.e. V1 [ … [ Vp = V. The
distribution of variables among agents divides the set of constraints C into two subsets
according to the variables involved within the constraint. The first set is the one of
intra-agent constraints Cintra that represent the constraints over the variables owned by
the same agent Cintra = {C(Vi) | @ (v1) = … = @ (vk), v1, …, vk 2 Vi}.

The second set is the one of inter-agent constraints Cinter that represents the con-
straints over the variables owned by two or more agents. Obviously, these two subsets
are distinct Cintra \ Cinter = ∅ and complementary Cintra [ Cinter = C.
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The variables involved within inter-agent constraints Cinter are denoted as interface
variables Vinterface. Assigning values to a variable in a constraint that belongs to Cinter

has a direct effect on all the agents, which have variables involved in the same con-
straint. The interface variables should take values before the rest of the variables in the
system in order to satisfy the constraints inside Cinter firstly. Then, the satisfaction of
internal constraints in Cintra becomes an internal problem that can be treated separately
inside each agent independently of other agents. If the agent cannot find a solution for
its intra-agent constraints, it fails and requests another value proposition for its interface
variables. To simplify things, we will assume that there are no intra-agent constraints,
i.e. Cintra = ∅. Therefore, all variables in V are interface variables V = Vinterface.

From the functional viewpoint the most common and complete are such solvers as
Choco, Gecode and Disolver [9, 12, 17]. But if the last two are closed products, Choco
is an open-source product. In addition, Choco supports vectorized syntaxes for for-
mulating the original problem that satisfies representation of constraints as a system of
inequalities. Finally, this solver allows to design distributed CSPs and the solving
procedure for them in terms of distributed multi-agent systems.

All mentioned solvers need a flexible mechanism to formalize the context of the
problem in terms of CSP and to control the process of solution search. When traditional
approaches are applied, in a case of the context changes the users have to stop the
solving process, modify the source code with constructions responsible for new
changes and restart the solving process. Such actions require a lot of time and reduce
reactive capabilities of decision support systems. A more comfortable approach is
required to modify the context of the problem dynamically, which can allow avoiding
terminating the solutions search. Application of DSL seems to be reasonable for that
purpose because DSL does not require restarting the solving process.

3 Proposed Framework

We propose a specific software framework, which combines description of the domain
problems in terms of DSL, consequent solution of the problems by the methods of
DCSP, and presentation of the results in terms of the original DSL. The framework
facilitates active end-user participation in the decision process with feedback loops as it
is shown in the scheme (Fig. 1). The user formulates an original problem in terms of a
DSL scenario, which then is transformed in terms of the semantic model. That semantic
model reformulates the input task in mathematical terms (in our case as an instance of
the distributed CSP), using commands and constructions of a certain solver. When the
solver obtains a solution, our framework represents that solution in the DSL terms and
returns it to the user for analysis. Given the results of the analysis, the user can directly
change and control the model by special DSL commands.

In our approach a DSL scenario describes not only the way of how-to-solve the
problem, but also specifies the constraints which shape the solution. Syntax and
semantics of DSL is designed according to the semantic model, which is the tool for the
solving process in terms of our specific domain. A syntactic analyzer (or parser) is
responsible for translating DSL commands into commands of the semantic model.
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As a result, the approach proposed offers an effective tool for management of the
context in the semantic model. Users can concretize the context using additional DSL
commands at any moment, while the model continues the solution process without
needs to restart it. Furthermore, users can manage the process of solution search by
filtering found answers by DSL commands. Finally, developers of decision support
systems can combine developed DSL with other ways to fix the context changes in the
text form. For example, they can use XML-configuration files for this purpose.

4 DSL and DCSP Application in the Railway Domain

4.1 DSL for Railway Allocation Management

The context of the railway allocation problem can change frequently because of arrivals
of new trains, or changing the priority of existing services. As a result, a clear and
simple way is needed to adapt new changes in terms of the DSL&DCSP framework,
responsible for finding the optimal resource allocation. In the process of DSL design
for the railway allocation process, it’s vital to identify all the types of resources in this
domain. There are three general resources for any railway station, each with specific
attributes: railways, trains and service brigades.

Trains represent the main resource of the cargo railway station. Each station has
different opportunities for servicing different types of trains. The amount of serviced
trains defines the effectiveness of the transportation office. Each train has specific set of
attributes, which help to service it by an effective and optimal manner. The whole list of
these attributes includes such values as train identifier, priority, count of servicing cars,
the total number of cars, types of needed services. All attributes are shown in the Fig. 2.

Railways represent the main physical place for servicing trains. Every railway is
characterized by an identifier, type, total length, useful length and the list of available
equipment. All attributes are shown in the Fig. 2.

Servicing brigades organize the process of servicing in terms of the railway station.
The amount of brigades has to be enough to guarantee timely services for all arriving
trains. Every brigade has a unique identifier, competence needed to provide services,
and amount of people available for this task.

These entities constitute the basic framework of the external DSL. In addition, we
need to include into DSL some helper classes to close the syntax of DSL.

User&original problem
DCSP&SolverSemantic modelGUI

DSL&DCSP Framework

Parser

DSL Scenario

Fig. 1. The scheme of DSL processing in the framework.
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In order to work with the designed structure of main and helper classes, the next
structure of DSL syntax is developed using ANTLR tool (Fig. 3). The structure of DSL
consists of several blocks. The main reason for it is that syntactic analysis of such block
structure becomes simple. In addition, such a structure is clear for users, who can see
all the structure of the context in terms of DSL. Finally, it can help to control the
structure of the model: the DSL blocks correspond to similar blocks in the semantic
model and, as a result, can be naturally translated into these structures.

On Fig. 3 the meta-symbol ‘*’ means, that a preceding sequence of objects can be
written multiple times. The meta-symbols ‘[’and ‘]’ specify a list of single-typed entities.

The structure of objects above organizes only the first level of DSL – the level of
the objects. In addition, we have to develop the level of functions to manage the objects
and their context. In our case this functional level has the next structure (Fig. 4).

Using these commands, we can specify the context for the objects and their
management. In addition, such a command structure allows to simplify and accelerate
the solving procedure with additional details needed for finding the optimal solutions.

When all objects and functions are designed in terms of the DSL, such DSL
scenario is translated into the commands of the semantic model using a syntactic
analyzer. In this case we have no opportunities to intervene in the process of solutions
search directly. We can only manage it by DSL commands. When the solver found the
optimal solution, it translates the solution to the DSL terms using a syntactic analyzer.
And then this solution can be checked and filtered by the end user. The main advantage
in this case is that the final solution represents not a mathematical view, but a

Fig. 2. The structure for DSL: The Object level
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domain-oriented description, which contents is clear for the user. In these circum-
stances we might not to spend time on transforming the solution found in terms of the
target domain, but check it immediately and use in practice.

Trains
({id type priority length timeArrival timeDeparture timeReserve 
[services] wagonsToService})*
EndTrainsBlock;

Services
({name priority mayBeInParallel [skills] 

standartDuration timeReserve [equipment]})*
endServiceBlock;

Brigades ({id [ skills ] capacity})* endBrigadeBlock;

Railways 
({id type totalLength usefulLength [equipment]})*

endRailwayBlock;

Appointments
({idBrigade->idTrain timeStart timeEnd})*

endAppointmentBlock;

Allocation
({idTrain->idRailway startNick 

timeStartOccupation timeEndOccupation})*
endAllocationBlock;

Fig. 3. DSL objects

Relocate idTrain [from idOldRailway] to idNewRailway;
This command allows to move Train with identifier idTrain from railway with identifier idOldRailway to 
railway idNewRailway.

Move forward/back idTrain by countShifts;
This command allows to move Train within current railway forward or back by the count of shifts equals to 
countShifts.

Put idTrain on newStartNick;
This command places the train with identifier idTrain on start nick with number newStartNick.

ChangePriority idTrain/nameService on newPriority;
This command allows to change priority of train or service on some new value newPriority

Appoint idBrigade on idTrain from startTime [to endTime] perform 
nameService;
This command allows to appoint brigade with identifier idBrigade for servicing nameService on Train 
idTrain within the period from startTime to endTime.

Get info on brigade/train/service/railway idEntity;
This command returns all the attributes for brigade, train, service or railway identified by idEntity. 

Fig. 4. DSL functions
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4.2 Mathematical Model for Railway Allocation

To formalize the mathematic model of DCSP for solving the railway allocation
problem, firstly identify all the set of parameters, based on the above description of
entities (Sect. 4.1) (Table 1).

These parameters are needed for solving the railway transportation problem
effectively and are not redundant. They have to satisfy the system of constraints (1).
The first six constraints are needed to distribute arriving trains in time and protect them
against time-conflicts. These constraints assure that trains are serviced in time and no
longer and have no conflicts within the timetable. Other constraints control mutual
arrangement of trains in space of railways, block trains under the service for shifting.

t 2 0; Tmax½ �
Tcur 2 0;Tmax½ �

Topi � 0
Tarri 2 0; Tmax½ �; i ¼ 1::M
Tswi 2 0; Tmax½ �; i ¼ 1::M
Tswi � Tarri; i ¼ 1::M
1�Wi �K; i ¼ 1::M

0�Ci;0 � LWi ; i ¼ 1::MP
i:Wi¼j li � ; Lj; i ¼ 1::M; j ¼ 1::K
di;t ¼ 	1; t\Tarri; i ¼ 1::M

di;v;¼ 0; i ¼ 1::M; v ¼ TarriTswi � v� Tswi þ Topi
0�Ci;0 þ

PTcur
t¼0 di;t � LWi ; i ¼ 1::M

0�Ci;0 þ
PTcur

t¼0 di;t þ li � LWi ; i ¼ 1::M
Ci;0 þ

PTcur
t¼0 dit þ li �Ciþ 1;0 þ

PTcur
t¼0 diþ 1;t; i ¼ 1:: M 	 1ð Þ

8
>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>:

ð1Þ

When constrains are formulated, we can identify the goal function for solving
procedure. In our case the goal is represented by the next system.

Table 1. Description of model’s parameters

Parameter Description

1..M identifiers of arriving trains
1..K identifiers of railways
Lj length of j-railway
li length of i-train
Ni amount of cars for servicing i-train
Tarri time arrival i-train
Tswi start time of servicing i-train
Topi time for servicing i-train
Wi identificator of railway for i-train
Ci,0 start nick i-train
di;t size of shift i-train at the time moment t
Tcur current time moment
Tshifti.t time of shift i-train at the time moment t
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PM

i¼1
Ni ! max

PM

i¼1

PTcur

t¼0
Tshifti;t ! min

8
>><

>>:
ð2Þ

The goal function maximizes the amount of serviced trains, but minimizes the time
for their shifting within the operations, which is useless and decreases the effectiveness
of transportation.

Given the mathematical model, translation of this model to the terms of Choco
solver produces two vectors – for the left and right sides of all constraints and iden-
tifying the relations between them, using operators “<, >, =, !=”. Then the target
function is represented in terms of Choco solver. At the final stage the vectorized view
of Choco results is translated to DSL.

4.3 Subject-Oriented GUI

After design of all the constructions for DSL and its DCSP-based mathematical model,
we can think over the design of GUI, to simplify the procedure of creating DSL
scenarios. First of all, we have to understand, that developing GUI must contain only
elements, equivalent to DSL components. No more elements are needed, because no
more elements are supported by DSL and, as a result, by the model. In this context GUI
should be a graphical equivalent to DSL constructions and therefore is subject-oriented.

The second idea for implementation of GUI is that developed DSL is oriented on
the procedure of configuration contexts. As a result, it can be useful to define a first
interface element within the main frame of GUI as the working area which reflects the
current context status. The second interface area, the panel of objects, contains avail-
able objects for defining the context. The GUI prototype is demonstrated in Fig. 5.

Fig. 5. The GUI prototype
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When a user wants to change the context, the user drags the needed element from
the panel of objects onto the working area. Then the user has to fill all the attributes for
the dragged element in a specific dialog. After the element created, it is added to the
context. To include new added elements into the solving process, the button “Evaluate”
have to be pressed to start the procedure of finding solutions. If solutions are found,
GUI shows them with connections between the objects inside the working area.

To improve the GUI, time scale can be added into the working area. Along this line
all the objects are shown at every time of a moment. Such improvement can allow to
control the workload for objects at any moment. In addition, we can use this scheme to
create a timetable for resource allocation in future outlooks.

5 Evaluation

Let demonstrate using of the DSL&DCSP framework proposed in a real case of the
railway resource allocation. Suppose, for servicing trains the station has the next
amount of railways (Table 2).

Suppose that three trains arrive at the station, and they have the following char-
acteristics (Table 3).

In terms of DSL we have the following description of that context (Fig. 6).

Table 2. Characteristics of available railways.

Railway
identifier

1 2 3

Type Universal Universal Universal
Total length (in
cars)

30 24 10

Useful length 28 22 7
Available
equipment

Transporter, forklift,
conveyor

Transporter, forklift,
conveyor

Transporter,
forklift

Table 3. Characteristics of arriving trains.

Train identifier 1 2 3

Type dry cargo dry cargo tanks
Priority High High regular
Total length (in
cars)

14 16 8

Time arrival 14:03 14:47 15:12
Time departure 16:11 16:19 17:49
Needed services Inspection, loading,

unloading
Inspection, loading,
unloading

Inspection, initial
service

Cars to service 9 6 1
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To simplify the task, we can suppose, that four universal Brigades are available for
servicing tasks. Then DSL&DCSP framework translates this DSL specification to the
semantic model, which is based on the model of constraint satisfaction (Fig. 7).

Inside the DSL&DCSP framework the Choco solver accepts the constraints model
and computes the result in terms of that model. During the final step, the Choco result is
translated to the equivalent DSL-based form. The user obtains the result in the fol-
lowing form (Fig. 8).

As we can see, this solution is optimal for our task: services are available for
parallel working and the amount of railways is enough for parallel servicing. And
finally, trains with identifiers 2 and 3 are placed along the useful length of the second
railway and can be located there. The framework provides an optimal solution in terms
of effective using of available length of the railways and the factor of service brigades
using. Besides, the final solution has ready-to-use domain commands for trains and
brigade’s allocation. It creates the stable context for future railway resources allocation
and allows not only save reserves for changes in the allocation context, but increase the
beneficial use of all types the resources.

In comparison, a currently used system, exploited in the railway transportation
office, proposes another solution. That system allocates the train 3 on the railway 3
without combination with the train 2. This solution is not optimal, because it does not
create a space reserve for the future outlook. Moreover, the currently used system
spends more time solving the problem. The statistics is shown in Table 4.

Data in Table 5 show that our proposed DSL&DCSP framework spends on average
2/3 times less than the currently used system. It means that the developed framework is
more flexible and is more oriented on the context.

Services
1 1 0,67 0
21 0,450,05 [ 1 3 ] 
31 10,5 [ 1 3 ]
endServicesBlock;
Equipment
1 Transporter
2 Forklift
3 Conveyor
endEquipmentBlock;
Railways
1 1 30 28 [ 1 2 3 ]
1 1 24 22 [ 1 2 3 ]

1 1 10 7 [ 1 2 ]
endRailwayBlock;
Trains
1 1 1 14 14:03 16:11 0 [ 1 3 4 ] 9
2 1 1 16 14:47 16:19 1 [ 1 3 4 ] 6
3 2 2 8 15:12 17:49 0 [ 1 2 ] 1
EndTrainsBlock;

Fig. 6. DSL scenario (objects)
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In addition to the time of finding solution, another additional characteristic is used
for assessing the quality of the found solution – the utilization rate of a useful length of
railways. It shows the quality of using railways and allows to evaluate the load of every
railway: the higher the value, the better the quality of the distribution between the
railways.

Solver solver = new Solver();

IntVar L = VariableFactory.fixed("L", 30, solver);

IntVar deltMin = VariableFactory.fixed("deltMin", 20, solver);

IntVar[] l = VariableFactory.enumerated("l", 10, L.getValue(), solver);

IntVar[] s = VariableFactory.enumerated("s", 10, L.getValue(), solver);

IntVar[] delts = VF.enumerated ("delts", 9, 0, L.getValue(), solver);

solver.post(IntConstraintFactory.sum(new IntVar[]{s,l,delts}, "<=", L));

solver.post(IntConstraintFactory.sum(new 

IntVar[]{s,l,VariableFactory.minus(delts)}, "<", s[0]));

Fig. 7. Choco DCSP-model view

Relocate 1 to 1 from 14:03;
Relocate 2 to 2 from 14:47;
Relocate 3 to 2 from 15:12;
Appoint 1 on 1 from 14:03 perform 1;
Appoint 1 on 1 from 14:03 perform 3;
Appoint 1 on 1 from 14:43 perform 4;
Appoint 2 on 2 from 14:47 perform 1;
Appoint 2 on 3 from 15:17 perform 1;
Appoint 3 on 2 from 14:47 perform 3;
Appoint 3 on 2 from 15:27 perform 4;
Appoint 4 on from 15:17 perform 2;

Fig. 8. DSL representation of the solution

Table 4. The comparison statistics

Model Proposed DSL&DCSP framework Current system

Time for finding solution (sec.) 17 39
Is solution optimal? Yes No

Table 5. Comparison of an existing system and DSL&DCSP Framework: average time for
finding the solution (measured in sec.) The results of DSL&DCSP Framework are marked by
bold.

Amount of trains
10 25 50 100

Time Reserve (h.) 1 1.96 (1.78) 4.66 (3.33) 7.29 (6.08) 28.61 (21.84)
2 10.38 (7.41) 16.23 (12.48) 23.47 (16.77) 160.27 (126.19)
3 20.93 (17.44) 60.60 (35.64) 174.38 (116.25) 280.19 (200.13)
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6 Conclusion

In our research we explored an opportunity to organize and simplify decision support
during complex resource allocation processes by combining domain specific languages
and distributed constraint satisfaction techniques. In the result we have developed
DSL&DCSP Framework for decision support in the railway allocation process. That
framework includes a domain-oriented external DSL for continuous accounting of
changes in the domain, a syntactic analyzer for translating DSL commands into the
terms of the semantic model and the DCSP solver Choco inside for solution search.
The external DSL uses the concepts, which are equivalent to the main resources of the
railway station: trains, railways, brigades and services. The framework translates these
concepts into the terms of DCSP, which uses the Choco syntax. We also propose a
prototype of GUI, which replaces the textual representation.

In contrast to other examples of using DSL&DCSP inside one framework
(like [18]), our solution demonstrates the DSL&DCSP application for one specific
domain of railway allocation problem. It facilitates effective specification of varying
instances of the same model via different DSL scenarios.

Results of experiments show that the framework solves the allocation problem
faster, then an existing system. In addition, the framework facilitates easy user-driven
changes of specifications of the underlying model, because the framework uses GUI for
this goal instead of the command line interface of the existing system.

According to theory and the case, shown above, we can say that proposed com-
bination of DSL and DCSP becomes a really effective and clear tool for managing the
dynamic context in the complex problem solving process. Moreover, we can approve,
that proposed DSL&DCSP framework can be extended and applied to other problems.
It is vital to outline, that such extension requires only changes in the mechanism of
translating an external DSL into the base language. Other parts (a DCSP model, the
solving procedure etc.) can be generated automatically. As a result, partial indepen-
dence from the domain specifics makes the framework flexible and adaptable to dif-
ferent domains.

Playing the central role for the user-oriented context management, designed DSL
gives many attractive opportunities for end-users. First of all, our DSL determines the
context as well as concretizes it by special commands and objects. DSL also facilitates
direct and comprehensive communication between developers and experts in the
specific domain. In addition, DSL saves time of decision makers - understanding
commands for the context management becomes easy because of their mnemonic
nature.

Finally fused with the DCSP-based semantic model DSL offers new features in
development new methods for finding solutions in dynamics contexts by providing a
flexible mechanism for direct controlling the effectiveness and correctness of the model
and its attributes by domain experts.

Our results show that DSL does not require redesign of existing models for solving
problems. It can be integrated into current solving methods using XML files, con-
taining information needed for DSL and for the next translation in terms of its semantic
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model. Such XML files can be used and as an equivalent to DSL, because of their
nature, similar to the real language, its semantics and syntax.

All these findings support our initial hypothesis about an important role of DSLs in
decision-making process due to significant improving the quality of the whole system
and increasing its manageability and flexibility.

Planning further research, we consider such an extension of the proposed
DSL&DCSP framework, which provides not only the optimal allocation of trains
within one station, but also supports communication of different stakeholders during a
complex decision process within different stations, distant from each other. In this case
we will face the problem of semantic heterogeneity. We expect that new solutions
should be proposed for real-time unification of disparate and heterogeneous DSLs into
one single language, allowing precise specification of the interests and preferences of
different stakeholders. In this context, we have not to mechanically combine parts of
different DSLs, but find the way for communication of different stakeholders with
opposite views on the context and its influence on them.

For achieving this goal an approach, described by Pereira, can be used. In [19]
Pereira et al. used ontologies and specific grammars to create DSL structures. Starting
with ontological specification of the target domain and using automated analyzers for
parsing, they end with the DSL scenario, derived from fragmented descriptions of the
problem. This approach requires changes in its structure, represented by an ontological
analyzer, but allows combine different specifications of the current domain in final DSL
language.
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Abstract. Organisations introduce changes in order to adapt them-
selves to the extremely changing context. These changes often impact
Information Technology (IT) and Business domains. In most of the cases,
the scope of the organisational elements in these domains requiring adap-
tation is not well defined, leaving out elements, this can lead to misalign-
ment. Thus, it is important to know the impact scope with the purpose
of performing a full adaptation. When reviewing the literature in the
Business-IT alignment research field, we found that there are no works
providing support to deal with this aspect. However, there are several
works in adjacent areas that have studied change management. In this
paper, we report a systematic review of related work in these areas. From
the review, we extract a set of clues applicable to the Business-IT align-
ment field what results in a change analysis framework and a set of rules
to estimate impact scope and potential adaptation. Framework elements
and rules are illustrated by means of a small example.

Keywords: Change forces · Organisation · Alignment · Information
technology · Business-IT alignment · Strategic alignment

1 Introduction

In current competitive context, companies have to adapt themselves as a
response to different types of forces and pressures. When adapting, companies
introduce organisational changes. In most of cases, these changes have a rip-
ple effect on organisational elements from Business and Information Technology
(IT) domains, what is known as change impact [1].

By studying real cases, we found that to adapt the organisation to forces
and pressures, IT and Business executive staff make decisions and elaborate
action plans. However, because of the complexity of organisations, they may be
unaware of the scope of the organisational elements impacted by their decisions
and the nature of these elements. In this way, they will suggest only changes to
the elements that are in their visibility and well known by them, most of the time
the strategic ones, leaving out elements that could be equally impacted. The fact
of neglecting change management in these elements may lead to misalignment.
c© Springer International Publishing Switzerland 2016
V. Řepa and T. Bruckner (Eds.): BIR 2016, LNBIP 261, pp. 177–192, 2016.
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When reviewing the literature in the Business-IT alignment research field, we
found that there is no works providing with support to forecast impact resulting
from changes. What existing approaches do is to provide with support to correct
misalignment that is a consequence of impact. Indeed, main research works in
this field propose [2,3]: (i) alignment assessing approaches: enabling organisa-
tions to measure the alignment level between the two domains; (ii) alignment
building approaches: dealing with the construction of alignment between Busi-
ness and IT domains.

Therefore the objective of this paper is to review related work about change
management in adjacent areas in order to find out clues and apply them in the
context of Business-IT alignment. As a result of the application, we contribute a
framework that allows the representation of organisational elements subject to
change and a set of rules that determines impact scope and potential adaptation.
The aim of this contribution is to provide organisations with means to maintain
alignment between Business and IT by managing change.

To succeed in, firstly, we present in Sect. 2 a review of the state of the art
in change management by following a systematic method and find out clues
that help us to understand how change management is undertaken. Section 3
describes our framework and applies it to an illustrating example to ease the
explanation of its concepts. Section 4 spells out the types of changes addressed
by our approach, a set of rules for leveraging change propagation and illustrates
them by using the example. Finally, Sect. 5 concludes the paper, compares our
approach to related work and outlines future work.

2 Literature Review

Commonly systematic reviews consist of three phases: planning, conducting and
reporting. Within those phases are the following steps [3,4]: (1) Identification of
the need for a systematic review. (2) Formulation of a set of review questions.
(3) A comprehensive, exhaustive search for primary approaches. (4) Validation
and assessment of found approaches with respect to the research questions.
(5) Identification and extraction of data needed to describe the approaches and
analyse them. (6) Analysis with respect to the review questions and synthesis of
the results. (7) Interpretation of the results to determine their applicability. We
present the application of these steps to review change management works as
follows: Step 1 is described in the Sect. 1. Steps 2 to 4 are described in Sect. 2.1,
step 5 is reported in Sect. 2.2 and finally steps 6 and 7 are detailed in Sect. 2.3.

2.1 Review Questions and Approaches Selection

The review goal is to find out clues in adjacent research fields that help us to
comprehend the nature of changes and how such changes are propagated in order
to apply this understanding to Business-IT alignment. Hence, we conducted a
preliminary literature study on change impact and found out a relevant sur-
vey [4]. Based on this survey, we formulate the following four research questions
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to classify the contributions of related work on change management: (1) Why is
there a change?. (2) What can be impacted by the change?. (3) What are the
type of changes?. (4) How is the propagation of the change?.

In order to search for primary approaches (step 3), we use the Scopus Data-
base by introducing the following criteria: (i) Searching terms: change man-
agement, change impact, change propagation, change analysis, impact analysis,
change type, and change forces. (ii) Search field type: abstract, title and key-
words. (iii) Date range: published from 2006 to 2015.

Given these criteria, the Scopus searching engine gave as a result 650 can-
didate articles across the subject areas of computer sciences and decision sci-
ences, specifically in the context of the following subareas: information technol-
ogy, information systems, software engineering, enterprise modelling, software
changes, software architecture, object oriented and model driven. To limit the
number of papers, firstly, we limited to articles published in journals indexed
at Scimago Ranking in quartiles Q1 and Q2 or published at the proceedings of
international conferences ranked at Computing Research and Education (CORE)
Conference Ranking. This first filter limited the number of works to 110. Sec-
ondly, we discarded papers whose title did not mention any of the following
subjects: change propagation, impact, analysis and forces, what reduced the
number of works to 40. Finally, we read the papers abstract and we eliminated
works that did not show evidence of answering any of the raised review ques-
tions (step 4). A group of 16 papers were identified and classified in one of the
following areas: software engineering, enterprise architecture and requirements
engineering.

2.2 Approaches Description

In order to undertake step 5, data was identified, extracted and summarised for
selected approaches. A description and classification of them is given below.

Software Engineering. Bohner [5] describe how impact analysis can be
addressed through a software change process. This process consists of five activ-
ities derived from the software life-cycle process as follows: (i) Manage software
change. (ii) Understand Software with respect to the change and determine
impact. (iii) Specifying and design the software change. (iv) Implement soft-
ware change. (v) Retesting the affected software. In this approach, changes are
invoked by change requests generated by users (operations staff, system adminis-
trators, and end- users). These change requests and the current software system
are the key inputs of the change process. The key output of this process is a new
software system which is turned over to end users for use.

Jang et al. [6], made a research in the context of object oriented systems.
It proposes an approach for analysing change impact in a class hierarchy to
reduce retesting efforts. The class hierarchy is described as a graph where the
nodes represent methods and attributes and edges represent data dependency
and control dependency as well as inheritance. In order to reduce testing effort,
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the authors propose a set of base cases that relate three aspects: (i) elements of
the class hierarchy that can be impacted and change types, (ii) the corresponding
ripple effect, and (iii) the specific test needed to verify whether the change broke
the functionality.

Chen et al. [7], propose a model-based method to manage software change
impact in a holistic approach, i.e., analysing impact on all software products
(software components, requirements, documents and data) and not only at code
level. This method uses a model and a heuristic rule to identify the impacted
products. The proposed model is defined with the following components: Items,
that represent the products contents; Attributes, which describe items; Linkage,
that connect items and bind attributes; Changes, which affect attributes and are
applied on items; and, Impacts, that are generated by a change and have effects
on attributes and items. The mechanism that allows propagation of changes
through the model is defined by using a heuristic rule, in which an impact is
iteratively propagated by the linkages among all the impacted attributes.

Marzullo et al. [8], focuses on the context of Model-Driven Development,
specifically on identifying how changes at the requirement level impact the soft-
ware code and vice-versa. They propose an analysis strategy based on the direct
association between the requirements, the software model and the code. This
association is established in two steps: first, at the model design phase, tags are
added in classes for each fulfilled requirement; and second, at the code genera-
tion phase, these tags are transformed into annotations in the code of each class.
From the model and the code, the authors propose to create a traceability path
using visual graphs, in which each node represents a class or a requirement. The
impact analysis is performed by phases in which the nodes are tagged and the
impact propagation is performed by transitivity on a graph.

Li et al. [9], propose a technique to calculate impact change in software pro-
grams developed with object-oriented paradigm. Specifically, their approach uses
Formal Concepts Analysis (FCA) that consists of inferring a concepts hierarchy,
by using mathematical techniques, from the relation between entities and their
properties. In order to apply FCA, object classes are considered as entities and
their methods as properties. The relation between entities and properties are
represented using Lattice of Class and Method Dependence (LoCMD). Impact
propagation is performed by using the LoCMD and a heuristic impact met-
ric allowing to identify and prioritise the impacted classes and methods. The
impact metric is based on the distance between nodes and the identification of
joint nodes.

Enterprise Architecture. De Boer et al. [10], proposes a framework for mas-
tering the ripple effects of changes occurring in business strategy and goals within
ArchiMate models. Archimate is an enterprise architecture modelling language
that focuses on the description of domains within an organisation and the relation-
ships between them. ArchiMate concepts include role, component, process, service
and data object, among others. ArchiMate relationships are access, assign, use,
realise, trigger, etc. Relationships have their own intended semantics allowing the
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definition of heuristic rules for calculating direct impact. Three kinds of changes,
namely, removing, extending and modifying, are considered.

Kumar et al. [11], presents an enterprise ontology for analysing change
impact. The aim of the approach is to support decision making in the archi-
tecture management life cycle process. The methodology includes the creation
of a logical enterprise model composed of instances of the concepts included in
the ontology: business goals, processes, services, infrastructure components and
the associations between them. The approach defines rules that allow the change
propagation along the enterprise model and helps one to determine the impact
on the capacity and availability of services in terms of the attributes composing
them.

Diaz et al. [12], propose a change impact analysis technique for Product Line
Architectures (PLA) evolution. It proposes to join a traceability-based algorithm
and a rule-based inference engine to navigate PLA models via a set of traceabil-
ity links and propagation rules. The PLA Models are the following: (i) Feature
model: specifies the functional and non-functional requirements offered in the
product line. (ii) Flexible-PLA Model: describes the PLA structure in terms
of components, services, interfaces, aspects and their connections. (iii) PLAK
(Product Line Architecture Knowledge) Model: capture variability design ratio-
nale, as well as the traceability link between requirements and PLAs. The rules
specify how to propagate a change from a model to other through traceability
links.

Wang et al. [13], propose a service-oriented business process model to under-
stand the nature of various types of changes that can happen to services and
business processes in an organisation and to analyse the change impacts on the
entire system. The proposed approach for change impact analysis is based on the
study of the dependencies between services and business processes, the identified
types of changes, and the change impact patterns. The latter are categorised into
impact patterns for service changes and process changes and each one captures
a specific type of change effect.

Weidlich et al. [14], made a proposal to analyse change propagation between
two semantically overlapping process models that are aligned by correspon-
dences. Their proposal is based on process models representation in the form of
Petri Nets, i.e., a directed bipartite graph, which serves to represent a discrete
event system in a graphical mode. In this representation, the nodes symbolise
transitions (activities or events) and places (conditions), and the arcs describe
the position (pre or post) of a place with respect to a transition. The impact
propagation between two aligned processes is performed by using the transition
relations by using their behavioural profile.

Fdhila et al. [15], propose an approach in the context of choreography
processes in which processes are shared between partner enterprises, e.g., cross-
organisational manufacturing. The approach uses choreography models to rep-
resent interaction between partners processes which are classified in two types:
(i) private processes, that are internal operations of each enterprise that are not
visible to other partners, and (ii) public processes, that describe views of internal
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processes making them visible to other partners. Those models are formalised
by using Refined Processes Structure Trees (RPST), which are a decomposition
of a process model into a set of single-entry/single-exit fragments. The authors
propose 4 process change patterns: Insert, Replace, Update and Delete. Impact
propagation is performed on the model by defining specific propagation rules for
each pattern.

Requirements Engineering. Goknil et al. [16], introduce a metamodel that
represent: requirement, requirement relation, requirement property and property
constraint. The requirements are defined as a description of a system properties
and their constraints, which need to be fulfilled. The relations are given by
semantic structures in First Order Logic, i.e., symbolised reasoning where a
structure is broken into two parts and one modifies or defines the properties of
the other. For each element, three types of changes are proposed: Add, Delete
and Update. The impact propagation is done by a change impact function which
has as input the change type and the changed requirement and as output a set
of decision trees.

Zhang et al. [17], propose a requirements dependency model that defines nine
types of dependency relationships: constrain, precede, be similar to, refine, be
exception of, conflict, evolve into, increase/decrease cost and increase/decrease
value. The model has two top-level (dependency) and six low-level (source of
dependency) categories to represent the requirements. The authors define a
change pattern for each dependency and the change propagation is performed by
using these patterns and the model structure to identify impacted requirements
that affect either the software development process or the final software product
features.

2.3 Review Analysis and Interpretation

Table 1 synthesises the contributions of the selected approaches according to the
four research questions (step 6). Summarising from the table, it can be concluded
the following with respect to each research question:

1. Why is there a change? Generally changes are motivated by forces. These
forces can have an external source (i.e. regulatory policies, external needs,
etc.) [5,12,13,16] or an internal source (software evolution, software mainte-
nance, organisational policies, etc.) [5,9,12,13,16,17].

2. What can be impacted by the change? Elements or abstractions that serve
to describe an organisational or software system. When regarding the
approaches, we see that all of them have elements that can be arranged in
a graph whose nodes represent requirements, components, artifacts, entities,
etc. and links, in turn, describe relationships among the elements.

3. What are the types of changes? Type of changes include add, delete and
modify elements/abstractions. Any other type of change can be expressed
by means of these three types, for example, a replacement [13,15] is the
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Table 1. Answers of related works to research questions

Ref
Why is there a

change?
What can be impacted by

a change?
What are the types of

changes?
How is the propagation of

changes?

Software engineering

[5] - User requests - Software life cycle objects - No specified - No specified

[6] - No specified

- Nodes (i.e., classes,
attributes, methods)
- Edges (i.e., inheritance
relationships)

- Add
- Delete
- Modify

- Through graph edges
- According to base cases

[7]

- Business conditions
- Customer demand
- Reorganization of
business
- Budgetary constraints
- Scheduling constraints

Software products:
- Design documents
- Software component
- External data
- Requirement

- Add, delete or update of
software products

- Through linkages
- By a heuristic rule

[8] - No specified - Requirements
- Classes

- Update requirements or
classes

- By transitivity rules

[9] - Software maintenance
- Classes
- Methods

- Update classes and
methods

- Through relations
- By a heuristic metric

Enterprise architecture

[10] - No specified - ArchiMate concepts
- Delete
- Modify
- Extend

- By means of ArchiMate
relationships
- By applying heuristic rules

[11] - No specified - Enterprise model elements - No specified - According to propagation rules

[12] - Technical factors
- Business factors

- Feature model
- PLA artifacts

Changes: addition, deletion,
modification

- Through traceability links
- According to propagation rules

[13] - Organisational policies
- Regulatory policies

- Service layer
- Process layer

- Add, delete, modify,
replace

- Through dependencies
- By applying impact patterns

[14] - No specified
- Aligned processes
- Relations of behavioural
profile

Insert, delete or replace:
- Processes
- Relations of behavioural
profile

- By change process

[15] - New regulations
- New competitors

- Public or private processes
on partner enterprises

- Replace, insert, delete,
update

- By propagation rules on
change patterns

Requirements engineering

[16] - Evolution of business
needs

- Requirements
- Software architecture
- Design documents
- Source code

Add, delete or update of
Requirements, Properties
and Constrains

- By change patterns

[17] - Software evolution - Requirements
- Add, delete or update of
requirements

- By change patterns

aggregation of a deletion and an addition. Furthermore, in [12], types are
classified in terms of structural and behavioural aspects.

4. How is the propagation of the change? Propagation is made through relation-
ships and calculated by a formal logic using rules [7,8,12], patterns [13,15–17],
process [14] and metrics [9].

From the above analysis, we get the following four clues (step 7): (i) changes
are motivated by forces, (ii) impact occurs on components and relationships,
(iii) type of changes include add, delete and modify, (iv) impact is propagated
through relationships, and a logic is used to determine impact scope.

2.4 Illustrating Example

The example is based on the real case of a world leading company that develops
railway equipment (e.g., boogies, motors, traction systems) in a relatively stable
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market in which it has a comfortable and dominant position. The position of the
company was in risk by the arrival of a new entrant having the ability to deliver
customised products matching better customers needs. To be able to equal the
new entrant offer, the executive committee of the company decided to formu-
late a new business objective, namely, “to supply customised products to the
customer”.

Implementing this new business strategy would impact the way in which the
products are produced, that is, the design and manufacturing processes. These
processes are supported by software applications and IT infrastructures such as
a PLM (Product Lifecycle Management) application. This application manages
the PBS (Product Breakdown Structure) describing the product hierarchical tree
structures (physical, functional or conceptual). Besides this, it was necessary
the integration of the PLM application with front office applications allowing
customers to configure products.

The IT area of the company assumes the maintenance of the PLM application
by following a well defined processes. Sometimes (e.g. in holiday period) they
are supported by outsourcing teams. In addition, to modify this application and
integrate it with the front office application, a partnership with the PLM supplier
was carried out because the company lacks of skills in this subject.

3 Change Management Framework for Business-IT
Alignment

In order to to develop the framework, we employed a methodology consisting of
three steps: (i) Analysis of concepts proposed by related work concerning the two
first clues mentioned above. (ii) Application of the two first clues to Business-
IT alignment. To succeed in, we rely on our previous work [18] that explains
the rationale behind the found concepts which is supported by related work.
(iii) Organisation of concepts to build the framework following the structure
element/attribute/value.

3.1 Change Are Motivated by Forces

Forces at the source of organisational change can be classified by their nature
into two groups: external and internal.

External sources categories: From a review of main works in the scanning
environment area, we suggest the following three external change forces: External
actors: It deals with complex networks of actors present in the external envi-
ronment. These networks encompass a large number of interdependent organi-
sations which are interrelated in an intricate way. External needs: It represents
the demand side of the organisation environment. Actually, changing user needs
may require changes into the companies in order to adapt them to these needs.
External issues: It can be defined as open and debatable questions, events or
other forthcoming developments whose realisation can significantly influence the
future conditions of the environment.
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Internal sources categories: We reviewed the main works in the scanning
environment area in [18] and suggested the following three internal change forces:
Internal actors: Because of their political power, the impact of their decisions
and their capacity to lead transformation, internal actors or stakeholders repre-
sent an internal force. Internal needs: It is defined as the evolution of the internal
requirements. It includes evolving needs from internal customers or departments.
Therefore, new or modified IT and business services would need to be defined.
Internal issues: It represents events or other forthcoming developments (e.g.,
political factors, institutional development and grown, evolutions in organisa-
tional culture and governance, etc.) whose realisation can significantly change
the future conditions of the organisation.

From the review made in this section, we propose the element “change
source” as the first element of the framework. This element is structured by
three attributes with respective values (see Fig. 1).

3.2 Impact Occurs on Components and Relationships

In order to answer this question, it is proposed to rely on the following defin-
ition of Business-IT alignment [2]: Business-IT alignment is considered as the
relation between components of the IT domain, including the IT strategy and
structure, and components of the Business domain, including business strategy
and processes. From this definition, the elements, that can be impacted, are the
organisational components of the IT and Business domains as well as the rela-
tionships between them. Below we highlight the characteristics of these elements.

Components: Trying to describe Business-IT alignment components in terms
of their attributes, to study potential impact on them, can be very difficult and
the risk of leaving out some possible attributes can be very high [18]. As a result,
it is suggested to characterise Business-IT alignment components by determining
their position into the organisation. Thus, we rely on the characterisation made
on the Strategic Alignment Model (SAM) [19] that helps one to understand the
areas of the organisation involved depending on the position of the component
into the SAM sub-domains (i.e. Business strategy, Organisational infrastructure
and processes, IT strategy and IS infrastructure and processes). From these
concepts, we propose “component” as the second element of the framework that
is structured by three attributes with respective values as indicated in Fig. 1.

Relationships: In related work, we found that relationship types and compo-
nents roles (attached to relationships) are used to study change propagation. In
addition, relationship type can be impacted and changed. That is why we con-
sider that the attributes type and role are relevant to relationships. We establish
that each relationship has two components playing the next two roles: (i) A
component is named the requester, i.e., the component that requests for busi-
ness and IT capabilities. (ii) The other component is so-called the enabler, that
is, the component that supplies capabilities in order to satisfy the requirement.
Relationships are of two possible types [18]: (i) Necessary : The necessary rela-
tionship links a component B with a component A that realises it, where A is
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mandatory for B realisation. (ii) Useful : The useful relationship describes the
relation between a component A that helps to realise a component B, but A
is not mandatory. Considering the above exposed concepts, we propose the ele-
ment “relationship” as the third framework element and structure it as shown
in Fig. 1.

Fig. 1. Framework notation and values

3.3 Applying the Framework to Illustrating Example

Change source: The arrival of a new entrant offering customised products
is the change source because it was the motivation behind the organisational
changes. This change source instantiates the first element of the framework as
follows: (i) Source: External, (ii) Force: Actor, (iii) Description: New entrant (see
Fig. 2).

Components: The organisational components of the company described by
using the notation in Fig. 1 are presented in Fig. 2. To show how we define these
components, consider the case of Component A (Value proposition): The deci-
sion of “supplying customised products to the customer” will impact, in a first
time, the value proposition of the company. This is a typical business strategic
element as it defines the positioning of the company in the market. Thus, a
first component is instantiated as follows: Component name: Value proposition,
Domain: Business, and Level: External.

Relationship: Figure 2 shows the relationships for illustrating example. For
instance, relationship R5 is the relationship between component D (PLM main-
tenance process) and component F (Human Resource HR-outsourcing- for PLM
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maintenance), where D is the requester and F the enabler. R5 is type of use-
ful because PLM maintenance process normally is carried out by component E
(Human Resource HR-internal- for PLM maintenance), however maintenance
task may require extra manpower hired in outsourcing in some periods of the
year, that is, component F is useful but not mandatory for D realisation.

Fig. 2. Application of framework to illustrating example

4 Change Propagation Analysis

In this section, we spell out the types of changes for which our approach per-
forms propagation. After that, we suggest a set of rules that leverages change
propagation.

4.1 Type of Changes Include Add, Delete and Modify

Taking into consideration types of changes in related work, types of changes for
components and relationships are described as follows:

Components: (i) Introduce a new component to supply capabilities not fully
satisfied by the existing components. (ii) Modify an enabler component to
add/alter its behaviour in order to satisfy new requirements needed for a
requester. Modify a requester component to alter the way in which it accesses
enabler capabilities. The modification on requester is motivated by a change
force or a prior modification on other component. (iii) Delete component if it is
no necessary anymore, i.e., it provides no capabilities to other components and
requires no capabilities from other components.

Relationship: (i) Introduce a new relationship from a requester to an enabler.
(ii) Modify the type of a relationship from necessary to useful or vice-versa.
Modify the enabler or requester of a relationship. (iii) Delete a relationship if
enabler is no longer required by requester.

4.2 A Logic Is Used to Determine Impact Scope

We have chosen rules as the underlying logic to propagate changes. The reasons
behind this decision are: (i) Their facility of implementation: a rule can be coded
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as a condition and an action in a representation language. (ii) It is easy to imple-
ment an algorithm that in a (semi) automatic way propagates the changes by
querying rules. (iii) Rules in a repository makes the algorithm more maintain-
able, simple and clean than embedded them in the algorithm itself. Each rule
consists of:

A condition: Considering the third clue (impact is propagated through rela-
tionships), it is defined as an expression that evaluates: (i) the type of change (see
last subsection), (ii) the role of the component undergoing the change (enabler
or requester) and (iii) the relationship type (necessary or useful).

Actions: the set of possible adaptations needed for avoiding misalignment.

4.3 Impact/Adaptation Rules

Both rules and actions are enumerated to ease their application. In some cases,
there is no need for carrying out any adaptation meaning that there is no impact.

Rule I: Condition: (i) Change type: modification, (ii) Component role: requester,
and (iii) Relationship type: necessary. Actions: (1) If there are no new require-
ments from the modified requester, the enabler does not need to be modified as
the requester will be able to use the current services or functions from the enabler.
(2) If there are new requirements, a first option is to modify the enabler in order
to satisfy the new requirements. In this case, the relationship type remains as
“necessary”. (3) If there are new requirements, a second option is to introduce
or modify a relationship from the requester to another enabler in order to satisfy
the new requirements. Concerning the former enabler, two options are possible
too: (i) deletion, if it is not necessary anymore, or (ii) modification, if it is neces-
sary to support a part of old requirements or new ones or other requesters. This
action will lead to modification or deletion of the respective relationship between
the former enabler and the requester.

Rule II: Condition: (i) Change type: modification, (ii) Component role:
requester, and (iii) Relationship type: useful. Action: As the requester was able
to fulfil its needs without directly requiring business or IT capabilities from the
enabler, it is not necessary to modify the enabler or the relationship between them.

Rule III: Condition: (i) Change type: modification, (ii) Component role: enabler,
and (iii) Relationship type: necessary.Actions: (1) If the reason behind the enabler
modification involves new Business or IT possibilities needed for the requester
then it is suggested to modify the requester in order to take advantage from these
possibilities. (2) If the enabler modification impacts the realisation of the requester
then the action is to introduce a new relationship that links the requester to an
enabler (a new or an existing one) in order to fully satisfy the requester needs.
(3) If the enabler modification does not affect the realisation of the requester then
there is no need for modifying the requester.
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Rule IV: Condition: (i) Change type: modification, (ii) Component role: enabler,
and (iii) Relationship type: useful. Action: As the enabler just helps to the
requester realisation, the modification of the former requires no adaptations on
the later.

Rule V: Condition: (i) Change type: deletion, (ii) Component role: requester,
and (iii) Relationship type: necessary or useful. Actions: (1) It is not encour-
aged to delete or modify the enabler if it is required by other requesters. (2) The
enabler and the relationship may be deleted if the enabler is not required by other
requesters.

RuleVI: Condition: (i) Change type: Deletion, (ii) Component role: enabler, and
(iii) Relationship type: necessary.Action: It is not necessary to adapt the requester
component. What requester needs is a new enabler supplying the capabilities of
former enabler no longer available because of deletion. Thus, adaptation actions
only imply relationships as follows: (i) to introduce a new relationship between
the requester and an enabler component (a new or an existing one), (ii) to delete
the old relationship linking the requester and the removed enabler.

Rule VII: Condition: (i) Change type: deletion, (ii) Component role: enabler,
and (iii) Relationship type: useful. Action: No need for adaptation because the
deleted enabler is not mandatory for requester realisation.

Rule VIII: Condition: (i) Change type: introduction, (ii) Component role:
requester, and (iii) Relationship type: necessary or useful. Actions: Depending on
the requester needs three options are possible: (1) Introduction of a new relation-
ship between the requester and an existing enabler. This enabler may require a
few modifications. (2) Introduction of a new enabler to the system because any
of the existing components does not fully satisfy the requester needs. In addition,
introduction of a new relationship between the requester and the new enabler. (3)
Application of both actions mentioned in previous items.

Rule IX: Condition: (i) Change type: introduction, (ii) Component role: enabler,
and (iii) Relationship type: necessary. Action: If a component is introduced as an
enabler of a requester then the later needs no adaptations since it is just requiring
some capabilities from the enabler in order to achieve its realisation. The only
adaptation concerns relationships as follows: introduction of a new relationship
between the new enabler and the requester.

Rule X: Condition: (i) Change type: introduction, (ii) Component role: enabler,
and (iii) Relationship type: useful. Action: No need for adapting the requester
because the introduced enabler is not mandatory for requester realisation. The
only adaptation concerns relationships as follows: introduction of a new relation-
ship between the new enabler and the requester.

4.3.1 Applying Impact/Adaptation Rules to Illustrating Example

Given the decision “supplying customised products to the customer”, component
A (value proposition) is the first component undergoing a change (it is modified).
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From component A, change is propagated to component B through the relation-
ship R1 (see Fig. 2). From there, changes propagation follows the sequence: B
R2 C, C R6 G, C R3 D, D R4 E and D R5 F (see Fig. 2). Below we present
two steps of the sequence to illustrate the application of the impact/adaptation
rules:

A R1 B: Component A is related to B (design and manufacturing processes)
via the relationship R1. Given the type of change on component A (modifica-
tion), the component role (requester) and relationship type between the two
components (necessary) the rule to be applied is number I. Now, as this modifi-
cation involves new design and manufacturing requirements, two set of actions
are possible (actions 2 and 3 of rule I). As design and manufacturing process are
very complex and strongly coupled to the manufacturing infrastructure, intro-
ducing new components (option 3) would be too expensive. That is why the
most appropriate option to be applied is number 2.

C R6 G: The company lacks of technical skills required for evolving the func-
tionality of the PLM application (component C) in order to support changes on
the design and manufacturing process (component B). To cope with this, the
company signs a partnership with the PLM supplier, that is, a new component
referred to as G (HR-outsourcing-PLM development) is introduced. In this case,
the rule to be applied is number IX and the action 1 which consists of introducing
a new relationship (R6) between G and C.

5 Conclusion and Future Work

In this paper, a detailed review in change management was carried out in order
to conceptualise how this subject is addressed in adjacent areas and find out
clues applicable to the Business-IT alignment field. From these clues, this paper
proposes a framework that aims at analysing changes and a set of rules that
determines impact scope and suggests potential adaptations. The application
of the framework to the illustrating example shows that it helps analysts to:
(i) determine change sources; (ii) define impacted elements through placing
organisational components into a domain/level model and characterising the
relationships between them. In turn, applying the set of rules to the example
help analysts to (iii) classify the type of the change; (iv) identify if there was an
impact or not and propose a set of adaptations.

When comparing our approach to related work we found the following sim-
ilarities and differences. The reviewed works aim at maintaining coherence in
enterprise models, software systems or requirement specifications. Our approach
addresses a similar problem because its main objective is to maintain Business-IT
alignment, i.e., preserve coherence between Business and IT elements.

The following are the main differences: (i) the elements of related work are
very specialised to specific subareas while the elements of our framework are
transversely applicable to different areas; (ii) in contrast to related work in
which type of elements are homogeneous, our approach gives the possibility of
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representing elements that can be heterogeneous; (iii) unlike related work where
element simplicity allows the automation of the propagation process, in our app-
roach, propagation must be assisted by the analyst because of the complexity of
the involved organisational elements.

As future work, a tool allowing the following is desired: (i) to apply the
framework and the rules by using a graphical/textual editor, and (ii) to calculate
the actions in a (semi) automatic way.
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Abstract. Large-scale adoption of cloud computing has resulted in the frag‐
mentation of responsibilities over IT resources between consumers and providers
of cloud services, necessitating the re-assessment of governance principles and
processes. In this paper we have described a Cloud Computing Governance
Reference Model that is an adaptation of the SOA Governance Reference Model
with specific extensions to cover the governance requirements of cloud computing
environments. The reference model includes definition of guiding principles and
specification of governance processes.

Keywords: SOA Governance Reference Model · Cloud Computing Governance
Reference Model

1 Introduction

The current rapidly changing business environment necessitates high business agility in
order to control costs and to maintain a competitive market position. A key challenge
for Information technology (IT) management is aligning IT capabilities to the needs of
business while at the same time reducing the risk and optimizing the use of IT resources.
To protect their investment, IT organizations must implement governance policies and
processes that enable flexible and rapid reaction to a changing business environment.

Cloud computing provides shared, scalable and flexible IT resources in the form of
services over the Internet, simplifying and accelerating the implementation of informa‐
tion systems, typically resulting in cost reductions and improved business agility [1].
However, to achieve these benefits, appropriate governance methods that maximize the
business value of IT while minimizing associated risks and costs, have to be imple‐
mented. At present, widely accepted IT governance frameworks lack focus on cloud
computing governance and do not fully address the requirements of cloud computing [2].

SOA Governance Framework [4] is recognized as the international standard [5] for
governance of Service-Oriented Architecture (SOA). SOA and cloud computing share
key concepts and characteristics presenting an opportunity for a unified service gover‐
nance framework [6–9]. However, there are also significant differences between SOA
and cloud, in particular the assumption that SOA services are designed, developed,
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provisioned and controlled on-premise by the end-user organization [3]. In the case of
public cloud computing services, cloud service providers assume responsibility for the
risks associated with the development, provision and maintenance of services typically
providing services to a large number of consumers [10]. It follows that cloud service
providers cannot take into account the needs of each individual service consumer [9].
The recent shift towards the use of externally provided cloud computing services in
enterprise applications has altered the basic premise of SOA governance requiring the
re-assessment of governance principles and processes.

In this paper we describe the adaptation of the SOA Governance Reference Model
for cloud computing environments taking the service consumer perspective. We describe
a Cloud Computing Governance Reference Model (CCGRM) that facilitates the gover‐
nance of cloud computing in end user organizations. Our approach is based Design
Science Research Methodology presented by Peffers [11] starting with literature review,
and based on this literature review we have defined the research problem and the objec‐
tives of the CCGRM model. We have applied the CCGRM model in an IT organization
and observed the impact of using the model on governance processes.

In the next section (Sect. 2) we review related literature. Section 3 introduces the
proposed Cloud Computing Governance Reference Model, and Sect. 4 describes how
the model was verified. The final section (Sect. 5) gives conclusions and proposals for
future work.

2 Literature Review

Dehghani [12] argues that today’s organizations need an effective governance frame‐
work to determine the requirements of governance and to evaluate the current state of
governance in their organization. Over the last decade, a number of IT governance
frameworks including COBIT, ITIL, ISO 38500 for Corporate governance of informa‐
tion technology or Service-oriented Architecture (SOA) governance have been devel‐
oped and deployed in organizations [13]. According to the Open Group [3] effective
SOA governance helps to establish decision-making model and organizational structures
and to define processes and metrics required to ensure that SOA implementation meets
strategic business goals. Numerous SOA governance approaches have been developed
[14–18], but there is no widely accepted cloud computing governance standard [19].
Cloud computing has emerged as an evolving approach for delivering shared and
configurable IT resources as services over the Internet [22]. As cloud computing shares
basic principles of service-oriented computing with SOA [23], cloud computing gover‐
nance can be considered as a specialized SOA governance system or its extension [24].
Most SOA governance principles can be applied to cloud computing services [19–21],
however there is a lack of research that addresses the adaptation of these principles and
corresponding processes of SOA governance for cloud computing environments.

The SOA Governance Framework developed by the Open Group covers in detail the
governance principles for governing Service-Oriented Architecture environments [14].
SOA Governance Framework was ratified as an international standard ISO/IEC 17998:
2012 Information technology - SOA Governance Framework [22]. SOA Governance
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Framework describes SOA Governance Reference Model, which defines aspects of SOA
governance including guiding principles, processes, artifacts, roles and responsibilities,
and technology [3]. SOA Governance guiding principles define common rules to support
business and IT alignment [3]. They assist in the prioritization and decision-making for
design, deployment and execution of SOA Governance Reference Model reflecting three
governance aspects: people, processes and technology. SOA Governance governing
processes are constantly executing in an organization and govern governed processes
that are being controlled, monitored and measured [3].

3 Cloud Computing Governance Reference Model

Large-scale adoption of cloud services causes a fundamental change in the status and
position of enterprise IT [25]. In traditional environments enterprise IT is a sole provider
of IT services, but following the adoption of cloud services the role of enterprise IT also
encompasses facilitation of IT services provided by external third parties. From a gover‐
nance viewpoint this introduces a number of issues:

• How should the existing (SOA) governance model be modified or extended to ensure
that cloud computing services support business processes in accordance to organi‐
zational governance principles?

• What changes to (SOA) governance processes are needed to support the adoption
and utilization of cloud computing services?

The SOA governance model covers two important areas: People (organizational
structure, including roles and responsibilities) and Processes (governed and governing
processes). In addition to these areas the cloud computing governance model should
also include Enterprise Policies that aim to minimize the risks associated with cloud
services. These policies should help to identify services that can be delivered by external
cloud providers, identifying data that can be stored in the cloud, and provide guidance
for ensuring runtime availability of services. We describe the process of developing the
Cloud Computing Governance Reference Model (CCGRM) in the following sections.
In Sect. 3.1 we describe the CCGRM conceptual model, in the Sect. 3.2 we define the
CCGRM guiding principles, and Sect. 3.3 describes the CCGRM processes.

3.1 CCGRM Conceptual Model

CCGRM is a specialization of SOA Governance framework and forms the basis for the
definition of guiding principles and processes that facilitate the development of a consis‐
tent governance system. We have used a number of sources for developing this model,
including the OASIS Reference Architecture Foundation for SOA [26], integrated
conceptual view on governance [27] and conceptual model for governance [28]. Figure 1
shows the CCGRM conceptual model indicating the key entities and relationships.

The central entity of model is the Process. Process is defined as a set of Activities
performed to enable consistent definition, implementation, and enforcement of rules that
regulate utilization of cloud computing services. The model defines two types of
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processes: Governing Processes and Governed Processes. Governing processes control
and monitor governed processes; governed processes implement design and operational
aspects of cloud computing governance. Metrics measures process activity and its
performance to ensure effective governance. Roles have responsibility for processes that
implement governance and authority to define the Policies. Artefacts are associated with
processes and include process description and documentation. Policy is the formal char‐
acterization of the conditions, constraints and activities that are necessary to achieve
governance goals. Policies are defined using Guiding Principles that specify rules that
a cloud service consumer must follow promote effective use of cloud computing services
and also help to define governance goals. Goals are the main governance objectives that
the organization aims to achieve using the governance processes.

3.2 CCGRM Guiding Principles

The first step in the implementation of CCGRM framework is the definition of gover‐
nance guiding principles that are used for the design, deployment and operation of the
governance model. Cloud computing governance guiding principles focus on the align‐
ment of business and IT and should be compliant with other organizational governance
principles and standards, and at the same time reflect the specifics arising from the fact
that cloud computing services are provided by third parties external to the organization.
Cloud computing governance guiding principles define common rules that enable the
application of a consistent approach for the implementation of cloud computing services
at all levels of the organization, and provide a reference point for making decisions for
the design, deployment and operation of cloud computing governance. The governance
guiding principles are defined in accordance with the stakeholders needs and ensure that
the policies achieve the strategic objectives of the organization. We have identified the
following cloud computing governance principles:

Fig. 1. CCGRM conceptual model
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• Strategic cloud computing initiatives must be aligned with business strategy and must
be supported by executive management. Strategic alignment of business strategy, IT
strategy and cloud computing strategy ensures that initiatives in cloud computing are
in line with strategic business objectives. Cloud computing initiatives must be
supported by executive management and must be based on stakeholders needs.

• Cloud computing governance must be aligned with enterprise and IT governance.
Cloud computing governance should be developed in alignment with enterprise
governance, IT governance and supported by executive management and based on
business and stakeholders needs.

• The expected value derived from cloud computing services must be clearly defined
and continuously measured. The value of a cloud computing service is related to the
level to which the service meets stakeholder needs. Estimates of the value of cloud
services help to identify implementation priorities; metrics are used to compare the
achieved value with the initial estimates.

• Cloud computing governance should recognize the rights of stakeholders established
by law or through mutual contractual agreements. Approved contractual agreement
between cloud service provider and cloud service consumer must meet the needs of
services consumers.

• Cloud computing governance system should maintain metadata about cloud services.
Stakeholders should maintain accessible and transparent information about the
purpose of cloud computing services and their role in the context of other services.
Cloud computing service metadata includes service description, description of rela‐
tionships between services, contractual agreements, service level agreements and
other service related documentation.

• Cloud computing governance system should maintain comprehensive information
about cloud service providers. This includes information about service provider
selection and information that relates to the management of service provider rela‐
tionship.

• Effectiveness and performance of cloud computing governance should be monitored.
The effectiveness and performance of the cloud computing governance system and
its compliance with governance principles should be monitored.

• The risk associated with the use of cloud computing services should be continuously
monitored and minimized. Risk minimization involves identifying, evaluating, and
managing the level of risk associated with the use of cloud computing services.

• Cloud computing governance practices must be in compliance with legal and regu‐
latory requirements. All cloud computing compliance requirements should be contin‐
uously monitored ensuring that cloud computing services are used in accordance with
the current legislation.

3.3 CCGRM Processes

SOA Governance Reference Model includes three governing processes and four
governed processes [3]. These processes must be redefined, as they are not directly
applicable to cloud environments. For Cloud computing governance reference model
we use a uniform process description format. Each process has a Process Identifier (ID)
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and a Name. Other attributes include definition of Process Goals, Process Description,
triggering event (Process Trigger), Process Inputs and Outputs, Process Activities and
Metrics. Table 1 shows an example of process description for the Ensure risk manage‐
ment for cloud computing services process (GdP6).

Table 1. Ensure risk management for cloud computing services process description

Process ID GdP6
Process name Ensure risk management system
Process goal Ensuring managing of risk management system so that risk related to

using cloud computing services have been analysed, identified,
evaluated and monitored. Measures must be implemented to minimize
the level of risk so that the level of risk associated with the use of cloud
computing services is acceptable.

Process description Process ensures that risk management system for cloud computing
services is effective and efficient and is an integral part of
organizational risk management system. Process coordinates definition
and communication of risks associated with the use of cloud computing
services. Process ensures that changes in the environment are
constantly monitored. The process establishes risk management
practices so that risks do not exceed the level of acceptable risk,
procedures for continuous monitoring and evaluation of the level of
acceptable risk and procedures for the identification, reporting and
implementation of measures to reduce risks associated with the use of
cloud computing services and procedures for defining roles and
responsibilities.

Process trigger Planning the use of new cloud computing services, planning the use of
cloud computing services from a new cloud service provider,
information about changing credibility of cloud service provider,
changes in security policy, changes in regulatory rules and standards,
changes in environment.

Inputs Cloud computing risk register, internal regulations for cloud computing
risk assessment, legislative regulations and standards.

Outputs Cloud computing risk catalogue, list of measures to reduce risk associated
with cloud computing services.

Process activities Creation, implementation, maintenance, evaluation and improvement of
risk management system, changes in strategic business goals, changes
in risk management objectives, monitoring and auditing risk
management system, setting mechanisms for communication and
reporting.

Metrics The percentage of critical business processes and cloud services covered
by risk assessment, frequency of update of risk profile, number of
cloud-related incidents that were not identified in risk assessment,
number of cloud-related incidents causing financial loss, mean time to
detect cloud-related incidents, percentage of cloud-related risk that
exceeds enterprise risk tolerance, number of incidents related to non-
compliance to policy, reduction in the cost of risk management system
activities.
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3.4 CCGRM Governing Processes

The CCGRM governing processes are processes that are used for managing governed
processes. Our model includes three governing processes:

• GP1: Managing Compliance
• GP2: Managing Exemption
• GP3: Managing Communication

The Managing Compliance process (GP1) ensures that the governed process
complies with the policies of cloud computing governance. If a governed process does
not reach the required compliance level, the managing process generates an exemption.

The Managing Exemption process (GP2) manages exceptions and determines what
action should be taken to rectify the situation. Exceptions indicate violation of gover‐
nance policies or rules. If the exception is traced to a provider service, then the exception
will be escalated to the provider who will be responsible for its resolution. The Managing
Communication process (GP3) ensures that all necessary and relevant information is
communicated to the relevant stakeholders, including the policies, standards and prin‐
ciples of cloud computing governance, and the processes for managing exceptions,
including the escalation mechanism.

3.5 CCGRM Governed Processes

The CCGRM governed processes ensure the implementation of cloud computing gover‐
nance. To ensure conformance with the CCGRM guiding principles, a number of addi‐
tional process activities need to be defined and implemented:

• GdP1: Ensure governance maintenance
• GdP2: Ensure benefits from cloud computing services
• GdP3: Ensure support for business processes by using cloud computing services
• GdP4: Ensure management of cloud computing services lifecycle
• GdP5: Ensure management of cloud computing solutions lifecycle
• GdP6: Ensure risk management for cloud computing services
• GdP7: Ensure monitoring and management of service levels
• GdP8: Ensure management of service providers

The Ensure governance maintenance process (GdP1) provides a consistent approach
that together with enterprise governance ensures definition and maintenance of policies,
practices, principles, guidelines, processes, organizational structures, roles and respon‐
sibilities. The process ensures that cloud services are used in accordance with IT strategy
and legal and regulatory requirements.

The process Ensure benefits from cloud computing services (GdP2) focuses on
ensuring that cloud services will deliver expected benefits to stakeholders while mini‐
mizing costs and risks.

The process Ensure support for business processes by using cloud computing serv‐
ices (GdP3) defines strategy for identifying business processes that are suitable for
implementation using cloud computing services. This process defines criteria and
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metrics that are used to decide whether a given business process is suitable for imple‐
mentation using cloud computing services.

The process Ensure management of cloud computing services lifecycle (GdP4)
manages a response to changing business requirements. In accordance with change
management guidelines this process enables timely response to changing requirements.

The process Ensure management of cloud computing solutions lifecycle (GdP5)
ensures that cloud computing services portfolio is continuously evaluated in terms of
the benefits and value delivered to the business. The process ensures that cost of selected
portfolio is optimized, detecting situations where the portfolio of services is not fully
aligned with the needs of business.

The process Ensure risk management for cloud computing services (GdP6) ensures
that cloud services risk management is effective and is an integral part of organizational
risk management solution. Process coordinates identification and monitoring of risks
associated with the use of cloud computing services, and establishes risk management
practices, including procedures for defining roles and responsibilities for individual
cloud services.

The process Ensure monitoring and management of service levels (GdP7) imple‐
ments monitoring and reporting service levels, comparing the agreed parameters with
the observed parameter values. In situations where the agreed service levels are not
maintained, the process will notify relevant roles within the organization.

The process Ensure management of service providers (GdP8) manages cloud service
providers, including the implementation of procedures for the selection of cloud service
providers. Process specifies criteria for the selection of cloud service providers based
on business and regulatory requirements.

3.6 Cloud Computing Governance Lifecycle

The resulting Cloud Computing Governance Reference Model described in this section
consists of ten guiding principles, three governing and eight governed processes. Indi‐
vidual processes are described in generic terms and need to be contextualized before
being implemented.

The implementation of the CCGRM model follows a life cycle that consists of four
phases: Planning, Definition, Implementation and Monitoring (Fig. 2). The aim of the
lifecycle is to continuously improve the governance processes.

The Planning phase involves the analysis of existing governance models and
processes, developing a strategy for cloud computing governance, and developing a
roadmap for cloud computing governance. The Definition phase involves the specifi‐
cation of the governing and governed processes and the development of transition plans.
The following Implementation phase involves the implementation of the governance
model, and the final Monitoring phase involves evaluation of metrics to establish the
effectiveness of the governance model.
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4 Verification of the CCGRM Model

Verification of the applicability of proposed Cloud Computing Governance Reference
Model in practice is based on a case study performed in an IT organization which
provides IT services to a large retail organization operating within the EU. The case
study was performed in accordance with the methodology for the design and imple‐
mentation of case studies for scientific purposes as defined in publication Case Study
Research: Design and Methods [29]. The IT organization decided to utilize a public
cloud computing service to support business process for new employees admission.
Given that IT organization has not used any cloud computing services so far, this project
that includes planning, selection, implementation, operation and monitoring phases is
considered as a Proof-of-Concept project. The main objectives of the case study was to
adapt the existing IT governance model using CCGRM. The data collected about the
applicability of CCGRM included reports and documentation generated during the
application of guiding principles, governing processes and governed processes defined
in CCGRM, and served as the basis for improving the model to reflect the outcomes of
the case study.

5 Conclusions

The trend towards large-scale adoption of cloud computing necessitates the re-assess‐
ment of SOA governance principles and processes, and the development of compre‐
hensive guidelines for implementation of governance in cloud computing environments.
We have argued in this paper that SOA and cloud computing share key concepts and
characteristics presenting an opportunity for a unified service governance framework
for cloud computing and SOA. We have also noted significant differences between
governance requirements for a traditional SOA and environments that involve cloud
computing, in particular the need to extend the governance framework to include serv‐
ices that are controlled by external service providers. Most of the current research efforts

Fig. 2. Cloud Computing Governance Lifecycle
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in this area focuses on the cloud provider and does not address the needs of end user
organizations that are the consumers of cloud services. We have proposed and described
a Cloud Computing Governance Reference Model designed to assist organizations to
implement a governance framework. The proposed Cloud Computing Governance
Reference Model is an adaptation of the SOA Governance Framework and defines
guiding principles, governing processes and governed processes suitable for cloud
computing environments. Our current efforts are directed towards refining the CCGRM
model and verifying its effectiveness in practice.
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Abstract. Auditing security of information flows is still considered as one of
the challenges in business information systems development. There are different
standards and approaches that address information security. However, due to the
number of information assets that have to be audited and the frequency of their
changes the audit becomes complex and sometimes too subjective. Therefore, to
have an opportunity to audit information security at the business process level,
we needed to find a method that gives the base structure for the audit activities
and supports the choice of information assets for the audit. In this regard, the
Security Requirement Elicitation from Business Process approach, which
focuses on information security requirements in business processes, provided an
idea to ground the audit approach in business processes and information flows in
them in order to facilitate integrated consideration of both, business and tech-
nology, aspects during the audit.

Keywords: Information flows � Information security � Security audit �
Business processes based security engineering

1 Introduction

Haphazard information flows that permeate every business process make the man-
agement of information assets complicated. If the management of information assets is
considered as complicated, there is a limited possibility that the management of
information asset security could provide a simplified straight-forward solution. In order
to improve this situation we, by concentrating, in particular, on information security
aspects, tried to find the ways how to identify information assets at the business process
level and apply certain measures towards the information asset perspective from the
audit perspective. The organizational business process level was chosen because it has
close relationships to the higher strategic management levels and the information
technology infrastructure, and also because, from the audit perspective, the majority of
transactions reside at the business process level.

There are different standards and approaches that address information security.
However, the vast number of information assets that are audited and the frequency of
their change make the audit a very complex and sometimes too subjective endeavor. In
order to have an opportunity to audit information security at the business process level
we needed to find a method that gives the base structure for the audit activities and
supports the choice of information assets for the audit. In this regard, the Security
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Requirement Elicitation from Business Processes (SREBP) approach [3, 4], that
focuses on information security requirements in business processes, provided an idea to
focus on business process and information flows in them in order to enhance infor-
mation security audit.

Thus goal of our research was to answer the question: “What practical method can
be used to support the main audit activities if we do the information security audit
primarily concentrating on information flows in business processes?”

To answer this question, we used the following steps in our research method:

1. Analysis of related work on information security audit and information technology
(IT) audit.

2. Investigation of capacity of the SREBP approach and its related research on Quality
Criteria for Information Demand Patterns and Information and Effects Matrix for
information flow security audit.

3. Integrating the SREBP approach and the approaches that extend its capability in
information flow security audit method.

4. Testing the proposed method on the business processes (procedures) of a small or
middle-size company (SME).

In this paper we mainly focus on the background behind the method for auditing
security of information flows and on the application example of this method. The paper
is organized as follows. In Sect. 2 we briefly discuss the essentials of information
security audit. In Sect. 3 we present the audit method and its application. Section 4
consists of brief conclusions.

2 Background

In this section the background material on information security audit is reviewed. The
basic concepts are discussed in Subsect. 2.1, the audit perspective is explored in
Subsect. 2.2, and the business process role in security auditing is discussed in
Subsect. 2.3.

2.1 Data and Information Flows

The usage of data concerns interactions of the data owner, data custodian, and
observation of data security principles [5]. In this context, according to Information
Security Audit and Control Association’s (ISACA) Glossary [2] the main terms are
defined as follows:

• Data owner - the individual(s), normally a manager or director, who has a
responsibility for the integrity, accurate reporting, and use of computerized data.

• Data custodian - the individual(s) and department(s) responsible for the storage and
safeguarding of computerized data.

• Data flow - the flow of data from the input (e.g., in Internet banking, ordinarily user
input at his/her desktop) to output (in Internet banking, ordinarily data in a bank’s
central database). Data flow includes data travel through the communication lines,
routers, switches and firewalls as well as its processing through various applications
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on servers (e.g., in Internet banking, processing the data from user fingers to the
storage in a bank’s central database).

• Data security - those controls that seek to maintain confidentiality, integrity, and
availability of information.

• Data leakage - siphoning out or leaking information by dumping computer files or
stealing computer reports and tapes.

Data security is required, because the vast amount of processed data is transformed
into information and information is considered as one of the most valuable business
assets, as it permeates each and every activity carried out in the business domain, and,
thus, damage done to information leads to material misstatements for the business.
Based on this, for further analysis carried out in this paper, it is considered that all
criteria and requirements towards data are applicable also to information and all criteria
and requirements towards data flows are also applicable to information flows.

The following steps towards ensuring data security are offered by Washington State
Standard 141.10 [6]:

• Data classification - classify data into categories, based on the level of sensitivity of
this data, whereas the levels of suggested sensitivities are public information,
sensitive information, confidential information, or confidential information that
requires special handling.

• Data sharing that should comply with local data privacy regulations.
• Secure management and encryption of data.
• Secure data transfer and exchange.

It has to be noted, that data sharing and encryption steps are not in the scope of this
paper.

When referring to information security and security of information flows, the fol-
lowing concepts should be taken into consideration [5, 7]:

• Identification of information assets.
• Identification of data owner and data custodian (referring also to information owner

and information custodian).
• Classification and labelling of information, based on its significance.
• Use of information demand patterns for reasoning about the use of information for

definite users or user groups.

The main threats for data or processed data (information) are disclosure, leak, and
unauthorized access [8].

Identification of information assets derives from analysis of data flows with ref-
erence to the definition of Infonomics - as the emerging discipline of managing and
accounting for information with the same or similar rigor and formality as other tra-
ditional assets (e.g., financial, physical, human capital). Infonomics posits that infor-
mation itself meets all the criteria of formal company assets, and, although not yet
recognized by generally accepted accounting practices, increasingly, it is incumbent for
organizations to behave as if they were to optimize information’s ability to generate
business value [9]. The following definition is available from National Archive [10] -
an information asset is a body of information, defined and managed as a single unit so it
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can be understood, shared, and exploited effectively. Information assets have recog-
nizable and manageable value, risk, content, and lifecycles. This definition shows a
direct link from information assets to business assets. In the method for auditing
security of information flows presented in this paper the flow perspective is taken. It is
combined with the view that, first, it is important to map the concept of existing
business processes of a particular company by indicating main processes – usually
sales, purchase, warehousing, manufacturing, delivery, accounting, personnel, and
payroll or any other processes. Then it is important to go through each business
process, define activities and check whether any activity can be considered as a
sub-process. Breakdown helps to identify process ownership, responsible persons
involved, and the hierarchy of accountability as it is recommended by COBIT [11]. To
better understand the flow, the information demand patterns can be applied [12], in
order to identify what kind of information is required by data custodian. This can be
applied to each data custodian group where the data custodians perform similar
activities within the business process. The identified information asset can be evaluated
from the perspective of the business domain, in order to show to what extent this
information asset can influence the business [12]. This approach helps to identify the
information assets used by the data/information custodians or groups of data custodians
and assess how critical the information asset is in the business domain.

2.2 Information Assurance: Information Security Audit Versus
Information Technology Audit

Assurance is divided into three types of services that can be provided to the client: audit
services, agreed upon procedures, and control of preliminary assessment services. Each
of the services considers a limitation of scope and activities performed during provision
of assurance services. Understanding of limitations for each type of assurance services
will enhance understanding the differences between Information Security Audit,
Information Technology Audit, and IT Security Audit here and further in the text
commonly regarded as Audit.

Control preliminary assessment is oriented on finding areas for additional attention
and thorough analysis of where higher level risks are present or any critical values of
the company are compromised. Agreed upon procedures can be viewed as gaining
assurance of the areas of management concerns or management directed audit.

Audit is a complex process initiated by the company or third parties, in order to
obtain reasonable assurance that Information Security process and documentation of
the company are free of significant misstatements. According to Global Audit
Methodology Map [18], any audit should include the following steps: (1) Planning and
risk identification, (2) Strategy and risk assessment, (3) Execution, (4) Conclusion and
Reporting, and (5) Follow Up. Before the execution of any audit, it is important to
determine the auditing strategy by selecting appropriate methodological approaches.
There are general concepts that should be taken into consideration as mandatory,
nevertheless, the interpretation of certain rules and guidelines could be varied, based on
previous issues, current concerns, and future expectations.

Auditing Security of Information Flows 207



According to Campbell and Stamp in [13, 14] there are three types of categories for
methodologies: (1) Temporal methodologies that focus on technology systems using
actual tests, (2) Comparative methodologies that concentrate on the use of specific
standards, and (3) Functional methodologies that apply tests and standards.

The Information Security audit methodology should dictate how to identify security
assets and raise audit objectives for security assets, using risk-oriented patterns. The
security risk oriented patterns relate to description of a “recurring security problem or
potential threat that derives in specific security context as well as presents a scheme for
solutions” [4].

Key risk mitigation approaches are offered in each methodology [10, 15]. Different
types of risks are defined and the levels of risks are assessed as low, below average,
average, above average, and high [8], while the impacts can be assessed as low,
moderate, and high [8]. All parts of the risk concept create the formula for Audit Risk
(considered as sum of different types of risks mentioned above [8, 10] that are used for
Audit purposes in Global Audit Methodology) in the terms of Combined Risk
Assessment, where the sum of inherent, control, and detection risks is represented, and
then the business risk is added. The Combined Risk Assessment is used for further
analysis of Information Security Audit of information flows in business processes and
development of audit method, based on audit strategy.

Alternative approach for risk assessment is a twelve-factor model for risk assess-
ment and analysis for the purposes of internal organizational audit [13, 14, 16]. This
approach goes through a specific process and ranks the current situation within the
process boundaries with an appropriate risk factor point. Each of the risk factor
domains has its own weights that in combination with the risk factor point enable to
create Entity Level Control Risk Assessment Matrix. Here low risks are considered, if
less than 83 points are counted, moderate risks are considered if 84–104 points are
counted, high risks are considered, if 105–144 points are counted. This approach will
be used in pre-application stage of the method for security audit of information flows,
in order to identify the most critical activities that require high level of security pro-
tection. Despite the fact that Entity Level Control Risk Assessment Matrix might be
assumed as judgmental, it is widely applied due to simplicity and good overview
capability of the general business process.

Another alternative methodology – The Operationally Critical Threat, Asset, and
Vulnerability Evaluation (OCTAVE) [17] - is described as functional methodology that
combines tests and standards. Mainly the approach considers that experts should drive
a compromise from the knowledge of methodology, whereas system owners should
drive the contextual knowledge. The information obtained from Information Security
Risk Assessment (preliminary procedure) is used as the basis for addressing: (1) what
assets require protection, (2) what level of protection is required, (3) how might an
asset be compromised, and (4) what is the impact on the asset if the protection fails. It
is considered expedient to use the options provided by OCTAVE methodology for
information security audit of information flows, because it draws the relation between
information, security, information flows, and functionality for information security
audit.

During analysis of related work, it was noted that available sources differently
define specific terms that have similar meaning and therefore could be misused when
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they are mentioned outside the context. These terms are – Information Security Audit,
Information Technology Audit, and Information Technology Security Audit. A brief
description of each term is given below, in order to clear the bias of using one or
another term.

According to Glossary of Terms introduced by Information Systems Audit and
Control Association (ISACA) [2], Information Security encompasses protection of
information within the boundary of a company against disclosure to unauthorized
users, improper modification, and fact of being unavailable, when required. Hereby the
three main information security concepts are indicated, namely, confidentiality,
integrity, and availability. Nevertheless, the three main named information security
concepts are extended by adding an authentication, authorization, auditability, cryp-
tography, identification, and nonrepudiation. Information Technology, based on
Glossary of Terms introduced by Information Systems Audit and Control Association
(ISACA) [2], ensures all activities and hardware or software facilities used for data
input, processing of data (information considered as processed data), and transmission
of information for output purposes. Thus, it indicates the life cycle of data processed
into information that is afterwards transformed into knowledge.

Information Technology Security [6] is defined as securing IT environment for IT
processing. It is assumed to carry out IT risk management strategy, assess the effec-
tiveness of existing security controls, education, and awareness, IT security assessment,
compliance to regulations, audit and maintenance, and data security.

Based on the concepts introduced by German Federal Office for Information
Security [23], certain relationships exist between definitions of Information Security
Audit and Information Technology Audit (IT Audit). The commonalities and differ-
ences of each definition are given in Fig. 1.

IS Audit mainly focuses on Information Security by assessing the current level of
Security in the organization, in order to point out gaps and deficiencies. This type of
audit takes care of personnel related activities and configuration of systems by using the
following criteria in this particular order: (1) Security - set as primary criteria,
(2) Efficiency and correctness - set as secondary criteria [23]. In comparison to
Information Security Audit, the IT Audit focuses not only on Information Security. It
takes into account efficiency, security, and correctness. IT Audit examines the

Fig. 1. IT and information security.
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organization by using the same criteria, but in different order and setting where all of
the mentioned criteria are primary, based on judgmental proportions led by Audit
Strategy: (1) Efficiency of IT related processes, IT organization in the company, and
security safeguards; (2) Security; and (3) Correctness by means of completeness,
timeliness, reproducibility, and orderliness [23].

According to German Federal Office for Information Security – Information
Security Audit and IT Audit are obliged to check IT structure of the organization, get
acquainted with existing business processes, applying appropriate tools in order to get
an opinion about security, correctness of procedures, as well as orderliness, lawfulness,
and usefulness. Both audits use similar techniques. Despite the contextual common-
alities of terms Information Security Audit, Information Technology Audit, and
Information Technology Security Audit, and the fact that they cover similar back-
grounds, these terms should not be used as synonyms and are not interchangeable.
Further in the paper the term Information Security Audit is used with the related
concepts, considering the methods used by Information Technology Audit and Infor-
mation Technology Security Audit.

2.3 Use of Business Process Models in the Audit

Global Audit Methodology designed by Ernst and Young [18] considers it expedient to
apply business process modelling during certain audit stages, because good under-
standing of the business helps the participants of the audit domain to apply their
knowledge of the audit domain at the business domain. Moreover, as according to risk
orient approaches used in Global Audit Methodology [10, 18]; the majority of the
assurance activities reside on the transaction and process level. Therefore good
understanding of the process level ensures reaching the audit objectives for obtaining
reasonable assurance about the operations carried out by the Audit Object. For better
understanding of the process, it is advised to apply such additional approaches as M.
Porters Value Chain [19] that classifies the processes into core processes, support
processes, and management processes. In this perspective, it is possible to distinguish
significant classes of transactions (operations) from the non-significant transactions and
insignificant transactions. Each process should be assessed at an acceptable level of
detail, in order to understand the completeness and quality of the process execution.
For this purpose, it is advised to apply Capability Maturity Model Integrated [19] that
helps to assess the processes by labeling them with five levels: initial, managed,
defined, quantitatively measured, and optimized. As for the third additional technique,
it could be considered to compare the existing process to APQC process classification
[19] that gives a breakdown for activities that should be covered by certain process
domain.

In Accorsi et al. [20] another method that links business processes and Information
Security is presented. IT Security audit evaluates the effectiveness of internal controls
and detects/analyses outliers. The method described by Accorsi et al. [20] links the
concepts of information security to business processes and indicates the use of data
flows (processed data considered as information, thus here: information flows) in
information security audit. The method considers also business process mining which
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is out of the scope of this paper. Accorsi et al. [20] indicates the following properties to
be considered in information security audits: authorization, usage control, separation of
duties, binding of duties, conflict of interest, and isolation.

Security Requirement Elicitation from Business Process (SREBP) approach was
developed by Naved Ahmed and Matulevicius from Institute of Computer Science,
Tartu University, Estonia; afterwards the approach was extended in the international
project among Tartu University (Estonia), Riga Technical University (Latvia) and
University of Rostock (Germany) [3, 4, 12]. The approach bridges the needs and
knowledge of business process analysts and security engineers by transforming the
security objectives into security requirements, whereas attracting security engineering
and business analysts, in order to determine and lower the intentional harm to valuable
assets. Therefore, the key issue of the approach is to identify the security criteria and
elicit security requirements from the business process model.

The SREBP approach deals with limitations of the systematic requirement engi-
neering for addressing security in business processes, whereas covering up to 80 % of
security requirements, indicated in that research, in comparison to Security Quality
Requirements Engineering Method, that covers only 44 % of security requirements [3,
4]. Use of the approach encompasses two phases: the main results that can be expected
from the SREBP approach are linking business assets to security criteria, then iden-
tifying whether certain security patterns proposed by the authors of [3, 4] can be
applied, afterwards proceeding with IT security requirements for the certain business
activity or several activities within the scope of the definite business process. The
approach is oriented for the use by internal IT auditors or system administrators for
providing security requirements to the company. The SREBP approach can be used by
external IT auditors, only as guidelines, in the initial phases of IT security audit or
within the scope of agreed-upon procedures. The advantage of the SREBP approach is
that it directly addresses the issues relevant for information flow security audit.
Therefore it was taken into consideration in the method described in the next section.

The Information Security strategy and organization-wide strategy are becoming
more coordinated by addressing business processes and value-added capabilities,
leveraging the use of applications and technologies through business process
re-engineering. Despite any standard auditing approaches used, each audit project is
considered as unique due to choice of audit strategy, methodologies, and tools applied.

For the development of method for information flow security audit, it is considered
expedient to base the requirements on one of the most important documents that is used
in any audit - the Audit Plan. The Audit plan should help to understand all the activities
and milestones that should be completed during the audit by breakdown into audit
phases [21]. The audit plan that was used in this research is presented in [22].

The following risks should be addresses when information security audit is carried
out:

• The system or specific software inaccurately processes data, processes inaccurate
data, or both that caused wrong decisions for critical business processes.

• Unauthorized user access to data damaged the data itself or changed the data
improperly, or unauthorized or non-existent transactions were processed, or the

Auditing Security of Information Flows 211



transactions were improperly recorded, causing material or immaterial
misstatements.

• IT personnel gained advantage of access privileges that exceeded the need to per-
form their duties that resulted in segregation of duties.

• Users made unauthorized changes in master files that made the data incomparable.
• User made unauthorized changes to systems or software that caused errors in

execution of critical operations.
• User failed to make required changes to system or software that resulted in the delay

of business operations.
• IT personnel noticed damage of data in backups or were not able to access system

data backups as required that resulted in data loss.

On the basis of related work the requirements for information flow security analysis
were stated (see Appendix). When evaluating the SREBP approach against these
requirements it was estimated that it meets about 27 % of all requirements [22]. Thus
the audit method that is presented in the next section included more auditing issues than
prescribed by the SREBP approach.

3 The Audit Method and Its Application

For developing the information flows security audit method the SREBP approach [3]
was integrated with Octave Allegro Global audit methodology [17], Entity Level
Control Risk Preliminary Assessment Matrix [16], and Information demand patterns
[12] (Fig. 2). The approaches for integration were chosen to cover all requirements that
were derived from different information security and IT security audit approaches (see
Appendix). The method assumes that the mapped business processes are available in
the company, and it is possible to identify information flows between different
activities.

The method itself is the table of items, which have to be considered during the
audit, and guidelines of its application. The tabular form of the method has been

Fig. 2. Constituents of the audit method.
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already presented in [22] where the substance of execution of the method is provided
with step by step explanation of the rationale. In this paper we focus on the background
behind the table and the application results of the method. Therefore we present the
method just briefly in Fig. 3. Each slot in Fig. 3 corresponds to the section of the

Table 2, and each entry in the slot corresponds to the row in the table. The Table 2 with
the empty last column can be used as the base template in the audit.

The method was tested in the IT service company that offers high quality solutions
to complex technology and outsourcing services. So the experiment was done in the
context of quality processes, business process oriented management, and skilled pro-
fessionals. Five processes (procedures) of the company were analyzed. The processes
were presented in the form of flowcharts and supplementary materials that allowed to
identify information flows between activities.

In order to understand the most critical process to be audited in the IT Service
Company, Entity Level Control Risk Preliminary Assessment Matrix was carried out
for the five processes (procedures) – selection of clients, planning interactions with
clients, analysis of customer needs, sales offer, and post warranty support. The results
of analysis for one the processes (procedures), titled Process X in the remained of the
paper, are presented in Table 1.

Process X totaled 86 points for Entity Level Control Risk Preliminary Assessment,
which indicated that it has to be considered for further analysis by the proposed audit
method, because of moderate result in Preliminary Risk Assessment. Procedures with
low risks were not considered in the audit. Further we illustrate how the audit method
was applied to Process X (see the representation of the base table sections in Fig. 3).
Process X consisted of several activities. We illustrate only one of them in Table 2.
Company confidential information is either deleted or abstracted in the remainder of
this section including Table 2.

Fig. 3. Items to be considered in the audit.
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The application of audit method was time consuming, however, the information
available in process models and supplementary materials was sufficient to apply the
method. Preliminary assessment gave an opportunity to narrow down the scope of the
audit and to concentrate to the most vulnerable issues.

Tables similar to Table 2 were developed for all activities of Process X. The main
benefit can be achieved by summarizing the obtained information from each table (each
activity in the selected process) by information assets, thus conducting a combined
review as it is natural in the SREBP approach. The designed method helps to identify at
which process, sub-process or activities the information asset is most exposed to threats
and potential misstatements. Furthermore it is possible to verify whether appropriate
controls are placed for protecting this information asset. In addition, it is possible to
identify all custodians of definite information asset and check whether all information
asset custodians are authorized to access this information asset. Moreover, the designed
method allows to review whether the information asset is reasonably controlled, con-
trolled not enough, over-controlled without a reasonable basis, or identify overlapping
controls that could be limited.

Table 1. Entity level control risk preliminary assessment matrix - Process X.

No. Risk factor Risk factor point and
description

Weights Weighed
points

1. Control assessment 2- not fully implemented or
minor lacks indicated

5 10

2. Changes/Reorganization 3- significant changes of
process, procedures,
personnel

4 12

3. Complexity of the
process

2- moderate complexity 4 8

4. Impact on other
processes

3- high impact on other
processes

3 9

5. Cost level 1- low 6 6
6. External or third party

Impact
2- moderate 2 4

7. Time since previous
audit

2- one-two years 2 4

8. Management concern
assessment

2- moderate 3 6

9. Fraud indications 1- low 4 4
10. Impact on further

decision making
3- significant 3 9

11. Employee experience
and qualification

2- experienced and qualified 3 6

12. Social responsibility
and public interest

2- moderate 4 8

Total points: 86 [Moderate risk]
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Table 2. Deployment of extension to SREBP for Process X Part 1.

No. Activities Work done

1 General
1.1 Entity Level Control

Preliminary
Moderate

1.2 Process Process Name
1.3 Sub process Sub process Name
1.4 Activity Activity name
2 Data and Information
2.1 Information Asset Asset Name
2.2 Information Asset Owner Head of X line
2.3 Information Asset

Custodians
Head of X Dept., Role

2.4 Apply Assertions/Security
Criteria

Confidentiality, Accessibility

2.5 Vulnerabilities related to
Information Asset

Disclosure or destruction of information; if change of
Role, then old manager maintains the access

3 Risk Assessment for
Information Asset

3.1 What can go Wrong List of Y is accessed by unauthorized person with
intention to obtain data and disclose it to interested
parties harming the Company’s reputation.
Sensitive Y information is disclosed to
non-authorized third parties that results in data
leakage of ongoing projects and expected
customers or even losing the client

3.2 Risk Impact High
3.3 Risk Occurrence Low
3.4 Level of Risk Moderate
4 Analysis of Significant

Risks (non tolerable)
4.1 List of Recommended

Controls at Place
Information access rights to each Y or group of Y and
the profile files are granted and removed separately
on an ad hoc principle by authorization of
data/information owner, Taking into consideration
the reasoning for the need of this information for
execution of daily responsibilities of the employee
and which particular information will be used.

IT application control works as Software functionality
That limits copying and exporting information from Y

4.2 Control Effectiveness
4.2.1 List of Recommended Test

of Controls
Obtain a sampled list of users who have access to the
Y, check existence of approval of access rights of
data/information Custodian by data/information
owner. Obtain the list of daily responsibilities of

(Continued)
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4 Conclusions

In this paper we shared our knowledge with respect to information flow security audit.
We considered different audit methods and, according to the assumption that business
process models are available in the company, we integrated knowledge from pattern
based security requirements engineering approach and contemporary information
technology and security audit approaches to present a dedicated method for information
flow security audit.

As mentioned above, the application of the method gave an opportunity to identify
vulnerable information assets and perform the security assessment of information
flows. However, due to the fact that information flows permeate more than one busi-
ness process, including several sub processes and vast amount of activities, the
application of the method was time consuming. Therefore we can conclude, that while
the presented method, which is based on several well known information security and
IT security audit and analysis approaches, already now gives means for auditing
security of information flows, further research should be aimed at reducing the audit
time. This might be achieved by developing IT services for supporting the method with
the specific thesaurus, business process analysis tools, and audit visualization
techniques.

Table 2. (Continued)

No. Activities Work done

sampled data/information custodian, check the
current necessity and purpose of access to
particular information from Clients profile

4.2.2 Effective Control vs
Security Criteria

Efficient

4.3 Controls not at place or not
effective

Not required

4.3.1 List of Recommended
Substantive Procedures

n/a

4.3.2 Security criteria vs.
Substantive Procedures

n/a

4.4 Summary of Results Controls are considered to be at place and are
efficient

5 Conclusion on Protection
of Information Asset

Information asset is protected

6 Suggestions for
Improvements

Use Y codification. For processing purposes Y, as
well as list of projects may not be identified,
showing only total numbers.

Apply security roles to users that have access to this
information.
Ensure the process of granting access rights and
removing them, when not necessary for execution of
work duties
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Appendix: Audit Plan Requirements

1. Requirements derived from Planning and Risk Identification:
1.1. Complete Entity Level Control Preliminary Risk Assessment Matrix, in order to ensure 
evaluation of:
1.1.1.Control preliminary assessment of the process; 1.1.2 Changes and reorganization done to 
the process; 1.1.3 Complexity of the process; 1.1.3 Impact on other processes; 1.1.4 Cost level; 
1.1.5 External or third party impact; 1.1.6 Time since previous audit; 1.1.7 Management 
concern assessment; 1.1.8 Fraud indications; 1.1.9. Impact on further decision making, .1.1.10 
Employee (data custodian/information custodian) experience and qualification, 1.1.12 Social 
responsibility and public interest.
1.2. Ensure ability to design the audit program activities that are aligned with information 
security management systems intended outcomes and strategic direction of the organization.
1.3. Ensure proper documentation of the results gained during information security audit.
1.4. Be applicable within definite boundaries of information security management system.
1.5. Be capable to identify external and internal vulnerabilities.
1.6. Be capable to check the integration of information security management system 
requirements in organization’s processes.
2. Requirements derived from Strategy and Risk Assessment
2.1. Map existing business process, mark data input and output, identify information flows/ 
identify data sources, processing points and end points (information flow).
2.2. Identify information security risk owners.
2.3. Use information flows to identify information assets.
2.4. Identify information demand patterns.
2.5. Apply information security criteria towards activities that involve information flows.
2.6. For activities that involve information flows, identify potential risks, risk impact and risk 
likelihood.
2.7. Summarize the risk assessment for an activity that involves information flows.
2.8. Support information security risk acceptance criteria state (whether risk is accepted, 
transferred or mitigated).
2.9. Prioritize analysed risks for treatment based on risk assessment plan and the strategy of 
the audit – whether to rely on controls or not, by applying substantive procedures for 
information security audit
2.10. Prepare a list of information that would help to plan the audit activities.
2.11. Specify whether any information, user activity logs are to be observed.
3. Requirements derived from Execution of Audit Activities
3.1. Determine the match of controls with security assertions.
3.2. Based on the business process mapping, state whether appropriate controls are designed 
to cover the risks in the concept of security objectives.
3.3. Based on the business process mapping, check whether appropriate controls are effective 
to cover the risks in the concept of security objectives.
3.4. Define whether additional procedures are required.
4. Requirements derived from Conclusion and reporting
4.1. Merge all identified issues; 4.2 Compare the indicated issues with risk tolerance; 4.3 
Prepare suggestions and improvements; 4.4 Identify if any changes occurred after the audit.
5. Requirements derived from Follow up
5.1. Mark whether the recommendation towards information security are implemented.
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Abstract. Nowadays, information security is a main organizational
concern that aims to control and protect business assets from exist-
ing threats. However, the lack of mechanisms to direct and control
the increasing incorporation of Information Technology (IT) assets to
support new security solution architectures creates additional security
threats. We created a method to identify the hidden implications that
exist after implementing IT assets of different solution architectures. This
method comprises two artifacts. The first artifact is a metamodel that
characterizes three domains: IT governance, enterprise architecture, and
dependencies between IT assets of solution architectures. The second
artifact is a model to specify value dependencies, which identify the
business impact related to interoperability relations between the afore-
mentioned assets. The application of this method in a Latin American
central bank led to rationalize IT assets and to obtain a suitable security
solution architecture from two existing architectures.

Keywords: Information security · IT governance · Interoperability ·
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1 Introduction

The importance of information security has increased in organizational environ-
ments, because of the need to minimize the negative impact and the catastrophic
consequences of the materialization of security threats [1]. These security threats
jeopardize core business processes. Therefore, with the goal of protecting business
operation, organizations incorporate heterogeneous and duplicated IT assets into
security solution architectures. This behavior entails negative business impacts
that result from the extra costs of operating and maintaining new security assets,
and from the additional security threats against unprotected assets.

The design of mechanisms for directing and controlling the acquisition and
interoperability of IT security assets is a task that must be performed by the
Information Security Governance (ISG). Current ISG approaches [2–4] focus
on aligning governance elements with business concerns without assessing and
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quantifying their existing dependencies nor their business impact. Consequently,
we aim to identify and asses the interoperability relations between IT and busi-
ness assets in order to reduce the origin of new security threats.

In this study, we present a governance method created as an operational
mechanism to identify the business impact generated by the interoperability
relations among IT assets. A core artifact of this method is a metamodel that
characterizes (i) the IT Governance (ITG) domain (e.g. IT processes, impacts,
threats), (ii) a subset of the Enterprise Architecture (EA) domain (i.e. relations
between business and IT assets), and (iii) value dependencies that represent the
business impact (e.g. costs, time) of interoperability relations among EA and
ITG elements. We created an ISG model that conforms to the aforementioned
metamodel to quantify value dependencies with the level at which different IT
assets create or destroy value. EA assets are represented using an existing method
that quantifies their dependencies [5], whereas the analysis of business impact
between value dependencies is performed by using the well-known Object Con-
straint Language (OCL). The proposed method was used to represent and assess
the value dependencies between IT assets of two different security solution archi-
tectures of a central bank in Latin America. The identification and quantification
of these value dependencies allowed security architects to propose an integrated
solution architecture that reduced threats such as the duplication of services and
investments, as well as the under-use of IT assets’ capacity.

This paper is organized as follows. Section 2 presents the core terminology, a
case study of a central bank that uses two solution architectures to illustrate a
set of ISG challenges, and the research methodology. Section 3 describes the main
components of our ITG and ISG valuation approach. It also presents the instan-
tiation of each component for the case study. Section 4 summarizes the results
of assessing the value dependencies identified in the presented solution architec-
tures. Section 5 discusses related work, and Sect. 6 presents our conclusions and
future work.

2 Background and Challenges

The concepts of relevance for this research are enterprise and solution archi-
tectures, information security, ISG, interoperability, and value dependency. An
architecture is defined as “the fundamental organization of a system embodied
in its components, their relationships to each other, and to the environment” [6].
Accordingly, an enterprise architecture organizes business assets (e.g. business
processes, goals) and IT assets (e.g. software, hardware, services) into an align-
ment model that highlights their dependencies. A solution architecture describes
how a set of interrelated IT assets supports a business activity through the trans-
lation of requirements into a concrete solution (interrelated IT assets), high-level
IT system specifications, and a portfolio of implementation tasks [7].

Information security is the set of actions performed to protect business and
IT assets from different threat sources [8]. These threats aim to compromise
the confidentiality, integrity, and availability (CIA) of the mentioned assets [1].
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Weill and Ross define IT Governance as “specifying the decision rights and
accountability framework to encourage desirable behavior in the use of IT” [9].
ISG is a system with a multi-dimensional perspective (e.g. risks, policies, mea-
surement, organizational management) responsible of guarantying the CIA of
the organization’s assets [1]. Therefore, the remainder of this paper presents
operational mechanisms to control the desirable behaviour of IT assets to pro-
tect business assets. Interoperability is “the ability of two or more systems or
components to exchange information and to use the information that has been
exchanged” [10]. A value dependency quantifies the positive or negative business
impact of an interoperability relation between two IT assets.

2.1 Security Solution Architectures: A Central Bank Case Study

We present two security solution architectures of a central bank in Latin America
as a case study. In this company, the information security concern has increased
during the last two decades and security has become a core requirement of any
organizational solution or service. That is why the organization has 20 different
security solution architectures that include more than 500 IT assets such as
services, policies, infrastructure, among others. Given the complexity inherited
from the wide architectural space, the bank has established a new policy that
requires the integration of the two security solution architectures that currently
address the same security issue: access control. Figure 1 illustrates both solution
architectures through a component-based diagram.

Fig. 1. Two security solution architectures within the central bank.

The first architecture (cp. Architecture 1 box in Fig. 1) is responsible for
delivering authentication, authorization, and privileges management services
to the company’s web applications. It includes three main components named
Authentication, Authorization, and Privileges Manager. In order to fulfill CIA
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requirements, the architecture employs external components like the Rivest,
Shamir and Adleman (RSA) system as an authentication component; the Light-
weight Directory Access Protocol (LDAP) that works as a user repository asset;
the Access Manager (AM ) component used for authenticating and authorizing
users through a cookie-based approach; an SSL Proxy, which is a bank legacy
component; and finally, authentication and authorization rules are defined and
validated in the Rules Engine and visualized through the Rules Viewer.

The second architecture (cp. Architecture 2 box in Fig. 1) relates to the
security portal employed during the authentication and access control of differ-
ent applications defined in the corporate portfolio. In general, this architecture
delivers identity management services. It has three main components called Pro-
visioning, Identity Manager, and Role-based Control. It also uses the LDAP as an
external component as well as the AM components used in the first architecture;
the ASP Connector is also employed during the authentication and authoriza-
tion phases. Each of the three main security portal components uses the services
provided by the components that are part of the first architecture.

Both architectures are not exclusive but complementary solutions to pro-
vide access control. Despite the dependencies among components being defined,
the impact generated by their external components (e.g. partial utilization of
capabilities) is not evaluated. The bank needs to evaluate dependencies between
the involved assets in order to understand their interoperability, and therefore
their positive or negative business impacts. To propose a sustainable integrated
architecture, negative impacts and consequences must be minimized.

2.2 ISG Challenges

Given the need of direction and control over the IT assets’ acquisition that sup-
ports information security, we identified the following two main ISG challenges.

C1: Identifying interoperability relations between IT assets. There is
a lack of mechanisms to identify the interoperability relations between IT
assets found within solution architectures. Dependencies among assets are
not directed and controlled, nor are the vulnerabilities identified. In the case
of information security, new IT assets are incorporated to the security solution
architectures in order to mitigate a set of security threats. However, the lack
of governance for interoperability relations results in the generation of new
business vulnerabilities such as duplication of services (i.e. LDAP and AM in
Fig. 1), duplication of controls for these services, under-use of assets capacity,
un-protected services, among others. The identification of value dependen-
cies is even more critical when organizations incorporate IT assets without
aligning them to an enterprise or solution architecture.

C2: Valuating dependencies between assets. Once the interoperability
relations are identified, there is a need to quantify and classify these depen-
dencies with the goal of analyzing their positive or negative business impact.
This allows organizations to simulate or measure the impact (e.g. costs, time)
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assumed by an organization when they evaluate or incorporate different infor-
mation security assets. For instance, when a service is duplicated in the space
of security solution architectures, this supposes a new business vulnerability,
and additional costs that should be covered by the organization.

2.3 Methodology

We developed and evaluated the proposed method by following the Design Sci-
ence Research (DSR) approach. Design science “creates and evaluates IT arti-
facts intended to solve identified organizational problems” [11]. We focused on
the organizational problem of evaluating and adapting IT assets and architec-
tures to changing business activities, through the proposal of IT artifacts such
as an ITG metamodel, an ISG model, and instantiations of these artifacts.

First, we analyzed different approaches to align security assets with EA ele-
ments and governance mechanisms [1–3,12,13], approaches to measure the value
delivery of IT investments [14], and approaches to quantify the value of the IT
assets that are implemented [4]. Some of these approaches quantify the value of
IT assets or IT investments independently. We found that they do not intend to
model and assess how the dependencies between IT assets or IT architectures
destroy value (cf. problem relevance guideline in DSR). Section 5 compares our
approach to related work.

Second, we created our own metamodel (an abstract data model) by using
the Eclipse Modeling Framework (EMF) as an ecore file to establish relation-
ships between elements of three domains: ITG, EA, and value dependencies. We
instantiated the metamodel by creating an ISG model (XMI file) that contains
specific elements for each domain. The ISG elements were fed with information
(e.g. threats, IT processes, metrics, alignment dependencies) taken from frame-
works and standards like ISO/IEC 27000 series [15], NIST [16], and COBIT [17].
Then, we selected the OCL due to its ability to read and query EMF models,
in order to define queries over the ISG model to quantify value dependencies.
A formal specification of artifacts facilitates an unambiguous definition of their
structure (cf. research rigor guideline in DSR).

Then, we evaluated the designed artifacts by following a qualitative approach
based on the case study method (cf. observational method guideline in DSR).
Two security solution architectures that exist within the aforementioned central
bank were selected since both tackle the same concern (control access), which
improves comparability. We collected the components and relationships related
to these architectures from a set of meetings with an IS expert engineer (one of
the authors), a solution architect, a security chief, project managers, and leading
engineers who are affiliated to the central bank. Based on this information and
additional architecture documents, we modeled the IT assets and dependencies
of the two architectures by using an existing IT governance method [5].

Finally, we identified and modeled a set of value dependencies between these
assets. The units of analysis for both architectures correspond to the value deliv-
ery measured between their EA-specific assets. Certain business criteria were
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associated to the identified value dependencies (e.g. costs of IT assets). We con-
sidered the identified artifacts (solution architectures, IT assets, business assets,
value dependencies) as a dataset to perform our value quantification approach.
The results of the negative impact found in this valuation process were commu-
nicated to information security roles of the bank, who designed a new integrated
security solution architecture (cp. results in Sect. 4).

3 Modeling IT and Business Assets Interoperability

We defined the following artifacts to identify and understand interoperability
relations between IT and business assets, and to valuate their dependencies
(cf. challenges in Sect. 2.2).

3.1 Governance Component of the ITG Metamodel

Figure 2 summarizes the main metamodel entities that represent the ITG gov-
ernance domain (cp. Governance box). The EA and Value Dependency compo-
nents are illustrated in Fig. 3.

Fig. 2. Governance component of the ITG metamodel.

The Dimension entity establishes a governance perspective (i.e. risk manage-
ment, strategic alignment, value delivery, performance measurement). A dimen-
sion is aligned to a set of business objectives, which are supported by IT
objectives. The AnalysisModel entity defines four different analysis models [17].
First, the MetricModel allows the measurement of the progress with regard to the
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objectives. Second, the OrganizationalModel defines roles and responsibilities.
Third, the ProcessModel specifies IT processes while establishing their inputs,
activities, and expected outputs. Each process is related to the organizational
model through a RACI matrix. Finally, the RiskModel manages risks and relates
them to certain IT processes. Each risk defines its materialization probability
and its possible inception sources as human, natural, physical, technical, or envi-
ronmental. A risk also has an association to the Impact element, which represents
the business implication of the materialization of the risk (e.g. financial aspect).

Furthermore, the governance component defines a Threat entity which rep-
resents external or environmental difficulties that directly affect the organiza-
tion. The threat entity is associated to the Vulnerability entity which defines
organizational weakness states that can affect the fulfillment of the corporate
mission and vision. This is the reason for establishing a Control entity that aims
to respond to the given threats and vulnerabilities; it also presents safeguards
and countermeasures against the exposed weaknesses and it is defined with its
corresponding financial cost. Additionally, the Policy and Standard entities are
defined as a framework for guiding organizational acting and operation. Finally,
the Agreement entity allows the definition of certain quality standards, where
responsibilities and warranties are defined. Each agreement has an associated
type, importance, and indicators.

Instantiating the Governance Component for ISG. For the instantia-
tion of the ISG model, we defined four different dimensions: strategic alignment,
which defines how governance is in alignment with business objectives; risks
management, where risks are identified and managed; value delivery, which veri-
fies that the IT systems are accomplishing their predefined goals and supporting
the company mission; and performance measurement, where the organization
aims to measure, monitor, and control the progress with regards to the objec-
tives. These dimensions are related to eight business objectives (e.g. to improve
processes). These business objectives also establish a set of relations with 14 IT
objectives (e.g. to align IT with the business strategy).

In the case of analysis models we defined the four proposed types with
their own elements. For instance, the metrics model has 26 different metrics
(e.g. server downtime). The organizational model defines 10 different roles such
as the Chief Executive Officer (CEO), the Chief Information Officer (CIO), the
Information Security Steering Committee (ISSC ), the Chief Information Secu-
rity Officer (CISO), among others. In addition, the process model defines 18
different business processes that are based on the ones proposed by COBIT 5
[17] (e.g. to manage EA). Each one of these processes defines their correspond-
ing association to the organizational model while following the RACI approach.
Finally, the risk model defines 49 different risks, also contemplated in COBIT
5 for Risk [18] (e.g. service agreements breach). The risk model elements are
related to six types of impacts, namely, information disclosure, modification,
loss, destruction, interruption, and strategy.
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Additionally, we defined six threats based on the STRIDE model: spoofing,
tampering, repudiation, information disclosure, denial of service, and elevation
of privileges. These threats are related to 24 vulnerabilities (e.g. nonexistence
of access control policies). In order to mitigate the impact of the threats and of
the materialization of vulnerabilities, we specified 27 different controls (e.g. log
generation for auditing). Finally, the model has three agreements, each one for a
different level of importance (i.e. critic, general, and basic). They are associated
to a Service Level Agreement (SLA), an Operational Level Agreement (OLA),
or an Underpinning Contract (UC ) agreement type.

Fig. 3. EA and value dependency components of the ITG metamodel.

3.2 EA Component of the ITG Metamodel

Figure 3 illustrates the subset of EA elements required for modeling value depen-
dencies between assets (cp. Enterprise Architecture box) and their relation with
governance elements (cf. Fig. 2). A Domain is associated with an EA perspective
(e.g. business, application, information, technology) that correlates business and
IT assets. A BusinessAsset represents a valuable good used during the organiza-
tion’s operation. An ITAsset represents a good that supports the IT operation
within an organization. As can be seen in Fig. 3, an IT asset has a reference to
one or multiple business assets. Similarly, a business asset can have a depen-
dency on one or more business assets. The IT asset also has a reference to the
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governance risk model and to the threat entity. This means that each IT asset
has some associated risks and threats that should be considered by the company.

Instantiating the EA Component for ISG. The created model comprises
the four standard architecture domains (i.e. business, application, information,
and technology). On the basis of the case study presented in Sect. 2, we defined
a set of business and IT assets. For instance, we specified nine assets: operating
systems, data bases, communication channels, servers, information systems, soft-
ware, directories, people, and file systems. Additionally, we took into account 13
IT assets that represent the complete set of the architectures’ main and external
components exposed in Fig. 3 (e.g. Provisioning, LDAP).

3.3 Value Dependency Component of the ITG Metamodel

The Value Dependency box in Fig. 3 illustrates the main data entities used to
represent a value dependency. A SolutionArchitecture represents a particular
system design that contains a group of architectural decisions and services. The
architectural Decisions are a set of qualitative considerations taken by the orga-
nization with regards to a particular solution architecture. They are related to
the Implication entity, which represents a consequence associated to an analysis
model. A Service is considered as a set of functionalities offered by a given sys-
tem or product, and it is defined by means of an IT asset set. It can also have
a dependency on other services, and is related to one or more agreements of the
governance component. Furthermore, the metamodel specifies the ValueDepen-
dency entity that has a reference to the implication entity.

A value dependency is specified in terms of its type (i.e. direct or indirect),
its impact from a given perspective (e.g. financial, strategic perspective), and
quantitative business implications (e.g. costs, time) related to a given analysis
model. A value dependency is of a direct type if an IT asset uses the services
offered by another asset. The consumer is called dependent asset and the con-
sumed element is called authority asset. As may be inferred, the absence of the
authority asset supposes a threat for the correct operation of the dependent
asset. The direct type dependency complies with the following criteria: (i) each
asset is deployed in a different solution architecture; (ii) the dependent asset
consumes the services offered by the authority asset. For example, in Fig. 1, the
Authorization component consumes the services offered by the SSL Proxy, which
is deployed in a different solution architecture. Then, they share a direct value
dependency where the Authorization is the dependent asset and the SSL Proxy
is the authority asset.

Conversely, a value dependency is of an indirect type if each asset is deployed
in a different solution architecture, and a direct type value dependency does not
exist. Moreover, this relation complies with at least one of the following criteria:
(i) both IT assets offer the same service or functionality; (ii) both IT assets
aim to solve the same business objective; (iii) both IT assets affect the same
process or metrics. For example, in Fig. 1, the Authentication component and
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the SSL Proxy offer the same authentication service, they do not have a direct
value dependency, and they are not part of the same solution architecture. Thus,
they present an indirect value dependency.

When specifying a value dependency impact, from a financial perspective, a
funding and costs evaluation related to the involved IT assets is required. From a
strategic perspective, the objectives that may be affected by the risks related to
IT assets should be identified. Finally, the value dependency implication should
specify quantitative information in order to identify value creation or destruction.
This implication must be related to an analysis model for identifying involved
processes, metrics, and risks.

Instantiating the Value Dependency Component for ISG. The created
model represents the two security solution architectures described in Sect. 2.
Therefore, we created one main service, access control, which is dependent on a
set of additional services (e.g. authentication, authorization, privileges manage-
ment). Each of these services has a relation to an agreement element, and to one
or more IT assets from the governance component. Furthermore, the first archi-
tecture has five different architectural decisions, which are qualitative informa-
tion describing the considerations taken into account by the company (e.g. RSA
and LDAP should be considered as complementary authentication components),
and the second architecture comprises three different decisions (e.g. all passwords
should be managed through the Identity Manager component).

We specified eight different value dependencies for the case study, to which
eight implications are related. For example, we specified a value dependency
between the AM and the SSL Proxy components. This is a direct relation where
AM is considered the dependent asset, and SSL Proxy the authority asset. We
defined three different implications that are associated to this relation (e.g. fund-
ing duplication due to the high similarity between components behavior).

4 Application of the Proposed Method to the Case Study

The bank established a new policy that requires the integration of the two
described solution architectures (cf. case study in Sect. 2). Therefore, we identi-
fied value dependencies to understand and represent the interoperability between
IT and business assets. This section summarizes the results obtained when nav-
igating and querying the identified value dependencies. It also presents the inte-
grated solution architecture designed by IT architects.

4.1 Results of Valuating Dependencies Among Solution
Architectures

Given this integration need, the company defined seven analytical questions,
which were translated into OCL queries that were specified in the value depen-
dencies of the ISG model. These queries are defined according to the concerns
and motivations of the company. The answers to these questions, which followed
a results analysis on the queries execution, are presented below.
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Q1: Which are the IT assets that offer the authentication, authorization, and
privileges management services? We identified a duplication of services. The
authentication service is offered by the AM external component and by the
Authentication component of the first architecture. The authorization ser-
vice is offered by the AM and SSL Proxy external components, and by the
Authorization component of the first architecture. The privileges manage-
ment service is offered by the Identity Manager and the Privileges Manager
components from the second and first architecture respectively.

Q2: What value dependencies exist between the aforementioned assets? For the
authentication service, we identified one indirect value dependency between
the AM and the Authentication assets. In the case of the authorization service
there is a direct dependency between the SSL Proxy (authority asset) and
the Authorization (dependent asset) components; and an indirect dependency
between the AM and the Authorization components. Finally, there is an
indirect value dependency between the Identity Manager and the Privileges
Manager components in the privileges management context.

Q3: What are the implications of the value dependencies? In the case of the three
identified indirect value dependencies there is a set of negative implications in
terms of integration, solution architectures are decoupled despite them offer-
ing a subset of the same information security services; complexity, there is a
dependencies redundancy among components offering the same functionality;
support, the organization needs to support duplicated assets thus having an
additional expenditure; and duplication, given the existence of different com-
ponents offering the same services (i.e. authentication, authorization, and
privileges management).

Q4: Is there a duplication investment risk related to these IT assets? The ISG
model has an investment duplication risk related to the aforementioned IT
assets; the AM can offer the same services as the Authentication and Autho-
rization components, and the Identity Manager can offer the same service as
the Privileges Manager.

Q5: Which are the risk impacts? The aforementioned risk has financial and
strategic impacts, which consist mainly of additional expenses related to the
licensing and maintenance of assets and to the non-alignment of IT assets
with a subset of business objectives (cp. Q6).

Q6: Which are the objectives affected by the investment risk? The aforemen-
tioned risk is related to the IT and business alignment and to the IT capacity
optimization objectives.

Q7: Which are the processes affected by the investment risk? The processes
affected by investment risk are mainly the EA management and the resources
optimization processes.

The analysis performed on the ISG model allowed us to discover that the first
architecture was offering three services (i.e. authentication, authorization, and
privileges management) that other existing components could offer. The cen-
tral bank decided to remove these components which were developed in-house,
as opposite to the other components provided by a third party. This decision
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helps avoid service duplication while using the AM component for supporting
the authentication and authorization services, and the Identity Manager for sup-
porting the privileges management service. With regard to the existing direct
value dependency between the Authentication and the SSL Proxy, the bank
replaced the first component with the AM asset. Figure 4 illustrates the inte-
grated security solution architecture, and highlights the modified components.

Fig. 4. Integrated solution architecture defined for the central bank.

With further research, the central bank validated that they were exploiting
only 5 % and 60 % of the AM and Identity Manager capacities, respectively.
Moreover, the bank reduced by 40 % the maintenance and licensing annual costs
related to the authentication, authorization, and privileges management services
from more than $500.000 USD to around $300.000 USD. With these decisions,
the risks of investment duplication and additional security threats were reduced.

4.2 Threats to Validity and Limitations

The proposed method quantifies and qualifies the negative impact of dependen-
cies between EA assets as a mechanism to support decision-making regarding IT
rationalization and re-architecting. However, these decisions are not automated
and they have to be made by IT and business experts, who can use additional
analysis criteria (e.g. financial evaluation, cost-benefit analysis, providers com-
parison) to create or adjust IT solutions. Therefore, the proposed method must
be complemented with capabilities to ease the maintenance of value dependen-
cies according to the natural and continuous evolution of architectures, business,
and IT assets. Moreover, additional capabilities are required to keep track of pre-
vious decisions, so as to improve control of IT assets. The selection of one subject
implies that the obtained results could be valid only for the selected group. Fur-
ther research is required to apply the proposed method to other enterprises in
different domains and with different types of architectures.
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The instantiation of the metamodel is a highly time-consuming task, partic-
ularly when identifying and modeling value dependencies. The model that we
created to analyze the case study contains 247 elements, where 78.13 % corre-
spond to ISG elements, 10.53 % to EA elements, and 11.34 % to value dependency
elements. Nevertheless, this effort is required in order to maintain control of the
IT assets, and as a mechanism to evaluate the impact of new investments. Fur-
ther research is required to automate the identification and evaluation of value
dependencies. The proposed method quantifies the level at which IT assets create
or destroy value without considering the risks generated by dependent business
processes. Existing frameworks that govern IT risks [5,19] establish and quantify
IT-business dependencies; however, they do not intend to quantify the risk of
IT assets. Therefore, we plan to integrate the proposed method with existing
approaches for valuating the impact of IT on business processes [20].

5 Related Work

There are multiple research projects that address ISG concerns from a business
perspective. For instance, Ohki et al. [2] propose an ISG framework and a func-
tional model that aim to handle ISG characteristics, its relations to other CG
elements, and security management and control mechanisms. Therefore, they
support decisions while continuously measuring a set of indicators related to
business goals. Furthermore, von Solms et al. [1] present an ISG model based
on a direct-control cycle. They emphasize the importance of aligning ISG with
CG for implementing a holistic governance. Thus, they propose a direct app-
roach combined with a control process, which covers the strategical, tactical,
and operational levels of the company. Moreover, Burkett et al. [13] integrates
frameworks, models, methods, and processes for addressing security threats and
opportunities. These are analyzed at different levels of the IT lifecycle (strategy,
design, implementation, and management & operations). We considered these
three approaches to integrate ISG elements to governance and EA elements.
Additionally, we include concrete solution architectures and their components
when modeling dependencies, but also incorporate the quantification of depen-
dencies in terms of their positive or negative business impact.

Kusumah et al. [3] propose a holistic process for implementing ISG in the
Center for Financial Transaction Reports and Analysis (INTRAC). The outputs
of this research were a tool for defining the scope of the process, a process
reference model, and a process assessment model. These outputs were generated
from the information provided by COBIT 5 and ITIL. Even though there is a
mapping between service management tasks and governance tasks, the approach
lacks a further integration with business goals. In addition, Coetzee et al. [12]
address the need of supporting ISG in Service Oriented Architectures (SOA)
through a more holistic perspective that involves EA. In our approach, we also
try to integrate ISG with EA in order to obtain a holistic security view of the
business. However, we can represent not only SOA scenarios, but also any type
of security solution architectures.
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Finally, considering the value measurement related to IT implementation,
Davern et al. [14] proposed a theoretical framework for understanding the poten-
tial value and payoff from investments in IT, in both, ex-ante project selection
and ex-post investment evaluation contexts. They based their approach on the
concepts of locus of value and value conversion contingencies, and on the iden-
tification of implicated business processes. Nonetheless, these two contributions
focus on a performance and financial analysis of independent IT projects with-
out considering other business criteria (e.g. risks, time) nor the dependencies
among assets. Furthermore, Herrmann et al. [21] addressed the problem of imple-
menting security assets in a cost-effective way. They extend an existing method
named RiskREP, and its associated metamodel for aligning business goals, to
countermeasure implementations. These countermeasures are considered secu-
rity requirements with a related cost. From a more general perspective, Tillquist
et al. [4] proposed a technique for quantifying value generation according to IT
assets implementation. Therefore, they considered roles, goals, activities, and
governance controls involved in value generation activities in order to measure
a firm’s value derived from the usage of certain IT assets. Nonetheless, value
dependencies among IT assets are not made explicit nor assessed.

6 Conclusions and Future Work

The materialization of information security related risks has increased the impor-
tance of adopting and implementing a proper ISG. These risks jeopardize the
CIA of the information employed during core business processes. In order to
protect business operation, organizations incorporate IT assets within their own
security solution architectures. The lack of mechanisms to govern IT security
assets generate extra costs for operation and maintenance. Even more impor-
tant than controlling costs, ISG must control potential affectations on business
operation that may be generated by potential events such as service duplica-
tion, heterogeneous platforms, under-use of asset capacity, among others. This
behavior can generate undesired security threats on the same assets that are
intended to minimize threats on critical business processes. In these scenarios,
information security can generate more problems to the business than solutions.

Our approach addresses the mentioned problems by implementing a method
that aims to identify and model interoperability relations between IT and busi-
ness assets considered in solution architectures, and to measure value depen-
dencies that are related to these assets. The proposed method is suitable for
scenarios with a high amount of business and IT assets, domain architectures,
and solution architectures that are treated in isolation. This approach does not
intend to replace an architecture exercise, it is conceived to model and analyze
value delivery of dependencies for an IT and architecture portfolio.

This solution was applied to the integration of two information security archi-
tectures of a central bank in Latin America, where we identified value depen-
dencies between both architectures. Consequently, the organization identified a
set of unsuitable assets that were taken out of the integrated architecture, thus
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obtaining an appropriate solution that does not destroy value while avoiding
service duplication.

We expect to develop new models that represent other components of ITG
as future work. Likewise, we want to develop a dashboard that automates the
visualization and reading of the given models, thus enhancing and supporting
decision-making processes in an organization. The possibility of representing
organization solution architectures should also be supported by the developed
tool. Lastly, there is a need to relate solution architectures of a particular domain
with metamodels and models that represent decision-making scenarios.
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Abstract. In the paper general tendencies of learning graphics in CAD/CAM
are described in the aspects of evaluation of performance. The common prob-
lems in learning of such systems and tools, in knowledge assessment and in the
efficiency and quality of usage of CAD/CAM in graphics are searched. In time
when IT technologies and use of automatization is live topic in researches about
technology enhanced learning with the aid of intelligent learning systems is
necessary to create such tools for fast and accurate result of learning process.
Adaptive learning and knowledge assessment principle analysis and description
of intellectual tutoring system created are given in the research. The ITS created
carries out the compilation of the user’s accomplished graphical operations in
CAM/CAD system, the analysis of the time spent and data processing. These
data help to understand for which operations the user has spent the most time as
well as in how many steps the designer has accomplished the task.

Keywords: Graphics in CAD/CAM � Intelligent tutoring system � Knowledge
assessment � Adaptive learning � Agent

1 Introduction

Designing is the creation process of an object which most effectively would fulfill its
provided functions. Graphics – part of the designing process in which the graphical
representation of an object is created – precise drawing for details, plan or their relative
position or scale definition [1, 2]. Computer aided designing (CAD/CAM systems)
promotes the ensurance of economy, efficiency and quality – it has several advantages:
improved product quality, higher productivity, humanization of working conditions,
more flexible production, control of the process, the possibility of linking production
with customer expectations (quick response) [3]. At any stage of the production design
and project (with different amounts and in different areas), CAD/CAM systems are
used or can be used [4]. Graphics is the one for the facilitation and automatization of
which first automated systems were introduced. Notwithstanding the range of benefits,
there are several problems when using these systems – the rapid rhythm of manufac-
turing requires the design tasks to be done quickly and flexibly, and it outlines the
problem of employee training in working with CAD/CAM systems [5]. What is more,
the training of employees is made more difficult due to the limited options of diag-
nostics of employee’s operations in the system. It is difficult to determine the level of
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knowledge of the employees – even if the designer can do his/her job, it may turn out
that his/her knowledge of the use of system’s tools is too superficial (uses only those
tools, which he/she can) for rational and thus quick performance of graphical works (as
a result of effective use of tools). Thereby the use of the system is ineffective and thus
very expensive. The necessity to understand what exactly the employee knows and
how to use it leads to the necessity to accomplish the testing of training results using
intelligent tutoring system.

2 Methods

If graphics in CAD/CAM system is as the main designer’s requirement in addition to
knowledge of the field than it is necessary to create a strategy for the acquisition and
testing of that knowledge. It is topical not only in the circumstances of manufacturing
and employee training but also in preparation of students for engineering sciences [6].

At present in technical universities CAD/CAM training is included in almost all
areas [7], training takes place, but testing of knowledge is possible only with the
analysis of input data (task) and output data (student’s performance). How rational is
the student’s performance, what built-in system tools students use in the completion of
the task has limited options to determine [8, 9]. This leads to a lack of understanding of
the future or existing employee’s effectiveness (there are no standards in the field which
would specify the speed of job’s execution also the accuracy of the work performed can
suffer).

The Intelligent Tutoring System (ITS) created (Fig. 1) carries out the compilation
of the user’s accomplished graphical operations in CAM/CAD system, the analysis of
the time spent and data processing. These data help to understand for which operations

Experts

Mark

Total time

Operation quantity

Usedfunctions

Learners

Mark

Total time

Operation quantity

Usedfunctions

Applications

Versions

Tasks Compare

Operation ID Events Function name Operation weight Execution time Bonuss

Coefficient

Action

Overview of actions Results Task administration Appl. administration

Fig. 1. Intelligent Tutoring System created by author
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the user has spent the most time as well as in how many steps (how rational) the
designer has accomplished the task. ITS’s operation is ensured by the intellectual agent
which has the ability to track and process the user’s accomplished actions and to learn
from these activities. This allows to automate the users knowledge test in CAD/CAM
system (each CAD/CAM system as the ITS works as independent tool suited for user
needs – can be reorganised for CAD/CAM currently used), easy and quickly under-
stand at which operations the user delayed (was disturbed or had lack of knowledge as
well as according to agent’s calculation to see which of the operations accomplished
could be done faster and/or more precise). The information for the agent is given by the
established ITS users tracking system. It is implemented as a transparent window with a
customizable function block on it – the amount of its functionalities depends on the
used CAD/CAM system and planned graphic design works. This principle ensures that
the ITS does not interfere with CAD/CAM operation – there are no problems with
licensing and copyright. Also ITS is designed for Windows Platform therefore it works
properly for each product that is suitable with Windows.

For the creation of agent’s knowledge and launching of the training process,
experimentally the period in which the expert (tutor) accomplishes the task is set, where
the expert one and the same task carries out ten times (with different parameters in
order to exclude routine occurrence, and thus the working run-time reduction). This
kind of experiment can be carried out for various tasks the accomplishment of which
makes it possible to split each task in notional indivisible operations (units of the work
accomplished which repeat in different CAD/CAM works). Such indivisible operation
would allow the agent to predict each (also untested) task’s execution time.

Similar experiment can be done with the learner – also the learner accomplishes the
same tasks (only here at least ten learners, not one learner ten times). By carrying out
such a designing work accomplishment it can be determined in how long time the
learner does it. By comparing the time of the learner with the time of the expert it is
possible to obtain a coefficient that describes the expert time increase by determining
the task accomplishment time of the learner.

Here as well it is possible to draw up a forecast of the variables, at which amount of
work which coefficient (1) is necessary (Fig. 2). Both forecasts can be tested in control
experiments. In addition to the clarification of the time spent, operation and sequence of
the use of tools happens, inactivity (idle) time counting takes place and thus balancing
of the operation rationalization.

Coefficient ¼ CoefficientMax

Number of actions
ð1Þ

For example, the step effectiveness coefficient of an equilateral square-drawing is
calculated (2).

F1 � Kþ F2 � Kþ F3 � Kþ F4 � K ¼ end result ð2Þ

F- function;
K- operating weight ratio;
Number of operations- 4, but the shortest way- 1. Coefficient = ¼.
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line � 0:25þ line � 0:25þ line � 0:25þ line � 0:25 ¼ 1 ð3Þ

Learner performance ratio, using a line drawing rectangles (3).

t- time;
St- task start time;
Expert’s time (Et)- time in which the expert accomplishes the task.
Experts time + additional time (Ct)- is the time for expert and learner time

weighting.
Weighting is necessary because the learner’s operations are not trained in com-

parison with an expert.
Learner’s time + (At)- learner’s time that is used when accomplishing the task.

3 Results

The information of the user’s operation in CAD/CAM system is perceived through ITS
interface, transmitted to agent and analyzed accordingly graphical design task: the use
of tools, their number and effectiveness, competence.

The plan of control experiment is shown on the Fig. 3.
The arrival at the result is possible in several variants, it differs with the number of

steps (operations) used.
In first example (Fig. 4) until the desired result 10 steps are used, it is, each step is

drawn with the command line (“line”).
In second example (Fig. 5) a tool polygon is used, which is repeated three times

(operation 1–3). Then the transfer of the polygonal to the desired position is accom-
plished (operation 4) and erasing of the unnecessary lines (operation 5–6). By com-
paring the 1st and the 2nd example it can be concluded that in the 1st example four
extra operations have been done which essentially increases the accomplishment time
of the task although the quality and the verifying result does not suffer.

Fig. 2. Time coefficient, taking into account the expert’s performance
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The processing of the information gained takes place thanks to system operation
and the enumeration done, agents training and reaction on user’s operations (Fig. 6).
When the learner or the expert has logged on, the task window with three menus -
programmes, programme versions and tasks are opened. All the menus are displayed
one below another in the order named previously. When the user chooses the program,
all the program versions from the database that exists for this program are selected.
When also the program version has been chosen then all the tasks from the database
that have been created for this program and program version implementation in the
accomplishment of the tasks have been selected. As soon as the program has been
changed, automatically all program versions that exist as well as all the data in task
menu have been found. At the moment of opening of this window the username is seen
at the top of the system window. The information of the operations carried out is

Fig. 3. Drawing (task) Fig. 4. First accomplishment

Fig. 5. Second accomplishment
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discharged when the user has logged on as expert – the button ‘Agents window’ is
seen. In learner user mode this button is not visible. By default, the very first tab
‘Operations output’ is selected. In this tab four menus are shown – programs, program
versions, existing tasks and users. Program menu data is selected from the database on
the opening of the window. If learner’s performance review is selected, automatically
all the learners who have accomplished the task in previously chosen program, its
version are selected and they will be displayed below the menu. The same happens if
expert’s operation analysis is chosen – experts will be selected from the database.

When the button ‘see results’ is activated, the data of each move that has been made
in an accomplishment of the specific task is displayed in tabular form. Conversely,
when the user is selected from the menu, on the right detailed information of the user
from the menu is shown as well as the result of the task, operations made and
achievements.

When the tab ‘See results’ is opened, the expert is offered five menu programs,
versions, tasks as well as learners and experts. The filled data in first three menus and
the functionality of menus is identical to the ones in ‘operation output. When the task in
‘Tasks’ menu has been chosen than all the data about learners and experts who have
done the tasks is selected and filled in the respective menus.
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Fig. 6. Principle of agent’s behavior (screen reading)
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When the learner or the expert has been chosen, in the below existing units the task
execution time, mark, number of operations as well as information of the used func-
tions will be filled in. When both users (learner and expert) are chosen, then when
selection a button ‘Compare’ the results of the task execution time and accuracy as well
as time spent on each operation will be compared and displayed in the table below.

All the parameters of the tasks as well as creation of new tasks can be done only in
expert’s mode. The information of the programs added, their management is also
possible only for an expert user. The management of the program includes – name
change of the version, adding of functions, correcting and deleting. At the opening of
agent’s window data about the programs from the database will be selected and shown
in program menu. After selecting the program all the existing and registered version for
this program are selected. When any of the versions is activated, all the functions that
are attached to this program’s version are selected. While when activation any of the
functions the image of it is seen.

4 Conclusions

Information systems, knowledge based systems, multimedia training techniques and
other technologies play ascendingly important role in the dissimilation of knowledge,
training and inspection. These technologies characterize interactive learning process that
opposed to passive (lectures, reading) process becomes increasingly popular. Therefore,
it is important to create intelligent training system specifically for IT and needs of other
fields. CAD/CAM system training, understanding and intuitive use is not an easy task –
it is complicated not only for the learners but also for an expert because it is necessary to
carry out effective transfer of knowledge. Although accomplishment of the learner is
obvious – easy to identify whether graphics task has been accomplished or no, a need for
quick, rational, qualitative and effective work makes us look for solutions of how to
delve into the accomplished. When examining the use of tools in sequence of operations
in CAM/CAD systems and the speed of operation it is possible to improve and
rationalize user’s operations in the system, thus promoting improvement of quality and
money saving. The created intelligent training system allows interactively understand
graphical designing work performers level of knowledge of CAD/CAM system, thus the
acquirement of additional tools, sequence of operations and other problems that can be
observed when working with the system are identified. In further work system testing,
target group selection and task creation is planned as well as give recommendations for
both improvements of the system and the whole training process.
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Abstract. Information and Communication Technology (ICT) is arguably an
important, emblematic and ubiquitous technology of contemporary society. For
many incumbent firms, the infusion of ICT into their industries poses both
threats and opportunities. It might drive significant shifts of financial wealth and
make firm performance change drastically. It entails managerial challenges of a
kind we might not have seen before, but where knowledge of what possibilities
and limitations reside in ICT will be a key success factor. One strategy to
incorporate ICT-capability is developing the capability in-house; another strat-
egy is to shortcut the learning curve and form alliance with someone having
ICT-capability. By applying a design science approach a framework for
ICT-capability transfer is put forth, a framework based on 62 interviews from
stakeholders with experience of ICT-motivated alliances. By using this frame-
work the risk of failure is reduced.

Keywords: Alliances � Design science � ICT-Capability � ICT competence �
Knowledge acquirement � Capability transfer

1 Introduction

Information and Communication Technology (ICT) is arguably an important,
emblematic and ubiquitous technology of contemporary society.

For many incumbent firms, the infusion of ICT into their industries poses both
threats and opportunities. It might drive significant shifts of financial wealth and make
firm performance change drastically. It entails managerial challenges of a kind we
might not have seen before, but where knowledge of what possibilities and limitations
reside in ICT will be a key success factor [1, 2].

As a response to this we see a range of firms within a variety of industries, ranging
from NGO’s, the public sector and industries at large setting up alliances in order to tap
into the ICT-domain and thereby acquiring ICT-capability to existing products
(henceforth ICT-motivated alliances) [3].

However, research shows that ICT-motivated alliances are no straightforward
undertaking. Instead, those alliances are error prone and problematic. Where authors
such as Baldi [4] discuss how “good” deals go “bad”, Steinhilber [5] iterates that fact
that out of the more than two thousand alliances that are launched worldwide every
year more than half fail, more than one-third report that they have problems with their
alliances, Pierce [3] concurs with the number of failed alliances, but also argues that
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some of the failures can just be a termination of the alliance because they have achieved
what they set out to achieve. Yet others who look to alliances specifically crafted in and
around ICT capabilities report of hardships when it comes to managing and sustaining
alliances e.g. [1, 2, 6, 7].

This paper presents a framework aiding managers whom tries to acquire ICT
capabilities. The paper is based on a six year longitudinal study of the alliance between
AXIS Communications, Assa Abloy and Stanley Security. A study that resides mainly
in the security industry and where Axis represents the ICT-partner and where Assa
Abloy and Stanley are representatives for the non-ICT driven industry. Hence – the
overarching perspective in the paper will be from the security industry.

The paper is organized as follows. First we present a tentative framework designed
as an analytical tool to understand ICT-motivated alliances. This followed by a pre-
sentation of the research approach being design science and the applied method. We
then present our findings from interviews. This followed by a presentation of the
finalized and validated framework. Finally we draw some conclusions.

2 Theoretical Departure

Looking to alliances at large there are a number of different viewpoints. From tradi-
tional notions from authors such as Chen et al. [8] and Schilke et al. [9] who argue that
the knowledge gained from an alliance is at best short lived and what is really needed is
some form of alliance capability that involves continuous learning form the alliance. To
others e.g. Kale et al. [10] and Mellat-Parast & Digman [11] who argue that learning
from alliances is a capability that managers can acquire and use. Jet another view is
voiced by Pierce [3] who argues that we should not focus too much on the transfer of
knowledge within an alliance but rather look to how partners use each others knowl-
edge in order to increase value. Haeussler et al. [6] further this notion by showing how
technology firms have been successful in acquiring knowledge from alliance, but at the
same time left themselves vulnerable to their partners potential opportunistic behavior.

Looking to alliances at large evidence would seem to suggest that while companies
often advocate that they have learning motives, they might just really want a shortcut to
products and markets where a possible byproduct is to learn about the alliance partner’s
products. [3] Basole et al. [12] on the other hand argue that we might be seeing a shift
from Value exploration to value capturing when it comes to knowledge transfer.

This theoretical work takes its’ starting point in the notion that alliances can in fact
be used as a substitute to acquiring a specific knowledge.

The aim, as discussed previously, is to build and test a framework that can help
managers understand what drives ICT focused Alliances and the first step is the
potential overarching ability to absorb, share and transfer knowledge on ICT within
alliances. As a first step we adopt Szulanski’s [13] framework, and even though he does
not label it as transfer capacity, we would argue that it has validity in the context of the
alliance framework that will be proposed. Szulanski presents three main factors in his
findings, but they are of little interest to us here. What is beneficial for this study are his
original four groups of factors for Transfer Capacity, i.e. not only the internal stickiness
factors that are the end result of his original study.
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2.1 Transfer Capacity

Causal ambiguity describes a situation where a reason for failure, or at least unexpected
outcome, is not clear even after the event has taken place. From an alliance perspective
this could be a situation where similar or even the same alliance actions give different
results for no precise reason. Leischnig et al. [14] argue that Interorganizational
Technology Transfer ability is a key component for organizations to achieve innovation
and increase the speed at which knowledge can be transferred between firms. This does
not go against Szulanski [13] since there can still be ambiguity of value/benefit of what
is being transferred. ICT also allows organizations to extend their reach in the world by
extracting and combining knowledge from individuals and organizations and structure
this knowledge into valuable information that can be traded for other services [15].

Unprovenness, as the name indicates, portrays a situation where it is difficult to
motivate action, based on a lack of prior records of usefulness. This also means that if
we have empirical evidence showing that a prior alliance was both helpful and con-
tributed to the competitiveness of the company, then it should prove easier to motivate
a replication of said alliance. Furthering this discussion Davidson and Olfman [16]
have argued that organizations, as well as individuals, can increase the ability to
transfer knowledge by trying out a number of alliances or having a high frequency of
alliances. A more recognized way of increasing absorptive capacity is to have, or
develop, alliance management capabilities, according to among others Kale and Singh
[10] as well as Leischnig et al. [14]. Alliance management capabilities would alleviate
the unprovenness towards alliances as such but not towards a specific alliance.

ICT, understanding that an organization’s absorptive capacity is not only its ability
to transfer and assimilate knowledge, but also its ability to exploit this information
according to Cohen and Leventhal [17] means that the organization’s interface towards
both the external world and within the own organization becomes part of the firm’s
absorptive capacity. We would argue that having an ICT capability will help the
company both to get a higher use intensity when it comes to transferring knowledge
(due to lower transactions costs within a functioning system) and, more importantly, to
accumulate, store and sort prior knowledge. Furthering this notion Davidson and
Olfman [16] claim that ICT increases the receptivity of partners, i.e. their ability to
absorb knowledge, by providing multiple channels of communication internally as well
as externally. Looking to ICT competencies as such, this is one part that has not been
thoroughly investigated in ICT research, something that Corvello et al. [15]
acknowledge in so much that they argue for a lack of research on technological fit
between partners.

2.2 Characteristics of the Source of Knowledge

We can argue that learning takes place in many different ways, and one viable way of
learning is to use existing knowledge and experience [18]. This entails that organiza-
tions learn by sharing knowledge and experiences, which in itself is a form of
knowledge.
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In the context of the present study, an alliance learning process helps firms and their
managers to learn, accumulate and leverage alliance management know-how and best
practices, as claimed by Park and Zhou [19]. One problem with this specific learning
process is that the knowledge of alliance building is often tacit; companies need to
work on externalizing the knowledge [20–22]. This externalization of the knowledge
then would require some specific attributes, or rather a lack of attributes, from the
source according to Szulanski [13].

Lack of motivation depicts a situation where the knowledge source might be
reluctant to share information based on a fear of both losing it and wasting time and
effort. The discussion of lack of motivation could also be compared to a lack of
commitment to the alliance, as described by for instance Golonka, Rzadca [23].

Not perceived as reliable is a quite self-explanatory factor that argues a certain need
for the knowledge source to be viewed as both knowledgeable and trustworthy in order
for any transfer of knowledge to seem meaningful, this would mean that some form of
evaluation of risk and trust associated with the source of the knowledge would have to
be done [22].

2.3 Characteristics of the Recipient of Knowledge

Lack of motivation, reasons around the potential reluctance to accept outside knowl-
edge. Park and Zhou [19] argue that what corporations should strive for is an alliance
learning process which helps firms and their managers to learn, accumulate and
leverage alliance management knowhow and best practices. One problem with this is
that the knowledge of alliance building is often tacit; companies need to work on
externalizing the knowledge in order to not start losing motivation [14, 21].

Lack of absorptive capacity, explores a situation where the recipient is unable to
exploit the transferred knowledge. Having a proverbial lack of absorptive capacity
occurs when there is a lack of common language between the recipient and the source.
Cohen and Levintahl [17] argue that in order to understand an organization’s
absorptive capacity, we need to understand the individual members of that organiza-
tion. This means that organizations need to have an ability to build individuals’
knowledge richness i.e. teach them to learn how to learn and in this instance this is the
ability to learn about alliances, where Simonin [24] maintains that experience alone is
not enough to achieve the full benefits of alliance building.

Lack of retentive capacity indicates that transferred knowledge is only effective as
long as it is retained within either the recipient or the receiving organization. What
Simonin [24] shows is that organizations do learn from prior alliance experiences, but
they utilize the experience by transforming it into skills that can be used to identify,
manage, monitor and negotiate alliances. The difference compared to Rothaermel and
Deeds [25] is that Simonin stresses the fact that experience of any sort is only valuable
to the organization if it can be internalized.
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2.4 Characteristics of the Context

Knowing how to relate to knowledge is an important factor in learning. Grant and
Baden-Fuller [26] argue that we need to have a common language as a basis for inter-
preting our experiences. By relating the learning to what we already know, we have a
greater chance of enhancing our learning, but firms tend to forget that learning is a
difficult, frustrating and often misunderstood process according to for instance Pierce [3].

Barren organizational context is an overarching name trying to depict a situation
that is inconducive to facilitate knowledge transfers. Having a barren organizational
context is for instance a lack of having formal structures and systems in place that can
facilitate the coordination of expertise and knowledge.

Arduous relationships is what Szulanski, using work from Nonaka [27], denomi-
nates a situation where tacit knowledge causes a need for more exchanges in order for
transfer to take place. He argues that ease of communication and familiarity between
partners is also of importance. Alliance networks provide firms with access to markets
and technologies they would otherwise not have the ability to compete in, but the social
capital is needed in order to have the trust needed to transfer knowledge.

Intent. Factors such as motivation and unprovenness show that there is a need for a
commitment and intent from management towards the relationship. This also means
that we need to understand in what context the alliance is taking place, i.e. if there are
divergent interests and/or divergent intents in the sharing of knowledge [28].

2.5 Relationship Governance

Alliances are all about handling relationships, where differences between alliance
partners can be both a hindrance and a help according to among others Ho, Wang [22]
as well as Pierce [3]. In the following we will look at different aspects that are said to
influence relationships starting with Ouchi’s [29] model on Markets, Bureaucracies and
Clans, which we would argue to be an ideal starting point for discussing relationship
governance.

2.6 Juridical Matters and Agency

Proceeding from the framework of Ouchi, it can be argued that you need contracts of
different sorts to govern any organization or, more to the point, both contracts and
agency or power to take action within a relation. Luo [30], for instance, discusses how
in volatile markets a lack of ability to enforce juridical matters will create more
opportunistic behavior. Hill and Jones [31] take their starting point from agency theory
and discuss how the firm as such is actually constituted of different stakeholders that
are in turn part of a nexus of both implicit and explicit contracts.
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2.7 Strategic Fit

Grant [32] argues that, since the knowledge that the organization needs resides within
the individual, organizations’ primary role is to coordinate and organize the knowledge
in what he calls “knowledge application”. Organizations need to organize themself in
respect to both intent and group dynamics, i.e. hierarchy and distribution of
decision-making authority. This claim is supported in part by Hamel [33] who argues
that there are asymmetries in partners’ ability to learn, i.e. discrepancies in strategic fit.
Partners might have different competitive and collaborative aims, which might be more
important than any potential structure.

2.8 Communication Channels

An intrinsic point of transferring and absorbing any knowledge is to communicate in
some fashion. At the most basic level their needs to be at least partial overlap of
relevant knowledge to permit effective communication. Davidson and Olfsman [16]
show that ICT can increase partners’ ability to absorb knowledge in what they call
increased receptivity. This is done by ICT’s ability to provide multiple channels of
communication, internally as well as externally. The study pointed to greater trans-
parency as well as receptivity between alliance partners when using ICT.

2.9 Attitude/Intent

Attitude – in the alliance literature – refers to how companies use resources, com-
mitment and social relations to handle alliances as such. It also encompasses the notion
that since there are asymmetries in strategic fit (see above), it is important to understand
partners’ intent with the alliance according to both Hamel [33] and Grant [32].

2.10 Trust

It can be argued that in order to have and build trusting relations you need to be able to
utilize all of the five above-mentioned factors. Ho, Wang [22] argue that companies can
increase their market opportunities by using alliances, and by increasing relations
capital which is done by repeating the alliance process; this in turn increases the
inter-firm trust between the alliance partners. Authors such as Becerra et al. [34] and
Judge and Dooley [35] argue that trust as a factor helps to lower transaction costs since
trust works as constraining factor on control and coordination needs.

2.11 Cultural Fit

In the following, we refer to culture as the term has been employed by Hofstede [36],
who defines culture in the following way:

My favorite definition of “culture” is precisely that its essence is collective mental
programming: it is part of our conditioning that we share with other members of our
nation, region, or group but not with members of other nations, regions, or groups.
(Hofstede, 1983:76)
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Hofstede’s definition encompasses the group, which can be social, professional,
regional, national, and so forth. Given the importance of both regional and national
differences in alliances, the definition lends itself well to the present study.

The cultural aspects of why companies choose not to join in an alliance are often
overlooked. Great cultural differences create challenges in the communication that, if
coupled to no or bad personal relationships, may cause alliance failure. Organizational
culture has to be considered when discussing any alliance success and failure according
to Golonka, Rzadca [23]. More interesting though is that Sirmon and Lane [37] argue
that professional culture cuts through organizational boundaries, which would indicate
that it is a stronger influencing factor than organizational culture.

The glue that ties all the different influencing factors together is a capability of
some sort; let us call it an alliance capability. Without an alliance capability, or strategy
for that matter, the company cannot hope to know how to focus its resources. If a
capability exists, then it should have some measurable and tangible benefits. Even
though many authors have argued that alliance capabilities exist and have an effect on
firms, they have proven hard to measure. As pointed out by Godfrey and Hill [38],
many management theories have core constructs that are in fact unobservable, e.g.
RBV and Dynamic Capabilities. What is needed is theorizing around what the
observable consequences should be when unobservable capabilities are brought to bear,
and those consequences should then be observable empirically. By applying design
science to the problem we have created a tentative framework to test empirically.

For reasons of clarity, we have created a box matrix built upon the previous
theoretical discussion that is illustrated in Table 1 below.

Table 1. Tentative framework for ICT capability transfer

Transfer capacity Relationship governance Cultural fit

Characteristics of knowledge
transferred

Causal ambiguity
Unprovenness
ICT
Characteristics of the source of
knowledge
Lack of motivation
Not perceived as reliable
Characteristics of the recipient of
knowledge
Lack of motivation
Lack of absorptive capacity
Lack of retentive capacity
Characteristics of the context
Barren organizational context
Arduous relationship
Intent

Juridical/Agency
Strategic fit/Steering
Communication,
ICT augmenting
Attitude/Intent
Trust as a product of the
others

Professional
culture

Organizational
culture

Industrial culture
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3 Research Approach and Applied Method

One branch of IS research addresses real world problems identified by, for example, the
target group of the research [39]. This article forms part of an iterative design science
research process where the final goal is a design theory for ICT-motivated alliances.
We used Carlsson et al.’s [40] IS design theory development approach as our general
research framework (depicted in Fig. 1).

The first research activity is identifying problem situations and desired outcomes.
As discussed above, a problem for managers pondering the possibilities for
ICT-motivated alliances are that the scientific support is weak. The identified problem
(P) was the lack of scientific support for ICT-motivated alliances. A logical desired
outcome of the research is a design theory for ICT-motivated alliances (O). Design
theories and design knowledge aim to support professionals in solving practical
problems in such a way that the desired outcomes are reached. A design theory can be
presented in the form of a framework or a model [41, 42].

The second research activity is to review extant theories, knowledge and data, and
the third research activity is to propose/refine design theory and knowledge. Design
theories should be enhanced by being grounded in previous research and knowledge.
Hence, a design theory should be enhanced by interacting with what is currently
known; that is, grounded in extant theory. This can be called evidence-based or
informed design knowledge.

The fourth research activity is the testing of design theory and knowledge. Since the
developed theories and the knowledge should be used by managers in their analysis of
ICT-motivated alliances, the managers opinion on the theory is vital.

To test the framework applicability and accessibility we interviewed by inter-
viewing managers.

Important is the iterative process between step two, three and four. The data col-
lection, analysis and validation have been conducted iteratively. This approach was
possible thanks to the extensive time period of this research project.

Fig. 1. ICT-design theory development.
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3.1 Data Collection

This paper is based on a six years longitudinal study of the alliance between AXIS
Communications, Assa Abloy and Stanley Security. In addition a set of other infor-
mants from other firms in mainly in the security industry were interviewed and
answered surveys.

In all 62 open-ended interviews were conducted. The interviewees, such as CIOs,
CTOs, CEOs, CSOs and Alliance managers came from both the security as well as IT
industry. Firms participating in the study were, among other, Cisco, General Electric,
Intransa, Lenel, RBCS, SIA, Sikyur, Sun Microsystems, Tech Data Corporation, Trans
Tech Systems, and Velux. Interviews were conducted in Birmingham UK, Copen-
hagen DK, Gothenburg SE, Las Vegas US, Lund SE, Norcross US, San Diego US,
NYC US and Stockholm SE.

Each interview was analysed (as soon as possible after it was finalized) and cate-
gorized accordingly to the tentative framework and saturation was reached after
approximate 45 interviews. Analysis was supported by the QDA software HyperRe-
search. In total 76 h of interviews were conducted.

4 Findings from the Field

Three main themes were supported by the empirical findings, Transfer Capacity,
Relationship Governance and Cultural fit. But in each subsection changes have been
made. One example being that certain factors have been removed all together, others
have changed names to better represent what they actually stand for.

4.1 Transfer Capacity

Characteristics of knowledge transferred. Looking to empirical as well as theoretical
material we argue that there is ample evidence showing that ambiguity is a key
dimension in complex organizations. The problem, or challenge, that has emerged
numerous times during this work is that ICT in itself is ambiguous. Therefore the
transfer of knowledge on ICT is ambiguous in nature when it comes to what charac-
teristics of knowledge to transfer. This is not to be confused with unprovenness, which
in this instance refers to the different views on unproven knowledge between the
recipient and source. They need to be recognized as a potential barrier to knowledge
transfer. ICT as a medium of transferring knowledge is also an important factor to take
into consideration when looking at the overall characteristics of knowledge transfer.

Characteristics of source of knowledge. This factor illustrates motivation and
reliability of the source of knowledge, but it was discovered that the impact from the
individuals had on the results was crucial. The reason for this are two-folded, it may be
reluctance to stray outside of individual comfort zones, as described by Alvesson,
Sveningsson [20] or a mismatch between recipient and source, as discussed by for
instance Kalling [43]. The key aspect from the empirical work showed that individuals’
commitment to the alliance was instrumental in the success stories, and hence the factor
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needs to be motivation and not lack of motivation. The issue of non-reliability was such
that no alliances were struck outside of what would be considered a reliable partner.

Characteristics of recipient of knowledge. The data shows that on an overall basis
motivation (lack of motivation) was somewhat weak since there were few formal
commitments towards learning and knowledge sharing. Such commitments are one
prerequisite for being able to share knowledge [18]. That being said, we argue that
there a number of motivated individuals who could possible receive knowledge. There
was a clear lack of formal commitment to learning agendas, but there were other goals
attached to the alliance, often sales oriented. One can press this as far as to say that the
motivation that was in place was focused towards learning how to use different tech-
nology. This leads to absorptive capacity. The fact that there was no indication in the
interviews that would suggest knowledge transfer taking place would indicate a lack of
absorptive capacity. Retentive capacity is very much connected to absorptive capacity.
Teece [44] advocates that firms need to embrace technology change and increase their
absorptive capacity by accumulating skills, which translates to increasing the retentive
capacity. We argue that the cases pointed towards learning programs being in place.
This despite the fact that both absorptive capacity and retentive capacity were shown to
be somewhat lacking by the analysis.

Characteristics of the context. The data clearly showed that only the organizational
context was of importance. The fact that there was no support for arduous relationships
we attest to the second part of the framework, which is focused solely on relationship
governance. Much of an arduous relationship falls under or into the barren organiza-
tional context. Going back to the organizational context it was visible that large
resources were put in place for training on existing products. This in itself should have
pointed to what Aral, Weill [45] term senior management championing. This cham-
pioning did not seem to be evident since it was attested by both theory and empirical
work, the hardest sell of all for an alliance can be internally. The interviews showed
differences between the companies when it comes to organizational context, but it
would seem uncontestable to not include this factor. There is a need to provide
employees with a context from which they can both work, grow and learn. One key
element derived from the interviews relate to the converging security market where
people are worried about their ability to manage outside expectations.

Regarding Intent that was categorized as contextual. Most of the “intent” discussed
and described falls under different forms of motivation as described in the entire
vertical of Transfer Capacity. More interestingly though is a discussion on situations
where the alliance manager typically has to make a range of decisions both on how to
enter into an alliance and on how to manage one. In order to do this in an efficient
manner, there is a need to be clear on what the intent with said alliance is. Where the
key issue is why the organization has an alliance in the first place. Is it to achieve
positive outcomes or to avoid negative outcomes? The empirical material shows that
there are different intents with the alliances as such, and in fact the intent with the
alliance might not be towards learning or knowledge sharing. Instead the firms use
alliances as a tool to harvest the potential out of joining different products. This brings
the discussion in a full circle since one could argue that this is exactly what is
sometimes happening in technology alliances. There the alliance is about getting a
product to market in the most efficient way possible, which often means that partners
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just use other partner’s knowledge rather than incorporating it into their own organi-
zation. One can claim that it is within this process that capabilities are won and
potentially lost. The companies can develop an alliance capability as well as a capa-
bility to use partners’ technology to their own needs. We further argue that one possible
consequence of this is to actually learn and transfer knowledge about the product being
used, but that is seldom neither aim nor intent for the alliance.

4.2 Relationship Governance

Alliances are to a great extent about relationships. Starting with Juridical and Agency
aspects, we argue that even though there are examples from the interviews that show
that alliances can succeed based purely on trust and relationship values as described by
for instance Becerra et al. [34] as well as Ho, Wang [22]. There was also evidence that
supported the notion that alliances have a better chance of succeeding when legal
matters such as contracts have been taken care off. The agency aspect is interesting
since it seems to overlap other thoughts on alliance management, where for instance
Leischnig et al. [14] argue that managers who have routines for handling alliances tend
to get better interaction quality with higher success of technological transfer with lower
agency costs. What is clear is that firms suffer less from coordination costs when
juridical aspects have been sorted and managers have routines for coordinating alli-
ances. Regrettably coordination is not only hinging on contracts and routines, but also
on how well partners intermesh.

The strategic fit or steering of firms has many implications. If the departure is
steering of the firm, one could argue that steering should be about resource allocation.
However, strategic fit from an absorptive perspective; where for instance Cohen and
Levinthal [17] argue that having overlapping knowledge is needed in order to be able to
recognize when knowledge and learning is desirable, but at the same time too much
overlap will stagnate innovation. What is needed is a strategic fit that implies a suffi-
cient level of overlap of knowledge in order to ensure effective communication,
i.e. lower coordination costs. More importantly there is a need for functioning com-
munication interface since:

“an organization’s absorptive capacity is not resident in any single individual but
depends on the links across a mosaic of individual capabilities, Cohen and Levinthal
(1990:133)”.

Furthering the discussion around communication and to certain extent agency, it
could be argued that dialogue that tries to transvers differences will create a better
intercultural understanding, which in turn will facilitates intergroup alliances. This is
done through communication and the development of personal agency. Despite the fact
that there was not significant data to support the notion, we still argue that it has value.
The data showed that ICT is a crucial aspect in alliance work, where ICT can be both a
facilitator for communication and, more importantly, a tool for knowledge transfer.
Looking to ICT applications they are singularly well suited to help us make sense of
complex systems. This would strongly suggest that they should be a key factor in
helping firms realize and find potential value in their alliance base.
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Attitude and Intent are problematic to measure as such, but never the less intent was
mentioned frequently during interviews and was shown to have a significant impact by
the survey. Based on the findings we argue that strategic fit in some instances is similar to
having similar intent, and not a product of having similar technology or similar knowl-
edge. Pérez et al. [46] argue that by having similar intent, companies with asymmetric
technologies, e.g. an IT company and a Security company can still work together.

The word Trust has significant impact on relationship governance. It was ever
present within interviews as well as survey and that using trust to overcome potential
problems is a good supplement to formal contracts, good communication and intent.
Think of Trust as the final safety net for the alliance. Strong trust has been proven to
have mitigating qualities in cognitive processes and the potential to be used as a tool to
lower risk in alliance building.

4.3 Cultural Fit

Whether culture is viewed as the very problematic concept that is hard to understand
and control, or if culture is considered as something that has to be taken seriously in
order to understand ICT and organizations this study has showed culture to have far
reaching influences for alliance work as well as relationships in general. Findings
reveal that two central things have bearing on the cultural fit as well as on the entire
framework. First and foremost that professional culture transcends all other cultures as
was hypothesized by Sirmon, Lane [37]. The second thing that came to be was that ICT
as a tool could be what Cohen and Levinthal [17] discuss as the interface for rela-
tionship governance and cultural fit.

Table 2. Validated framework for ICT capability transfer

Transfer capacity Relationship governance Cultural fit

Characteristics of knowledge
transferred

Causal ambiguity
Unprovenness
ICT
Purpose of learning
Characteristics of the source of
knowledge
Motivation
Reliability
Characteristics of the recipient of
knowledge
Motivation
Absorptive capacity
Retentive capacity
Characteristics of the context
Barren organizational context
Arduous relationship
Intent/measurability

Juridical/Agency
Strategic fit
Communication,
ICT augmenting
Attitude/Intent
Resource allocations
Trust as a product of the
others

Professional
culture

Organizational
culture

Industrial culture
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Despite the expostulated absence of similar organizational cultures, where the two
industries could be said to work within their own silos, there was still an awareness of a
need to handle both the need to understand the other industry players and the need to
eventually adopt products to work together. In essence there was agreement that an
organizational culture that could accept change and foster learning was preferable even
if the Industrial culture was focused on core values within the silo.

4.4 Final Framework

Based on the findings from empirical data the three main factors are still applicable, but
some of the sub factors changed, some fell away and some were added. These factors
and underlying concepts are shown in Table 2 below.

5 Conclusions

Alliances with the ambition to tap into another partner ICT-capabilities are a challenge
for many managers.

Furthermore, these challenges are problematic to address with existing knowledge
on alliances. Hence, supplementary theoretical frameworks are needed. Via a six year
longitudinal study aspects important in ICT-motivated alliances were identified and
merged into a ICT-capability transfer framework. The aspects identified are Transfer
Capacity, Relationship Governance and Cultural Fit. An iterative process develops this
framework by using extant theories and a range of interviews from stakeholders
working in or close to ICT-motivated alliances.
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Abstract. Contemporary enterprise information systems (IS) need to be sus-
tainable in order to provision long-lasting functionality in the presence of
changes in customers’ demand, varying environmental aspects, regulations, and
many other factors. A key challenge is the need to adjust according to changes at
run-time of the IS because not all of them can be anticipated and elaborates at
the design time. Lately, the notion of capability has emerged in IS engineering
as an instrument that integrates organizational development with IS develop-
ment, taking into account changes in the application context of the solution. To
this end, a methodology and a development environment have been elaborated
with the concept of capability in focus, under the name of Capability Driven
Development (CDD). It encompasses three key perspectives of organizational
design – Enterprise Modeling, context modeling, and pattern modeling. The
objectives of this paper are to present how the key perspectives have been
incorporated in the CDD methodology, how the methodology has been sup-
ported by the CDD environment, and how the methodology and the environ-
ment have been used in practice. The application of the proposed approach is
discussed for two business cases – outsourcing of energy management services
at SIV AG (Germany), and e-government service portfolio provisioning at
Everis (Spain).

Keywords: Enterprise modeling � Capability � Context � Business-IT
alignment

1 Introduction

The notion of capability has been gaining much attention in the area of business and IT
alignment. For instance, Ulrich and Rosen [1] see capability as the fundamental
abstraction to describe what a core business does in the sense of the capacity to achieve
a desired outcome. Similarly, the Open Group Standard [2, 3] defines capability as an
ability or capacity for a company to deliver value, either to customers or shareholders,
right beneath the business strategy.

In essence, capability is seen as originating from competence-based management and
military frameworks, further advancing the traditional Enterprise Modeling (EM)
approaches by representing organizational designs from a result-based perspective.
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Thus it is as an abstraction beyond the specifics of the more traditional dimensions of
EM, such as how (processes), who (agents), what (concepts), and why (goals) by
increasing focus on results. Capability allows focusing on the aspect of sustainability, i.e.
ensuring that the results are delivered and benefits attained even if the initial situation
changes. In practice, this requires business capabilities to be adjusted according to the
context in which they will be delivered.

To this end a European research project CaaS [4] – “Capability as a Service for
Digital Enterprises” was established in order to develop a Capability Driven Devel-
opment (CDD) approach. It defines capability as the ability and capacity that enable an
enterprise to achieve a business goal in a certain context [5]. The CDD approach
supports a smooth transition from EM to IS design (at design time) and subsequent
context monitoring and adjustment of the IS at run time. The CDD approach aims at
supporting automation of business activities – by identifying and hence improving how
they are currently performed, as well as how they would perform in different contextual
situations. CDD supports the development of executable software with built-in con-
textualization algorithms, which will contribute to reducing the time and resources
spent on customization for new business situations. CDD focuses on the following
dimensions of design – enterprise modeling, context modeling, reuse and variability
modeling, as well as capability modeling.

The objectives of this paper are (1) to present the requirements for the different
perspectives of CDD; and (2) to illustrate how the perspectives have been designed and
implemented in two industrial use cases of the CaaS project.

The research approach is based on design science [6] consisting of several design
and evaluation cycles. The proposed methodology has been validated in two use case
companies of the CaaS project – at SIV (Germany) for business process outsourcing
(BPO) in the utility sector and at Everis (Spain) for Service Oriented Architecture
(SOA) management in a community of ca 100 municipalities.

The rest of the paper is organized as follows. Section 2 briefly describes EM,
context modeling and patterns within IS engineering, on which the CDD approach is
based. Section 3 describes the CDD methodology and Environment. Section 4 presents
the application of CDD within two industrial use cases. Section 5 provides concluding
remarks and directions of future work.

2 Theoretical Foundations and Related Work

In this section briefly presents the topics comprising the main perspectives addressed
by the CDD methodology.

2.1 Enterprise Modeling

Enterprise Modeling (EM) is a discipline concerned with the development and use of
modeling approaches typically targeting (1) congruent organizational and IS designs;
(2) improvement of the quality of business operations; and (3) supporting the problem
solving process within organizations in a modeling way [7]. EM methodologies
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typically address several perspectives of the problem domain such as business goals,
processes, concepts, rule, and actors. For an overview of such multi-perspective
approaches c.f., for instance, [8].

CDD incorporates components of EM for modeling business goals, KPIs, business
processes, as well, process variants.

2.2 Patterns

Pattern-based approaches have established themselves in software programming,
software design, data modeling, and in systems analysis, see e.g. [9, 10] with the
common objective to capture, store and communicate reusable solutions to reoccurring
problems, such as fragments of code or diagrams. The pattern concept has been further
extended and applied in organizational development and knowledge management
under the term organizational patterns [11]. In the context of EM, majority of models
are created in a design situation and once completed they reflect good solutions and
best practices for dealing with a specific business problem or corporate intention, some
of which can be captured and represented as organizational patterns.

According to the principles of CDD, capabilities are delivered by existing best
practices and reusable model fragments, hence it is practicable to represent them as
capability patterns. Their content and the use differ from existing pattern proposals in
the way that (a) their scope and structure resembles a business capability, and (b) their
life-cycle spans from business context analysis, through design, to run-time when upon
monitoring the patterns are replaced or changed.

2.3 Context and Variability

Dey [12] defines context as “any information that can be used to characterize the
situation of an entity”. Several areas, such as artificial intelligence, software develop-
ment, databases, data integration, machine learning, and knowledge representation
fields perceive context mainly as a collection of things associated to some specific
situation [13]. Arguing that context is a broad, inaccurate, and non-delimited concept,
in [14], Hervas describes the context by identifying users, environment, services and
devices, further refined by what, who, where, when and why. More concretely, a user
determines a context, by eliciting not only the user itself, but, in addition, what he/she
is doing, when he/she is doing, etc. Context categorizations determine the focus to an
entity, and often, to a user. In contrast, in our research, there is a need to model the
context surrounding the delivery of a business. The context framework of Hervas has
been considered as an inspiration when creating the context modeling component of the
CDD methodology.

Realizing different contexts in IS engineering is typically done through the concept
of variability defined as ability of a software artifact to be changed so that it fits a
context [15, 16], Variation point denotes a particular place in a system where choices
are made and which variant to use.
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3 Capability Driven Development Methodology

The CDD methodology [17, 18] consists of a modeling language and a defined way of
working supported by the CDD Environment, which is presented in this section.

3.1 Modeling Language for CDD

The theoretical and methodological foundations for CDD are provided by the con-
ceptual capability meta-model (CMM), c.f. for details [17, 18]. CMM was developed
on the basis of requirements from the industrial project partners, and related research on
capabilities. In brief, it consists of the three main parts of the meta-model:

(a) Enterprise model for representing organizational designs with Goals, KPIs, Pro-
cesses (with concretizations as Process Variants) and Resources;

(b) Context model for representing for which context a Capability is designed (rep-
resented by Context Set) and Context Situation at runtime that is monitored and
according to which the deployed solutions are adjusted; and

(c) Patterns and variability model for delivering Capability by reusable solutions for
reaching Goals under different Context Situations. Each pattern describes how a
certain Capability is to be delivered within a certain Context Situation and what
Processes Variants and Resources are needed to support a Context Set.

Note that Fig. 1 is a simplified version of CMM showing the key components of
CDD; the full version with definitions of components and associations is available in
[18] (Table 1).

Fig. 1. A conceptual CDD meta-model with dashed lines showing model perspectives [18].
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3.2 CDD Process

The CDD methodology suggests three interconnected cycles of working – design, de-
livery, and feedback. Capability design starts with the configuration of the existing or
creation of new enterprise goals, services and processes combined with captured busi-
ness contexts, followed by the elicitation of required capabilities and relevant patterns.
Capability delivery includes deployment of the Capability Navigation Application and
run-time monitoring the Capability Delivery Application, for instance, an ERP system.
During the execution of the application the changes of context are monitored, and
run-time adjustments are used to determine if the changes have become such to require a
change of the executing capability, or the consideration of another pattern to apply.
Feedback is achieved by monitoring KPIs (measurable properties of goals for moni-
toring their fulfillment) which facilitates capability refinement and pattern updating.

Table 1. Concepts of the core CDD meta-model

Concept Description

Capability Capability is the ability and capacity that enable an enterprise to
achieve a business Goal in a certain context (represented by
Context Set).

KPI Key Performance Indicators (KPIs) are measurable properties
that can be seen as targets for achievement of Goals.

Context Set Context Set describes the set of Context Elements that are
relevant for design and delivery of a specific Capability.

Context Element
Range

Context Element Range specifies boundaries of permitted values
for a specific Context Element and for a specific Context Set.

Context Element A Context Element is representing any information that can be used
to characterize the situation of an entity.

Measurable
Property

Measurable Property is any information about the organization’s
environment that can be measured.

Context Element
Value

Context Element Value is a value of a specific Context
Element at a given the runtime situation. It can be calculated from
several Measurable Properties.

Goal Goal is a desired state of affairs that needs to be attained. Goals can be
refined into sub-goals forming a goal model. Goals should typically
be expressed in measurable terms such as KPIs.

Process Process is series of actions that are performed in order to achieve
particular result. A Process supports Goals and has input and
produces output in terms of information and/or material. When
initiated a process is perceived to consume resources.

Pattern Patterns are reusable solutions for reaching business Goals under
specific situational contexts. The context defined for the
Capability (Context Set) should match the context in which
the Pattern is applicable.

Process Variant Process variant is a part of the Process, which uses the same
input and delivers the same outcome as the Process in a different
way.
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The CDD methodology is supported by the CDD environment consisting of the
following key components: Capability Design Tool (CDT), an Eclipse based graphical
modeling tool with a complete notation for enterprise modeling and capability design.
Capability Context Platform (CCP) is an application for aggregating and distributing
context information from various kinds of sources, e.g. social networks, application
data, and other. Capability Delivery Application (CDA) is an application used to deliver
capabilities, developed and executed using the engineering process of capability
owner/provider. In real case at runtime CDA can, for example, be an ERP system.
CDA is monitored by Capability Navigation Application (CNA) according to the
capability design specified in CDT and based on the real life data received from the
CCP. CNA retrieves the stored patterns created in the CDT and according to them
configures the CDA used for capability delivery. CNA also selects the run-time
capability adjustments by monitoring the capability context. A view of these compo-
nents is given in Sect. 4.1 for the BPO case at SIV. Currently, technical components
are in a prototype stage, i.e. they are functionally complete but still undergo the final
stages of customization for the needs of the use case companies.

3.3 Capability Design Process

The CDD methodology recommends starting with capability design from the existing
business requirements, enterprise models, and other kinds of organizational design
artifacts. The process is iterative and we strongly advocate a participatory approach to
stakeholder involvement. Capability design is supported by the CDT.

Capability is a comprehensive concept intersecting elements of EM (goals, KPIs,
business processes), context modeling, and modeling of delivery in terms of process
variants. Capability design can take several paths depending on what existing orga-
nizational designs are taken as a starting point and what the organization intends
designing. Hence, several strategies are used, namely, goal-first, service-first, and
context-first elicitation strategies. The concepts used in this discussion are shown the
capability meta-model (Fig. 1).

“Goal” first capability elicitation starts by analyzing the intentional perspective of
the organization, i.e. its business vision and goals, and how they could be reached in
terms of capabilities. The elicitation process includes the steps described in Table 2.
The process is not strictly sequential, i.e. each of the steps could be iteratively and
incrementally refined until a desired and agreed capability is specified.

“Service” first capability elicitation starts with organization’s business services that
are in use and are serving customer needs. The business service is improved or opti-
mized by considering context awareness, adaptability, or automation, thus providing a
capability to deliver it in varying circumstances with more efficiency.

A new capability is identified supporting a business service that in turn may include
a number of underlying actions – processes, software components, and even manual
activities. After the actual context of the service is analyzed in detail, the service is
re-engineered in terms of the Variation Points related to the context, as well as the
variants corresponding to the underlying elements. The Goals and KPIs are related to
the service and updated to align with the identified Capability. Using the results of the
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previous steps, a new Capability Pattern is specified or an existing pattern is adapted
and linked to the capability design.

“Context” first elicitation is chosen when the coverage of a wide range of business
contexts of an organization (business) is the most important, and where the business
change should be driven by a context-aware variability management.

In the elicitation process, the contexts surrounding a business are observed, ana-
lyzed in order to identify relevant Context Elements that are subsequently grouped into
Context Sets representing relevant situations in the business environment requiring
adjustments of capability delivery. Each identified Context Set is then related to a new
Capability. E.g., for BPO, one might consider two capabilities – one for heavily reg-
ulated business environments, and one for more loosely regulated. The goals of an
identified capability are elicited and at least one goal must have a corresponding KPI.
Variation Points are set to match the identified Context Sets of the capabilities, and
Variants are modeled to include the actions enacting the capability.

Table 2. Goal-first capability elicitation process

Goal-first elicitation steps CMM perspective Resulting artifact

A business goal-pathway is elicited from a
top goal and completed to leaf goals.

Enterprise
Modeling

Goal model

KPIs are defined for the goals, and
mandatory for the leaf goals. A goal can
be measured by several KPIs; a KPI can
be used by a number of goals.

Enterprise
Modeling

A set of KPIs with the
relations to the goals

For each leaf goal, zero or more capabilities
are identified. If for a goal it is concluded
that there is no a feasible capability, then
the it is left for future work. If a
capability already exists, it is related to its
goal(s).

Enterprise
Modeling,
Capability

A set of capabilities
with the relations to
the goals

Identifying and modeling the context
affecting the new capability(ies).

Context Modeling Context model

Each identified capability is elaborated by
analyzing relevant for inclusion of
process models, software components,
and manual actions, which are then
related to the variation point(s)
corresponding to the identified context,
and the relevant variants.

Enterprise
Modeling and
Pattern Modeling

Capability structure

Select and adopt an existing capability
pattern for the capability design, which in
essence means specifying a new
capability pattern.

Pattern Modeling Capability pattern(s)
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3.4 Capability Delivery at Run-Time

The delivery cycle starts with the deployment of a capability design in the form of
pattern in a target application environment. This section presents the requirements
related to the main activities of the run-time related to relevant concepts in the CMM.

Monitor KPIs: Capture the actual KPI values to present them in the CNA. In some
cases the values are fetched from internal, analytical data sources. If a value is
acceptable, i.e. within bounds of the KPI specified for the goal that guides the capa-
bility (see examples in Sect. 4), then nothing needs to be done. If a KPI Value is not
satisfying according to the KPI, then Capability Delivery Adjustment shall be invoked.

Capture Context: The context data serves as another input for capability delivery
adjustment algorithms and hence it needs to be monitored during run-time. The CCP
provides Context Element values to the CNA as they change. If a captured Context
Element Value is in the defined Context Element Range of the executing capability,
then adjustments are not needed because the change is covered by the designed vari-
ation points, variants, actions, and resources. Consequently, if the value exceeds the
defined range, then Capability Delivery Adjustment shall be invoked.

Capability Delivery Adjustment: It shall be invoked by the CNA when a KPI Value is
not satisfying in terms of the designed KPI or when a Context Element Value exceeds
its Context Element Range. In the first case, an Adjustment Calculation shall be
invoked to execute (automatically or semi-automatically) a planned adjustment to
recover the KPI over time. In the second case, to continue delivering the same func-
tionality and the same quality (KPIs) within the newly changed context. If the change is
planned then an adjustment calculations may be replaced or extended by another
pattern from the repository. Alternatively, a re-design of the internal pattern structure
such as adding a new resource or a variant might be performed. If however a needed
adjustment is not specified, then a new capability solution needs to be designed.

Update Capability Pattern: If an executing capability based on a pattern is
re-designed, then the new solution should be stored in the repository by updating the
pattern, or a new pattern should be created. Pattern updating is initiated according
capability delivery adjustment, i.e. if a capability structure is changed - additional
elements are included, or some are removed or changed (Context Elements, Variation
Points, Variants, Actions, Resources, etc.).

4 Application Cases

The CDD methodology and environment have been applied and evaluated for the
correctness and the potential for business improvements by three companies in different
fields: (1) e-government, (2) compliance management, and (3) business process out-
sourcing. In this paper we present the results of capability design and deployment at
SIV AG, company doing business process outsourcing in the energy sector in Germany
(Sect. 4.1), and at Everis, a company managing e-government services for regional
municipalities across Spain (Sect. 4.2).
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4.1 CDD Application Case at SIV

SIV (Germany) is a business process outsourcing (BPO) provider for the utilities
industry – delivery of energy, water supply, waste water disposal, as well as for the
management of electricity in the grid. SIV has developed its own ERP platform
kVASy® that supports all BPO services offered to SIV’s customers - grid access
providers, balance suppliers, etc. SIV’s role in the market has been stable and kVASy®
is well established in the industry. Hence, keeping existing and acquiring new clients in
a highly competitive utility market is a top priority. SIV aims to deliver a high effi-
ciency to its customers by combining best practices with compliance to the market rules
while allowing for some degree of customization. SIV’s business challenges can be
summarized as the following:

– frequently changing business contexts affected by new regulations, by laws, and by
other circumstances. This leads to a need for the context-aware solutions that will
support SIV needs to ensure data exchange for markets with different regulations

– varying load of customers
– different standards of documents
– a high extent of manual routines in clearance of document processes, especially

error handling.

According to the SIV’s approach, key capabilities are elicited following the prin-
ciple of the Goal first approach (Sect. 3), i.e. the elicitation of the requirements for a
capability starts by defining the goals for offering BPO services (Table 3). The reason
for choosing this approach lies in the fact that over the years the company’s role in the
market has been well established and company’s vision and its business model are well
elaborated. Therefore, addressing the challenge of keeping the existing and acquiring
new customers in a highly competitive utility market is a top priority. Performing an
enterprise-level analysis with a clear focus on business goals, and linking them to
appropriate BPO capabilities is seen as an opportunity to improve the efficiency and
increase automation of BPO service processes.

From the goal “To reduce process cost”, the Capability “Dynamic Data Clearing” is
identified and structured as a pattern; the main Action is an existing Clearing Process
(Formal Specification) that upon the identification of the context (Table 4) is rede-
signed to support its variability.

Table 3. A goal path of SIV, with a KPI (excerpt from [19])

Goal
no

Goal name

1 To constantly provide value to customers
1.1 To efficiently control grid communication processes
1.1.1 To achieve high process quality
1.1.2 To optimize case throughput
1.1.3 To reduce process cost

KPI 1.1.3.1: process cost reduction decreased x% compared to the non-capability
solution
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The Context Set is subject to change where the change frequency can be relatively
high or low. For example, the German regulation authority biannually issues updated
message exchange formats. By contrast, directives how to run intercompany business
processes change very infrequently. The main Variation Point of the Clearing Process
model concerns different Variants for handling the clearance procedures for different
Medium, Regulatory document type, and Message exchange format. The model is
re-designed for automatic handling of the documents based on the Concept Elements in
Table 4, to be implemented in kVASy®.

Figure 2 shows an architectural view on provisioning BPO services by applying the
CDD approach. The capability is distinguished from the conventional BPO service
provision as the delivery takes the application context into account, i.e. CNA allows for
an adjustment whenever the context of the capability delivery changes or if KPIs drop
below acceptable values.

Table 4. Context set for dynamic data clearing capability

Context element Context element range

Medium {gas, electricity, water, undefined}
Regulatory document {GPKE, Geli Gas, WiM}
Message exchange format {MSCONS, UTILMD}
Message status {syntax_checked, content_checked}
Meter reading {manual, automated}

Fig. 2. A high-level architecture view of the CDD environment for BPO capability delivery [19]
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In addition to “Dynamic Data Clearing”, another analyzed capability pattern was
“Urgent Resource Allocation”. This pattern supports the provider of a utility service
with the allocation of knowledge workers to the faulty clearing cases if the backlog size
of the customers (Context Element) exceeds the available knowledge worker capacity
(Resource). The solution of the pattern refers acquiring additional resources (Manual
Action, with a required Competence); if the effort of allocation is expected to be
time-consuming, a better performance could be achieved if a non-controllable size of
customers’ backlog is predicted, i.e. the activation of the pattern is scheduled.

Table 5 summarizes how components of the CDD environment support the CMM
perspectives at design time and run-time. The CDT is only used at design time while at
run-time capability monitoring and adjustment is performed by the CNA. The CCP
provides available context elements to the CDT for capability design at design time and
context element values to the CNA at run-time. Pattern repository is mostly used at
design time for selecting existing solutions, while at run-time it can provide sugges-
tions for process variants to the CNA. The role of the CDA is fulfilled by an ERP
system kVASy®. It provides measurable property values to the CCP for aggregation
into context elements from which the CNA can then calculate capability adjustments.

4.2 CDD Application Case at Everis

The case of Everis (Spain) demonstrates the potential of SOA capability management
in a community where various factors and actors are involved: SMEs, multinational
corporations, diverse public administration’s laws, regulations, administrative consortia
and calendars, as well as many technological tools. The use case is based on the public
sector and the main emphasis is put on electronic services provided to ca 100
municipalities and used by their citizens and companies in the regions. The SOA
platform is created to facilitate the Law on the Electronic Access of Citizens to Public
Services. This law ensures the right of citizens to communicate with all the adminis-
trations electronically to promote a more efficient and a more transparent
administration.

Table 5. CDD Environment component support of the perspectives of capability design

CDD environment
component

Enterprise
modeling

Context modeling Pattern and variability
modeling

CDT Supports at
design-time

Supports at design-time Supports at design-time

Pattern Repository Supports at
design-time

Supports at design-time
and at runtime

CNA Supports at
run-time

Supports at run-time Supports at run-time

CCP Supports at design-time
and at runtime

CDA Supports at run-time
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Even if the SOA solution for the e-government in municipalities has been imple-
mented, the following challenges are to be considered:

– Update of services is done manually, e.g. if a service of an external provider
expires, a technician is responsible to renew it manually. As a consequence, the
citizens are not having on-line access to the service.

– Notification service of incidents to the main office is manual. E.g. the SOA tech-
nicians receive a notification for an error or an issue. It is a manual task for them to
handle all the incidents.

– Municipality infrastructure capacity is a problem when in-person request load is
high.

– Service promotion is manual. E.g. once a municipality wants to promote a service, it
has to be done manually by a public servant. Considering the large amount of
municipalities involved such an approach is inefficient.

Everis aims at delivering several different capabilities – to more effectively main-
tain the SOA platform, to ensure service execution, and to enhance the usage of
electronic services in general. The key capabilities are elicited following the principle
of the Service-first approach, i.e. where the elicitation of capabilities starts by con-
sidering improvements of the organizational business services. This is because the case
reflects a dominant service-orientation, and where capabilities are seen as the enablers
supporting of variety of customer needs with an efficiency that is monitored and
measured by well-defined KPIs.

As an illustrative example, we consider the elaboration of “Service Promotion by
Highlighting” capability to enable citizens to see the services easier and to use them
more. The limitations of manual promotion are solved by applying the CDD approach
and having identified the capability of service promotion automatically based on dif-
ferent contexts. Services will be promoted automatically, so the time needed to high-
light them will be reduced and citizens will be able to access them more easily.
Moreover, public servants will have more time to perform other tasks. The identified
KPIs for the capability are shown in Table 6.

Service highlighting intends to promote the usage of the services, such as “Mar-
riage Service” or “Swimming Pool Service”, or “La Dipu Te Beca” (for obtaining a
council grant). Use of a service is dependent on a number of Context Elements that
were identified and proven for the influence [20]; they are outlined in Table 7.

Table 6. KPIs defined for the “Service Promotion by Highlighting” capability

KPI Expected
value

% of citizens consuming the service 25 %
Growth of the number of citizens using the service per year 10 %
% of services in active use from all services provided by municipality 100 %
% of paper submissions (from all submissions where online submission is
available)

30 %

% of municipalities starting to use a service after received information 90 %
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At run-time, upon any change of a Context Element Value, a different calculation
(Variation Point, Variants) is performed to initiate automatic highlighting of a service
to promote it. The KPIs from Table 6 are also enabled for capturing, monitoring and a
dashboard-presentation to control improvement and efficiency of the on-line services.

Figure 3 shows a fragment of capability design for Service Promotion with high-
lighted modeling perspectives for the purpose of illustrating the level of complexity of
capability models as well as how capability is linked with other modeling components.

Table 7. Context Set defined for the “Service Promotion by Highlighting” capability

Context element Context element description Context element
range

Number of users per
day

If service is highly used, its rank may be
increased and service can be highlighted.

[Numeric]

Number of
municipalities
using the service

If a service is highly used in one
municipality, its rank can be increased in
another one.

[Numeric]

Number of citizens Number of citizens in a municipality [Numeric]
Area Municipality size in area [Numeric]
Type of day Type of the day can affect the usage of the

services.
[Working day;
Holiday]

Types of events per
calendar unit

Calendar events might affect the service
usage and the frequency of services ranks
recalculation.

[High impact;
Neutral impact;
Low impact]

Fig. 3. Overview of the design model for capability service promotion [20]
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The complete version of this capability design is available in [20]. This design is
supported by architecture of the CDD Environment similar to the one at SIV (Fig. 2)
except the role of CDA is performed by Everis SOA platform for municipalities.

5 Conclusions and Future Work

We have presented the CDD constructs with a particular emphasis on the modeling
perspectives, such as EM, patterns, and context modeling. The perspectives address the
notion of capability that embodies a composite functionality to integrate organizational
design with IS development taking into account changes in the organization’s business
context at both design- and run-time. We have also presented how the capability
designs are supported by CDD environments in two industrial cases.

The work reported in this paper has been carried out within the CaaS project and
has led to a methodology and an environment for CDD. The key perspectives of
capability design are deemed important for approaches using the concept of capability
for documenting, managing, and configuring organizational services, business pro-
cesses, tasks according to delivery context. In summary, the capability relationships to
the perspectives are the following:

– Capability should fulfill a business goal. And hence it should be monitored by the
same (or a subset of) KPIs as for the business goal it fulfills.

– Capability is context dependent, i.e. for each capability a specific set of permitted
contexts is to be specified in which the capability is applicable.

– Capability is delivered by existing best practices. Hence, each capability should be
linked to a pattern specifying how it is delivered and what kind of variability is
permitted within this capability.

The CaaS project has been elaborating the above requirements into the CDD
methodology based on components from the 4EM method [8], BPMN, and newly
developed capability and context modeling approach, as presented in [18]. The dedi-
cated CDD environment will always need to be customized for integration with the
specific business applications (CDAs) used for capability delivery for the specific
company, as well as for integrating the relevant context providers of a specific business
case with the CCP. There are however more customizations possible including
replacing one context platform with another for the role of CCP. Similarly, one
modeling language in the methodology can be replaced with another as long as the
links from capability to modeling perspectives are kept in tact.

Amongst plans for future work are elaboration and design of approaches for
specifying capability adjustment calculations for various run-time conditions, such as
change of KPI(s), context, as well as in relation to predictions of changes. Additional
work will also be devoted to including additional model types such as, for instance,
business rules, in the CDD meta-model, as well as providing guidance for methodology
and environment customization. Currently the CDD Environment is able to collaborate
with CDAs that already exist, such as corporate ERPs. The next step of methodological
and technological development will target the integration of CDD with Model Driven
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Development approaches and tools to be able to develop new CDAs for business cases
that do not have prior IT support.
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Abstract. This paper presents a method that is used to enrich existing archi-
tecture frameworks or methods by enabling development of situated capability
viewpoints. The method addresses the issue that in many cases viewpoint def-
initions suggest a singular way to consider and model a domain. This issue is
particularly prevalent in frameworks developed by one profession, such as IT
architects, where general concepts, such as capability and service, may have
narrow definitions. The method we suggest is to start with a base capability
viewpoint and then tailor that into specific situated capability viewpoints by
incorporating situational concerns. Each tailored viewpoint supports a stake-
holder’s work situation and aims to increase intended and actual use of capa-
bility analysis. The method is built upon the ISO 42010 standard, an extendable
base capability viewpoint, and concepts from method engineering. The method
is demonstrated by applying it to the Strategy Map framework by Kaplan and
Norton.

Keywords: Viewpoint � Capability � Capability analysis � Enterprise
architecture � Situation � Situational methods engineering � Interweaving

1 Introduction

In the world of enterprise architecture (EA), knowledge about systems and its archi-
tecture is commonly organised according to concerns. The concept of viewpoint is used
to represent and frame one or more concerns. A viewpoint, its constituent’s languages
and models kinds are traditionally defined by EA experts or IT architects. Recently the
concept of capability has been a popular way of representing, analysing, designing,
governing, and managing an enterprise or organization. The concept of capability stems
from the field of strategic management where it was used in the 90s to describe
resources and core competencies that a company needs in order to compete in a market
[1]. Lately the capability concept has been used as a mean to aid in the development of
IT systems [2].

It may be tempting to let one profession, such as EA experts or IT architects, to
define one single way to represent and analyse capabilities. However, the risk is that
such a narrow, single-sided representation may miss to incorporate other essential
aspects of an organisation. Thereby, different stakeholders may use the same general
capability viewpoint but are in reality interested in different point-of-views and aspects.
While EA frameworks try to standardise the capability concept, we can observe from
existing use that is has been used from different perspectives, such as the perspectives
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of functional grouping [3], process orientation [4] and even describing the ability to
perform enterprise architecting itself [5]. Furthermore, research have shown that
architectural languages tend to favour the perspective of architects and not the per-
spectives of non-architects [6]. There is clearly a need to adjust the perspective and
language according to the situation the concept of capability is used in.

In this paper we present a method that can be used as an instrument to clarify what
the different situational perspectives are, why employees have different perspectives,
and show how different groups view and use the concept of capability. Through the use
of the method the various uses of capabilities can be explored. The method is built
upon a base capability viewpoint that can be specialized for stakeholders and their work
situations. The method builds upon the international standard ISO 42010 [7] that
addresses the creation, analysis and sustainment of architectures of systems through the
use of architecture descriptions within architecture frameworks. The main author of this
paper participated in the ISO/IEC standardization work through the national delegation.

The method follows the principles of situational method engineering and is
expressed as a “method-chunk”. It is meant to be combined with an EA framework, or
method, such as the Capability Driven Development approach [2] or similar approa-
ches. This means that the method is not aimed to be a complete capability analysis
method, it is rather meant as a way to tailor existing frameworks or methods, to allow
them to cater for different capability perspectives. The contribution of this paper is the
definition of a base capability viewpoint, and the method steps and guidelines to
specialize it into situated capability viewpoints.

The structure of the paper is as follows. Related work and the design science
research approach taken is described in Sects. 2 and 3, while an overview of the
method is given in Sect. 4. Section 5 presents the starting viewpoints: the stakeholder,
base capability and situation viewpoints, while Sect. 6 contains a description of the
four steps of the method. Sections 7 and 8 concludes the paper.

2 Related Work

The method presented in this paper aims to improve capability analysis. The contri-
bution of the paper is thus related to the definition of capability and its use in analysis.
The capability concept, and associated methods of analysis has been described in the
field of strategic management and enterprise modelling.

In strategic management the notion of dynamic capability [8] has been be used to
describe the ability on an organisation to change its capabilities. As pointed out by [9]
the definition of the concept of capability itself has fluctuated somewhat in the area of
strategic management; however, there is a tendency to associate it with the organisation
of resources and their allocation [10]. For example, McKeen and Smiths [11] defines a
capability as “the ability to marshal resources to affect a predetermined outcome”. In
this paper we extend this view of capabilities and elaborate on it, that is, we view
resources and their use as an integral part of capabilities while we also honour that the
analysis capabilities may cover other aspects as well, such as the capacity of per-
forming tasks. The more elaborated definition of capabilities that we use in this paper
allows us to be more precise when tailoring capability analysis to a certain situation.
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The concept of capability that is used for the method presented in this paper is further
discussed in Sect. 5.

In the area of enterprise modelling and enterprise architecture, the concept of
capability has been used as a way to analyse organisations [12, 13]. It has also been
used to describe an organizations ability to use enterprise architecture. This is most
notable in the open groups TOGAF framework [5], where capability frequently refers
the readiness of an organization to use enterprise architecture. Practitioners has been
using capability maps [3, 14] to make an overview of the capabilities that an organi-
sation has. Especially [3], the focus has been on capability analysis as a way to
functionally break down capabilities into sub-capabilities. While capability maps start
with main/large capabilities, there has been other approaches suggested that start the
analysis based on processes. Examples of these approaches include [4], which view a
capability as a form of process, and the Capability Driven Development approach
(CDD) [2], which enable process analysis to be the starting point for capability iden-
tification. The method presented in this paper is a compliment to the existing capability
analysis approaches. It adds a novel angle to existing approaches in that is uses work
situations to frame, adapt, configure, and constrain capability descriptions. Thus, the
method can be used to tailor existing approaches, such as CDD.

Besides the contributions related to the work described above, the method is
making use of situational method engineering and the ISO 42010 standard for repre-
senting viewpoints. Situational method engineering is a major component of method
engineering, which encompasses aspects of creating a development method for a
specific situation [15]. In this paper we use the method engineering concept of method
chunk to describe the method. The method, or method chunk, is aligned with the view
presented in [16] that a tailored method should include the context of its use.

3 Research Approach

The research methodology used in this paper is design science. Design science is
carried out to change the state of affairs by designing and evaluating an innovative
artefact. Commonly, the design science process consists of several activities that lead to
a designed and evaluated artefact. We use the five activities presented by Peffers [17] to
describe our research:

1. Problem identification and motivation. The problem addressed in this paper is that
the concept of capability may have a narrow, single-sided representation, in existing
capability analysis methods, and/or enterprise architecture frameworks or methods,
and, thereby, miss to incorporate essential aspects embedded in situations and work
people do in an organisation.

2. Objectives of a solution. The objectives of a solution are in this paper interpreted as
a number of requirements on the artefact. This activity can also be seen as a
transformation of the problem into demands on the proposed artefact, which in our
case is the method. Based on the authors’ consulting experience with capability
analysis and international standardisation, we have identified that important
requirements on the method should be:
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Generally applicable: The method should be generally applicable to different
domains, and combinable with existing capability analysis methods. The method
should complement existing approaches in domains where a complete analysis
of situational concerns is needed, thereby lower the barriers of method appli-
cation, improving facilitating conditions for, and actual-use of capability
analysis.
Compliant with standard: The method should be compliant with the ISO 42010
standard ontology for architecture descriptions. Thereby, enabling effective
integration of the method with existing capability analysis methodologies and
architecture frameworks.
Efficient result: The method should produce situated capability viewpoints in an
efficient way, that is, produce results in a resource efficient way, and by con-
sidering situational work factors. This will increase aspects such as job-fit,
performance and output expectancy, intentions-to-use, and subsequently
actual-use of capability analysis. That is an important prerequisite for organi-
sations to start using the method.

3. Design and development. The solution presented in this paper that address the
problem and fulfil the requirements, is an artefact in form of a method for creating
situational capability viewpoints. The artefact is presented in Sects. 4 and 5.

4. Demonstration. The artefact, that is, the method, is demonstrated by applying it on
the Strategy Map framework for strategic analysis, planning and execution by
Kaplan and Norton [18], see Sect. 6.

5. Evaluation. The evaluation is presented in the form of so called informed argument
[19], see Sect. 7, where the researchers discuss how the method address the iden-
tified problem and fulfil the stated requirements. A more thorough evaluation is
planned to be carried out at a later stage.

4 Overview of the Method

The solution (artefact) presented in this paper is a method or, more precisely, a method
chunk, that aims at developing situated capability viewpoints by tailoring a base
capability viewpoint to address situational work concerns and other use-requirements
on the developed viewpoints and their use. The method makes use of three (3) fixed
viewpoints (stakeholder, base capability and situation) that govern the creation the
methods input and output views and models. These viewpoints are all following ISO
42010 and are further described in Sect. 5. The method contains four (4) steps that may
be performed iteratively (Fig. 1):

1. Situate and focus: Situate and anchor the tailoring into the situation-of-interest, and
what to focus attention on.

2. Characterize: Identify affected individuals (stakeholders), categorize them into
stakeholders, and identify work situations related to stakeholders.

3. Tailor: Develop a set of situated capability viewpoints by tailoring the base capa-
bility viewpoint to address situational work concerns and use-requirements.
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4. Validate: Compare situated capability viewpoints with the perceived real world by
evaluating fulfilment of situational work concerns and use-requirements.

The method delivers results in form of viewpoints, model kinds, views, and
models. A viewpoint frames one or more concerns relevant to stakeholders, and pro-
vides conventions, rules, patterns for construction of views of entities of interests, or a
system. A view is made up of models, which are governed by a corresponding model
kind. A model kind provides conventions for a type of modelling. The results may be
used to extend an existing architecture framework or method:

• A stakeholder view, which contains a model of the stakeholders.
• A set of situational work views, which contains a model of the work situations.
• A set of situated capability viewpoints, which frames situational capability concerns

and specific situational concern(s).

The four steps in the method, are described using a template that contains the goal,
activities, results and guidelines. To demonstrate the method, it is applied to the
Kaplan-Norton framework for strategic analysis.

Demonstration example: Strategy Map framework. In their work on strategies,
Kaplan and Norton [18] have developed a well-researched and commonly practiced
method for understanding, analysis, planning and execution of strategies, called the
Strategy Map framework. Essentially, the framework provides four perspectives that
aid the analysis and improvement of an organization:

• Financial: This perspective concerns long term shareholder value created by
addressing productivity (i.e., improve cost structures and asset utilisation), and
growth (i.e., new revenue source and increase customer value) strategies, as directed
by vision, mission, purpose, and core values.

• Customer: This perspective concerns value propositions that describes how the
organization will create differentiated, sustainable value to targeted segments in

Fig. 1. Overview of process fragment with inputs, controls, outputs, and a product structure.
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which the organisation competes, together with measures of performance, such as,
customer satisfaction, retention, acquisition, profitability, and market share.

• Internal processes: This perspective concerns value that is created through pro-
cesses that produce and deliver products and services, enhance customer value,
created new products and service, and improve communities and the environment.

• Learning and Growth: This perspective concerns the organization’s assets and their
role in strategy: (1) Human capital, i.e., the availability of skills, talent, and
know-how, (2) Information capital, i.e., the availability of information systems,
networks, and infrastructure, and (3) Organization capital, i.e., the ability of the
organization to mobilise and sustain the process of change.

5 The Stakeholder, Capability and Situation Viewpoints

The method makes use of three ISO 42010 compliant viewpoints: stakeholder, situation
and base capability. The base capability viewpoint is novel and part of the contribution
of this paper, we thus describe it in more detail compared to the stakeholder and
situation viewpoints.

An ISO 42010 Viewpoint is a “work product establishing the conventions for the
construction, interpretation and use of architecture views to frame specific system
concerns” [7]. A Viewpoint is documented with references to typical stakeholders and
related concerns, one or more model kinds, and its sources such as author, history, and
bibliography.

A Concern is a “‘system’ interest in a system relevant to one or more of its
stakeholders” [7], including developmental, technological, business, operational,
organizational, political, economic, legal, regulatory, ecological and social influences.

A Model Kind provides “conventions for a type of modelling” [7] and is docu-
mented with the languages, notations, conventions, modelling techniques, analytical
methods and/or other operations to be used on models of this kind.

Examples of model kinds include: capability maps, data flow diagrams, class
diagrams, Petri nets, balance sheets, organization charts and value streams.

The stakeholder viewpoint, is a viewpoint that frames stakeholder concerns,
provides model kinds for documenting characteristics of individuals, groups of indi-
vidual, and stakeholders. Individuals, and groups of individuals may be related to one
or more stakeholders, and may be categorized as a stakeholder based on characteristics
such as: practice, discipline, profession, organisational job, or position.

The situation viewpoint, is a viewpoint that frames situational interests and con-
cerns, provides model kinds for documenting situations, including work situations, and
use-requirements that is used to tailor, frame, constrain, contextualise, configure, or
regulate the construction and use of other viewpoints, views and model kinds. In a
situation stakeholders may participate in different roles, and a stakeholder may par-
ticipate in multiple situations. A situation can be characterised in many ways; situa-
tional aspects includes:

• General aspects: facts, conditions, and events that affect someone or something at a
particular time and in a particular place [20, 21].
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• Work oriented aspects: actual work being conducted, ways of working, tasks,
questions asked, goals, objectives, results, outcomes, techniques, tools used,
deliverables, work products, professions, organisational jobs or positions [22, 23].

The base capability viewpoint, is a viewpoint that frames capability concerns, and
that can be tailored into specific situated capability viewpoints. The viewpoint provides
view conventions and a capability model kind for documenting capabilities. The
capability concerns are represented by a general capability definition based on our
previous work [24]. A particularity of this capability construct is that it is designed to
be general and extendable into specific variants, thus making it suitable for develop-
ment of situated capability viewpoints through a tailoring process.

In a general sense, a capability can be viewed as a pattern consisting of six
(6) essential elements as illustrated in Fig. 2.

The essential elements are:

• Possessor, is the portion of reality to which the capability is attributed to, owned by,
accessed by, or part of.
Examples: organisational unit, people, machine, enterprise, system.

• Possibility, is a possibility for something to come into existence by some source,
through a lead-to mechanism.
Examples: probability, disposition.

• Source, is the input factors of a capability.
Examples: things, assets, facilities, resources, people, knowledge, skills, processes,
machines, culture, learning processes, material, information, feedback loops.

• Result, is the to-part; the accomplishment, the achievement, effect, consequence,
etc. Example: delivered goods, performed service, fulfilment of intended objectives.

• Lead-to, is the way source(s) can lead-to the result.
Examples: natural process, prescribed or described work process, causality.

• Substantiality, is the strength of the lead-to mechanism and source factors.
Examples: capacity of sources, available knowledge of workers, demonstrated
achievement of results.

Being capable means having access to, owning, or be attributed to capability. If an
entity is capable then the source elements must be related the possessor.

Capability

resultlead tosource

possibility substantiality
possessor

Capable

part-of
own, access to

attributed-to

has

Fig. 2. Illustration of the capability patterns six essential elements.
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A specific capability viewpoint can be created by formulating coherent and
specific definitions for each of the essential elements of the base capability viewpoint.
In the method presented in this paper, we are using the capability pattern to weave
capability concerns with situational, and work related concerns. The result of the
method depends on situational, work related concerns, and the content of the tailored
framework, or method. Therefore, we cannot in the method provide a detailed account
of the content of produced viewpoints and model kinds in advance.

6 Situation Capability Viewpoint Method Chunk

6.1 Situate and Focus Step

This step provides an essential tool for framing and understanding the general
situation-of-interest that surround work situations identified at a later stage, and to
allocate attention and effort to the method execution. The step provides an opportunity
to identify factors that may influence subsequent steps, such as problems, objectives,
challenges, opportunities, motivators, goals, experience, risks, general questions and
issues to address, relevant assumptions, constraints, and beliefs system.

Goal
The step aims at situating and anchoring into a situation-of-interest by describing the
situation, influencing factors, and what to focus on.

Activities

• Identify, describe, and frame situation-of-interest, and focus of interest.
• Identify, and describe influencing factors.

Result

• A description of the situation-of-interest, and influencing factors.

Guidelines

• Checklands Rich Picture technique may be used to obtain a broader overview [25].

Example
In this example we adopt a standard situation-of-interest for Strategy Map framework,
which is a strategy planning & execution situation where different organisational units
are to be directed, guided, and aligned through the use of Strategy Map framework.

6.2 Characterize Step

The characterize step aims at narrowing down a potentially large set of work situations,
originating from each participant own world-view of the situation-of-interest, into a
reasonable and practicable set of work situations that can be used as requirements for
the tailoring step. One of the most important work situations is framed by the organized
work individuals do, such as a job performed in a position or role.
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A stakeholder’s work situation provides a point-of-reference, value and belief base
for analysing and designing the use of a situated capability viewpoint within the frame
of the situation-of-interest. The clustering of individuals into stakeholders, based on
common characteristics, provides a practical unit of knowledge for subsequent steps.

Goal
The step aims at identifying affected individuals, categorize individuals into stake-
holders, and identifying work-situations related to stakeholders, in order to provide
use-requirements for the creation of situated capability viewpoints.

Activities

• Identify and describe affected individuals that participate in, are affected by, or
perceive themselves as affected by the situation-of-interest.

• Analyse and categorize individuals into stakeholders.
• Identify and describe work-situations and use-requirements.

Result

• Stakeholder view with corresponding model.
• Situational work views including use-requirements, with corresponding model.

General guidelines

• This step can be performed using stakeholder analysis [26].
• Real-world examples should be gathered to provide a pragmatic grounding for

discussions, debate, analysis, and evaluations in this and subsequent steps.

Use-requirements guidelines
When identifying a work situation, it is valuable to describe the needs and expectations
of stakeholders on what a capability viewpoint should contain. Factors, which has an
effect on intention-to-use and actual-use, can be found in the Unified Theory of
Acceptance and Use of Technology [23]. The following list summarise their grouping
of factors, and provides a single example of a factor; Job-Fit.

• Performance expectancy: Individual’s beliefs relating to, if the use of a capability
viewpoint will help him or her to attain gains in job performance.
– Job-fit: How a capability viewpoint enhances an individual’s job performance.

• Effort expectancy: Expected ease of use of the capability viewpoint.
• Social Influence: Perception of the importance of other people’s beliefs that a

capability viewpoint should be used.
• Facilitating conditions: Perception if a value base, organizational and technical

infrastructure exists to support use of the capability viewpoint.

Other factors to consider includes: questions that can be answered through the
situated model kinds [7], and factors that affect decision making.

Example
Based on the perspectives of the Strategy Map framework, we have derived the fol-
lowing examples of stakeholders, work situations, and use-requirements (Table 1).
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6.3 Tailoring Step

The tailoring step creates situated capability viewpoints that weave general capability
concerns with situational concerns in order to improve qualities such as
intention-to-use, actual-use, and to satisfy use-requirements as defined in the charac-
terize step.

Goal
The step aims at developing situated capability viewpoints by tailoring the base
capability viewpoint to address situational work concerns and use-requirements.

Activities
For each identified work situation:

• Analyse work situations, use-requirements and their relationships to other situations
in order to determine relevant situated viewpoint concerns.

• Develop a situated capability viewpoint by specialising each of the six essential
elements of the base capability definition presented in Sect. 5.

• Refine situated capability viewpoint by weaving the capability model kinds and its
model elements, with related model kinds in encompassing framework or method.

• Develop view and model examples of each situated capability viewpoints in order
to increase understandability as well as comparability in the validation step.

Result

• A set of situated capability viewpoints descriptions, with corresponding situated
capability model kinds, which are ISO 42010 compliant.

Table 1. Strategy map perspectives, stakeholders, work situations, and use-requirements.

Perspective Stakeholders Work situations Use-requirements

Learning
and
Growth

Human Resource
Management

Competence
management

Provide foundation for
developing competencies

Internal
Process

Operations Managers,
Customer Manager,
Researcher,
Compliance Manager

Operations
Management

Customer
Management
Innovation
Processes
Regulatory &
Social Processes

Address understanding of
actual performance of
processes and
contribution to goals.

Customer Marketing, Service
developer

New Product
Development

Enable analysis of
competiveness

Financial Top Management,
Owners, Business
Analyst

Strategy
Planning &
Execution,
Business
Analysis

Enable analysis of
capabilities contribution
to organisational purpose
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Capability element guidelines

• A possessor may be determined by identifying units of: inquiry, analysis, design,
planning, performance monitoring, organisation, responsibility, and/or production.

• Possibility is often not extended since it is well defined. Although modifiers may be
included to indicate aspects of enabling, choice, freedom, or potentiality.

• Substantiality may be defined based on qualities that determine if a factor has more
or less capacity or quantity, level of availability, or repeatability of lead-to process.

• Source elements may be identified and selected amongst factors that contribute to
the achievement of the result. The choice of inclusion or omission of a particular
source element in a capability may have a significant effect on the descriptive,
explanatory, or predictive powers of the particular capability.

• Result elements can be found amongst phenomenons, in the work situation, which
are desired, intended, possible, or must to be accomplished. Examples include work
product, outcome, impact, delivered service, realised benefit, and customer value.
Note that not all results are desirable, nor intended, such as pollution, and that an
actual capability with an desired result may yet lead-to undesirable side-effects.

• The lead-to element can be found by identification of how the source elements in
practice are, or is expected to lead-to the result(s). In an idealistic future situation,
the lead-to can be defined as a prescribed business process, or in an analysis of the
past situation, the lead-to may be explained by causality, inference, statistical, or
mathematical formula argumentation. The lead-to can be instrumental, in the sense
that a direct result lead-to or enable a secondary key result.

• In some cases, when substantiality is low, a source factor is missing, and/or the
lead-to is weak, a capability may be considered as a Disability.

Example
In the previous step, we identified 4 groups of stakeholders and related work situations,
and use-requirement. Based on this we can construct four situated capability viewpoints
by tailoring the base capability viewpoint, or specializing the underlying capability
definition. To illustrate how to do this we make use of existing capability definitions as
found in research, books, and industry organisations material. Through this we
demonstrate how existing capability definitions may be partitioned into the six essential
elements of the base capability viewpoint, and how reasonable situated capability
definitions may be defined based on work situation and use-requirements. Note that all
capability definitions fit into a language template based on the 6 essential elements:

“<substantiality> <possibility> of <possessor> to <result> by 
<source> through <lead-to>”

The following table provides a summary of the four constructed situated viewpoints
for Strategy Map framework:

• Financial perspective: To exemplify this perspective we use capability definition by
Stephan Haeckel [27] that relates to an organisations purpose: “Capabilities are
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organizational subsystems with a potential for producing outcomes that contribute
to the organization’s purpose”.

• Customer value perspective: The Leinwand/Mainardi capability definition [28]
relates to customer values: “Something you do well that customers value and
competitors can’t beat”.

• Internal Process perspective: The BABOK capability definition [29] relates to an
organisations functions: “A function of an organization that enables it to achieve a
business goal or objective”.

• Learning and Growth perspective: The Amartya Sen capability approach [30] relate
to a person’s real freedoms or opportunities to achieve functioning, and wellbeing

Table 2. Illustration of breakdown of capability definitions into the 6 essential elements.

Learning and
growth
perspective: HR

Internal process
perspective

Customer value
perspective

Financial
perspective

Author Amartya Sen BABOK Leinwand/Mainardi Stephan Haeckel
Authors
capability
definition

a person’s real
freedoms or
opportunities to
achieve
functioning,
(beings and
doings), and
well beings

A function of an
organization
that enables it
to achieve a
business goal
or objective.

Something you do
well that
customers value
and competitors
can’t beat

organizational
subsystems
with a potential
for producing
outcomes that
contribute to
the
organization’s
purpose

Possessor person organisation you organisation
Substantiality real - well potential
Possibility freedom or

opportunity
enable done it before potential

Result functioning or
wellbeing

achieve business
goal or
objective

customer value that
competitors can’t
beat

outcomes that
contribute to
the
organization’s
purpose

Source person,
knowledge,
conversion
factors

function you organisational
sub-system

Lead-to doing, achieving achieving,
instrumental

doing producing,
instrumental

Related
concepts

resource,
feasibility,
choice, freedom,
opportunity,
competence

organisation,
functional
breakdown,
goal model

customer value
proposition,
competitors,
market,
customer,
channel

vision, mission,
purpose,
values, strategy
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where functioning are ‘beings and doings’, that is, various states of human beings
and activities that a person can undertake (Table 2).

Note that all of the above four viewpoints can be combined in a single and inte-
grated enterprise wide capability analysis of an organisation.

6.4 Validate Step

This step provides a real world check of the situated capability viewpoints descriptions,
and aims partly at developing insights and possible ideas for improvements, and partly
at providing a structured validation. This step offers a space where participation can
discuss, deliberate, form intentions and commitment to-use.

Goal
The step aims at comparing situated capability viewpoints with the perceived real
world, by evaluating fulfilment of situational concerns and use-requirements.

Activities

• Evaluate fulfilment of situational and capability concerns and use-requirements.
• Record feedback from participants, findings, and ideas for improvement.
• If a situated capability viewpoint is determined to be acceptable by stakeholders

then continue, otherwise decide if it is feasible and relevant to reiterate to a previous
step, if not then terminate the process.

Result

• Descriptions of evaluation results, findings, conclusions, ideas for improvements.

Guidelines

• Formal validation methods, evidence and data based methods, and assurance case
techniques can be used to increase confidence in the results and acceptability.

Example
The descriptions of the developed situated capability viewpoint are presented to the
participants, together with situational examples. The participants are presented with a
survey aimed at evaluating situational and capability concerns, use-requirement and
quality factors such as intention-to-use and actual-use.

7 Discussion and Evaluation

This work has been built upon the authors experience with capability analysis and
standardisation work. The method has been partially put to test, but a more thorough
evaluation is planned. In this section, we will present so called informed argument for
the method. Informed argument, introduced in Hevner et al. [19] is a type of light
weight evaluation where the researcher argue for their developed solutions. We will
argue for the benefits of the method by revisiting the three requirements as put forward
in Sect. 3:
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The requirement general applicability of the method, states that the method should
not be bound to a specific domain or overall capability analysis method. We have
ensured this by defining six capability elements that allow us to build capability def-
initions that fits a domain, and by the explicit construction of a method chunk sup-
porting integration with existing frameworks or methods. Moreover, we have not tied
the method to a certain approach to identifying capabilities, such as service, process or
goal-based approaches. In the future, the general applicability can be demonstrated and
evaluated by weaving the method into existing capability analysis approaches.

The requirement compliance with standard is achieved by using the terminology of
ISO 42010 standard ontology as a base for defining the base capability viewpoint and
as a requirement for situated capability viewpoints.

Finally, we also argue that the method produces situated capability viewpoints in an
efficient way, due to its considering of situational work aspects and factors such as
job-fit, performance and output expectancy, intentions-to-use, and actual-use of capa-
bility analysis. These are all concepts within the well-applied theory of technology
acceptance model [23]. Furthermore, the requirement is addressed by the inclusion of a
separate step for stakeholder and work situation identification, and a validate step that
ensures the results are acceptable and applicable for the stakeholders. Finally, the
presented guidelines and well-structured descriptions will support the efficiency.

A future evaluation is planned to focus on the last requirement, that is, to ensure
that the method produce effective results. This evaluation is intended to be performed in
an existing project where capability analysis is performed. After applying the method,
the strength of the resulting capability viewpoints to represent stakeholders concerns
will be evaluated using semi-structured interviews with the stakeholders.

8 Summary

In this paper we have presented a method for creating situated capability viewpoints.
The viewpoints are useful for describing capabilities from different work perspectives
and provides a useful complement to existing capability analysis methods. As a starting
point for the method a stakeholder analysis should be performed, followed by a
description of the work situation that each stakeholder is situated in. The creation of
situated capability viewpoints for stakeholder’s work perspectives is then done by
tailoring a base capability viewpoint. In particular, this entails the specialisation of a
six-element capability definition.

The use of the method has been demonstrated by applying it to the Strategy Map
framework by Kaplan and Norton. The demonstration shows that four viewpoints can
be created based on the Strategy Map framework, each viewpoint addressing a certain
stakeholder. The paper applies informed argument as an evaluation, and point towards
a future way to perform a formal evaluation.
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Abstract. The field of mining unstructured data has been growing
rapidly in business intelligence. An area of application represent online
reviews where customers interact socially to share opinions towards
brands. Thereby, exchanged emotions play a dominant role, which poses
a challenge for brand managers to understand the emotional attitude
in customer’s reviews. We develop a text-mining method that extracts
information about emotions from customers’ product reviews. We cast
the underlying analysis of emotions as a binary classification problem, by
using features extracted with the help of a psychologically well-grounded
emotion lexicon. Based on this, we identify for various brands, which
emotion features are important in reviews that are perceived as helpful
(and thus more influential) by customers. We have conducted an empir-
ical investigation with a large, publicly available data set from Amazon.
Among other insights, our findings can determine the importance of var-
ious emotions for different brands throughout several product categories.

Keywords: Brands · Emotions · Online customer reviews ·
Helpfulness · Text mining · Business intelligence

1 Introduction

Extracting valuable knowledge about customers, which is hidden in large
amounts of unstructured data, such as review texts, has become a major task in
business intelligence. Knowing opinions of customers towards brands is of cru-
cial importance, because customers trust in brands. Research has shown that
brands make consumers willing to pay more for the product, to rely more on the
product’s functionalities and to relate more positive emotions to the product.
An established brand loyalty may lead to repurchases and finally to a greater
market share with lower expenses on marketing and more new customers [6].

Emotions that customers feel concerning a brand, have a direct effect on
their perception of a brand’s image [21]. Marketers can use that emotional
bond between a customer and a brand for a superior brand performance. Many
social web sites, such as social networks (e.g., Facebook) and e-commerce plat-
forms (e.g., Amazon) enable customers to express their opinions about brands.

c© Springer International Publishing Switzerland 2016
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This way, also much emotional content is created. However, the triangle among
emotions, brands and online reviews, as far as we know, has not been studied at
all. Therefore, we want to shed more light onto the connection between emotions
and their role for brands as expressed through customers in online reviews.

In our study we ask and answer the following research questions:

– What methodology can be used to measure the role of various emotions for
different brands within reviews across several product categories?

– In what way can obtained results be analyzed by marketers to gain more
insight into their or competitors’ brands?

Our approach is valuable to both, practice and theory, because on the one
hand it equips practitioners with a methodology to determine the emotional
appeal of customers towards brands throughout and within product categories,
and on the other hand it provides academia with new insight on the interplay
between emotions, brands and reviews.

The remainder of this article is structured as follows: In Sect. 2 we will intro-
duce readers into most related research results about emotions in reviews and
brands. A method to extract and measure customers emotions towards brands
from reviews is explained in Sect. 3. In Sect. 4 we discuss attained results of our
model based on brand management literature, before we conclude our study in
Sect. 5 by pointing out further related research questions in the business intelli-
gence domain.

2 Related Work

We split this section into two main literature reviews. The first part intro-
duces into the reasons and the method for extracting emotions from reviews.
Additionally, we show in what way our method differs from related work,
although, our approach is commonly agreed upon. The second part shows
the connection between emotions and brands, and, also pinpoints to the open
research question ‘what different emotions play a role for different brands in
reviews within and across several product categories?’ Since, as far as we know,
no prior related research has investigated this question, our study closes this
existing research gap.

Emotions in Reviews. Research has clarified the need for marketers to
participate in the communication of customers through social media. However,
managers see themselves confronted with the vastly growing amount of written
content in the web. Therefore, text-mining methods from the business intelli-
gence domain can be used to efficiently extract and analyze consumers’ sentiment
to attain an overall understanding of their opinion.

Several studies have been conducted to extract positive and negative senti-
ment from online customer reviews, e.g. [15]. With our study, however, we leave
this bipolar perspective and follow the suggestion of psychology research, which



What Role Do Emotions Play for Brands in Online Customer Reviews? 299

captures emotions in a multidimensional way. Only very recently scholars from
academia and marketing strategists from practice have realized the necessity for
more investigation into the multidimensionalities of customers’ emotions.

To our knowledge, the study of [10], was the first to prove that emotion
dimensions really represent a valuable feature set for online customer reviews.
For this reason they created a model to successfully classify reviews as “helpful”
or “not helpful” by the help of term extraction, based on an emotion dictio-
nary. Our approach varies from their study in the following main aspects: First,
their study was very broad, in the sense that they aimed at enriching the list
of functional feature sets with emotion dimensions. On the contrary, we close
a more specific research gap by applying a classification model based on emo-
tion vocabulary with a focus towards brands. Second, their study relies on the
emotion paradigm of Scherer [19], while we rely on Plutchik’s theory of emo-
tion dimensionalities [16]. Their lexicon comprises of 267 stem words distributed
across Scherer’s 36 emotion dimensions, while we make use of the NRC dic-
tionary [13], which consists of 8,202 terms distributed across Plutchik’s eight
emotion dimensions.

The well-known and established theory on emotion dimensionalities of
Plutchik argues that joy, trust, fear and surprise are the most basic emotions with
sadness, disgust, anger and anticipation as their neutralizing counterparts [16].
Also refer to Fig. 1, where all possible emotion combinations of Plutchik are
depicted.

Fig. 1. Plutchik’s swung out “Wheel of Emotions” [16], where the inner circle repre-
sents strong invisible inherent feelings (e.g., ecstasy, admiration etc.), which lose their
intensity vertically to the outer layers (e.g., serenity, acceptance etc.). Combinations
are also possible: when someone feels joy and trust this results in love.
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Emotions for Brands. The link between emotions and brands is strong. Mar-
keters have developed their own technical terms “Passion Branding” [7] and
“Lovemarks” [17] and studies have proven that “emotionally attached consumers
are [...] the brand’s most profitable customers” [18].

The most related work in the literature, which also aims at having a consumer
psychological perspective about the relation between customers and brands is
the study of [21], where a so called “emotional attachment scale” was introduced.
The researchers had two different groups of students to determine 45 emotion
adjectives and to link these words to their favorite brands. The third group,
which consisted of non-students validated the test to approve their results and to
acknowledge the validity of their findings. According to their analysis “brands in
the strong emotional attachment condition tended to be more high involvement
and symbolically or hedonically related (e.g., the Body Shop, Hermet Lang,
BMW, BeBe, Prada, and Oakley) than low involvement or functionally related
(e.g., AT&T, All, Ziploc)”.

In demarcation to this research [21], our proposed approach is different in
the following main aspects: Firstly, we use an out-of-lab environment, where
reviewers do not write texts with the purpose to be scientifically monitored.
Secondly, we extract emotional terms from brand related reviews, while they
do the opposite by assigning emotion adjectives to brands. Thirdly, with our
approach the emotional perception of individual products of a brand can be
differentiated from the emotional perception of the whole brand, while their
approach only enables conclusions on an aggregated brand level.

In summary, the two perspectives ‘emotions in reviews’ and ‘emotions for
brands’ have been well-examined in the literature separately. However, we aim at
joining these two dimensions to the more specific view of ‘emotions for brands in
reviews’. So far, according to our knowledge, there is no study that has considered
brands’ emotions in reviews by using a text-mining tool. Therefore, we propose
a method to close this research gap with the following study.

3 Proposed Method

The procedural order of our method is as follows: (a) Emotions are extracted
from reviews, based on an emotion lexicon. (b) Reviews are categorized into
helpful or not helpful, based on their helpfulness ratings. Finally, (a) and (b) are
combined to learn which emotion dimensions influence the helpfulness of reviews
for a certain product brand.

This section explains the technicalities of our classification model, which
learns to categorize by the help of a feature vector and a target function.
To ensure reproducibility of our approach, we introduce into the creation of the
feature vector based on an example and explain the target function accordingly.
Finally, the underlying classifier will be briefly described.
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3.1 Problem Formulation

We aim at identifying the impact of emotion dimensions when used as features
that predict the helpfulness-rating of online customer reviews. Therefore we for-
mally define the studied problem as a classification problem, which involves the
learning of a classifier γ as follows:

γ : R −→ C, (1)

where R = {r1, ..., rn} is the set of reviews and C = {c1, ..., cJ} is an ordered set
representing discrete levels (expressed as ranges) of helpfulness-ratings. In our
study we focus on two levels, namely of helpful and not helpful reviews. Each
review ri ∈ R is assigned a helpfulness level cj ∈ C and a classifier learns from
emotion features, represented by the classification feature vector, to determine
the level of helpfulness, represented by the classification target function.

Classification Feature Vector. The classification feature vector represents
the proportional distribution of Plutchik’s eight emotion dimensions (see Fig. 1),
i.e., the classification feature vector is a 8 × 1 vector, each row representing an
emotion dimension.

In particular we define the feature vector as follows:

vr =
∑

t∈Tr

(√
fr
t × et

)
, (2)

where Tr is the set of distinct terms in review r and fr
t is the frequency of term

t ∈ Tr in review r, and the eight-dimensional vector et represents Plutchik’s eight
emotion dimensions “anger”, “anticipation”, “disgust”, “fear”, “joy”, “sadness”,
“surprise” and “trust” for each term t. After all, vr is the sum over the square
root of the frequency of emotion terms in a review multiplied by all emotion
dimensions for each word, and repeats until all terms of a review are checked.

By taking the square root of the frequency of detected review emotion terms
fr
t the impact of single overused emotion words is regularized. Please note that

we choose the square root for simplicity reasons, but any other relativation means
may be used. For example, if a review contains the dictionary word “perfect”
twice and “love” once, the frequencies of the two terms for the example review
would be

√
2 = 1.41 and

√
1 = 1.

The feature vector vr incorporates the frequencies and the emotion weights
according to Plutchik’s eight dimensions as already mentioned above, so that the
first item of a vector represents the first dimension (“anger”), the second item
the second dimension (“anticipation”), etc. For the given example this yet unnor-
malized feature vector would look like in Fig. 2, where the first word “perfect’’
(t = 1) contributes to even three emotion dimensions (“anticipation”,“joy” and
“trust”).
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Fig. 2. Example for the creation of the unnormalized feature vector vr

Finally, the normalized feature vector v′
r = (0, 0.27, 0, 0, 0.46, 0, 0, 0.27) is

calculated, which cancels the length as a feature, by dividing vr by its column
sum. In other words the underlying review text is represented with 0.27 for
anticipation, 0.46 for joy and 0.27 for trust, while anger, disgust, fear, sadness
and surprise remain unused in the review example.

These normalized feature vectors are calculated for all reviews and follow
the intuition “the higher a feature dimension is valued, the more present is its
corresponding proportional emotion intensity in the review”.

Helpfulness Score. The helpfulness score hr of each review is defined as the
logarithm of the ratio between the number of times that the review has been voted
as positive (xr) and negative (yr − xr) by other customers.1

hr = log10
xr + 1

yr − xr + 1
forxr � yr (4)

Note that the higher the hr score is, the more helpful the review is. The
denominator has been extended by +1 to avoid division by 0. The same extension
has been applied to the numerator as well. As such, reviews that have received
no vote regarding their helpfulness (that is, xr = yr = 0) will be assigned a score
hr = 0, which is intuitive.

Based on the hr scores, that we compute on Amazon’s “x of y people found
this helpful”-representation, we want to identify two target classes, namely the
helpful and not helpful reviews. These two classes comprise the typical ‘positive’
and ‘negative’ classes in a binary classification problem. Using the real data from
our empirical evaluation (see Sect. 4), all reviews can be ordered increasingly
according to their hr score. Figure 3 illustrates such a case in the left figure (a) for
a product category over all brands and in the right figure (b) for only one brand
within the same product category. Please note, that all other product categories
and brands, that we examined in our discussion, have a similar distribution of hr.

We distinguish two classes by a threshold at hr = 0 for all product cate-
gories and brands based on the logic that for all discussed cases, this threshold

1 We follow the assumption that, as is typical in many e-commerce sites, customers
can vote a review as helpful or not helpful.
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(a) Online customer reviews of the prod-
uct category “Shoes” are increasingly or-
dered in terms of their hr-score.

(b) Online customer reviews of brand
“adidas” in product category “Shoes” are
increasingly ordered in terms of their hr-
score.

Fig. 3. We use thresholds to differentiate helpful from not helpful reviews according to
our helpfulness-rating hr. The threshold achieves a balanced separation of not helpful
reviews (hr < 0) from helpful reviews (hr � 0) to improve the classifying power.

effectively balances the amount of helpful (hr � 0) and not helpful reviews
(hr < 0) in a way which enables the classifier to learn the two classes.

With this possibility to discriminate the positive (helpful reviews) from the
negative (not helpful reviews) class, we turn our attention to the classifier, which
learns the pictured classes based on the emotion features extracted from the
reviews.

3.2 Classifier

We use the popular classification algorithm random forest [3] to classify real-
world-reviews as helpful or not helpful according to their emotion content. When
comparing this method with other state-of-the-art supervised algorithms, ran-
dom forest resides among the top approaches in terms of different performance
metrics [4]. Thus, we believe that machine learning methods, such as random
forests, enable marketers to efficiently analyzing challenging data, such as text
of online reviews.

Random forests combine a large collection of decorrelated decision trees in
order to reduce the variance of noisy and unbiased models (so called “bagging”).
In contrast to standard decision trees, where all variables are taken into account
to determine the best split, random forest finds its best split among a subset of
randomly chosen predictors. By this inherent randomness of random forests the
major problem of overfitting can be addressed.

Moreover, the construction of random forests helps with the differentiation
of important from not important variables, by the calculation of errors per per-
mutation. In a sense the error per each step can be probabilistically measured
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and thus, the variable importance can be determined. This is a great advantage
over other popular methods (such as support vector machines), since their deci-
sion finding and the interpretation of their variables are not that intuitive and
self-explanatory. This is an important characteristic in our study, which focuses
on identifying the importance of emotion dimensions. Thus, based on an accu-
rate classification model (measured based on 10-fold cross validation), we can
measure the importance of the used features, which reflect the importance of the
examined emotion dimensions.

4 Empirical Evaluation

This section shows which data we used to apply our approach. Additionally, in
Subsect. 4.1 the F1-score is introduced as our measure of the classification power
of our model. The F1-score measures precision and recall in a combined and
strict manner.

Subsection 4.2 displays results, which we slice into different analytical per-
spectives in order to get a whole picture of the performance of our approach.
For each of these perspectives we discuss the emotion perception by customers
according to brand research literature.

4.1 Data and Performance Measure

Our method is used on the Amazon review dataset from [12], where 6.6 Million
users wrote 34.6 Million reviews between June 1995 and March 2013. We chose
this dataset, because it contains all necessary input (review texts and helpfulness-
ratings), it is publicly available, and Amazon is a representative online retailer.
Amazon provides the reviewing channel openly to improve customers’ decision
making. There, reviews present the social interaction from customer to customer
(C2C) to help each other to sort out the right reviews. Please look at Table 1 for
product examples of our discussed product categories.

Table 1. Product category examples.

Product category Examples

Shoes Ballet Shoes, Boots, Sandals, etc.

Sports Outdoors Action Cams, Boat Paddles, Pool Sticks, etc.

The validity and quality of review texts of this dataset has been proven by
classification experiments, which showed that review texts are in accordance
with their product rating (number of “stars”). However, in the process of ana-
lyzing emotions expressed for brands, we discovered that reviews in some cases
duplicate in the sense that reviews from product category ‘Shoes’ can be found
in ‘Sports Outdoors’ and vice versa.
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We use the calculation of precision and recall as established measures to
evaluate the classification power of our model. In line with this, we use the F1

score,

F±
1 = 2 × Precision × Recall

Precision + Recall
, (5)

which is a strict measure from the information retrieval domain and computes
F1 scores separately for the positive (+) class (hr � 0) and negative (−)
class (hr < 0) per product category and brand. The harmonic mean within the
F1-score in Eq. 5 accounts for the inherent strictness, because both precision and
recall need to be high at the same time to yield an overall high F1-score. There-
fore, this score enables to evenly take into account both precision and recall of
the positive and negative helpfulness classes in a strict manner.

In order to take into account both values equally and to have a full picture,
we calculated a final combined F1-score, as follows:

F1 =
F+
1 + F−

1

2
, (6)

which takes into account skewness in the available dataset.

Fig. 4. Measured F1-scores on average display a good relation between precision and
recall.

In Fig. 4, we present all F1-scores of those product categories and brands,
which we discuss in this section. F1-scores displayed in Fig. 4 indicate that
we attained a classification model which adequately discriminates the helpful
reviews for the various examined brands.

4.2 Results

Our method enables marketers to analyze emotions expressed towards brands’
products through online reviews. In this section we show some results of our app-
roach based on considerable brands to demonstrate several levels of application
for brand managers.
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Please refer to Fig. 5, where two product categories, i.e., Shoes and Sports
Outdoors were chosen, to share some insightful observations on emotions towards
the brands of adidas Group: adidas, Reebok (acquired by adidas Group in 2006),
and adidas Originals.

Fig. 5. A multi brand perspective using the example of adidas Group. In the course
of our study emotion expressions of online customer reviews are monitored vertically
(e.g. brand adidas vs. brand Reebok within Shoes) or horizontally (e.g. brand adidas
throughout product categories Shoes and Sports Outdoors)

Since emotions play a pertinent role in the perception of brands and can
influence customer behavior (see Sect. 2), our method may very well be used to
better understand different emotions expressed towards a whole brand family. In
order to emphasize on a complex multi brand perspective, we demonstrate results
of our model based on the example of the multi brand company adidas Group.
Therefore, we applied our method from Sect. 3 to determine the importance of
each of Plutchik’s eight emotion dimensions (“anger”, “anticipation”, “disgust”,
“fear”, “joy”, “sadness”, “surprise” and “trust”) for each brand of adidas Group:
adidas, Reebok, and adidas Originals, as indicated by the grey box in Fig. 5.

The results of our model concerning adidas Group are displayed in Fig. 6.
The evaluation of Plutchik’s emotions per brand of adidas Group is intuitive,
because the higher a value corresponding to its emotion is, the higher is its bar
chart and rank (indicated by numbers below each bar). For instance, words in
reviews for shoes from adidas are mostly related to “joy”, therefore, “joy” is
consequently ranked first. Also, each emotion dimension is expressed in relation
to the other emotion dimensions, i.e., the sum over all eight emotion dimensions
and bars per brand and product category equals one.2

Derived from the results of our model (Fig. 6), we present the following mar-
keting applications:

(1) For a certain product category different brands can become comparable:
This perspective enables marketers for one product category to directly compare

2 Please note that for a better overview, we have arranged the brands from adidas
Group of Fig. 6 in the same order as displayed in the gray box in Fig. 5.
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(a) Distribution of emotions for three
shoe brands of adidas Group: “adidas”,
“Reebok”, and “adidas Originals”.

(b) Distribution of emotions for three
Sports Outdoors brands of adidas Group:
“adidas”, “Reebok”, and “adidas Origi-
nals”.

Fig. 6. Emotion distributions can be compared horizontally and vertically, i.e., adi-
das in Shoes might be compared with adidas in Sports Outdoors (horizontally) or to
Reebok in Shoes (vertically). Numbers below bars indicate the ranking of an emotion
dimension within one brand and product category.

a brand from their own brand family against brands from the same or other brand
families. Results of this perspective within adidas Group is displayed by Fig. 6a
for product category Shoes and by Fig. 6b for product category Sports Outdoors.

For adidas shoes, the joy dimension wins over all other emotions, directly fol-
lowed by ‘trust’ and ‘anticipation’. Reebok shoes, however, display an unusual
outlier for the surprise emotion dimension (rank one), which in the case of other
brands of shoes is usually residing among the least important emotion dimen-
sions. Further investigation into reasons for this characteristic could be devel-
oped by looking closer at the actually used ‘surprise’-related emotion words of
Reebok’s reviews: “birthday”, “expect”, “gift”, “hope”, “luck”, etc. These exam-
ple terms indicate, that Reebok’s shoes are commonly received or made as gifts.

Although joy seems to play a decisive role in reviews for shoes of adidas Orig-
inals (rank two), still customers express even more sadness (rank one). Brand
managers should early detect, if their customers are unhappy, because the sat-
isfaction level plays a role in the willingness to buy products [8] and higher
customer satisfaction results in more profit [1]. A straight way to encounter
reviews with much sadness content, would be to contact such reviewers directly
and to provide explanations or further offerings. According to [5] such reactions
should be triggered very soon and product category related.

Figure 6b subsequently proceeds with the same brands of adidas Group,
however, within the Sports Outdoors domain. The brand adidas unites joy,
anticipation and trust among the first three most frequently used emotions in
online customer reviews for Sports Outdoors. Reebok, although in most emotion
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dimensions comparable to adidas, trades anticipation with anger as its sec-
ond mostly expressed customer emotion, which indicates accumulated needs
to reduce anger and at the same time to increase trust for products of the
Sports Outdoors segment of this brand. Brand managers must take such results
very seriously, because research has proven that “anger is a significant predictor
of switching, complaint behavior, negative WOM [Word of Mouth], and third-
party complaining” [2]. From a service perspective, direct contact to the respec-
tive customers is advised, but if the service staff is not well-trained enough to
satisfy these customers, then customers will most certainly switch and will never
recover [20].

(2) For a certain brand, different product categories can become comparable:
For this reason, we compare the brands adidas, Reebok and adidas Originals
of adidas Group across their product categories ‘Shoes’ and ‘Sports Outdoors’.
Please note that this perspective is also visibly accessible through a horizontal
comparison between Fig. 6a and b.

For the brand adidas the distribution of emotion expressions of customers
seems to be almost identical, which indicates the power of this brand in the sense
that joy, trust and anticipation dominate, although different product categories
are scrutinized. This picture impressively reflects a strong corporate strategy for
multiple brands, because different products show the same customer perception
of brands in terms of emotion content.

The most deviating brand of adidas Group in terms of emotion expressions in
online customer reviews across product categories ‘Shoes’ and ‘Sports Outdoors’
is adidas Originals. Only trust is almost equally ranked (rank three for shoes and
rank two for Sports Outdoors). Thus, in contrast to the brand adidas, brand
management has not yet succeeded in establishing an identical emotional appeal
of adidas Originals to customers throughout various product categories. How-
ever, an authentic perception of a brand should be achieved, because with the
existing competition in developed markets “it is no longer sufficient to be known.
One must also consistently evoke a set of values and stimulate emotional reso-
nance” [9], which is not facilitated when evoked emotions vary across different
product categories of the same brand.

(3) Descriptive evaluation of targeted emotion dimensions:
This perspective enables campaign managers to detect best, average, and worst
brands of a selected emotion dimension based on relative occurrences of emotion
dimensions within online customer reviews. The reason for such a descriptive
perspective per emotion dimension is straightforward: analysts see their brand
in relation to other competitors who sell articles of the same product category.
Therefore, this examination adds to the perspectives from above another ana-
lytical instrument for a more complete picture of a targeted emotion dimension
of a brand.

For instance, the brand family of adidas Group (adidas, Reebok, and adidas
Originals) received 18.4 % of trust-related terms among Plutchik’s eight emo-
tion dimensions in online customer reviews. Descriptive statistics, as depicted in
Fig. 7, allow for assessing this value more properly in the light of other brands.
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Fig. 7. In order to create a full picture of a brand’s emotion dimension, its respective
minimum and maximum representations, along with the average across all products of
the concerned product category are considered.

Accordingly adidas Group with 18.4 % resides close to the average of 26.1 % of
trust-related terms in online reviews for articles of the Sports Outdoors segment.
Customers of the brand ‘Champion’ express the least trust-related words (only
7.7 %), while for the brand Jos. A. Bank the most trust is expressed in reviews
(85.9 %). Based on the consideration of this comparison, brand managers can
put their results into relative perspective and derive necessary steps to change
the way their brand is perceived by customers.

5 Conclusions

The amount of unstructured data is constantly growing. Managers can make
use of advanced business intelligence methodologies to make use of such data.
Customer reviews belong to the set of unstructured data and as such also con-
tain valuable emotional information of customers towards brands. However, to
the best of our knowledge, we are the first to present a model which measures
customer reviews’ emotions related to brands from a single and multi brand
perspective.

Based on our model, emotional terms related to brands throughout dif-
ferent product categories can be extracted in order to learn to what extent
Plutchik’s eight emotion dimensions (“anger”, “anticipation”, “disgust”, “fear”,
“joy”, “sadness”, “surprise” and “trust”) influence the helpfulness rating of cus-
tomer reviews. This consideration improves the understanding of marketers of
their own brand and the way customers perceive their brand. According to [11],
such improved understanding of target groups’ emotions “would allow more effec-
tive ad-targeting and knowledge about actual trends”.

With our presented marketing applications in Sect. 4.2, managers can create
and improve products and services according to their understanding of the emo-
tional and social perception of customers [14]. Additionally, these applications
serve brand managers as an opportunity to detect interesting coherences within
their (multi) brand company and can help to improve the perception of their
brand products and services accordingly, e.g., to increase the promotion of trust
and security through CRM campaigns, etc., whenever trust is not expressed very
often through consumers’ posts.

Future work may include the investigation of dynamics of brands emotions
over time. Another interesting research direction would be the establishment of
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product category related dictionaries in cooperation with linguists to improve
the entire classification model. And lastly, researchers can use textual content
from different social media channels to enrich their dataset and to compare their
intermediate role.
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Abstract. In this paper an Association Rules data mining technique is adopted
to explore the co-movement between sector indices listed on the Warsaw Stock
Exchange. The sector indices describe various parts of the Polish economy as
well as Ukrainian companies and are not as sensitive to individual random
events as single companies are. The measures describing discovered rules are
calculated and strong rules are selected. Based on the strong rules the relations
between parts of the Polish economy are presented. The interesting mutual
interrelations between parts of Polish and Ukrainian economies are also
observed.

Keywords: Data mining � Association rules � Sector indices

1 Introduction

Identification of patterns in the stock markets has been an important research subject
for many years. More and more advanced statistical methods have been applied to
analyze market data. In the recent years, data mining methods have been used as well.
Association Rules (AR) is one of the more interesting and frequently used data mining
techniques. The aim of studying the associations is to find interesting dependences in
big data sets. Origin of this method dates back to the problem of discovering depen-
dencies in the context of the so-called analysis of the shopping cart (MBA - Market
Basket Analysis). In the classical MBA problem the method yields the results in the
form: “when product A is purchased then product B is also purchased” called asso-
ciation rules. AR is used in the wide range of branches of science where big data sets
are analyzed, from natural sciences to management, economy and business [1, 2]. This
method was applied to study the interdependences between financial time series [3–5].
In [4] the authors were forecasting changes in the Korea Composite Stock Price Index
based on its relations to various worlds’ stocks indices. The relations between main
stocks indices in Europe, USA, Brazil and Japan have been investigated in [5]. Our
previous papers [6–8] are devoted to analysis of stock indices too. In the latter one we
used AR to study the relations between return rates of the assets on the Warsaw Stock
Exchange (WSE).

The aim of this work is to use AR method to discover relations between various
sectors of Polish economy. Those sectors are represented on the Warsaw Stock
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Exchange by their respective indices. Some relations between various sectors of
economy can be expected. However, those relations are usually determined qualita-
tively without measuring their relative strength.

Our analysis consists of three steps. The first one is a selection of data in order to
simultaneously have long history of return rates and possibly big number of sector
indices. Referring to the classical MBA we define baskets in the second step. Our
baskets are constructed on the daily basis and contain sector indices that meet defined
conditions. The third step is a determination of association rules between indices,
evaluation of their qualities and a selection of the strongest rules. In order to perform
the last step we use two key measures: support and confidence.

This paper is organized as follows. The Sect. 2 contains definitions of rules and
measures. The data used in this paper are described in the Sect. 3. The results and their
discussion are in the Sect. 4. The Sect. 5 is the summary of this paper.

2 Association Rules and Their Measures

The association rules are defined as in [9]. Let I = {i1, i2, …, im} be a set of binary
attributes called items. By transaction T we understand every non-empty subset of
I (T � I and T 6¼ ∅). A set of all transactions is called the database and is denoted by
D. An association rule is any relation of the form X ! Y, where X � I, Y � I and
X \ Y = ∅. A support value of the set A � I is the ratio of number of transactions
T such as A � T to the number of all transactions in the database D. A support of the
set A will be denoted by Supp(A, D). We define support and confidence of the rule
X ! Y in the following manner

SuppðX ! YÞ ¼ SuppðX [ Y ;DÞ ð1Þ

Conf ðX ! YÞ ¼ SuppðX [ Y ;DÞ = Supp X;Dð Þ ð2Þ

Values of support and confidence are usually expressed in per cents. Support of the rule
X ! Y is the proportion of the transactions containing X [ Y in the database
D. Confidence is an estimate of P(Y | X) that is the probability of observing Y given
X. Support is a frequency the rule occurs and it reflects a usefulness of the rule.
Confidence measures strength and reliability of the rule. A number of discovered rules
might be very big so it is crucial to select those which are the most interesting. The
selection is usually done based on the minimum support minSupp and the minimum
confidence minConf. Their values will be set and discussed in the next chapter.

There are cases when rules with high supports and confidences are not useful [10].
That is why the selected rules are also checked for satisfying the inequity: Lift > 1,
where Lift of the rule: X ! Y is defined as:

LiftðX ! YÞ ¼ SuppðX [ Y ;DÞ = ðSupp X;Dð Þ � Supp Y ;Dð ÞÞ ð3Þ

We used the Apriori algorithm [9, 11] built in Oracle Data Miner 11.2.
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3 Data Characteristic and Selections

The analyzed data have been downloaded from the Bank for Environmental Protection
website [12]. The full data set consisted of daily return rates of sector indices since
1997-12-31. However, there were only five sector indices during the first years.
Afterwards other indices were introduced on the regular basis. Therefore we face the
dilemma between analyzing either longer period of time or greater number of indices.
Figure 1 shows the number of sector indices vs date.

We decided to analyze the greatest possible number of indices by taking into
account data since 2010-12-31. That allowed us to search for coincidences between 12
sectors of economy and still having 1311 trading days and 15732 return rates. The
analysis of the whole period of time would require modifications of the Apriori
algorithm but this is not the subject of this work.

For the purpose of the analysis, special attention has been focused on defining
positive and negative return rates. Distributions of the return rates are concentrated
around zero, so the most probable values are also close to zero. One shall also
remember about statistical fluctuations. Those two factors together could lead to the
situation when random statistical fluctuations change the sign of the return rate.
Moreover, excluded return rates have minimum or no practical meaning because of the
trading costs. We set the limits on the return rates in order they could be taken into
account as positive or negative. Distributions of the return rates of the indices are
similar to each other. The distribution of all return rates is presented in Fig. 2 (left plot).
We set the common values of limits for all indices equal to about one third of standard
deviation of that distribution (±0.005).

Fig. 1. Number of sector indices traded each day on the WSE vs date
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Number of indices with positive/negative return rates each day is distributed uni-
formly across all the trading days, Fig. 2 (right plot). We also calculated numbers of
days every index earned positive/negative return rate. The analyzed sector indices are
summarized in Table 1 together with the percentage of days each index grew up or
declined. We do not observe significant differences between indices.

The name of each index reflects its content. A remark is required in the case of
WIG-UKRAINE index. It contains companies with their headquarters in Ukraine as
well as the companies which operate mainly in Ukraine. Every analyzed index also
participates in the main WSE index WIG.

Fig. 2. Distribution of the daily return rates for all sector indices (left plot) and number of
indices having daily positive and negative (negative numbers) return rates vs date (right plot)

Table 1. Analyzed sector indices with the percentage of daily return rates.

Index Positive daily returns [%] Negative daily returns [%]

WIG-BANKING 33.7 32.5
WIG-CHEMICALS 38.8 34.0
WIG-CONSTRUCTION 31.2 29.7
WIG-DEVELOPERS 29.8 30.4
WIG-ENERGY 31.7 32.1
WIG-IT 30.9 28.2
WIG-MEDIA 34.5 33.4
WIG-OIL&GAS 35.4 34.9
WIG-FOOD 33.6 34.3
WIG-BASIC MATERIALS 37.8 36.8
WIG-TELEKOM 31.7 32.3
WIG-UKRAINE 34.0 36.2
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4 Results

The goal of our analysis is to find strong associations between the parts of Polish
economy. We try to find relations between pairs of stock indices both having positive
or negative return rates. Discovered rules undergo further selection based on support
and confidence. We select the strong rules based on the values of 90-th percentiles of
both measures. Based on those values we set minSupp and minConf. Additionally we
require Lift of each strong rule to be greater than unity.

4.1 Analyzing Positive Return Rates

Values of the measures for discovered association rules between indices having pos-
itive daily return rates are presented in Fig. 3.

The values of supports indicate that the best two rules are present in about 26 % of
all days. The remaining rules have support between 11 % and 22 %. On the other hand,
the strength of the rule is described in terms of confidence. The two rules mentioned
above have confidence about 78 %. The confidences of remaining rules are between
35 % and 62 %. We calculated limit values of measures: minSupp = 19.48 % and
minConf = 55.35 % as the 90-th percentiles of their distributions. The strong rules are
presented in Table 2 along with their measures. They are sorted by their confidence. All
the listed rules have Lift greater than 1.42 thus being significant.

We selected twelve association rules. The first two rules show mutual strong
relationship between Polish food sector and Ukrainian companies. The remaining rules
concern mainly the banking, basic materials, chemical, oil&gas and energy sectors.

Fig. 3. Confidence vs support of association rules between indices with positive return rates
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4.2 Analyzing Negative Return Rates

In this step we investigate coincidences between indices earning negative daily return
rates. All the discovered association rules are localized in Fig. 4 based on their support
and confidence.

We observe the same two rules with the highest values of the measures. Their
supports are about 31 % but their confidences are different and are about 81 % and
77 %. As previously the remaining rules have significantly smaller values of both
measures. They are located between 12 % < Supp < 23 % and 37 % < Conf < 60 %.
The limit values of measures in this case are minSupp = 20.47 % and minConf =
54.61 %. The strong rules are listed in Table 3.

Table 2. The strong rules between increasing indices sorted by the confidence.

Rule Supp [%] Conf [%] Lift

WIG-FOOD ! WIG-UKRAINE 26.39 78.46 2.31
WIG-UKRAINE ! WIG-FOOD 26.39 77.58 2.31
WIG-BANKING ! WIG-BASIC MATERIALS 20.75 61.54 1.63
WIG-OIL&GAS ! WIG-CHEMICALS 21.05 59.48 1.53
WIG-DEVELOPERS ! WIG-BASIC MATERIALS 17.62 59.08 1.57
WIG-BANKING ! WIG-CHEMICALS 19.53 57.92 1.49
WIG-OIL&GAS ! WIG-BASIC MATERIALS 20.06 56.68 1.50
WIG-MEDIA ! WIG-BASIC MATERIALS 19.53 56.64 1.50
WIG-ENERGY ! WIG-CHEMICALS 17.85 56.39 1.45
WIG-BANKING ! WIG-OIL&GAS 18.99 56.34 1.59
WIG-ENERGY ! WIG-BANKING 17.54 55.42 1.64
WIG-BASIC MATERIALS ! WIG-CHEMICALS 20.90 55.35 1.43

Fig. 4. Confidence vs support for association rules between indices with negative return rates
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The strongest rules are, as previously, between WIG-FOOD and WIG-UKRAINE.
Therefore strong correlations between values of those indices exist when they are
growing up as well as declining. However, when they decrease the influence of Polish
food companies onto the Ukrainian ones is bigger than the other way round. The
remaining rules concern similar sectors as previously: banking, basic materials,
chemical and oil&gas.

4.3 Discussion

We observe the strongest relations between Polish food sector and Ukrainian compa-
nies in the case of both positive and negative return rates. The observed relations are
mutual and there are no strong relations with other sectors of economy. They can be
explained by the content of the WIG-UKRAINE index, which is composed of the
companies operating also on the food market, though they are not included in the

Table 3. The strong rules between indices with negative daily return rates.

Rule Supp [%] Conf [%] Lift

WIG-FOOD ! WIG-UKRAINE 31.43 81.11 1.98
WIG-UKRAINE ! WIG-FOOD 31.43 76.84 1.98
WIG-BANKING ! WIG-BASIC MATERIALS 21.78 59.39 1.43
WIG-BANKING ! WIG-OIL&GAS 21.35 58.22 1.48
WIG-OIL&GAS ! WIG-BASIC MATERIALS 22.82 57.99 1.39
WIG-CHEMICALS ! WIG-OIL&GAS 21.70 56.50 1.44
WIG-OIL&GAS ! WIG-CHEMICALS 21.70 55.14 1.44
WIG-BASIC MATERIALS ! WIG-OIL&GAS 22.82 54.87 1.39

Fig. 5. Values of WIG-FOOD (upper curve) and WIG-UKRAINE (lower curve). Horizontal
axis indicates day number between 2010-12-31 and 2016-04-05. Vertical axis has logarithmic
scale
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WIG-FOOD index. That means the financial condition of the food sector companies
does not depend on their location. The similar overall behavior of those two indices is
visible on the graph containing their historical values (Fig. 5).

Both curves have similar shapes in the long scale as well as in the short one when
we can observe sharp drops or rises. However, when return rates are negative we have
stronger influence of WIG-FOOD on WIG-UKRAINE than in the opposite direction.
This asymmetry can be justified by the fact that Polish food sector index consists of 26
companies with total capitalization of 4 � 109 PLN. On the other hand the
WIG-UKRINE consists of only 7 companies and its capitalization is 109 PLN. The
remaining strong rules have similar values of supports and confidences. One can notice
the special role of the banking sector (Fig. 6). Increasing index of this sector influences
basic materials, chemical and oil&gas sectors. Two of them: basic materials and
oil&gas, are also influenced by the banking sector during the decrease of the indices.
On the other hand the banking sector is influenced only by energy sector when they
both are increasing.

Another sector which is commonly present in many rules is the chemical sector.
However this sector participates in the strong upstream rules exclusively as consequent,
being influenced by energy, oil&gas, basic materials and banking sectors. We also
observe mutual relation between chemical and oil&gas sectors when indices decrease.

The basic materials sector is another sector which is influenced by other sectors.
Good conditions of the oil&gas, banking, development or media sectors imply the
increase of their value. In the case of decreasing of indices we observe only a mutual
relation with the oil&gas sector as well as influence of banking.

The discovered association rules are justified from the economic point of view. One
observes strong and durable relations between: mining and fuel industry, energy dis-
tribution, chemical and banking sectors. All of them are economically and financially
interdependent. The origin of the influence of the media sector on the basic materials
sector is not clear.

Fig. 6. The strong rules between indices increasing (left plot) and decreasing (right plot) indices
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5 Summary

We analyzed values of the sector indices listed on Warsaw Stock Exchange from
2010-12-31 to 2016-04-05. Using AR technique we discovered strong relations between
sector indices. We studied simultaneous growths and declines of the indices. The rules
of the types: up ! up and down ! down have been presented. The strongest relations
are present in the food sector. There is strong mutual interaction between WIG-FOOD
and WIG-UKRAINE indices. At the same time there is no relation between those two
indices and remaining sectors. The other strong rules exhibit relations mainly between
the basic materials, chemical, oil&gas and banking sectors. Mutual interactions exist
between declines of the following index pairs: WIG-CHEMICAL $ WIG-OIL&GAS
and WIG-BASIC MATERIALS $ WIG-OIL&GAS. The rules: WIG-OIL&GAS !
WIG-BASIC MATERIALS, WIG-OIL&GAS!WIG-CHEMICAL, WIG-BANKING
! WIG-OIL&GAS, WIG-BANKING ! WIG-BASIC MATERIALS are present
between both positive and negative return rates.

We plan to further investigate relations between sector indices in other developing
as well as mature markets. It would be interesting to study coincidences between prices
of indices in different days. The other issue, what to be investigated, is the existence of
possible rules of type up ! down and down ! up which are used by many investment
diversification methods.
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Abstract. Only humans may decide whether a column or a set of columns of a
table should store minimally unique values. Not adding to a table any existing
constraint (business rule), which includes keys, allows for storing implausible
instances in it. Unfortunately, 2n possibilities should be considered in the worst
case for a table with n columns in order to discover all of its keys. This paper
presents and discusses contrastively three as efficient as possible, sound, and
complete algorithms that assist database designers in discovering all existing
keys in the corresponding subuniverse of discourse.

Keywords: Key � Superkey � Candidate key � Non-prime attribute � Prime
attribute � Keys discovery � Surrogate key � Primary key

1 Introduction

1.1 Constraints

The Relational Data Model (RDM, e.g. [2, 6, 15]) has three major contributions: the
querying formalism, the inter-related tables simplicity and naturalness, and the intro-
duction and formalization of constraints (business rules): logic formulas that are added
to database (db) schemas (and enforced by Relational Database Management Systems
(RDBMS)) in order to reject attempts to store undesired data in their instances.

All business rules of any data subuniverse to be modeled, be them explicit or
implicit, should be discovered, in order to be able to guarantee that only plausible data
is stored in the corresponding dbs. In order to do it, it is simpler to first search for those
of the types provided by the vast majority of the available RDBMSes, which are:

• Attribute ranges (or allowable/permitted values or (co-)domain constraints);
• Compulsory attributes (data) (or mandatory values, or not null constraints);
• Minimal uniqueness (or key) constraints.

Next, we should add a fourth type for other business rules, whenever needed. For
example, a table COUNTRIES having a column CapitalCity also needs the constraint
“the capital of any country should be a city of that country”.

For other simpler business rules (i.e. only involving columns of a same table and
one universally quantified variable, which allows for declaring them as propositional
calculus ones), RDBMSes also provide a fourth relational constraint type, namely the
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tuple (or check) ones; for example: BirthDate � HireDate – 365 * 18, HireDate �
PassedAwayDate, etc. Not even terminology is unfortunately standardized for this
constraint type: for example, Oracle calls check constraints both range, not null, and
tuple ones.

Finally, a fifth type of constraints, called referential integrity (theoretically known
as typed inclusion dependency), is provided too by all RDBMSes, but, as proved in
[15], this is not related to conceptual data modeling, but rather to RDM implementation
of foreign keys (i.e. columns linking tables and/or table instances).

Domain, not null, and even tuple constraints are very easy to understand and detect:
for example, BirthDate for EMPLOYEES should be both not null and taking values only
between e.g. SysDate – 365 * 65 and SysDate – 365 * 18 (assuming that employment is
legal only for those having at least 18 and at most 65 years old) and not in the whole
DATE datatype. Uniqueness constraints are much more complicated to detect.

1.2 Keys and Superkeys

Just like for (algebraic) sets, db tables should not allow for duplicates: it does not make
sense to store more than once same data. A key constraint is a statement of the type “C1

• … • Cn key”, where n > 0 is a natural, Ci are columns of a table T, “•” denotes
concatenation of these columns (i.e. mapping (Cartesian) product: f • g : D ! codom
(f) � codom(g); in RDM f • g is abbreviated as f g) and key means minimally unique,
i.e. is unique and it does not include any other key. When n = 1, the key is called
simple; when n > 1 it is called concatenated; if a unique column concatenation
properly contains a key, then it is a superkey. Superkeys are of no actual, but only
theoretical interest: enforcing only superkeys allows for storing implausible data, while
also enforcing superkeys results in useless waste of storage space and processing time.

Keys are extremely useful for providing: better selectivity estimates in cost-based
query optimization; query optimizers with access paths that might lead to substantial
query processing speedups; deeper insights into application data; db administrators
with opportunities to improve the efficiency of data access via physical design tech-
niques (e.g. data partitioning, creation of indexes, materialized views, etc.);
data-integration process automation.

1.2.1 Primary and Surrogate (Syntactic) Keys
Although RDM does not require it, it is a best practice to declare for each fundamental
table a primary key. Conventionally, its name is underlined. The best solution for
primary keys is the surrogate (syntactic) type one: numeric, with no other semantics
than unique identification, and preferably having their values automatically generated
by RDBMSes. Surrogate keys are generally denoted by “ID”, used as such or as a
prefix/suffix of the table name; we are using x for them, as they play this mathematic
role for all other columns thought of as functions.

1.2.2 Semantic (Candidate) Keys
All non-surrogate keys are called semantic (or candidate) keys. There are only a couple
of exception types among object sets that might not have associated semantic key
constraints: subsets and poultry/rabbit cages type sets.
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For example, the subset TOURISTS of PEOPLE does not have any key. For sub-
sets, unique identification may be done through the keys of the corresponding super-
sets. Subsets may have their keys too; for example, the subset DRIVERS of
EMPLOYEES (that we might abstract in order to store only for them the otherwise
inapplicable properties LicenseType, LicenseDate, LicenseNo, LicenceIssuingAuthor-
ity, etc.) has LicenseNo • LicenceIssuingAuthority as its key.

Poultry/rabbit/etc. CAGES in a (farming) db might not need any other uniqueness
than the one provided by surrogate keys too: you can use their system generated
numbers also as cage labels (surrogate keys thus exceptionally getting semantics too).

For example, let us consider the table from Fig. 1, where keys are enclosed in the
parenthesis after the table name, the primary key is underlined, and domain and not null
constraints are written on second and third header lines, respectively.

For foreign keys the second row contains their referential integrity constraints, from
where corresponding domain constraints may be inferred too. For example, in column
Seat, CITIES.x contained by the corresponding cell is an abbreviation of the referential
integrity constraint COUNTIES.Seat � CITIES.x (an abbreviation of the math inclusion
Im(COUNTIES.Seat) � Im(CITIES.x) [15], where the image of a mapping f : D ! C is
the set Im(f) = {y2C | 9x2D, y = f(x)}), and if, for example, CITIES.x � AutoNumber
(16), it can be inferred that COUNTIES.Seat � AutoNumber(16) too.

Any table should have all keys existing in the corresponding subuniverse: a table
lacking an existing constraint allows for implausible data storage in its instances. For
example, in the table from Fig. 1 it is possible that users enter 061 (instead of 083) in
column CountyCode for the first row too, storing the implausible fact that Rensselaer
and New York counties have same codes.

COUNTIES (x)

x County County
Code

State Seat Popula-
tion

Created Area
(km2)

AutoN
umber(

8)

ASCII
(128)

ASCII
(3)

STATES
.x

CITIES
.x

[105, 108] [1000, 
Year(Sys
Date)]

[1, 105]

NOT 
NULL

NOT 
NULL

NOT 
NULL

NOT 
NULL

NOT 
NULL

1 Rensse-
laer

083 5 1 159,429 1791 1,722

2 Sche-
nectady

093 5 2 154,727 1809 541

3 Albany 001 5 6 304,204 1683 1,380
4 New

York
061 5 5 1,636,268 1683 87

5 Bronx 005 5 5 1,438,159 1914 150
6 Queens 081 5 5 2,321,580 1683 460

Fig. 1. An rdb table example
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1.2.3 Minimal Uniqueness Relativity
Uniqueness is not an absolute, but a relative property: in some contexts a column or
concatenation of columns are unique, while in others (even in a same subuniverse) they
are not. For example, for computer file names everybody knows that “there may not be
two files having same name and extension in a folder”, i.e. the triple FileName •
FileExtension • Folder is a key; in fact, OSes enforce a supplementary constraint too:
“there may not be two files in a same folder having null (no) extensions and same
names”, i.e. for the subset of files without extension FileName • Folder is a key.

Consequently, semantic keys may only be discovered by humans: there may not
ever be any tools able to do such a job, but only to assist it.

1.2.4 Implausible Constraints
Dually, again just like for any other constraint type, you should never assert keys that
do not exist in the corresponding subuniverse: were you doing it, you would aberrantly
prevent users to store plausible data. For example, if in the table from Fig. 1 you were
declaring Population as a key too, then no two counties having same population figures
could be stored simultaneously.

1.2.5 Prime and Nonprime Attributes
RDM also introduced the concepts of prime and nonprime attributes: if it is part of at
least one (unique) key, a column is said to be prime (essential) and otherwise nonprime
(nonessential). As they are applied only after the set of table keys is established, they
are purely syntactic. We need in fact slightly different semantic definitions for them, to
be applied before the set of all keys for a table is established: in the (Elementary)
Mathematical Data Model ((E)MDM, [14–18]) a mapping is said to be prime if it is
either a key or might be part of a key and nonprime otherwise. Consequently, in
particular, this semantic definition of nonprimeness of a column is: “not only it is not a
single key, but it cannot be part of any concatenated one either” (in that particular
subuniverse).

For example, in Fig. 1 columns Population, Created, and Area are nonprime, while
County and Seat are prime too in (E)MDM. Generally, except for very few particular
contexts (e.g., tables for time zones or colors), very many other numeric properties, like
population, area, temperature, pressure, altitude and their dual (rivers, lakes, seas,
oceans, etc.) depth, length, width, GDP, rating, probabilities, percentages, time zones,
etc., some text ones like color, notes, even some calendar dates (like, for example,
discovery, national dates, etc.), etc., as well as most of the Boolean ones (for example
Married? Divorced? Widow? Author? Holiday? etc.) are nonprime.

Algorithm A7-8/3 from Sect. 3.6 of [15], which is assisting validation of the keys
declared for any table and discovery of any other existing ones, proves that correctly
declaring of all nonprime mappings is crucial in significantly reducing the otherwise
huge number of possible cases to analyze. This is why we are using the semantic
concept of nonprimeness, instead of the RDM syntactic one.
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1.3 Paper Outline

The following three sections of this paper introduce and contrastively discuss three new
algorithms for assisting keys discovery; all of them have as input the set of prime and
not one-to-one columns of a table and output the corresponding set of keys. A1, the
simplest possible, is purely bottom-up, starting with individual columns and ending, in
the worst case, with the product of all of them. A2, the most sophisticated one alternates
in each step the bottom-up and the top-down approaches. Finally, A3, the best one in
our opinion, starts with a first top-down step and then, if needed, continues bottom-up.
The paper ends with a case study, conclusion, and references.

1.4 Related Work

Two dual types of approaches are used for discovering keys: syntactic and semantic.
All attempts to discover keys within the RDM framework are purely syntactic: for
example, starting with a set of functional dependencies, algorithms were devised to
infer corresponding keys (e.g. [8, 13]). As such, for example, [2] –that most of us
consider to be the RDM “bible”– does not even mention keys discovery. It is true that
in the meantime algorithms for assisting discovery of functional dependencies were
designed too (e.g. [11, 12]). However, keys are central to RDM as well: the highest
relational normal form is the Domain-Key (DKNF) one [9], solely based on domain
and, especially, key type constraints.

Even recent approaches based on data mining are purely syntactic: keys are sear-
ched for in db instances (e.g. GORDIAN [18], HCA [1], DUCC [10]). Obviously, any
such method might yield both false negatives and false positives: on one hand, due to
stored implausible (duplicate) data (which may happen anytime when corresponding
keys are not enforced) not all existing keys may be discovered and, on the other, they
may discover implausible keys only because, by chance, at the moment when such
algorithms are run against a db instance, a particular product of a table columns does
not store any duplicates.

For example, if any such algorithm were run on the instance from Fig. 1, it would
not discover any correct key, but only the implausible ones County, CountyCode,
Population, Area, and Seat • Created. Note that both false positives and negatives are
possible anytime: when there are few rows, false positives abound, but false negatives
are also possible, as you may duplicate data even with only two rows; when there are
very many rows, false negatives abound, but false positives are still possible too: e.g.
both Area and Population are very unlikely to store duplicates even in the worldwide
context (or, even worse, their product is almost surely containing no duplicates even if
both of them might store some).

To conclude with, generally, data mining approaches may find all keys (but false
positives too) if and only if the users of that db did not make any duplication mistake
while entering/updating corresponding table instances. This is just another example that
[4] is right: on one hand, very large dbs have to contain arbitrary correlations, which in
this case mean that false both negatives and positives are always possible; on the other,
the Big Data “philosophy” “with enough data, numbers speak for themselves” (implying
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“the end of science”) is wrong: understanding and guided prediction and action should
not be replaced by computer-discovered correlations; as they put it, “too much infor-
mation tends to behave like too little information”. As a consequence, it is crystal clear
that data mining may enrich scientific methods, but never replace them.

For example, [20] introduced the concept of almost keys in the framework of RDF
resources, according to OWL2 semantics (but also applicable in dbs for columns or
column products that have almost all values unique, with a settable threshold for
accepted duplicates) and a fast algorithm for detecting them; in a final step, experts may
or may not validate them individually as keys.

All three algorithms presented in this paper are of the semantic type. A similar to
algorithm A1 was proposed in the framework of the (E)MDM, first for relationship
structural keys (i.e. keys made up only of canonical Cartesian projections) [17] and
then for all other possible keys [16]. A7-8/3 from [15] is much more complicated than
A1, as it is designed for legacy rdbs, hence includes validation of already enforced table
keys, as well as of nonprimeness of all attributes, which also makes it run much slower.
For all three of them, the following Theorem was also proved:

Theorem (Keys Discovery Algorithm Characterization). The algorithm has the
following properties:

(i) its complexity is O(2n);
(ii) it is complete (i.e. it is generating all possible keys);
(iii) it is sound (i.e. it is generating only possible keys);
(iv) it is relatively optimal (i.e. it generates the minimum possible number of

questions relative to its strategy and it is doing its job with minimum number of
statement executions).

However, none of them is absolutely minimal: for example, A3 from this paper is
bringing significant improvement in the case when the only semantic key is the con-
catenation of all of its n input columns (see the fourth section below). Moreover, A7-8/3
is too complicated when there are no semantic keys defined or when existing keys were
already validated and new columns are added to a table. When most keys have arity
either 1 or n – 1 and n > 4, A2 is better suited than not only A7-8/3, but also A1.

Algorithm A3 extended with the validation part of A7-8/3 from [15] (which may
optionally be skipped if you consider all existing keys to be correct) is implemented in
MatBase (see, e.g., [18, 15]), a prototype Knowledge and DBMS based on both the
Entity-Relationship Data Model (E-RDM) (see, for example, [5, 15, 21]), (E)MDM,
RDM, and Datalog¬ (see, for example, [2, 18]). Consequently, its users do not need to
bother with either missing combinations or detecting superkeys.

All such algorithms, be them syntactic or semantic, should stop when they discover
the maximum possible number of keys for any set of n columns, which is C(n, [n/2])
([7, 14, 22]).
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2 A1: An Algorithm for Assisting Initial Discovery of Keys

Each time when for a fundamental table all non-prime columns have been identified
and set apart, and there are either no semantic keys at all or there are only some
validated single ones (which can thus be set apart too), and we are left with a non-void
subset of prime columns that are not keys, we propose to apply the much simpler and
faster algorithm A1 presented in Fig. 2, in order to be assisted in discovering all other
semantic keys that exist for that set in that particular subuniverse of interest.

2.1 Applying A1 Example

Let us apply, for example, Algorithm A1 to the COUNTIES table from Fig. 1 (only
“actual” statements being numbered: repeat for, else, end, etc. are not): T =
COUNTIES, n = 4, C1 = County, C2 = CountyCode, C3 = State, C4 = Seat, K = {x},
k = 1.

01. K’ = {x};
02. l = 1;
03. as 4 > 0:
04. kmax = C(4, 2) = 4!/(2! * 2!) = 6;
05. i = 1; (C(4, 1) = 4)
06. allSuperkeys = false;
07. as 1 � 4 and 1 < 6 and true:
08. allSuperkeys = true;
09. as County is not a superkey:
10. allSuperkeys = false;
11. as County is not unique (there may be two counties having same names in

different states):
11. as CountyCode is not unique (there may be two counties having same codes in

different states):
11. as State is not unique (states generally have several counties):
11. as Seat is not unique (there may be two counties having same seat: for example,

all New York City counties have it as seat):
14. i = 2; (C(4, 2) = 6)
07. as 2 � 4 and 1 < 6 and true:
08. allSuperkeys = true;
09. County • CountyCode is not a superkey:
10. allSuperkeys = false;
11. as County • CountyCode is not a key (as there may be two counties having same

codes and names, but in different states):
11. as County • State is a key (there may not be two counties of a same state

having same names):
12. K’ = {x, County • State};
13. l = 2;
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ALGORITHM A1. Keys Initial Discovery Assistance 
Input: a set of n prime not key columns S = {c1, …, cn} of a same table T and a set of 
associated keys K, card(K) = k, k and n naturals. 
Output: K’, card(K’) = l, l natural, the set of all the keys of T.
01. K’ = K; 
02. l = k; 
03. if n > 0 then                          // for all mappings, if any, look for keys 
04. kmax = C(n, [n/2]);            // maximum possible numbers of keys  
05. i = 1;               // starting column products arity 
06. allSuperkeys = false;         // initially, no superkeys possible for i =
1 
07. while i ≤ n and l < kmax and not allSuperkeys do
08. allSuperkeys = true;          // all C(n, i) combinations might be 
superkeys 

     repeat for all C(n, i) mapping products p made out of i elements  
09.        if p is not a superkey then     // at least one no superkey was 
10.          allSuperkeys = false;             // discovered on the current level i
11.          if p is minimally unique (in the given context) then
12.              K’ = K’  { p };            // add newly found key 
13.              l = l + 1;   // correspondingly increase K’ cardinal 

         end if;
       end if;               // (of 09.: if p is not a superkey) 
     end repeat; 

14. i = i + 1;                       // increment level (mapping products 
arity) 

end while; 
end if;            // (of 03.: if n > 0 …)

15. s = “add a surrogate primary key to T, according to best practices!”;
16. if l = 0 then        // T does not even have a surrogate primary 
key! 
17.    display s;
18. elseif l = 1 then  
19. if the only key of T is not a surrogate primary one then
20.        display s; 

else         // the only key of T is the surrogate primary 
one
21.      if T does not correspond to a subset then  
22.        display “is T corresponding to an object set of type poultry cages?”;

23. if answer is no then display     // T needs at least one semantic key 
24.          “T needs at least one more mapping in order to have semantic keys too!”;

       end if;    
     end if;     // (of 21.: if T is not a subset)

end if;    // (of 19.: if the only key of T is …)
end if;    // (of 16.: if l = 0)

End ALGORITHM A1;

Fig. 2. Algorithm A1 (keys initial discovery assistance)
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11. as County • Seat is a key (there may not be two counties having same names
and same seat, which implies that they belong to a same state):

12. K’ = {x, County • State, County • Seat};
13. l = 3;
11. as CountyCode • State is a key (there may not be two counties of a same state

having same codes):
12. K’ = {x, County • State, County • Seat, CountyCode • State};
13. l = 4;
11. as CountyCode • Seat is a key (there may not be two counties having same

codes and seat, which implies that they belong to a same state)
12. K’ = {x, County • State, County • Seat, CountyCode • State, CountyCode • Seat};
13. l = 5;
11. as State • Seat is not a key (there may be two counties of a same state having same

seat, e.g. boroughs of a same big city, like it is the case of New York City):
14. i = 3; (C(4, 3) = 4)
07. as 3 � 4 and 3 < 6 and true:
08. allSuperkeys = true;
09. as County • CountyCode • State is a superkey:
09. as County • CountyCode • Seat is a superkey:
09. as County • State • Seat is a superkey:
09. as CountyCode • State • Seat is a superkey:
14. i = 4; (C(4, 4) = 1)
18. as 4 � 4 and 5 < 6 and false (because allSuperkeys = true), the while loop is

exited
15. s = “add a surrogate primary key to T, according to best practices!”;
16. as 5 6¼ 0:
18. as 5 6¼ 1, execution of A1 ends.

Corresponding output is K’ = {x, County • State, County • Seat, CountyCode •
State, CountyCode • Seat} � {x} = K, l = 5 � 1 = k that is, when correctly applying
A1, to table COUNTIES from Fig. 1 four semantic keys have to be added as well:
County • State, County • Seat, CountyCode • State, and CountyCode • Seat.

2.2 Reasoning Techniques for Discovering Keys

Proving that a given combination is not a key in the corresponding subuniverse may
use the ad absurdum type technique, assuming that the current combination is a key:
consider any combination c1 • …• cm, 1 < m � n; you should build a corresponding
subtable with two identical lines in it, except for the surrogate key, and with distinct
values for all of the rest of the columns, e.g.:

x c1 … cm cm + 1 … cn
1 1 1 1 1 1 1
2 1 1 1 2 2 2
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Then, you should ask yourselves whether or not the second may correspond to an
actual object in that subuniverse of discourse; if the answer is no, this means that no
such duplicates are allowed, so you just discovered a new key (and its proof is of the
type: “there may not be two elements of this set having same values for c1, …, cm”); if
it is yes, then the proof that it is not a key should be based not only on c1, …, cm, but
also on at least another column from {cm + 1, …, cn} whose different values for the two
lines make them correspond to different possible objects in that particular object set
(and be of the type: “there may be two elements of this set having same values for c1,
…, cm, but having different values for …”).

For example, let us consider the above combinations County • Seat and County •
CountyCode. For the first one, the table should like this:

The corresponding question is: “may there be two distinct counties having same
name and seat (but possibly in different states and/or having different codes)?”; the
answer being negative (because the fact that they have same seat implies that they
belong to a same state and there may not be two counties of a same state having same
names), that’s how the second semantic key of COUNTIES is found.

County • CountyCode is not a key (as there may be two counties having same codes
and names, but in different states)

For the second one, the table should like this:

x County CountyCode State Seat

1 1 1 1 1
2 1 2 2 1

x County CountyCode State Seat

1 1 1 1 1
2 1 1 2 2

The corresponding question is: “may there be two distinct counties having same
name and code (but possibly in different states and/or having different seats)?”;
obviously, the answer is positive (because, even if a country is coding its counties
uniquely across it, there still may be counties of different countries having same name
and code), so this combination is not a key.

Writing down (in parenthesis) the reasons for which column products are or are not
minimally unique is not a must only for documentation purposes: they are the proofs of
the values assigned to the corresponding logic propositions.

Obviously, the first important step when manually running algorithm A1 is not to
miss any of the 2n – 1 combinations; there are two crucial “secrets” for it:

1. on any level 1 � i � n, first compute C(n, i), in order to know in advance the
maximum total number of cases (combinations) that you have to analyze on that
level;

2. orderly generate then combinations from left to right; for example, for n = 5, i = 3
(for which there are C(5,3) = 5!/(3! * 2!) = 10 combinations), this order yields: c1 •
c2 • c3, c1 • c2 • c4, c1 • c2 • c5, c1 • c3 • c4, c1 • c3 • c5, c1 • c4 • c5, c2 • c3 • c4, c2 • c3 •
c5, c2 • c4 • c5, c3 • c4 • c5.
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Semantically, both discovering keys and rejecting non-keys with the help of this
algorithm does not always require experts in the corresponding subuniverse of dis-
course: on one hand, in very many cases, common sense is enough (e.g.
nobody/nothing may simultaneously be present in several locations, no space “slot”
may simultaneously accommodate several persons/objects, there is no need whatsoever
to store same data twice, there is no “supreme” body in the world that could force states
not to use same names as other ones for their states or cities, there is no person/country
that would baptize alike two of their children/states, etc.) and, on the other, always
thinking dually as well helps a lot (e.g. as soon as you discover that MD • ConsultStart
is a key, the dual MD • ConsultEnd is also a key, etc.).

Obviously, for highly specialized subuniverses (e.g. computational biology) con-
sulting corresponding experts is a must. Trivially, this is the case also for most syntactic
approaches (be them data mining based or not), either in their initial (for validating
functional dependencies) or final steps (for validating found keys).

2.3 Algorithm A1 Characterization

All considerations from [15] on Algorithm A7-8/3 keys discovery portion also apply to
A1, with the following particularizations:

✓ In the worst case (happening when K’ contains at most the surrogate key and
no key is discovered, so l < 2), all possible 2n – 1 combinations are con-
sidered (as there are 2n – 1 questions on existing keys, all answered with
no), which means that the complexity of the algorithm is 2n. Consequently,
in average, this algorithm needs some 2n − 1−1/2 steps (i.e. half of the worst
case one).

✓ A1 cannot ever loop indefinitely:
(i) input n and k, as well as n, i, l, kmax, and C(n, i) are always finite

(being naturals);
(ii) the repeat loop, the one inside while, is always executed C(n, i) times;
(iii) the while loop is executed at most n times, as i starts with 1 and is

incremented by 1 in each such execution.
✓ A1 is optimal relatively to its strategy: it asks the minimum number of

questions in each possible case and it is doing its job with minimum number
of statements.

✓ A1 is not absolutely minimal, as proven by the above example: in order to
detect the COUNTIES’ keys, as they are only discovered when i = 2, only 4
superkeys are then found and the user has to analyze 11 out of the total of 15
possible combinations.

✓ A purely top down approach is not desirable, as it could not skip superkeys.
It is true that this would be somewhat compensated by the fact that, dually,
once a key of arity m is found none of its subproducts may be keys.

✓ Obviously, a similar to the above characterization Theorem holds for A1 too.
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3 A2: An Improved Algorithm for Assisting Keys Discovery

Theoretically, in average, the best strategy possible would be to combine both
approaches (bottom-up and top-down) into a single, alternating one: start with
i = n and then continue with i = 1, n – 1, 2, n – 2, 3, etc., and stop in the worst case
with [n/2], as proposed by the algorithm A2 presented in Fig. 3. The last steps (from 15
to 24) of A1 are not shown any more for saving paper space, as they are identical.

ALGORITHM A2. Improved Keys Discovery Assistance 
Input: a set of n prime not key columns S = {c1, …, cn} of a same table T and a set of 
associated keys K, card(K) = k, k and n naturals. 
Output: K’, card(K’) = l, l natural, the set of all the keys of T.
01. K’ = K; 
02. l = k; 
03. if n > 1 then // for all mappings, if any, look for keys 
04. kmax = C(n, [n/2]);           // maximum possible numbers of keys  
05. top = true; itop = n; ibottom = 1; i = n; // starting top down 
06. allSuperkeys = false;        // initially, no superkeys possible for i =
n 
07. while ibottom itop + 1 and l < kmax and not allSuperkeys do
08. allSuperkeys = true;          // all C(n, i) combinations might be 
superkeys 

repeat for all C(n, i) mapping products p made out of i elements  
09.         if there is no x K’ such that p is a subproduct of x then
10. if p is not a superkey then       // at least one no superkey discovered 
11. allSuperkeys = false;             // on the current level i
12. if p is minimally unique (in the given context) then
13.               K’ = K’  { p };           // add newly found key 
14.              l = l + 1;   // correspondingly increase K’ cardinal 

end if;
end if;               // (of 10.: if p is not a superkey) 

end if;                        // (of 09.: if there is no x K’…) 
end repeat; 

15. if top then i = ibottom; ibottom = ibottom + 1; itop = itop – 1;  
16. else if i = itop then ibottom = itop + 2 else i = itop; end if; end if;      // next 
arity 
17. top = not top;          // swap between top-down and bottom-
up  

end while; 
end if;            // (of 03.: if n > 1 …)

End ALGORITHM A2;

Fig. 3. Algorithm A2 (improved keys discovery assistance)
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Here Is A2’s Characterization:

✓ The worst case remains the same as for A1. Only the best case is sensibly
improved, as it could take only the first step in order to discover the only
key. Sensible improvements are also obtained when keys have high arities
(e.g. n – 1, with n > 3).

✓ However, this syntactic improvement is, from the semantic point of view,
potentially risky, especially when n is high: it is increasingly dangerous to
“invite” users to consider this generally superkey as being a key.

✓ A2 is asking for Fig. 1 all 15 questions, as neither superkeys nor subsets of
keys are detected, so A1 is faster and more convenient to use in this case.
This should not be surprising, as both keys have arity 2 of 4 and i = 2 is the
last step in A2.

✓ A2 requires two types of thinking when answering to its questions, although
the proving technique is common to both of them: besides the bottom-up
type one required by A1, you also need a top-down one (in which, essen-
tially, you should analyze whether or not data stored by the current mapping
product image is more than enough in order to uniquely and minimally
identify the objects from the corresponding set).

✓ For the top-down reasoning you have to also apply the definition of the
minimal uniqueness, by discarding one by one each member of the current
product in order to analyze whether or not at least one of the corresponding
subproducts is also uniquely identifying the elements of the corresponding
object set, which is not easy. A1 is fully leveraging this task, by automati-
cally detecting superkeys in every step and not only in every one out of two.

✓ Obviously, a similar to the above characterization Theorem holds for A2 too.

4 A3: The Best Algorithm for Assisting Keys Discovery

We strongly believe that the best strategy to assist key discovery is algorithm A3 from
Fig. 4, which is like A1, but the worst case (i = n) is considered first, instead of being
the last one. Just like for A2, the last steps (from 15 to 24) of A1 are not shown any
more for saving paper space. For the COUNTIES example above A3 is asking 12
questions, one more than A1, but three less than A2, as it discovers four superkeys too.

A3 has same complexity, worst, and average cases as A1 and A2, same best case as
A2, and requires only once the top-down reasoning type. Trivially, a similar to the
above characterization Theorem holds for A3 too.
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5 Case Study

Dozens of case studies were conducted using the A3 implementation of MatBase. The
most complex one was on an expense management application db having 521 fun-
damental tables with a total of 8621 columns. The first step was identifying the 6421
nonprime columns, which took some 430 work hours (i.e. 14 days for a team of four).
The next one was discovering all 550 existing keys, which took some 55 work hours.
Finally, enforcing these keys took some 300 work hours, as for many of them the db

Fig. 4. Algorithm A3 (best practical keys discovery assistance)
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instance contained duplicates that had to be analyzed and correctly removed. The
maximum number of prime columns in a table was 6. The maximum key arity was 4.

6 Conclusion and Further Work

All constraints (business rules) that are governing the subuniverses modeled by dbs
should be enforced in the corresponding dbs’ schemas: otherwise, their instances might
be implausible. Among them, key (i.e. minimal uniqueness) type ones play a corner-
stone role both practically and theoretically.

As [3] puts it in its 10th rule (Data Integrity Is Its Own Reward) “each 1 % data
integrity failures will double the amount of time you spend troubleshooting them” and
11th rule (The Data Integrity Tipping Point) “any database which contains 20 % or
more untrustworthy data is useless and will cost less to replace from source data than to
fix”. In our opinion, today’s business cannot be really successful if their data is not
almost 100 % trustworthy. For example, lack of keys may result in not paying invoices
on due dates or paying them twice…

Unfortunately, minimal uniqueness is both relative, highly dependent on the con-
text, semantic, hence only discoverable by humans, and not that easy to fully detect, as
the complexity of this process is exponential in the number of involved table prime
columns.

Consequently, it is our firm belief that any purely syntactic approach to inferring
keys may not be successful. However, math and computer science may assist db
designers in both validating existing enforced keys and discovering all those that are
possibly missing, by algorithmically guiding them not to miss any possible key, not to
waste time with either non-prime attributes or superkeys, and when to safely stop
looking for them, as none others might be discovered afterwards.

This paper provides not only an overview of constraints and, especially, keys, but
also three such algorithms designed in the framework of the Relational Data Model,
applied on a real life interesting example, as well as a convincing case study.

In our opinion, A3 is the best suited of them for most practical cases of keys
discovery. For validating existing keys, the first part of A7-8/3 from [15] is enough, as
its bottom-up approach is the best possible in any context. A1 is faster and simpler than
A7-8/3. A2 performs better than A1 and A3 when keys have high arities, exactly the
same as A3 when there is only one key of the highest arity possible, but worse than A1
and A3 when arities are small. Moreover, A2 intensively requires both types of rea-
soning, bottom-up and top-down, which is much more difficult and prone to errors.

Our approach is semantical, just like keys are. All other existing approaches for
keys discovery are purely syntactical; in particular, those based on data mining might
yield lot of both false negative and false positive results.

Consequently, it is our firm belief that any RDBMS should implement at least A3 in
order to assist its users in discovering all keys in any subuniverse modeled by an rdb, as
keys discovery is a crucially important task in many areas of data management,
including conceptual data modeling, query optimization, indexing, anomaly detection,
and data integration.
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Moreover, data mining approaches to keys discovery could also benefit from
eliminating nonprime columns from their input, as well as, when validating their
findings, from the reasoning techniques proposed in this paper.

Further work is intended towards at least partially automating the process of keys
discovery by using ontologies and/or knowledge bases that would capture required
expertise for various subuniverses of interest, starting with sets of non-prime properties
and ending with sets of known keys.
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Abstract. In an increasingly networked world, the availability of high
quality translations is critical for success, especially in the context of
international competition. International companies need to provide well
translated, high quality technical documentation not only to be success-
ful in the market but also to meet legal regulations. We seek to evaluate
translation quality, specifically concerning technical documentation, and
formulate a method to evaluate the translation quality of technical doc-
uments both when we do have access to the original documents and
when we do not. We rely on state-of-the-art machine learning algorithms
and translation evaluation metrics in the context of a knowledge dis-
covery process. Our evaluation is performed on a sentence level where
each sentence is classified as either professionally translated or machine
translated. The results for each sentence is then combined to evaluate the
full document. The research is based on a database that contains 22,327
sentences and 32 translation evaluation attributes, which are used to
optimize Decision Trees that are used to evaluate translation quality.
Our method achieves an accuracy of 70.48% on sentence level for texts
in the database and can accurately classify documents with at least 100
sentences.

Keywords: Information quality · Machine learning · Translation
quality

1 Introduction

Machine translations are not perfect; it is for example difficult to ensure that
the meaning of a sentence is preserved across translations. For certain texts, e.g.,
technical documentation, the quality of the text is critical since several product-
specific standards must be met to be compliant with laws and regulations, and
avoid possible compensations claims. Within the EU, multiple binding directives
are adopted into national law and are often complemented by common industry
standards [5, p. 5 et seq]. Hence, it is essential to be able to rank the quality of
a given translation as part of the process to ensure that a document is correct.
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V. Řepa and T. Bruckner (Eds.): BIR 2016, LNBIP 261, pp. 339–353, 2016.
DOI: 10.1007/978-3-319-45321-7 24



340 M. Luckert et al.

Machine translations need to be approved by people to ensure quality, so
when it is used, the time and cost is shifted from document creation to evalua-
tion and correction. Consequently, the evaluation of translated technical docu-
mentation provides an opportunity where companies can reduce time and costs
as well as to create an effective way of translating documents. This is in a sense
similar to the problem of outsourcing the translation task to external translators
and then judging their work.

The difficulty of evaluating translation quality is due to the subjective nature
and different aspects concerning the term quality, such as grammatical correct-
ness, style improvements, or semantic correctness. It is also possible that the
person requesting the translations does not speak the targeted language.

As a first step to ensure that a translation has been done properly and
professionally as ordered, and not (only) by a machine translation system, we
aim to use machine learning to produce a classifier that can determine whether a
document has been translated by a human or a machine. The machine learning
technique will be used in a knowledge discovery process [13] to classify documents
by their translation type (i.e., professional translation, machine translation).
Further, an approach on how to evaluate the quality of translated technical
documents will be proposed. Concerning this issue, we address two main research
questions:

1. How can the translation quality of technical documents be evaluated when
the original document is available?

2. How can the translation quality of technical documents be evaluated when
the original document is not available?

We answer these questions by providing a machine learning algorithm with
optimal prediction quality for identifying professional and automated transla-
tions of technical documents with and without access to the original document.

Our focus on technical documentation has the potential to implicitly generate
knowledge during the machine learning process, due to a smaller sized vocabulary
compared to having no limitations on the text domain. Other domains, such as
news stories will not be included. The classification and evaluation will focus on
syntactic aspects of technical documentation, while the semantic parts will be
left out.

We limit ourselves to translations between German and English. Since the
examined technical documents did not provide multiple professional translations,
there will be no human references used to evaluate the technical documents. We
instead rely on pseudo references to circumvent the lack of human translations.

Finally, our work focuses on evaluations based on the results of machine
learning approaches. Other techniques, such as the creation of a new metrics
comparable to the BLEU or METEOR metric will not be taken into account.

2 Background

The idea of automatically rating machine translations is not new. One of the
basic methods discussed in literature is the “round-trip translation”, which works
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by translating a text fragment into a foreign language and back. Afterwards, the
original text and the newly generated text are compared [16]. The “BiLingual
Evaluation Understudy” (BLEU) algorithm, developed and presented by Pap-
ineni et al. in 2002, is based on comparison. BLEU defines document quality as
a strong correlation between machine translations and the work of professional
human translators. It is based on the idea that the length of a translated text
is important, in addition to word-accuracy. According to Papineni et al., human
translations have the tendency to be of higher quality and shorter than auto-
mated translations [9]. This idea was further developed in NIST algorithm for
machine translation evaluation by the National Institute of Standards and Tech-
nology. This algorithm weights matching words according to their frequency in
the respective reference translation [3]. A second evolution of the BLEU metric,
Metric for Evaluation of Translation with Explicit ORdering (METEOR) was
developed by Lavie et al. in 2005. The main difference is METEOR’s ability to
detect synonyms of words, which results in potentially fewer erroneous transla-
tions [7]. Furthermore, Kulesza and Shieber (2004) propose the use of Support
Vector Machines to classify machine translations on a sentence level [6].

The use of human-produced reference translations is a costly way to evalu-
ate machine translation systems. Popović et al. propose to use the IBM1 lexi-
con probabilities as a metric that does not rely on reference translations [10].
Gamon et al. propose a metric where a learned model is used to evaluate an
input rather than a comparison with a reference. The model relies primarily
on linguistic indicators and language features that are derived from the input.
Furthermore, Albrecht and Hwa successfully use regression learning in combina-
tion with pseudo references [1,2]. These pseudo reference are generated by other
machine translation systems rather than by human translators.

However, the focus on a specific domain of documents in order to gain implicit
additional knowledge by using machine learning techniques is not sufficiently
addressed and neither is the comparison of different machine learning approaches
in order to classify whether documents have been translated professionally or
automatically.

3 Method

The aim of this research is to train a binary classifier to classify a candidate
translation as either professionally or automatically translated. Many of the
methods to evaluate translation quality require a reference translation of high
quality.

It is beyond the scope of this research to professionally translate documents,
so we used 14 documents from an existing technical documentation available
in both English and German1. We first extract text from these technical doc-
uments to form sentences. The sentence extraction resulted in 30,000 lines of
1 Documentation for VMware’s vSphere, available at https://pubs.vmware.com/
vsphere-51/index.jsp?topic=%2Fcom.vmware.vsphere.doc%2FGUID-1B959D6B-
41CA-4E23-A7DB-E9165D5A0E80.html (last accessed: January 19, 2016).

https://pubs.vmware.com/vsphere-51/index.jsp?topic=%2Fcom.vmware.vsphere.doc%2FGUID-1B959D6B-41CA-4E23-A7DB-E9165D5A0E80.html
https://pubs.vmware.com/vsphere-51/index.jsp?topic=%2Fcom.vmware.vsphere.doc%2FGUID-1B959D6B-41CA-4E23-A7DB-E9165D5A0E80.html
https://pubs.vmware.com/vsphere-51/index.jsp?topic=%2Fcom.vmware.vsphere.doc%2FGUID-1B959D6B-41CA-4E23-A7DB-E9165D5A0E80.html
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text that contained text fragments. Sentence extraction is not a straightforward
task; 8,000 of the lines of text were not extracted correctly and resulted in frag-
ments that did not form valid sentences. The final data sets that were used to
train and test the machine learning algorithms each consisted of 22,327 sen-
tences per translation system. To ensure an even distribution between the labels
professional translation and machine translation, each data set was combined
from two sets of sentences, one professionally translated and one automatically
translated. So, each data set contained a total of 44,654 sentences.

To further examine the validity on different lengths of technical documents,
we created documents with lengths that varied from 5 to 3,000 sentences per doc-
umentation by randomly combining sentences from the original 14 documents.
Note that the creation of larger documents was more challenging, due to the
limited amount of sentences and the needed amount of training data to gener-
ate a meaningful classification model. However, the information gained from the
smaller documents is most likely more valuable, since we expect to need about
60 to 300 sentences to correctly classify a document.

Many of the evaluation metrics require high quality reference translations,
e.g., the BLEU Score calculates a similarity value that indicates how similar the
candidate and a reference are. Since we only have access to a single professional
translation, we need to generate additional reference translations.

When we have access to the original text, we use it to generate three inde-
pendent machine translations and use these as references. Since these references
are not necessarily of high quality; we use them in two different ways to avoid
the problem:

1. We use one of the machine translations as a reference. We know that this
is not necessarily a high quality reference, but we are not interested in the
quality of the translation, but rather if it is professional or automated. Since
we use automatically translated references, it is reasonable to expect that
these will be more similar to automatically translated candidates.

2. Albrecht and Hwa [1] show that multiple automatically translated references,
pseudo references, can be combined to form a single high quality reference that
is as good as a professionally translated reference. We rely on this result and
combine two automatically translated references. We expect this combined
reference to be more similar to a professionally translated candidate.

When we do not have access to the original text, we use a round-trip transla-
tion (from English to a foreign language and back to English) of the candidate as
a reference. It is widely acknowledged, e.g., Somers [16], that it is not appropriate
to use round-trip translation to evaluate translation quality, but it is again rea-
sonable to expect the round-trip reference to be more similar to an automatically
translated reference than a professional translated reference.

To reduce possible dependencies from the chosen machine translation sys-
tems, we use nine data combinations (cf. Table 1), where each system is used
as candidate with one or two others as references. We used Freetranslation for
all round-trip translations so all combinations that also used it as a candidate
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were removed. In addition to these, we used similar combinations for each pro-
fessional translation, with one or two references selected from the three machine
translation systems.

Table 1. Combinations of the various machine translation systems to create candidates
and references. Note that a similar system is used to create references the professional
candidate translations.

Candidate Reference 1 Reference 2 Round-trip reference

Google Translate Bing — via Freetranslation

Google Translate Freetranslation — via Freetranslation

Google Translate Bing Freetranslation via Freetranslation

Bing Translator Google — via Freetranslation

Bing Translator Freetranslation — via Freetranslation

Bing Translator Google Freetranslation via Freetranslation

Freetranslation Google — —

Freetranslation Bing — —

Freetranslation Google Bing —

We selected nine measurements from existing methods to evaluate machine
translation quality as features.

1. Modified Unigram, Bigram, and Trigram BLEU Score
2. METEOR Score
3. METEOR Precision
4. METEOR Recall
5. METEOR F1

6. METEOR Mean
7. METEOR Chunks
8. METEOR Fragmentation Penalty
9. METEOR Total Matches

The BLUE algorithm is a fast and inexpensive method to evaluating the
quality of machine translations in a fully automated manner, by calculating a
value between 0 and 1 depending on “closeness” of reference and candidate. To
examine the difference between single word BLEU scores and word sequence
BLEU Scores for the given data set, we added BLEU scores for 2-grams and
3-grams as features.

The METEOR Score is a version of the BLEU score that has been optimized
to work on sentence level.

The METEOR Precision and Recall scores describes the amount of similar
unigrams in candidate and reference translation, relative to the unigram count in
the candidate fragment. The METEOR F1 score calculates the harmonic mean
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between Precision and Recall. The METEOR Mean is similar to the F1 score,
but Recall is weighted as nine times more important than Precision.

The METEOR Chunk score counts the minimum number of chunks required
for each sentence and Fragmentation Penalty calculates penalties to give more
weight to longer n-gram matches. A sentence with many longer n-grams in the
candidate and reference translations requires fewer chunks, which in turn results
in a lower penalty score.

The METEOR Total Matches score counts the total matches found between
reference and candidate translation on a unigram basis. The grammatical cor-
rectness of a sentence or text can be validated or evaluated. Rule-based programs
that check the sentence on violations of these rules and report the corresponding
errors normally do this.

Overall correctness is harder to evaluate than the grammatical correctness
in our case. The focus on technical documentation results in some properties of
the documents that complicate these evaluations. The used language is highly
technical by nature and contains many words that are not in common dictio-
naries. Since technical documentation often focuses on a specific product by a
company, it will probably contain many proper nouns that would not even be in
dictionaries that are specialized for technical documentation.

The style of a sentence is in general not applicable to detecting false sentences.
However, metrics, such as readability can be used to determine document quality.
We used the following additional six measurements as features.

1. Reference Length
2. Translation Edit Rate (TER)
3. Parts of Speech
4. Flesch Reading Ease
5. Used References
6. Mistake Count

The Reference Length score is the difference between the candidate transla-
tion length and the reference translation length. TheTranslation Edit Rate [14,15]
score measures the amount of required edits to transform the candidate text to the
reference translation, relative to the text length. We also use the absolute number
of edits, the TER Total Edits.

Table 2. Overview over the parameter optimization ranges.

Parameter Minimum Maximum

Maximal Depth 1 50

Minimal Gain 0.01 0.3

Minimal Leaf Size 50 500

Number of Prepruning Alternatives 0 100

Minimal Size for Split 50 5,000

Confidence 0.001 0.5
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The Parts of Speech score is a boolean value that signifies whether the can-
didate translation matches a given minimal pattern of required parts of speech
tags to form a grammatically correct sentence in English. Mistake Count is the
number of style and grammar mistakes according to Language Tool. Language
Tool groups mistakes into 94 different categories. The numbers of mistakes in
each of these categories were also used as features.

The Flesch Reading Ease algorithm calculates a score that measures the
readability of sentences and documents.

Table 3. Overview over the best Decision Tree results on a sentence level.

Candidate Reference 1 Reference 2 Accuracy F1-professional F1-machine

Google Bing — 69.09% 0.649 0.724

Google Freetranslation — 67.91% 0.646 0.706

Google Bing Freetranslation 70.48% 0.651 0.744

Bing Google — 70.18% 0.698 0.706

Bing Freetranslation — 68.75% 0.683 0.692

Bing Google Freetranslation 70.23% 0.689 0.715

Freetranslation Bing — 66.22% 0.629 0.689

Freetranslation Google — 67.85% 0.669 0.687

Freetranslation Bing Google 67.52% 0.675 0.676

Table 4. Results from the classifications of the 14 original documents professionally
and machine translated. The two columns with prediction results show the percent-
age of sentences classified as either professionally or machine translated for the two
translations. All documents are correctly classified.

Document Length Predicted professional Predicted machine

1 213 65.73% 62.05%

2 360 66.94% 68.89%

3 722 67.87% 75.67%

4 790 65.32% 72.93%

5 903 71.10% 73.71%

6 1,081 66.05% 72.72%

7 1,175 66.30% 75.13%

8 1,387 59.63% 74.53%

9 1,607 72.56% 66.15%

10 1,973 69.54% 71.91%

11 2,461 63.71% 66.74%

12 3,065 59.38% 72.15%

13 3,076 69.15% 71.80%

14 3,514 73.76% 67.69%
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Multiple reference translations were used to provide a more standardized
reference. Most metrics, such as the METEOR and BLEU score are able to cope
with multiple reference translations, by calculating scores for all references and
choosing the best score. The Used References is the reference translations that
were used. We monitor which references that were used more often during the
calculation of all metrics to generate additional knowledge that could ease the
classification process for the given machine learning algorithm.

We used Decision Tree Learning to create a classifier. The main advantage
of Decision Trees is that they are transparent; the model and the relevance of
features can easily be inspected. Decision Trees are robust when it comes to
outliers and missing values, which is a huge benefit for mining tasks. We used
the C4.5 [11,12] Decision Tree Learning algorithm. The parameters in Table 2
were used to optimize the Decision Trees and the holdout set was randomly
selected as 30 % of the data set.

The values for each of the metrics were post-processed to remove outliers
and duplicated values, normalize the values, and finally remove features that are
correlated. We used Class Outlier Factors to detect outliers and remove the 5 %

Table 5. Results from the classification of randomly created documents. The two sets
of documents contained a majority of professionally and machine translated sentences,
respectively.

Document Number of Predicted correctly Misclassification

length documents (Avg.)

5 5,000 67.45% 969 (19.38%)

10 2,500 68.15% 153 (6.12%)

20 1,250 68.66% 23 (1.84%)

50 500 68.12% 4 (0.80%)

100 250 68.22% 0 (0.00%)

250 50 68.38% 0 (0.00%)

500 25 68.25% 0 (0.00%)

1,000 10 68.70% 0 (0.00%)

3,000 10 68.88% 0 (0.00%)

5 5,000 71.04% 1,345 (26.90%)

10 2,500 69.92% 404 (16.16%)

20 1,250 69.98% 63 (5.04%)

50 500 70.56% 1 (0.20%)

100 250 71.01% 0 (0.00%)

250 50 70.20% 0 (0.00%)

500 25 70.70% 0 (0.00%)

1,000 10 70.45% 0 (0.00%)

3,000 10 69.57% 0 (0.00%)
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most deviating values. To reduce the training and computation time, we remove
attributes that correlate by more than 90 %.

4 Results

Research Question 1 focuses on the evaluation of translations when we have the
original document. We achieved an average accuracy of 68.69 % and a standard
deviation of 0.014 for the nine combinations of candidates and references. Table 3
shows the results with the highest accuracies for sentence predictions including
the respective F1 scores. We built and evaluated 50,000 Decision Trees for each
candidate-reference combination.

To evaluate not only sentences but entire documents, we applied the sentence-
based approach to documents by classifying each sentence as either professionally
or machine translated. The full document was then classified according to the
majority of the sentences. Table 4 shows how the professionally and machine
translated versions of each of the 14 original documents were classified. For
example, the 65.73 % of the sentences in the professionally translated version
of Document 1 were classified as professionally translated and thus the entire
document was considered as such.

The more generalized approach, based on randomly created documents used
for the evaluations, supports our initial findings (cf. Table 5). The evaluation uses

Table 6. Results from the classifications of the 14 original documents professionally and
machine translated without knowledge of the original document. Note that predictions
below 50% indicate a bad prediction, so the professionally translated Document 1 was
misclassified as machine translated, for example.

Document Length Predicted professional Predicted machine

1 213 49.30% 62.44%

2 360 66.94% 56.39%

3 722 49.31% 54.02%

4 790 53.92% 61.39%

5 903 64.23% 56.37%

6 1,081 58.09% 60.41%

7 1,175 64.17% 56.77%

8 1,387 60.27% 51.12%

9 1,607 59.61% 60.61%

10 1,973 56.61% 60.52%

11 2,461 52.95% 59.37%

12 3,065 58.30% 51.48%

13 3,076 61.35% 58.06%

14 3,514 69.24% 50.88%
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a separately optimized Decision Tree model for each document length. Every
used model is the optimal from a set of 729 tested trees.

Research Question 2 focuses on evaluation of translations without the original
document. If we only consider features that do not require a reference translation,
the accuracy is about 51–54 % on sentence-level, which is about as classifying
on random. If we add a reference generated from round-trip translation, the
accuracy becomes about 60 %. If we use Google as a candidate, the accuracy
is 56.79 % and F1 scores for Professional and Machine are 0.562 and 0.574,
respectively. If we instead use Bing as a candidate, the accuracy rises to 60.50 %,
with F1 scores 0.593 and 0.612.

Tables 6 and 7 show the results of the classification on document-level.
We optimize the Decision Trees in the same way as Research Question 1.
As expected, the classifications are on average worse than those for Research
Question 1.

Table 7. Results from the classification of randomly created documents without knowl-
edge of the original documents. The two sets of documents contained a majority of
professionally and machine translated sentences, respectively.

Document Number of Predicted correctly Misclassification

length documents (Avg.)

5 5,000 60.46% 1,561 (31.22%)

10 2,500 62.05% 765 (30.60%)

20 1,250 60.11% 316 (25.28%)

50 500 62.55% 55 (11.00%)

100 250 62.00% 7 (2.80%)

250 50 64.14% 0 (0.00%)

500 25 63.01% 0 (0.00%)

1,000 10 60.37% 0 (0.00%)

3,000 10 59.64% 0 (0.00%)

5 5,000 58.66% 1,720 (34.40%)

10 2,500 57.23% 534 (21.36%)

20 1,250 58.43% 216 (17.28%)

50 500 56.54% 72 (14.40%)

100 250 56.81% 13 (5.20%)

250 50 55.47% 0 (0.00%)

500 25 56.77% 0 (0.00%)

1,000 10 58.54% 0 (0.00%)

3,000 10 58.43% 0 (0.00%)
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5 Discussion

Our method makes a number of assumptions, e.g., that multiple references that
are combined add value, that round-trip translation references add value, and
that we can generate additional documents from sentences from the 14 original
documents. The validity of these assumptions has an impact on how our results
should be interpreted.

Table 3 shows that the accuracy is generally improved when we use two ref-
erences. We speculate that one reason for this is the machine learning task.
In contrast to many evaluation approaches concerning machine translation sys-
tems, we aim to classify the given sentences into two classes instead of rating
its quality. Therefore, the use of a single or multiple pseudo reference serves a
different goal. Many of the used attributes calculate similarity scores between
the reference and the candidate translation; a machine translated reference can
be used to identify automated translations due to high similarities with the given
reference, while professional translations might deviate from it. In contrast, the
use of multiple pseudo references aims to generate a high quality translation ref-
erence by combining the given machine translation systems [1,2,4]. The use of
multiple references seems to increase the accuracy slightly, e.g., the addition of
Freetranslation as a second reference to a data set that uses Google as candidate
and Bing as a reference tends to improve accuracy.
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Fig. 1. An example of a created Decision Tree
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The improved accuracy from multiple references suggests that features that
rely on references are more important. To verify this, we analyzed the Decision
Trees. Decision Trees place the most influential attribute at every splitting point
and the most significant attribute is always placed as the root node. Figure 1
depicts an optimized Decision Tree for a combination with Google Translate
as the candidate translation and Freetranslation as a reference. The most used
attributes by a substantial margin were the METEOR Score and its interme-
diate results, such as METEOR Mean and METEOR Chunks. The next most
important attributes, showing the most frequently in the top levels of the Deci-
sion Tree, were the BLEU Score and the difference in translation lengths. It is
clear that features that rely on reference translations are more influential than
metrics that only use the candidate.

The addition of a round-trip translation to be used as an additional refer-
ence further improved the accuracy for both research questions. We decided to
use Freetranslation for round-trip translations since it achieved the worst results
when used as a candidate. However, it always improved accuracy when it was
used as a second reference. This suggests that combinations of different transla-
tions, but not necessarily better ones, improve accuracy.

As expected, a longer document (measured in number of sentences) are not
misclassified as often as shorter. In our experiment, we observe up to a 34.40 %
misclassification rate for documents with five sentences. This drops to 5.20 %
when we increase to 100 sentences. If we have the original document, 100 sen-
tences is enough to always classify documents in our dataset correctly, while we
need at least 250 sentences when we do not have the original.
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Fig. 2. The misclassification rates are strictly lower for every document length when
using the classified developed for Research Question 1. Furthermore, the required doc-
ument length to avoid any misclassification is lower.
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There are clearly visible differences in prediction distributions between the 14
original documents, e.g., if we have the original between 59.38 % and 75.13 % are
correctly classified. This suggests that certain documents are easier to classify
than others. If we instead consider the documents that are constructed by ran-
domly generating sentences from the original documents, there is a much smaller
difference (3.59 compared to 15.75 % points). So, our generated documents are
more even than the original, which might have an impact on our results. Fur-
thermore, the misclassification rate is clearly higher for Research Question 2,
with 5,259 misclassified documents for the complete data set of 19,190 docu-
ments, while the classifier for Research Question 1 classifies 2,962 documents
falsely. This results in a total accuracy of 72.59 % for the classifier with no
knowledge of the original document and an accuracy of 84.56 % for the classifier
with knowledge of the original document. This accuracy should be taken with
caution, since the results are highly dependent on the length of the given docu-
ment; documents with five sentences have misclassification rates of 19 % to 34 %
and documents with 250 sentences or more are not misclassified at all. Figure 2
compares the misclassification rates based on the respective document lengths
for both classifiers.

6 Conclusions

We investigated how well we can identify professionally and machine translations
with and without the original document. We relied on Decision Tree Learning to
create a number of optimized binary classifiers. We achieved an average accuracy
of 68.69 % when we have access to the original document and 58,65 % when we
do not. We are able to correctly classify all of the 14 documents when we have
access to the original document, but fail to classify two when we do not have
access to the original.

To further validate the document-based results, we created a set of 19,190
documents by randomly combining sentences to fictive documents of lengths
varying from 5 to 3,000 sentences. When we used a classifier trained with-
out knowledge of the original document, we observed a misclassification rate
of 34.40 % for the smallest documents to no misclassification for documents
containing 250. A classifier trained with knowledge of the original document
achieved a misclassification rate of 26.90 % for the smallest documents and no
misclassification for documents with 100 or more sentences.

The work presented here only considers Decision Tree Learning. We have
conducted preliminary studies using other learning algorithms, e.g., k -Nearest
Neighbor but need to perform further optimization steps to report on it.

There are many opportunities to improve the features used and how we eval-
uate documents. We can, for example, improve the Mistake Count measurement.
In areas of highly technical vocabulary, attempts to, e.g., use neutral nouns as
a replacement for technical terms or proper nouns have been introduced. Addi-
tionally, we could study the different mistake categories more closely to further
elaborate their influences on text quality and correctness.
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Our current approach classifies a document based on what the majority of
the sentences are classified as, no matter the confidence. We could potentially
improve our approach by considering confidences for each sentence and aggre-
gate these to document-level. This approach would result in a more fine-grained
document classification, since the algorithm’s certainty for the sentence-based
classifications is taken into account.
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