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Abstract. Due to the dynamic nature of knowledge and data in seman-
tic applications, ontology incremental reasoning technologies are essential
for ontology management systems. Nowadays, many proposed incremen-
tal reasoning solutions and implemented systems apply forward chaining
completion algorithms to handle the removal and addition of axioms.
In this paper, we propose a novel approach to ontology incremental rea-
soning that combines forward and backward chaining completion for £L£.
Compared to existing work, this approach can be applied with or without
bookkeeping, does not affect parallelisation or tractability, and reduces
the effort for re-deriving the over-deleted results both theoretically and
empirically.

1 Introduction

Ontologies are widely used in many different application domains to support
knowledge management. In order to facilitate automatic processing of ontolo-
gies, today’s de facto standard ontology languages, the Web Ontology Lan-
guages (OWLs), are based on a family of Description Logics [1] (DLs). There
are some profiles for OWL 2, including EL, QL and RL. Using DLs, ontologies
can be regarded as a set of logical axioms.

Ontologies and their corresponding reasoning results are usually considered
static. However, with the expanding applications of ontologies, such a paradigm
has been challenged [13,16]. In many scenarios, ontologies are subject to rapid
changes [12].

The dynamics of ontologies have brought many new research challenges, such
as the design of new knowledge representation and query languages [3,5], the
development of new reasoning services [10,12] and the development of stream
benchmarks [18]. In this paper, we are particularly interested in the development
of incremental reasoning technologies that update reasoning results affected by
the updating of the ontology without naively re-computing all results. In order
to reuse previously computed results, many existing approaches [4,8,11,17,21]
adopted the Delete and Re-derive (DRed) strategy [7]. With DRed, an incre-
mental reasoner first over-estimates and over-deletes the results affected by the
deleted original axioms, unaffected results are preserved. It then re-derives the
over-deleted results that can be entailed by the preserved axioms. The authors
of [20] pointed out that DRed needs to examine all preserved results during
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re-derivation and proposed to completely avoid re-derivation by using count-
ing to pinpoint the affected results. Despite of the different mechanisms, all
these approaches adopt forward chaining consequence-based algorithms to com-
pute results. For Datalog-based systems, Motik et al. [14] proposed a Back-
ward/Forward (B/F) algorithm for reducing the work done by combining back-
ward and forward chaining to efficiently update the materialization incremen-
tally. In their approach, B/F continuously outperformed the DRed algorithm
up to a threshold of 12 % updates in the initial ontology

In this paper, we present a novel DRed approach to ontology incremental
reasoning by combining forward chaining and backward chaining of consequence-
based algorithms. It has several advantages: (1) It can be applied with either book-
keeping or non-bookkeeping. (2) It helps to reduce the volume of over-deletion and
re-derivation in the DRed strategy, as we will show both theoretically and empiri-
cally. (3) It can be parallelised and allows the use of multiple computational cores
with shared main memory, when applied in parallel reasoners. (4) It works for
OWL 2 EL and can be applied to any knowledge representation that supports a
consequence-based procedure. When applied with a tractable algorithm, our app-
roach is also tractable. In this paper, we will focus on (1) and (2) with OWL 2
EL [2].

2 Background

In this section, we introduce the most relevant notions of syntax and semantics
of DLs. See [1] for a more thorough introduction on DLs.

Briefly, an ontology O is a set of DL axioms, containing a TBox (schema
part of O) and ABox (data part of @). An axiom « is entailed by an ontology
O, written O = a, iff all models of O satisfy a. Jo(a) C O is a (minimal)
Justification of a iff Jo(a) E a and J' £ « for all J' C Jo(«). The algorithms
presented in this paper handle both TBox and ABox axioms.

A consequence-based algorithm usually consists of two closely related com-
ponents: a set of completion rules and a serialised forward-chaining procedure
to apply the rules. For example, below is a completion rule for the DL ££7, in
which C* is the transitive, reflexive closure of C in O.

EC3IRC,CED,RC"S

EC 35D : 35.D occurs in O

3

We say that some axioms in the ontology can be used as premises (consequences)
of a rule when they satisfy the syntactic form specified by the premises (con-
sequences) of the rule. When it is clear from context, we also simply call these
axioms premises (consequences) of the rule.

Given an ontology, a consequence-based algorithm repeatedly applies all com-
pletion rules in the rule set until no more rule can be applied to compute the
completion closure:

Definition 1 (Completion Closure). For a set of axioms S and a completion
rule set R, the immediate results of applying R on S, denoted by R(S) or R*(S),
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1s the set of axioms that are either in S, or can be derived as consequence from
premises in S by a single rule in R.

Let R"1(S) = R(R™(S)) for n > 1, then the completion closure of S w.r.t.
R, denoted by R*(O), is some R™(S) s.t. R™(S) = R(R"™(S5)).

A rule set R converges if for any O, R*(O) eists.

It can be show that the following properties hold:

Lemma 1. Let Sy be sets of avioms, R a set of completion rules and n > 1:

Sl Q SQ — Rn(S1) g Rn(Sg) (1)
R*(R"(S)) = R*(5) (2)
R*(S;USs) = R*(R™(S1) U Ss) (3)

The step of deriving consequences from premises using a rule is an execution
of the rule. The computation of closure can then be described with the help of
a list L in the following algorithm FCC (Forward Chaining Completion).

Forward Chaining Completion:

FCC(L,S,R)

INPUT: a list of axioms to be processed L, a set of processed axioms S, a
completion rule set R

OUTPUT: a set of processed axioms S

1: while L # 0 do

2 get an element o € L

33 L:=L\{a}, S:=SU{a}

4 for each rule in R do

5 if o can be used as a premise, and all other premises ao,...,a, are in
S, and consequence ( is not in S U L then

6: execute rule and add 3 into L

7: return S

For each a € L, FCC' checks if it can be used to execute a rule with other
axioms in S to infer 8 ¢ S U L, which implies that 3 has not been processed or
derived yet. If that is the case, the rule will be executed and 3 will be added
into L. In any case, a will be moved from L to S.

It can be shown that R*(L) = FCC(L,0, R):

Lemma 2. If R(S) C SUL, then R*(SUL) = FCC(L, S, R).

Since R*(0) € LU, we have R*(L) C FCC(L,, R). With the above proce-
dure, consequence-based algorithms can be used to perform ontology reasoning
such as classification and materialisation.

In this paper, we focus on incremental reasoning. We consider an ontology
sequence (O1,t1),...,(On,t,), in which O; are DL ontologies and ¢t; < -+ < t,
are time points. The change from O; to O, is an update of the ontology. In this
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paper, given an O; and its following snapshot O;;1, we address the problem of
computing the updated completion closure FCC(O;11,0, R). There are two dif-
ferent approaches to solve this problem. One is Naive Reasoning, which recom-
putes all results completely. The other is Incremental Reasoning, which attempts
to re-use the results of FCC(O;, 0, R) to compute FCC(O;41, 0, R), without com-
pletely re-computing FCC(O;, 0, R). The later is the focus of this paper.

3 Technical Motivation

To deal with incremental reasoning, one key challenge is to handle the dele-
tion of original axioms. The authors of [21] first adopted the Delete and Re-
derive (DRed) strategy [7,19] from traditional data stream management sys-
tems and applied it on ontology incremental reasoning. A DRed approach first
over-deletes all the potential consequences of the original deletion. Other results
will be preserved. It then re-derives the over-deleted consequences that can be
derived by the preserved results. It finally performs reasoning to deal with the
new facts, which can be realised with the same mechanism we just introduced.
Such a mechanism has also been adopted by all the existing incremental rea-
soning approaches. Hence, in this paper we will focus on the optimisation of the
over-deletion and re-derivation.

Let O be an ontology, R*(O) = FCC(O, 0, R) be its completion closure w.r.t.
R, Del C O be a set of axioms to remove. A DRed approach first identifies a set
of walid over-deletion OD C R*(O) w.r.t. Del:

Definition 2 (Valid Over-deletion). Let O be an ontology, Del C O a set
of axioms to remove, R a completion rule set, an over-deletion OD of R*(O)
w.r.t. Del is valid if:

1. Ya € R*(0), if for every Jo(«) it is true that Jo(a)NDel # 0, then o € OD.
2. Ya € R*(O\ Del), there is some Jo(a) such that Jo(a) NOD = 0.

The first condition ensures that OD over-deletes all entailments that can
only be inferred from some axioms in Del. The second condition ensures that
any entailment of O \ Del is also entailed by R*(O) \ OD. A DRed approach
then re-derives any axiom « € OD if there is some Jo(«) s.t. Jo(a) N Del = 0.
Different DRed or non-DRed incremental reasoning approaches differ primarily
on how they identify the over-deleted results and how they perform re-derivation.
We introduce them w.r.t. their re-derivation mechanism:

— Global Re-derivation: There are a few variants, of the global re-derivation
approach, including [4,11,17,21]. These global re-derivation DRed approaches
have two major limitations: (1) Some of these approaches require bookkeep-
ing, e.g., a TMS [17], to identify the valid over-deletion. Such bookkeep-
ings will impose performance and resource-consumption overhead; (2) The
re-derivation has to go through all remaining axioms R*(O) \ OD to ensure
the completeness of results, even if many of them cannot infer further entail-
ments. A TMS is a loopless directed graph in which nodes denote the axioms in
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Fig. 1. Over-deletion with a TMS

the completion closure, and edges connect premise and side condition axioms
to consequence axioms. When some original axioms are deleted, all axioms to
which the deleted axioms have paths in the TMS will be over-deleted. Consider
the example:

Ezample 1. Figurel shows a TMS in over-deletion. In this figure, O = {a;,
asg, B1} and R*(0) = O U {as, a4, B2}

When Del = {1} is deleted, OD = Del U {a3} since according to the TMS,
a3 is the only entailment connected from a4 in the TMS.

— Local Re-derivation: A recent work [8] proposed a non-bookkeeping DRed
approach to address the above limitations. The key point is to exploit the
independent nature of different contexts to facilitate the over-deletion and re-
derivation. Nevertheless, this approach also has limitations: (1) It relies on
the context in rules so it is not applicable to consequence-based algorithms
without context; (2) It almost always over-deletes more axioms than neces-
sary. This approach first re-runs a similar forward chaining procedure as in
algorithm FCC to identify a set of entailments DEL = {C C D|C C D €
R*(O) \ (O \ Del) and can be directly or indirectly derived from premises in
Del}. The computation of DEL is similar to the over-deletion proposed in
[11]. It then computes Broken = {C C E|C C E € R*(0),C C D € DEL},
i.e. all derived GCIs who share a LHS (left hand side) context with some GCI
that can be derived from the removed axioms. Below is an example:

Example 2. Figure 2 shows a closure similar as the one in Fig. 1. Now the closure
is partitioned into two contexts. a;s all have context Cy and ;s all have context
(5. Suppose we still have Del = {a1} and DEL = Del U {as}, since as and ay
also belongs to the same context, we have {as, ay} C Broken.

— No Re-derivation: In order to completely avoid the re-derivation in DRed,
the authors of [20] apply the counting strategy proposed in [7] to pinpoint
the axioms that have to be removed from R*(O). This approach is conceptu-
ally and empirically more efficient than DRed when dealing with removal of
axioms.

Example 3. The upper part of Fig. 3 shows a TMS similar as the one in Fig. 1.
The main difference is that now the TMS recognised that as can not only be
derived from «q, but also as. Hence its count N(ag) = 2.
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Fig. 2. Over-deletion with context
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Fig. 3. Over-deletion with counting

The lower part of Fig.3 shows how the deletion works. When Del = {a;},
N(ay) = 0. Consequently N(as) = 1. Since N(as) # 0, ag will not be deleted
and its derivation from as is still preserved.

However, it needs to make a trade-off between efficiency and quality of results:
(1) If the independent rule executions for each entailment are not thoroughly and
precisely identified, then this approach might not yield exactly the same results
as naive reasoning. (2) In order to obtain and maintain all possible rule execu-
tions for each entailment, this approach essentially computes all justifications
for all entailments in the closure. This is known to be expensive even for £L.

In this paper, we do not want to increase the complexity of incremental rea-
soning in comparison to naive reasoning. We want the results to be exactly the
same as naive reasoning. Therefore, we will use DRed instead of the counting
strategy. We also want our approach to not to rely on contexts, but be par-
allelisable with contexts, so that it is applicable with both bookkeeping and
non-bookkeeping methods.

4 Combining Forward and Backward Chaining

In order to avoid unnecessary axiom over-deletion and re-derivation, it is nec-
essary to develop a re-derivation mechanism that focuses only on the preserved
entailments that can be used to infer over-deleted axioms.
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Full Backward Chaining Re-derivation

One way to achieve our goal is a full backward chaining procedure: A backward
chaining procedure starts from the entailments that are attempted to be re-
derived. It then checks which potential premises in the original closure can be
used to derive such an entailment. If all the premises have been preserved during
over-deletion or re-derived during re-derivation, then the target axiom can be
re-derived. Otherwise, the algorithm can try to re-derive the potential premises
recursively. Eventually, this procedure can re-derive all entailments that can be
inferred from the preserved axioms. Such a procedure can be described with the
following algorithms:

Full Backward Chaining Re-derivation:
fBCRD(L,S,R)
INPUT: a list of axioms to be re-derived L, a partial closure S, a completion
rule set R
OUTPUT: a set of re-derived axioms Rederived
. Rederived := ()
while L # () do

get o€ L

L:=L\{a}

fTest(L, S, Rederived, {a}, a, R)
return Rederived

Given a closure after over-deletion S, a list of over-deleted axioms L and a
rule set R, Algorithm fBCRD(L,S, R) finds out all axioms in L that can be
directly or indirectly re-derived from S, i.e. fBCRD(L,S,R) = LN R*(S):

1. In Step-1 it first initialises the set of re-derived entailments, which is empty
initially.

2. From Step-2 to Step-5, it iteratively tests each entailment o € L until L is
empty. Such a testing is performed by a sub-procedure Algorithm fTest.

Full Test:
fTest(L, S, Rederived, Testing, 3, R)
INPUT: a list of axioms to be re-derived L, a partial closure S, a set of re-
derived axioms Rederived, a set of axioms being tested T'esting, an axiom to be
tested 3 and a set of completion rules R
OUTPUT: nothing, but L and Rederived will be altered during the execution
of the algorithm

1: if 8 ¢ Rederived then

2:  for each rule € R do

3: if 3 can be used as the consequence of rule, and all premises A =

{a1,...,a,} of rule are in S U L U Rederived \ Testing then
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while ANL # () do
geta € ANL
fTest(L,S,Rederived,Testing U {S},a,R)
if A C S U Rederived then
Rederived := Rederived U {3}
L:=L\{p}

10: return

Given S, L, Rederived, R and a set of axioms being tested Testing, Algo-
rithm fTest will check if an entailment 3 can be re-derived with R from entail-
ments in S. If § can be re-derived, the algorithm will extend Rederived accord-
ingly. To test the possibility of re-derivation, the algorithm will recursively test
the premises of 3 in L.

Let R*(O) be a completion closure of ontology O w.r.t. rule set R and OD be
the set of over-deleted axioms, with the above algorithms, re-derivation can be
performed with fBCRD(OD, R*(O) \ OD, R). It can be shown that the above
procedure produces the correct and complete re-derivation results:

Lemma 3. Let O be an ontology, S = R*(O) = FCC(O, ), R) be the completion
closure of O w.r.t a set of completion rules R, Del C O be a set of deleted axioms,
OD C S be a valid over-deletion w.r.t. Del, then:

(S\ OD)U fBCRD(OD, S\ OD,R) = R*(O \ Del).

Combined Forward and Backward Chaining Re-derivation. The full
backward chaining approach introduced in the previous subsection can be fur-
ther optimised. Particularly, in the presented procedure, the testing of the same
axiom may be invoked multiple times.

In this section, we present a more efficient variant of the previous procedure
that eliminates the redundant testings. The key-point is to combine forward and
backward chaining in re-derivation:

1. Assuming we have a completion closure S = R*(Q) and a set of over-deleted
axioms OD, the purpose of re-derivation is to compute R*(S \ OD).

2. Forward chaining re-derivation achieves this by computing FCC(S\OD, 0, R)
either globally or locally, and may process unnecessary entailments.

3. Instead, we only need to find L' = R(S\ OD)\ (S\ OD), and then compute
FCC(L',S\OD, R). Since we have R(S\OD) C (S\OD)UL’, according to
Lemma 2, results of FCC(L', S\OD, R) is the same as R*((S\OD)UL’). Since
L' = R(S\OD)\ (S\OD), we have (S\OD)UL' = R(S\OD). According to
Property (2) of Lemma 1, R*((S\OD)UL') = R*(R(S\OD)) = R*(S\OD).

The above procedure is the forward chaining part. The L' = R(S \ OD) \
(S'\ OD) will be computed by backward chaining. It can be achieved with a
procedure similar to fBCRD:
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Backward Chaining Re-derivation:
BCRD(L,S,R)
INPUT: a list of axioms to be re-derived L, a partial closure S, a completion
rule set R
OUTPUT: a set of re-derived axioms Rederived
. Rederived := ()
: for each o € L do
Test(S, Rederived, o, R)
return Rederived

Test:

Test(S, Rederived, 3, R)

INPUT: a partial closure S, a set of re-derived axioms Rederived, an axiom to
be tested (3 and a set of completion rules R

OUTPUT: nothing, but Rederived will be altered during the execution of the
algorithm

1: for each rule € R do
2: if [ can be used as the consequence of rule, and all premises A =

{ai,...,a,} of rule are in S then
3: Rederived := Rederived U {3}
4: return

As we can see, the procedure is different from the previous full backward
chaining re-derivation on the following aspects:

1. Instead of testing axioms with algorithm fTest, a new algorithm Test is used.

2. Test no longer recursively checks if a premise is re-derivable when it is not
immediately available in S. Instead, it only checks if all premises are in S,
which is the preserved partial closure. Hence the set Testing is not needed,
because a tested axiom will not be used as premise to re-derive another tested
axiom.

3. As a consequence, BCRD(L, S, R) will compute LN R(S), namely all axioms
in L that can be directly re-derived from S.

Therefore, for a completion closure S and a valid over-deletion OD, we have
R(S\OD)\ (S\OD)=BCRD(OD,S\ OD, R). Combining with the forward
chaining part mentioned above, re-derivation of R*(S\ OD) can be achieved:

Theorem 1. Let O be an ontology, S = R*(0) = FCC(O, D, R) be the comple-
tion closure of O w.r.t. a set of completion rules R, Del C O be a set of deleted
axioms, OD C S be a valid over-deletion w.r.t. Del, then:

R*(O\ Del) = FCC(BCRD(OD, S\ OD,R),S\ OD, R).
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Proof (Sketch). We can first show that R*(O \ Del) = R*(S \ OD). Hence we
only need to prove R*(S\ OD) = FCC(BCRD(OD,S\ OD,R),S\ OD,R).
According to Lemma 2, we only need to prove that R(S\ OD) C (S\ OD) U
BCRD(OD,S\OD, R). For any o € R(S\OD), it is either trivially in (S\OD,
or it will be added into Rederived in Step-2 of Algorithm Test. O

When completion rule set R is tractable, this procedure is also tractable since
both BCRD and FCC will be tractable. This suggests that our re-derivation
itself does not affect the tractability of reasoning in general. When the com-
pletion rule set is intractable, our approach is as complex as forward chain-
ing completion. Although not affecting the worst case computational complex-
ity, conceptually, such a combined forward and backward chaining re-derivation
has a minimal problem space (the over-deleted entailments) and a small search
space (all premises must be preserved). The re-derivation will only examine the
over-deleted axioms once in the backward chaining stage and only process the
re-derived axioms once in the forward chaining stage. These characteristics make
the combined re-derivation more efficient than the full forward chaining or full
backward chaining re-derivation, especially when the over-deleted entailments
are much less than the preserved entailments.

Our approach does not rely on bookkeeping dependencies between premise
and consequence axioms. When performing Step-2 of Algorithm Test, an imple-
mented system only needs to identify one candidate premise «, and then it can
use « in the same way as in Step-5 of Algorithm FCC to find other premises.
The identification of « can be realised by exploiting the structural relationships
between premise and consequence of each rule. For example, in order to re-derive
a (e.g., EC 35.D) with backward chaining of rule Rg, the reasoner only needs
to search for a preserved entailment 8 (e.g., E C JR.C) with the same LHS as
a s.t. another v (e.g., C T D) whose LHS is the RHS filler of 3, and whose
RHS is the same as « is preserved, and R =* S holds. In general, if FCC' can be
performed without bookkeeping, our approach can be performed without book-
keeping. Nevertheless, our approach can also be augmented with bookkeeping in
the same way as FCC'. Our approach also does not rely on context in rules. Our
approach can also be modified to calculate the counts of entailments, but this is
clearly out of the scope of this paper. We will leave it to our future work.

5 Experimental Evaluation

In order to evaluate the usefulness and performance of our approach, we con-
ducted an empirical evaluation to find out:

1. Whether our approach can be used to reduce the number of axioms that are
processed, in comparison to global re-derivation and local re-derivation.

2. Whether our approach can be used to achieve efficient incremental reasoning
in terms of execution time and memory consumption.
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Implementation
For evaluation purposes, we implemented the following approaches:

1. In order to compare with the naive reasoning approach, we first implemented
a consequence-based algorithm with context. This algorithm is used by the
parallel ££1+ reasoner ELK [9].

2. In order to compare with the non-bookkeeping DRed approach [8], we also
implemented an extension of the above approach with the forward-chaining
over-deletion used in the non-bookkeeping DRed approach. Such an approach
first obtains a set DEL, consisting of all entailments that can be derived from
the deleted original axioms. It then effectively over-deletes and re-derives all
non-original GCIs OD with the same context as some axiom in DEL.

3. In order to examine the effect of applying our approach with context-based
non-bookkeeping DRed, we implemented our non-bookkeeping approach on
the above one by replacing the context-based re-derivation with our combined
forward and backward chaining re-derivation. As we mentioned earlier, this
approach will use DEL instead of OD as the over-deleted entailments.

4. In order to compare with the bookkeeping DRed approach, a variant of the
first naive reasoning implementation was augmented with the TMS mecha-
nism proposed by [17]. This implementation performs TMS-based DRed.

5. In order to examine the effect of applying our approach with TMS-based book-
keeping DRed, we implemented our TMS-based approach on the above one
by replacing the forward chaining global re-derivation with our re-derivation.

All our implementation used the same completion rules. Hence, they will have
the same completion closure for the same input. In order to support reasoning
with our evaluation benchmark, our implementations were extended with ABox
completion mechanisms. Implementation-wise, this was achieved by internalising
ABox axioms with TBox axioms. Such a treatment does not affect the complete-
ness of results on our evaluation benchmark. In order to support the DL used
by our evaluation benchmark, our completion rule set extends the R rules with
the following additional rule to exploit inverse roles in ABox reasoning:

(a,b) :r,a:C

R
T 3.0

:3s.C occurs in O, r C* ™ s

where r C*~ sifr=s" € Qorr C* 7', r C* & and &/ C* s and r C* s if
rCseQ,orrC*tandtC* s,or r C*~ t and t C*~ s. With such extension,
the rule set is tractable but it is complete for our evaluation benchmark. Note
that in the above formulation, all premise axioms still share a context {a}. Hence,
the extension should not affect the context-based parallelisation of the original
rule set.

Test Environment

For preparing the evaluation benchmark, we have used the Lehigh Univer-
sity Benchmark (LUBM) [6] with 10 universities, The University Ontology
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Benchmark (UOBM)! with 10 universities and Systematised Nomenclature of
Medicine - Clinical Terms (SNOMED CT)? as experimental datasets. We used
el-vira® to convert UOBM ontologies to OWL 2 EL ontologies.

All experiments were conducted on 64-bit Ubuntu 14.04 with 3.20 GHz CPU
and 10G RAM allocated to JVM. To examine if our approach can reduce the
number of over-deleted and/or processed axioms in re-derivation, we were inter-
ested in the sizes of the following sets:

Del: deleted original axioms.

DEL: the over-deleted non-original axioms directly or indirectly inferred
from Del axioms.

R*: the completion closure.

DFELj: the non-original axioms directly or indirectly inferred from Del
axioms with the forward chaining over-deletion in the non-bookkeeping DRed
approach.

ODyp: the non-original axioms with the same context as some axioms in
DFELj . These axioms, even if preserved, will be re-derived by the forward chain-
ing re-derivation of the non-bookkeeping DRed approach.

BCRDy: the axioms re-derived in the backward chaining re-derivation stage
of our non-bookkeeping approach.

ODr: the over-deleted axioms in the TMS-based DRed approach. These are
also the axioms to be processed in the backward chaining re-derivation stage of
our TMS-based approach.

BCRDr: the axioms re-derived in the backward chaining re-derivation
stage of our TMS-based approach. These are also the axioms to be ini-
tialised in L in the forward chaining re-derivation stage of our TMS-
based approach. Our implementations are available at https://app.box.com/s/
mh81cprpOtgpmjclqmejdpO0powkepi9.

We conducted the experiments for n = 1,2, 5, 10, i.e. 2%, 4%, 10 % and 20 %
of the ABox were updated respectively. For each n, the size of above sets were
obtained on the L%j runs. The reasoning output of the incremental reasoner
was the same as the naive reasoner.

We also explored the performance and memory overhead of the TMS. Naive
re-computation was performed by the implementation without TMS. In this
experiment, we performed tests for 151 times, on the ABoxes A U---U Asg, A2 U
- -UAs1, ..., Ais1 U+ - U Aggg. Each time, we calculated %initiar and %omemory -
For Tyeietion and Thadition, we conducted the experiments for n = 1,2,5,10. For
each n, the incremental reasoning were performed for L%J times. The reasoning
output of the incremental reasoner was the same as the naive reasoner.

Test Results

The average percentages of |Del|, |R* \ ODr|, |BCRDr|, |DEL|, |ODy|,
|[BCRDy| against |R*| are illustrated in Table 1.

! https:/ /www.cs.ox.ac.uk/isg/tools/UOBMGenerator/.
2 http://www.ihtsdo.org/snomed-ct(2011-Jan. Version).
3 http://el-vira.googlecode.com.
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Table 1. Re-derivation evaluation results (in %)

& LUBM UOBM SNOMEDCT
2 4 10 20 2 4 10 20 2 4 10 20
|Del|/|R*| 0.55| 1.10 | 2.76| 5.52 | 0.72 | 1.45| 3.62| 7.26| 0.43| 0.86 | 2.16| 4.37
|OD7|/|R*| 1.81| 3.60 | 8.88|17.33| 1.61| 3.22 | 8.05|16.13 | 10.66 | 20.47 | 45.72 | 77.58
|[R*\ ODp|/|R*| | 98.2 |96.4 |91.1 |82.7 |98.4 |96.8 |92.0 |83.9 |89.3 |79.5 |54.3 |22.4
|[BCRDp|/|R*| 0.52 | 1.02| 2.32| 4.02| 0.03| 0.06| 0.14| 0.28 | 0.40| 0.73| 1.60 | 2.73
IDELL|/|R*| 3.66 | 6.35 | 13.58 | 23.86 | 1.83 | 3.66 | 9.15 | 18.33 | 5.92 | 11.75 | 29.10 | 58.03
|ODyp|/|R*| 6.47 | 11.04 | 22.75 | 37.88 | 2.11| 4.22 | 10.57 | 21.17 | 5.73 | 11.42 | 28.58 | 58.19
|[BCRDL|/|R*| 1.70 | 2.59| 4.61| 6.72| 0.03| 0.05  0.13| 0.27| 0.89 | 1.66 | 3.78  6.54
60.0
40.9
40.0
20.0 12.0 10.4
5.6 3.8 3.3 44 1617 68 3552
LUBM UOBM SnomedCT
TMS-based Dred ® Our TMS-based Approach
m Non-bookkeeping Dred H Our Non-bookkeeping Approach

Fig. 4. Time consumption ratio for 2% Update (in %)

To examine if our approach can be used to achieve efficient incremental
reasoning in terms of execution time, in comparison to other approaches, we
have conducted experiments using 2 synthetic (LUBM, UOBM) and 1 real-
world (SNOMEDCT) datasets to see what would be the ratio of execution
time consumed for an update of 2% in the initial ontology when compared
to re-computation. The average values for every approach-dataset pair are illus-
trated in Fig.4. We have implemented different algorithms in the environment
of TrOWL EL reasoner. Results of experiments are expressed using percentages,
instead of absolute values, to proportionally see the effect of different incremental
reasoning algorithms and make a comparison between them.

Experiment results regarding the memory overhead are illustrated in Table 2
and Fig. 5.

Observations

1. Because of the nature of Naive Reasoning, the cost of time consumed for every
small or big update in ontology is always the time of re-computation from
scratch(100%). When the update rate is high, this approach can be prefer-
able. But, if the update ratio is as small as 2%, other incremental reasoning
techniques become more advantageous. Judging from our experiments, about
memory overhead of incremental reasoning, approximately 15% update is the
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Table 2. Incremental reasoning evaluation results

Poinitial 125.89%
%memory 121.56%
m 2% | 4% 10% | 20%

Podeletion 7.37% 14.06% | 37.12% | 70.21%
Poaddition 5.94% |15.17% | 33.87% | 52.44%
%incremental 1331% 2923% 7099% 12265%

-m-% deletion % addition ——% stream
150%
100%
50% /
o
0% -
0% 5% 10% 15% 20% 25%

n/50

Fig. 5. Incremental reasoning evaluation results

turning point. As illustrated in Table2 and Fig.5, up to 15% update in the
ontology, incremental reasoning consumes less RAM than naive reasoning,
but after that threshold RAM cost of incremental reasoning makes naive rea-
soning preferable.

2. Using TMS-based DRed in a reasoner will impose a performance and mem-
ory over-head. The reasoning time was about 25.89 % longer than the same
reasoner without TMS. The TMS approach consumed 21.56 % more memory.

3. When Del is small, as shown with the ontology SNOMEDCT in Tablel,
BCRDr is much smaller than R*\ OD7r (e.g. 0.40 % v.s. 89.3 % when Del is
0.43% of R*), indicating that the forward chaining stage in our TMS-based
approach processes much less axioms than the TMS-based DRed.

Even when taking into account the cost of the backward chaining, as implied
by the size of ODp, our combined forward and backward chaining approach
should still process less axioms than the TMS-based approach.

4. When the size of DEL}, (non-original axioms directly or indirectly inferred
from Del axioms) is smaller than the size of ODy (axioms that are over-
deleted and will be re-derived, even if preserved), the non-bookkeeping DRed
is unnecessarily over-deleting more entailments than necessary. By apply-
ing our non-bookkeeping re-derivation approach, the over-deletion in non-
bookkeeping approach can be reduced, i.e. over-deleting DELj instead
of ODL
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For example, In case of LUBM with 2% update, 3.66% of data, which con-
stitutes the non-original axioms that are inferred from the deleted original
axioms, will be selected for over-deletion. Some of this data will be re-derived
in forward chain completion. But non-bookkeeping DRed approach chooses
a scope of 6.47% of the data for over deletion. By this way 2.81% of data is
unnecessarily processed. In this case our non-bookkeeping approach saves the
reasoner from ca.77% (2.81/3.66) of unnecessary processing. In case of UOBM
with 2% update, the contribution of our non-bookkeeping DRed approach is
15% ((2.11-1.83)/1.83) when compared to non-bookkeeping DRed approach.
In case of SNOMEDCT, we don’t observe big contribution but nearly same
results.

5. Our non-bookkeeping approach and non-bookkeeping DRed continuously con-
sumed less computation time when compared to other approaches. When
interconnections in ontologies increase, performance advantage of them
against naive re-computation and global approach becomes more obvious.
Increase in the interconnected axioms makes processing of TMS-based Global
DRed longer in terms of execution time but does not have that much increase
in the processing of them.

To summarise, our combined forward and backward chaining re-derivation
technology is very suitable for ontology updating with small scale deletion. It can
significantly reduce the re-derivation effort in comparison to the bookkeeping
global re-derivation approach. It can reduce the unnecessary over-deletion in
comparison to the non-bookkeeping local re-derivation approach. It can also be
used to address the completeness issue of the counting approach.

6 Conclusion

In this paper, we presented a novel approach for ontology incremental reasoning.
Although we chose the proposed approach is presented in ££, the approach can
be used to other completion based algorithms. The motivation of using £L£ is
due to the effective £L£ based approximate reasoning approach [15] implemented
in the TrOWL ontology reasoner. Thus we can combine our approach with the
approximate reasoning approach for OWL 2 DL incremental reasoning.

Based on a DRed framework, our approach first uses backward chaining to
re-derive the over-deleted axioms that can be directly inferred from preserved
axioms, and then uses these directly re-derived axioms to initiate forward chain-
ing and re-derive the completion closure of the preserved axioms. This app-
roach can be combined with different over-deletion techniques. It can also be
used with or without bookkeeping. The implementation of our approach does
not affect the parallelisation or tractability of reasoning and its mechanism is
applicable to many consequence-based algorithm. Evaluation results showed that
our approach can indeed reduce unnecessary over-deletion and/or re-derivation
in a DRed incremental reasoner and can perform efficient incremental reason-
ing, particularly when the ontology update is of small size in comparison to the
ontology, which is where incremental reasoning is mostly needed.
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The backward chaining stage of our approach derives the immediate results
of the preserved closure. Such an idea has also been exploited in [11] (in their
Algorithm 1.3) and [8] (in their Algorithm 4). The difference is that existing
approaches derive such immediate results by forward chaining with all the pre-
served entailments or un-deleted original axioms, which will essentially re-process
the entire new closure or the entire broken contexts. Our approach uses back-
ward chaining to avoid the unnecessary processing. Backward chaining can be
implemented easily with rule systems. Hence, the original DRed strategy [7], its
declarative variant [19] and the ontological adoption of the latter [21] can also
exploit such a backward chaining mechanism. Nevertheless, we notice that back-
ward chaining only needs to be performed to re-derive immediate consequence of
the preserved partial closure. Hence, expensive recursive full backward chaining
can be avoided. Also, our approach only considers a given completion rule set
and does not need to generate additional rules from the axioms.

In the future we would like to combine the strengths of different approaches
to develop an adaptive incremental reasoning framework, e.g., using TMS to
deal with deletion of side condition axioms and contexts to deal with deletion of
non-side condition axioms.
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