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Preface

This volume contains the proceedings of the 9th International Conference on Computa-
tional Collective Intelligence (ICCCI 2016), held in Halkidiki, Greece, September 28–30,
2016. The conference was co-organized by the Aristotle University of Thessaloniki,
Greece, the Democritus University of Thrace, Greece, and the Wrocław University of
Science and Technology, Poland. The conference was run under the patronage of the
IEEE SMC Technical Committee on Computational Collective Intelligence.

Following the successes of the First ICCCI (2009) held in Wrocław, Poland, the
Second ICCCI (2010) in Kaohsiung, Taiwan, the Third ICCCI (2011) in Gdynia,
Poland, the 4th ICCCI (2012) in Ho Chi Minh City, Vietnam, the 5th ICCCI (2013) in
Craiova, Romania, the 6th ICCCI (2014) in Seoul, South Korea, and the 7th ICCCI
(2015) in Madrid, Spain, this conference continues to provide an internationally
respected forum for scientific research in the computer-based methods of collective
intelligence and their applications.

Computational collective intelligence (CCI) is most often understood as a sub-field
of artificial intelligence (AI) dealing with soft computing methods that enable making
group decisions or processing knowledge among autonomous units acting in dis-
tributed environments. Methodological, theoretical, and practical aspects of CCI are
considered as the form of intelligence that emerges from the collaboration and com-
petition of many individuals (artificial and/or natural). The application of multiple
computational intelligence technologies such as fuzzy systems, evolutionary compu-
tation, neural systems, consensus theory, etc., can support human and other collective
intelligence, and create new forms of CCI in natural and/or artificial systems. Three
subfields of the application of computational intelligence technologies to support
various forms of collective intelligence are of special interest but are not exclusive:
Semantic Web (as an advanced tool for increasing collective intelligence), social net-
work analysis (as the field targeted to the emergence of new forms of CCI), and multi-
agent systems (as a computational and modeling paradigm especially tailored to cap-
ture the nature of CCI emergence in populations of autonomous individuals).

The ICCCI 2016 conference featured a number of keynote talks and oral presen-
tations, closely aligned to the theme of the conference. The conference attracted a
substantial number of researchers and practitioners from all over the world, who
submitted their papers for the main track and 12 special sessions.

The main track, covering the methodology and applications of CCI, included: multi-
agent systems, knowledge engineering and Semantic Web, natural language and text
processing, data-mining methods and applications, decision support and control sys-
tems, and innovations in intelligent systems. The special sessions, covering some
specific topics of particular interest, included cooperative strategies for decision making
and optimization, meta-heuristics techniques and applications, Web systems and
human–computer interaction, applications of software agents, social media and the
Web of linked data, computational swarm intelligence, ambient networks, information



technology in biomedicine, impact of smart and intelligent technology on education,
big data mining and searching, machine learning in medicine and biometrics, and low-
resource language processing.

We received 277 submissions. Each paper was reviewed by two to four members
of the international Program Committee of either the main track or one of the special
sessions. We selected the 108 best papers for oral presentation and publication in two
volumes of the Lecture Notes in Artificial Intelligence series.

We would like to express our thanks to the keynote speakers, Plamen Angelov,
Heinz Koeppl, Manuel Núñez, and Leszek Rutkowski, for their world-class plenary
speeches. Many people contributed toward the success of the conference. First, we
would like to recognize the work of the PC co-chairs and special sessions organizers
for taking good care of the organization of the reviewing process, an essential stage in
ensuring the high quality of the accepted papers. The workshops and special sessions
chairs deserve a special mention for the evaluation of the proposals and the organi-
zation and coordination of the work of the 12 special sessions. In addition, we would
like to thank the PC members, of the main track and of the special sessions, for
performing their reviewing work with diligence. We thank the Organizing Committee
chairs, liaison chairs, publicity chair, special issues chair, financial chair, Web chair,
and technical support chair for their fantastic work before and during the conference.
Finally, we cordially thank all the authors, presenters, and delegates for their valuable
contribution to this successful event. The conference would not have been possible
without their support.

It is our pleasure to announce that the conferences of the ICCCI series continue their
close cooperation with the Springer journal Transactions on Computational Collective
Intelligence, and the IEEE SMC Technical Committee on Transactions on Computa-
tional Collective Intelligence.

Finally, we hope that ICCCI 2016 significantly contributes to the academic excel-
lence of the field and leads to the even greater success of ICCCI events in the future.

September 2016 Ngoc-Thanh Nguyen
Yannis Manolopoulos

Lazaros Iliadis
Bogdan Trawiński
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Abstract. We here introduce a Multi-Agent System (MAS) approach
for solving the crew resources assignment problem whenever a ship, under
attack, suffers several damages and, thus, priorities must be assigned in
order for it to survive. In the designed system, the ship is the MAS envi-
ronment and the attacker, equipment, crew and officers (these last ones
seen as decision makers) are represented through agents. Decisions on
resources assignment are taken after a negotiation process and using an
utility-based selection process. Agent-based system design was accom-
plished by following a systematic Agent Oriented Software Engineering
approach, called PORTO, leading to the specification and the implemen-
tation of the system.

1 Introduction

A ship is a complex system, where the crew interacts with equipment and aux-
iliary systems, within a closed space which is subjected to internal and external
factors, such as environmental conditions, damage originated by equipment mal-
function (e.g. fire or flooding on board), or by external agents (e.g. an aircraft
launching a missile towards the ship; or another ship that collides with it).
Either way, crew on board must act to prevent the total loss of the ship. This
is a subject that must not be neglected during the ship design process, while
defining its complement (crew numbers) and the allocation of compartment and
equipment. Crew effectiveness when dealing with damage is dependent upon
crew element numbers, crew technological knowledge and upon ships arrange-
ment (compartments and equipment allocation within the physical boundaries
of the ship). This work deals with the first problem, how to decide what to do
in case of damage, how to prioritize when several damages occur at the same
time, and how to allocate different crew elements taking account their ability
to perform the required tasks. The other problems have already been addressed
[5]. We are here dealing with a multi-criteria decision problem on how to dis-
tribute limited resources without previously knowing all possible alternatives.
Therefore, since alternatives are not known in advance, classical multi-attribute
methods cannot be used (e.g. trade-off analysis), and multi-objective genera-
tion methods (e.g. multi-objective genetic algorithms) would probably require
a considerable amount of time to find viable solutions and would provide a set
of different pareto efficient solutions instead of a single one. Moreover, none
c© Springer International Publishing Switzerland 2016
N.T. Nguyen et al. (Eds.): ICCCI 2016, Part II, LNAI 9876, pp. 3–13, 2016.
DOI: 10.1007/978-3-319-45246-3 1
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of these techniques would be able to represent the natural interaction between
the different actors in the decision process. Multi-Agents Systems (MAS), on
the other hand, provides a natural way of representing the different actors by
autonomous computing entities (agents) that perform different tasks (actions),
within an environment (ship). Through interacting and, possibly cooperating
with each other, the agents will be able to change the state of the environment
with an overall objective: ship survivability. Other authors have already used
the MAS paradigm for dealing with kind of disastrous situations [6]. Our MAS
architecture includes different kinds of agents ranging from simple ones, reactive
agents perceiving the environment (the ship) to those who represent decision
makers like XO Officer and the Commander who will decide upon several alter-
native actions taking the best utility into account. All along the system design,
we followed an Agent-Oriented software engineering methodology, PORTO [3,4]
going through all its steps: (i) requirements analysis; (ii) analysis; (iii) archi-
tectural design; (iv) detailed design; (v) Implementation; and (vi) testing and
validation.

Next section goes through the state of the art on this particular subject,
Sect. 3 formulates the problem followed by the requirement analysis and the
system analysis (Sects. 4 and 5). Sections 6, 7 and 8 briefly specify the system
organization, architecture and design. Last sections introduce implementation,
testing and conclusions.

2 General Characteristics of the Problem’s Class

Many sophisticated problems we usually address can be classified as belonging
to the so called 3D class of problems. They reflect a reality that simultaneously
is of a Distributed, Decentralized as well as Dynamic nature. This means that,
besides input data and output actions being disperse (Distributed) at different
nodes, also, and most important, decision-making can be, at least partially, taken
at different nodes of the (Decentralized) system. Moreover, the system trying to
solve the overall problem at stake, has to deal with a changing, evolving reality
(Dynamic). Although Agent Oriented Programming has been pointed out as
a natural paradigm to cope with such situations, and because of the intrinsic
autonomous property of Agents, it is up to those agents to find out in run-time,
according to the current situation, how to interrelate in order to reach their
own intended goals. Finally, and most important, for the same purpose, how
to coordinate joint work or reach mutual agreements together with the other
agents?

3 Related Work

The problem we intend to tackle has two main aspects. First, crew motion simula-
tion and how it should act upon the equipment (e.g. propulsion, radars, weapons)
and ship auxiliary systems (e.g. pipes, electrical distribution system); second, the
multi-criteria decision process of crew limited resources distribution. The first
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aspect is not the object of our study. We will focus on the decision making
problem on a ship under damage.

As far as we know, the problem was first addressed in reference [7] introduc-
ing SINGRAR, a decision support system that has been in use with success in
the Portuguese Navy. Its main component is a fuzzy expert system that assists
the command (decision making) during battle, for keeping equipment and aux-
iliary systems operational while the ship is under attacks/damages. The system
integrates the information gathered at different locations along the ship and it
proposes repair priorities and resources assignment under the scope of logistics
activities. The system is not now in use since it is considered too dependent
upon human interaction and its decision process is based upon utility functions
depending on predetermined weights that may lead to non-efficient decisions.

The use of multi agent systems in similar problems may be found in sev-
eral references in the literature, such as references [3,4]. This last reference, in
particular, deals with how to manage disruptions in airline operations, such as
the ones caused by bad weather, malfunctions and crew absenteeism. In order
to solve this problem the reference presents a new negotiation protocol entitled
Generic Q-Negotiation (GQN), which includes the Q-learning algorithm.

As far as the methodological approaches for the development of software
based on agents we will follow the PORTO methodology [3,4], which has its
groundings in GAIA methodology [8], which will also be further mentioned in
the text.

4 Specific Problem Formulation

The command activities of most war ships include two officers, the commanding
officer and the executive-officer, which are advised by other officers with different
technical knowledge and expertise, such as the weapons-officer, the engineering-
officer, and the tactical-officer. Further, the crew is made off different petty-
officers and unlisted men, all of them with their own expertise from the cook to
the radar controller, and from the nurse to the electrician. In case of damage, or
combat, the ultimate decision maker is the commanding officer; the responsible
for the crew is the executive-officer; the other officers are the ones who decide
on how to act in order to achieve the goals established by the commanding
officer. We aim to develop a system that may be used in design of new ships to
assess the platform independently of how good the crew is, so it should always
select the best decision possible taking into account the ship and the scenario
(environment). The system must be able to reflect the decision making process of
the commanding officer, as far as prioritizing the internal battle space actions and
crew resources assignment. For this paper we selected a simple scenario where an
aircraft attacks the ship and it hits six times the same compartments/ equipment.
As a consequence, there are three damaged equipment (radar, propulsion and
weapon) and a fire in the engines room.
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Fig. 1. Actors and Goals diagram

5 Requirement Analysis

As mentioned in introduction, we are going to follow the PORTO methodol-
ogy that is described in reference [4]. This methodology proposes to start the
procedure by goal-oriented early requirements analysis as in the methodology
TROPOS [2]. After having selected the different actors and goals, we have built
up the actors and goals diagram (Fig. 1), where interactions are presented, and
several potential queries have been identified, namely: (1) “Query any crew”
meaning that an actor requires intervention from crew members and it asks if
there are any crew members available; (2) “Query equipment state” meaning
that an actor requires knowing state of equipment; (3) “Query crew required”
meaning that an actor requires knowing from equipment or another actor, who
is required either to repair equipment or extinguish a fire in a compartment; (4)
“Query available crew members” meaning an actor requires knowing the avail-
able crew members for the needed repair tasks; (5) “Query priorities” meaning
that an actor requires knowing priorities other actor has established; (6) “Query
which equipment” meaning that an actor requires knowing to which repair task
he was assigned to.
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6 Analysis

This stage follows GAIA [5], an Agent-Oriented Software Engineering method,
and it includes five sub-phases that will be presented separately.

6.1 Subdividing the System into Sub-organizations

It primarily consists on looking to the problem trying to find sub-goals and
sub-organizations dedicated only to achieve those goals. There are three distinct
organizations, namely:

(1) Internal Battle state identification sub-organization;
(2) Decision making sub-organization;
(3) Crew distribution sub-organization.

6.2 Environment Model

We here distinguish between resources and active components. The first ones
are seen as variables or tuples made available to the agents. The second ones
are components and services capable of performing tasks with which agents
must interact. Here, resources are: Aircraft information, Ship information, Crew
information, Equipment information and Task requirements; Active components
are: Damage Manager and Crew manager.

6.3 Preliminary Role Model

Preliminary roles relate with functionality and competences required to achieve
the intended goals, independently of the organizational structure that will be fur-
ther selected. Accordingly, by analyzing the Actors and goals diagram (Fig. 1)
we identified the following roles: AttackAction, DamageMonitor, NeedsMoni-
tor, NeedsAuction (associated with Officers demands on needed personnel to
the Commander), CrewMonitor (monitoring which tasks the crew is assigned
to), AssignCrew (assigning roles to the crew), DecisionMonitor (associated with
Commanders decisions on assigning priorities and crew members to tasks),
ActionTasks.

6.4 Preliminary Interaction Model

It became then necessary to specify the needed interaction between roles,
their dependencies and relationships. To establish the communication protocols
we have used FIPA ACL (Agent Comunication Language) protocols. PORTO
methodology also indicates that we should build an Enviroment and preliminary
roles diagram presented in Fig. 2.
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Fig. 2. Environments and preliminary roles diagram

6.5 Organizational Rules

The last task of this stage is to analyze the relationships between roles, as well
as between protocols and, also, between roles and protocols. According to the
followed methodology, the following constraints and relations must be taken
into account: (1) Liveness organizational rules explain how the dynamics of the
organization should evolve (relations); (2) Safety organizational rules state rules
that are independent of the evolution and always true (constraints). Table 1
shows those above mentioned kind of rules.

7 Architectural Design

The architectural design consists upon translating the previous work into a MAS
architecture. This will imply definite decisions about how the next phases will
be conducted. Some changes may occur due to implementation difficulties, as it
is the case of, due to using a specific ACL protocol, a single agent is replaced
by others simpler and more reliable agents. This phase includes: (i) defining
the organizational structure; (ii) completing the role and interaction model; (iii)
graphical representation using UML 2.0. In our case we will include the final
organizational structure and a combined representation of the model reached,
after the first two tasks.

7.1 Organizational Structure

The resulting organizational structure may be described by a set of rules mainly
derived from the previous analysis leading to three different sub-organizations:
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Table 1. Liveness and safety rules

Liveness Organizational Rules Description

reportattack (AttackAction(attack(x))) =⇒
reportsituation
(DamageMonitor(attack(x)))

The situation may only be reported after the
attack

1- reportsituation
(DamageMonitor(attack(x))) =⇒
reportcrew (CrewMonitor(attack(x)))

The crew report may only be done after
evaluating the new current situation

2- querycrew (CrewMonitor(attack(x)))
=⇒ requestcrew
(NeedsAuction(attack(x)))

The auction for crew ressources may only be
done after knowing the new needs for crew
resources

3- requestcrew (NeedsAuction(attack(x)))
=⇒ reportdecision
(DecisionMonitor(attack(x)))

The decision may only be done after the
requests by the different officers

4- reportdeci-
sion(DecisionMonitor(attack(x))) =⇒
reportallocation
(AssignCrew(attack(x)))

The allocation of crew resources may only be
done after the decision on how to do it has
been reported

4- Safety Organizational Rules Description

4- AttackAction1...n There will be n attacks by the aircraft

4- DecisionMonitor(Commander) The decision can only be done by the
Commander

“Internal Battle State” including roles “AttackAction”, “NeedsMonitor” and
“DamageMonitor”; “Decision Making” including the roles: “DecisionMoni-
tor”, “CrewMonitor” and “NeedsAuction”; “Crew Distribution” including roles:
“AssignCrew” and “AssignTasks”.

Roles included in each one of the sub-organizations although tightly interde-
pendent, can also be related with roles of other different sub-organization.

7.2 Graphical Representation

Finally, all previous work can be described in a single diagram where protocols
abstractions and role abstractions are added to the previous graphical represen-
tation. To understand Fig. 3, it is then necessary to take into account both

Fig. 3. Final role, interaction and enviroment diagram
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protocol abstractions and role abstractions: Protocol abstractions represent
roles’ interactions as it is the case represented in Fig. 2. Role abstractions include
the attributes of the class, and the organizational rules seen as dependencies after
recognizing the above mentioned sub-structures. As an example, since Role Dam-
ageMonitor relies on information from Role AttackAction (they belong to the
same sub-organization, “Internal Battle Station”, this can also be seen in Fig. 3
(conAttackOn = true).

8 Detailed Design

Detailed design, according to PORTO methodology, is the stage where both the
agent model and service model are produced. The first model is concerned with
which agents are going to be implemented and the second is concerned with the
services required and who will implement them. We have made the correspon-
dence between agents and roles to the previously identified actors leading to the
following Agents Model (Fig. 4):

Fig. 4. Agent Model

8.1 Service Model

Now that we identified the agents and their roles, we can identify their services.
Following both PORTO and GAIA methodologies, it will be defined for each
service: (i) input; (ii) output; (iii) pre-condition; (iv) post condition. Due to lack
of space we are not able to show the figure displaying services used by the agents.

9 Implementation

This system was implemented using JADE [1] as support to build the different
agents. We here only describe one of the most significant agent: the Commander
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Agent. The commander is responsible for the decision process, which is incorpo-
rated in the role DecisionMonitor. To implement this we made use of a utility
function (U) where the proposal values (p) were multiplied by a set of weights
(w) set by the user, in such way that:

final proposali = wipi and U = Σ(i=1...4)wipi (1)

So the best final proposal will be accepted by the Commander, instead of the
best proposal. We intend to improve the decision process by making this decision
process adaptable by means of Q-learning algorithm that learns the best possible
weights for the intended outcome. At present, the Commander Agent is using
the JADE ContractNetInitiator behavior, which is a FIPA-compliant behavior
included in its library. Similarly to the ContractNetResponder, this behavior is
also defined by handles, namely the handleAllResponses which we had to change
in order to incorporate the weighted utility function.

10 Testing

We have tested the system through the analysis of the messages sequence
exchanged between agents and decide whether or not it was according to the
expected. In fact, after the event Aircraft attacks the Equipment/Compartment
and the respective message, all the operational process starts until all the com-
mander decisions on crew and resources assignment to tasks have been made.
Since the agents messages exchange graph is very complex and would not be
visible clearly enough, we list most of the relevant messages below:

1 Aircraft attacks Equipment/Compartment by sending a message reporting it;
2 Equipment/Compartment sends message with new state to the corresponding

Officer and updates the Environment state (equipment/compartment state);
3 Officers send a message to the Evaluation Agents (one per needed equipment)

containing the value to use as a proposal in the contract net (how many crew
members are required);

4 Commander initiates a FIPA Contract net protocol in which the Evalua-
tion Agents participate. Commander selects the best proposal multiplying
each one he receives by a “importance factor” (weights from 1 to 10 and∑

W = 10 given by the user);
5 The Evaluation Agent whose proposal was accepted sends a message to

XO Officer;
6 XO Officer sends message to JADE’s DF asking for specific services previously

registered by the Crew (fire, mechanical repair and electronics repair);
7 JADE’s DF assigns the service to one of three different agents: Fire-

fighter Agent; Engineer Agent; or Electronic Agent, previously registered;
8 After reply from DF, XO Officer sends a message to the corresponding Equip-

ment/ Compartment indicating crew members already assigned to it. The
agent updates its state by changing the number of people acting upon the
damage;
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9 Next time Aircraft attacks the Equipment/Compartment upgrade their state
and the cycle re-initiates;

10 The Equipment/Compartment that has no more needs (specified in its state)
will send a message to the Officer who will send a message to the Evalua-
tion Agent saying its proposal is 0, i.e. it does not require any other personnel.
After that, when participating in the contract net protocol, this last agent
will refuse to send any proposal;

11 After four runs, there should be no more demand for personnel and all par-
ticipants in the contract net should be refusing the participation.

11 Future Work and Conclusions

We feel the need to a more adaptive capability to the changing environment, by
sensing exceptional situations in which the system has to immediately react even
before the chain of command does it. We also need to introduce some uncertainty
about the probability with which the ship, the compartments and the equipment
are really hit and damaged under each specific attack. In conclusion we want to
emphasize that this work approaches a complex problem which is adequate to
be solved by using multi-agent systems. A great effort was applied in analyzing
and formulating the problem, applying the agent-oriented software engineering
methodology PORTO, which is based on GAIA and TROPOS. As far as the
implementation is concerned, we followed FIPA guidelines, using ACL protocols,
and JADE. Although not all the intended goals were accomplished, we believe
that the following objectives were achieved:

First and very important is the fact that the system reflects a simplified
version of the existing organization on board and reflects the way limited crew
resources assignment should be dealt with;

Also relevant is that the system takes into account the different kinds of
knowledge of the crew and its respective limitations;

Finally, and decisive, the system is able to be, in an automatic way, close to
the decision making process of the commanding officer;
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Abstract. We consider tree-like intermediation business processes that
guide the selling-buying activities through a set of transaction chains.
A seller is reaching the market of potential buyers that are interested in
its products through a set of intermediaries, rather than acting directly
on the market. This process generates a tree-structured complex e-
commerce transaction. In this paper we propose a formal model of such
transactions based on rooted trees and welfare economics. This model
enabled us to obtain theoretical results regarding the definition of collec-
tively profitable intermediation transactions and optimal pricing strate-
gies of the transaction participants.

Keywords: Welfare economics · Formal model · Linear algebra · Multi-
agent system

1 Introduction

Most often a business does not make its products directly available to the poten-
tial customers. Rather, the business is using a complex business process that is
responsible for the management of its distribution activities. The distribution
sector is in charge with providing the methods, processes and strategies for bring-
ing the products of the business to the market of potential customers that need
those products and are interested to buy them.

Typically a manufacturing or wholesale business that is interested in selling
its products will use one or more distribution channels. They represent groups of
individuals or organizations that are responsible for directing the flow of products
from the producers to the market of potential customers that are interested in
purchasing them. A distribution channel contains a set of one or more marketing
intermediaries. A marketing intermediary is an agent that links a seller to a
customer or to another intermediary with the overall goal of linking the initial
or root seller to its ultimate buyers. Often a seller can use multiple and different
distribution channels simultaneously.

There is a long discussion about the motivation, the functions and the types
of distribution channels and marketing intermediaries from an economics per-
spective [6]. However, in this paper the focus in on defining a simple, yet formal
model of intermediation, from a computer science perspective.
c© Springer International Publishing Switzerland 2016
N.T. Nguyen et al. (Eds.): ICCCI 2016, Part II, LNAI 9876, pp. 14–24, 2016.
DOI: 10.1007/978-3-319-45246-3 2
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In particular, our approach is based on the agent metaphor, here understood
in a computational context, as a new model of a “computer system situated in
some environment that is capable of flexible autonomous action in order to meet
its design objectives” [5].

Our main contribution is the definition of a formal model of intermediation
as a multi-agent system (MAS hereafter) containing the producer (or seller), the
intermediaries and the customers (or buyers). Here a MAS is a computational
system containing a collection of loosely-coupled agents representing the partic-
ipants of the intermediation process, that interact to solve the given intermedia-
tion problem. Then, using the techniques of linear algebra and welfare economics
we are able to formulate collective profitability conditions and optimal pricing
strategies of the participants to the intermediation transaction.

2 A Formal Model of Intermediation

Let us consider a seller agent denoted with S that is interested to bring its set of
products 1, 2, . . . , k, k ≥ 1 to the market of potential customers. The seller can
sell the products directly to the customers or it can use a set of intermediaries.
Let us denote the customers interested to buy the products with B1, B2, . . . , Br

such that customer Bi is interested to buy a subset Pi ⊆ {1, 2, . . . , k} of the
products, for all 1 ≤ i ≤ r. We assume that Pi ∩Pj = ∅ for all 1 ≤ i �= j ≤ r and
that ∪r

i=1Pi = {1, 2, . . . , k}, so sets {Pi}ri=1 define a partition of {1, 2, . . . , k}.
Furthermore, let us denote with I1, I2, . . . , Ix the intermediaries. We assume

that there are x ≥ 0 intermediaries. An intermediary has a dual role of buyer,
as well as of seller. It buys one or more products from a generic seller that can
be either S or another intermediary. Then it sells a (subset of) those products
to other generic buyers that can be either customers Bj or other intermediaries.

The business process that describes the complex intermediation activity that
enables seller S to sell its products to buyers Bi for all 1 ≤ i ≤ r can be modeled
as a tree rooted as S. In what follows we call this structure an intermediation
tree.

Intuitively, an intermediation tree is defined as a rooted tree [3] starting with
its root S. Then, we define the children of the root either as intermediaries selling
subsets of the set of products or customers that buy directly from the seller S.
Now, each intermediary has a role which is similar to the seller S and the process
can be continued recursively for each intermediary. Note that the growth of the
intermediation tree is potentially infinite as an intermediary Ii selling a subset
P of products can decide to sell the whole set P to another intermediary Ij with
i �= j. Nevertheless, we require that the intermediation tree is finite, in order to
describe a realistic intermediation transaction consisting of a finite number of
selling-buying activities.

This intuition is captured by the following definition of an intermediation
tree.
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Definition 1 (Intermediation Tree). Let us consider one seller S that is
interested to sell k ≥ 1 products to r customers B1, B2, . . . , Br such that cus-
tomer Bi is interested to buy a subset Pi of products for all 1 ≤ i ≤ r and sets
{Pi}ri=1 define a partition of {1, 2, . . . , k}. The intermediation tree is a rooted
tree defined as follows:

(i) The tree contains internal nodes representing the seller (the root of the tree)
or the other intermediaries, as well as external nodes or leaves, representing
the customers. Therefore sometimes the root of the tree is represented with S
(the seller), while a leaf node is represented using the label of the associated
customer Bi.

(ii) Each tree node N has associated a nonempty subset of the set {1, 2, . . . , k}.
This set is denoted with set(N).

(iii) The root is labeled with set {1, 2, . . . , k}, i.e. set(S) = {1, 2, . . . , k}.
(iv) Let X be an internal node and let us denote with Y its nonempty set of

children. Then the set {set(Y )|Y ∈ Y} is a partition of set(X).

a.Sample intermediation tree. b.Sample intermediation chain.

Fig. 1. Intermediation trees.

If S denotes the root of an intermediation tree then set(S) denotes the set
of products being sold by seller S.

If N is an internal node different from S then N represents an intermediary.
set(N) represents the set of products bought by N from the business partner
represented by the parent of N and further sold to the partners represented by
the children of N .
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If N is an external node (or leaf) then N represents an end customer inter-
ested in purchasing products set(N).

Note that in an intermediation tree, products are transferred top down from
the root to its leaves, while money are transferred bottom-up from the leaves to
its root.

Figure 1a illustrates a sample intermediation tree with 7 nodes, such that the
root is represented by node 0, and the leafs are denoted by 3, 6 and 5. Here the
seller is selling 4 products, i.e. the set associated to the root is set(0) = {1, 2, 3, 4}.
The end customers are represented by node 3 interested to buy products 1 and 2,
node 6 interested to buy product 3, and node 5 interested to buy product 4.

Note that in this case there are 3 true intermediaries (excluding the root)
represented by internal nodes 1, 2, and 4. For example the intermediary repre-
sented by node 1 buys products 1, 2, and 3 from the seller, and sells products
1 and 2 directly to the customer represented by node 3, and sells product 3 to
the intermediary represented by node 4. Moreover, the intermediary associated
to node 2 simply resells product 4 to the customer associated to leaf node 5.

Each arc of an intermediation tree from node N to a child node M defines
a simple transaction where the intermediary or root seller corresponding to N
sells the set of products set(M) ⊆ set(N) to the intermediary or end customer
corresponding to M .

Proposition 1 (Number of Transactions). Let us assume that in an inter-
mediation tree there are r nodes representing customers and x internal nodes
representing true intermediaries. Then the tree defines a number of t = r + x
transactions.

This result follows almost trivially from the fact that in a free tree with n
nodes there are always n − 1 edges [3]. For example, referring to the intermedi-
ation tree from Fig. 1a, we have t = 6, r = 3 and x = 3, so the equality stated
by Proposition 1 holds.

A specific type of intermediation tree is the intermediation chain. Here each
node of the tree has at most one child, so overall, the tree has a linear shape.
It obviously holds that each node of an intermediation chain has associated the
same set of products. An example is shown in Fig. 1b.

A simple analysis reveals that any intermediation tree can be decomposed
into a set of intermediation chains, following each path from the root to one
of its leaves. So, an intermediation tree with r leaves can be decomposed into r
intermediation chains. For example, the tree shown in Fig. 1a can be decomposed
into 3 chains as follows: (i) (0, {1, 2}) → (1, {1, 2}) → (3, {1, 2}); (ii) (0, {3}) →
(1, {3}) → (4, {3}) → (6, {3}); and (iii) (0, {4}) → (2, {4}) → (5, {4}).

Note that this decomposition is consistent with the observation that we made
in the introduction, i.e. that a seller can use multiple and different distribution
channels simultaneously.
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3 Profitability

An intermediation tree defines rigorously the hierarchical structure of a com-
plex intermediation transaction. The analysis of how such structures get created
is beyond the scope of this paper. Nevertheless, we can speculate that seller,
intermediation and buyer agents can use the techniques provided by middle-
agents and interaction protocols to incrementally define such an intermediation
tree [1,2].

In this section we define and assign economic information to an intermedi-
ation tree. Then we analyse the property of profitability of an intermediation
tree and we define optimal and stable pricing strategies of the participants of an
intermediation tree.

Let Q ⊆ {1, 2, . . . , k} be a nonempty subset of products.
We denote with sQ the limit price of seller S for selling the whole set Q of

products. This means that S will agree to sell the whole set Q of products only
for a price p such that p ≥ sQ.

Similarly, we denote with bQ the limit price of an end customer B for agreeing
to pay and buy the whole set Q of products. This means that B will agree to
buy the whole set Q of products only for a price p such that p ≤ bQ.

We can assign economic information about limit prices to an intermediation
tree as follows:

(i) The root node S is annotated with the seller limit price denoted with s.
Actually s should be written as s1,2,...,k, but we omit the indices because in
this case the meaning is obvious, as s means the limit price of seller S for
selling the whole set {1, 2, . . . , k}.

(ii) Each leaf node Bi representing an end customer is annotated with the limit
price bset(Bi), for each 1 ≤ i ≤ r.

For example, referring to the intermediation tree presented in Fig. 1a, the
root node 0 is annotated with limit price s, node 3 is annotated with limit price
b12, node 6 is annotated with limit price b3, and node 5 is annotated with limit
price b4.

In what follows we assume that an intermediation tree will also include infor-
mation about limit prices.

An intermediation tree can be annotated with information about transaction
prices as follows. Each arc linking node i to its child j is annotated with the
price pj > 0 of the transaction between seller i and buyer j for selling products
set(j), for all 1 ≤ j ≤ t, where t is the number of tree nodes (excluding the root,
with index 0) with indices 1, 2, . . . , t.

For example, referring to Fig. 1a, the arc linking node 1 to node 4 is annotated
with transaction price p4.

Let us first consider a potential selling-buying transaction between a generic
seller S with limit price s and a generic buyer B with limit price b. Let us also
assume that the agreed transaction price is p. The utility gained by seller S is
p − s and the utility gained by buyer B is b − p. This transaction is profitable if
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and only if both participants gain, i.e. p−s ≥ 0 and b−p ≥ 0. It follows trivially
that the transaction is collectively profitable for B and S if and only if b ≥ s. In
this case the transaction price can be fixed to an arbitrary value p ∈ [s, b].

Using this observation we are interested to derive a necessary and sufficient
condition such that an intermediation tree can be collectively profitable for all
its participants.

Definition 2 (Collective Profitability). Let us consider an intermediation
tree with n+1 nodes such that the root node is labelled with 0 and the other nodes
are labelled with 1, 2, . . . , n. The tree is called collectively profitable if and only
if the tree can be annotated with transaction prices such that each transaction
participant is profitable, i.e. it gains by performing the transaction.

If ui is the utility of participant represented by node i then i is profitable if
and only if ui ≥ 0. ui can be computed as follows:

(i) If i = 0, i.e. i is the root node then u0 = −s +
∑

j∈C pj where C represents
the set of children of the root node.

(ii) If i is a true intermediary node, i.e. an internal node different from the root
then ui = −pi +

∑
j∈C pj where C represents the set of children of node i.

(iii) If i is a leaf node representing an end customer then ui = −pi + bset(i).

Let us denote with children(i) the set of children of node i of an intermedi-
ation tree. Also let us denote with L the set of leaves and with I the set of true
intermediary nodes of an intermediation tree.

Let us consider the following system of t + 1 inequations with t variables
p1, p2, . . . , pt:

−s +
∑

j∈children(0)

pj ≥ 0

−pi +
∑

j∈children(i)

pj ≥ 0 i ∈ I

−pi + bset(i) ≥ 0 i ∈ L

(1)

The following lemma states a necessary and sufficient condition for the col-
lective profitability of an intermediation tree.

Lemma 1. An intermediation tree is collectively profitable if and only if there
exists an annotation with transaction prices that satisfies the system (1) of
inequalities.

Using Lemma 1 we can formulate the following necessary and sufficient con-
dition that states when an intermediation tree is collectively profitable.

Proposition 2 (Necessary and Sufficient Condition for Collective Prof-
itability). An intermediation tree is collectively profitable if and only if:

∑

i∈L
bset(i) ≥ s (2)
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We are going to prove Proposition 2 for the sample tree presented in Fig. 1a.
The proof for the general case is not difficult, it follows the same idea, but the
details are more technical, so it is omitted here. Moreover, using an example will
be easier to understand for the reader.

Firstly, inequations (1) can be rewritten as equations, for the sample tree
presented in Fig. 1a, as follows:

−s + p1 + p2 = α0 ≥ 0
−p1 + p3 + p4 = α1 ≥ 0

−p2 + p5 = α2 ≥ 0
−p3 + b12 = α3 ≥ 0
−p4 + p6 = α4 ≥ 0
−p5 + b4 = α5 ≥ 0
−p6 + b3 = α6 ≥ 0

(3)

The condition stated by inequality (2) for the sample tree presented in Fig. 1a
is defined as follows:

b12 + b3 + b4 ≥ s (4)

Now, if the tree is collectively profitable, according to Lemma 1, Eq. (3) have
a solution. Summing up all the equations we get:

b12 + b3 + b4 − s =
6∑

i=0

αi ≥ 0 (5)

so condition 4 follows trivially.
Conversely, we assume that condition (4) is true and we build an annotation

of the tree with limit prices pi ≥ 0, for all i = 1, 2, . . . , 6 such that inequalities
(1) hold. This is reduced to finding αi ≥ 0 such that equations (3) are true. To
simplify things, we assume that α1 = α2 = · · · = α6 = α and we look for a
suitable value of α.

Solving the last 6 equations of system (3), starting with the last equation,
we get:

p6 = b3 − α ≥ 0
p5 = b4 − α ≥ 0
p4 = b3 − 2α ≥ 0
p3 = b12 − α ≥ 0
p2 = b4 − 2α ≥ 0
p1 = b12 + b3 − 4α ≥ 0

(6)

α0 can be computed from the first equation of (3) as follows:

α0 = b12 + b3 + b4 − s − 6α ≥ 0 (7)

Choosing 0 ≤ α ≤ min{b3/2, b4/2, b12, (b12 +b3)/4, (b12 +b3 +b4 −s)/6} (this
is possible as limit prices are positive and inequality (5) holds), conditions (6)
and (7) are satisfied, so the proof is concluded.
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4 Welfare Pricing Strategy

In this section we apply some concepts from welfare economics with the goal
of defining optimal pricing strategies of the transaction participants. However,
we were able to obtain theoretical results only for special cases, that will be
outlined here. For the other situations we concluded that either more theoretical
investigation is required, or specific computational methods should be employed
to determine the optimal pricing strategies of the participants.

Social welfare can be determined using a collective utility function [4]. If
A = {a, b, . . . } is the set of participant agents, and if each agent a ∈ A has an
individual utility function ua ≥ 0 then a collective utility function U is a positive
function defined as follows:

U(x) = U(ua(x), ub(x), . . . ) (8)

for all x ∈ X , where X is the space of possible offers.
Several collective utility functions are proposed in the literature.
Utilitarian social welfare uses the following collective utility function:

Uusw(x) =
∑

a∈A
ua(x) (9)

Egalitarian social welfare uses the following collective utility function:

Uesw(x) = min
a∈A

ua(x) (10)

Nash social welfare uses the following collective utility function:

Unsw(x) =
∏

a∈A
ua(x) (11)

In what follows we apply these collective utility functions to determine the
optimal pricing strategy for the participants of an intermediation process. The
results basically follow from the following lemma.

Lemma 2. Let A be a set of agents and let X be their space of offers. Let
us assume that the utilitarian social welfare function Uusw(x) is constant for
all offers x ∈ X and that there exists an offer x∗ ∈ X and a constant K such
that ua(x∗) = K for all a ∈ A. Then the maximum of all the collective utility
functions is obtained for x = x∗.

The result stated by Lemma 2 follows from few simple arguments.
Let U = Uusw(x). Trivially it follows that K = U/|A|. Using the inequality of

arithmetic and geometric means, we have Unsw(x) ≤ (U/|A|)|A|. We get equality
if the individual utilities of all the agents are equal, i.e. when x = x∗, so Unsw(x)
is maximum when x = x∗.

Let x be an offer for which at least two agents have distinct utilities. It follows
that the agent for which the utility is minimum has a utility that is strictly less
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then the arithmetic mean U/|A| = K. So Uesw(x) < K. Then the maximum of
Uesw(x) is K and it is obtained when x = x∗.

Let us now consider an intermediation tree with t+1 nodes numbered from 0
(the root node) up to node t. The set of leaf nodes is denoted with L. Let us also
assume that the condition stated by inequality (2) holds, so the intermediation
tree is collectively profitable. Summing up the utilities of all the participants we
obtain:

t∑

i=0

ui =
∑

i∈L
bset(i) − s (12)

According to Eq. (12), the utilitarian social welfare of the participants to
the intermediation transaction is constant. So we are under the assumptions of
Lemma 2. It follows that the maximum of all the collective utility functions is
obtained when ui = (

∑
i∈L bset(i) − s)/(t + 1) for all 0 ≤ i ≤ t.

Let
h = (

∑

i∈L
bset(i) − s)/(t + 1) (13)

We can solve system (14) of equations to find transaction prices p1, p2, . . . , pt.
They define the optimal pricing strategy of the participants to maximize their
social welfare.

−s +
∑

j∈children(0)

pj = h

−pi +
∑

j∈children(i)

pj = h i ∈ I

−pi + bset(i) = h i ∈ L

(14)

Note that system (14) has always a unique solution. Let us number tree nodes
according to the breadth-first traversal [3] (see for example the tree nodes from
Fig. 1a). Firstly observe that the first equation is redundant, as it follows by
summing up the other t equations, so it can be omitted. Now it follows that (14)
is a linear system of t equations. Moreover, the system matrix is upper triangular
(i.e. the lower triangle consists only of 0s), while the elements of the diagonal
are equal to −1. So the matrix is non-singular with the determinant equal to
(−1)t. This proves that (14) has a unique solution.

Proposition 3 (Sufficient Conditions for Maximum Social Welfare).
Let us consider an intermediation transaction such that limit prices satisfy con-
dition (2). If system (14) has a positive solution pi ≥ 0 for all 1 ≤ i ≤ t then the
maximum equalitarian social welfare is h and the maximum Nash social welfare
is ht+1. The optimal pricing strategies are defined by the solution of system (14).

In what follows we check the application of Proposition 3 to the tree from
Fig. 1a. We simplify things by assuming that b3 = b4 = b and b12 = 2b. We
obtain system (15) (the first equation of (14) was omitted, as it is redundant).
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−p1 + p3 + p4 = h

−p2 + p5 = h

−p3 + 2b = h

−p4 + p6 = h

−p5 + b = h

−p6 + b = h

(15)

Solving system (15) we obtain:

p6 = b − h

p5 = b − h

p4 = b − 2h

p3 = 2b − h

p2 = b − 2h

p1 = 3b − 4h

(16)

Moreover:
h = (4b − s)/7 (17)

The transaction is collectively profitable, so h ≥ 0, i.e. b ≥ s/4. Now, in order
to satisfy the assumptions of Proposition 3, using the equation defining p4 (or
p2) from (16), we obtain:

h ≤ b/2 (18)

Combining (17) and (18) we obtain the following condition:

b ≤ 2s (19)

The conclusion is that if inequality (19) holds then the optimal pricing strat-
egy can be determined using equations (16). Otherwise, if b > 2s we cannot
apply Proposition 3. In this case other methods, either theoretical developments
or computational approaches must be used, in order to determine the optimal
pricing strategy of the participants. These further developments are left as future
works.

5 Conclusion

In this paper we proposed a formal model of intermediation business processes
that a company can use to distribute its products to the end customers that are
interested in purchasing them. The model captures a hierarchically structured
intermediation transaction as a rooted tree and it can serve a company with
multiple distribution channels working simultaneously. We formulated necessary
and sufficient conditions for the collective profitability of such an intermedia-
tion transaction. Then we applied the concepts of welfare economics to analyze
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optimal pricing strategies of the transaction participants. We obtained a theoret-
ical result stating sufficient conditions when the optimal pricing strategy of the
participants can be determined by solving a simple system of linear algebraic
equations. As future work we plan to strengthen this result, either by formu-
lating tighter optimality conditions or by proposing computational methods to
determine optimal pricing strategies in a more general setting. As future work we
are also interested to study the stability of pricing strategies of the transaction
participants using the concepts of game theory.
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Abstract. This paper presents one solution for enabling the fault-
tolera-nce in a particular agent middleware the XJAF agent middle-
ware. The XJAF agent middleware has been actively developing for past
seven years at the University of Novi Sad, and is used for both sci-
entific research and educational purposes. One of the most significant
features of this middleware is the support for the load-balancing and
fault-tolerance. In this paper we present the XJAF architecture and its
features and functionalities. The main intention of the paper is to com-
pare results of execution of the same example in two agent frameworks
that support clustering: our in-house developed system XJAF and widely
known JADE. We shall demonstrate that distributed agent application
deployed on the XJAF middleware is capable of surviving the failure
of its nodes, while the same application deployed on the JADE is not
capable to support it.

Keywords: Software agents · Multi-agent systems · Fault-tolerance

1 Introduction

Distributed artificial intelligence is a field that is constantly developing. One
useful and successful approach to implement different distributed artificial intel-
ligence systems is to study, construct and use multi-agent systems [1].

Research in the field of multi-agent systems, and distributed problem solv-
ing as well, is considered a part of distributed artificial intelligence. Distributed
problem solving involves agents that solve a problem together, while multi-agent
systems have a broader definition. They only require that the agents communi-
cate in the environment.

What distinguishes software agents from other concepts and techniques of
artificial intelligence is the social aspect of the agents [2,3]. Namely, an agent
rarely solves the problems on its own. Instead, agents function in groups, and
they usually try to reach their goals through coordination, cooperation and joint
actions.
c© Springer International Publishing Switzerland 2016
N.T. Nguyen et al. (Eds.): ICCCI 2016, Part II, LNAI 9876, pp. 25–34, 2016.
DOI: 10.1007/978-3-319-45246-3 3
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XJAF (EXtensible Java EE-based Agent Framework) is a multi-agent system
that supports its agents during their whole lifetime [4]. That support includes:
maintaining the life cycle of the agent, infrastructure for exchanging messages,
etc. Unlike many other multi-agent platforms, XJAF operates on top of com-
puter clusters. That influence development of agents that supports two advanced
features: load-balancing and fault-tolerance.

The main goal of this paper is to show that XJAF is able to recover from
the loss of a node in a cluster and continue its execution uninterrupted. We will
test the fault-tolerance of XJAF against that of JADE using an implementation
of the Contract Net protocol as a test case.

The rest of the paper is organized as follows. Section 2 provides a compar-
ison of existing multi-agent systems with the XJAF system. Section 3 provides
information about the architecture of XJAF. Section 4 gives details of the Con-
tract Net protocol. Section 5 presents the results of the conducted test. Section 6
outlines the conclusion and future work on the presented topic.

2 Related Works

With the rise of popularity of multi-agent systems there have been a large num-
ber of different software tools, systems, platforms and environments that allow
development of multi-agent applications.

Agent Developing Framework [5] enables the user to build interoperable,
flexible, and scalable applications. Agent Developing Framework uses Java EE
technologies such as JNDI, JMS and JMX. Communication is done synchro-
nously or asynchronously through JMS (Java Message Service). Although this
framework uses the same technology as the XJAF, ADF is no longer maintained.
Current downloadable version is from the year 2005.

Voyager [6,7] is middleware software designed for distributed application
development, and it does provide the option of developing applications using
multi-agent programming, although that is not its main purpose. This frame-
work supports scalability and fault-tolerance, but it is a commercial product.

Cognitive Agent Architecture (Cougaar) [8] is a MAS written in Java and
used for developing distributive applications based on software agents. Cougaar
allows developers to implement an application with minimum knowledge of the
MAS itself. It provides robustness, security and scalability. Agents communicate
point-to-point way.

Cougaar consists of a large number of nodes that act like hosts for agents.
Every node is executed within its own Java virtual machine, and is resilient to
failure due to state persistence.

Cougaar provides many advanced features (such as Adaptive Robustness,
Adaptive Security, etc.), especially when large applications are in question, but
it uses proprietary solutions to implement those features. XJAF, on the other
hand, uses industrial-level solutions to achieve the same or similar goals.

Magentix [9] is a MAS that focuses on execution performance. Its imple-
mented in C and installed on the Linux operating system. Agents are represented
with a unique Linux process that has 3 layers:
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– main, which starts when the host is added to the platform
– service, which supports services such as Agent Management System and

Directory Facilitator
– third layer, which is dedicated to agents.

Tests have proven that execution of the programs is fast [9], which is explained
by the fact that the operating system is used instead of a mediator between the
operating system and the MAS. Communication between agents is point-to-point
and based on Transmission Control Protocol (TCP) sockets.

Although slower than Magentix, XJAF provides a larger number of advanced
techniques, especially considering its support for computer clusters.

Radiogost [10] is a multi-agent framework that combines agent and web
technologies. Radiogost agents and many functioanlities are implemented in
JavaScript, takes full advantage of HTML5 and is executed within a web browser.
The main functionalites of Radiogost include, but are not limited to life-cycle
management, efficient communication using FIPA ACL [14], yellow-page service,
interaction with agent in third-party multi-agent platforms.

ADiS [11] (Agent-based Distributed Computing System) is an agent-oriented
system for distributed computing, designed for working in environments that
are characterized by sudden, unexpected failures of computational nodes. ADiS
brings efficient load-balancing and job-distribution architecture.

JADE [12,13] is aMASwritten inJavaand strongly adherent toFIPAstandard.
Communication in JADE is based on asynchronous message delivery. Every

agent has a mailbox (a queue meant for messages) where JADE runtime puts
messages that an agent receives. When a message is delivered to the queue,
the agent is notified, but the moment in which it will look and process it is
determined by the developer. Messages in JADE are ACL messages.

JADE implements some of the protocols defined by FIPA: FIPA-Request,
FIPA-Query, FIPA-Propose, iterative versions of FIPA-Request and FIPA-
Query, Contract-Net and FIPA-Subscribe [14].

At first glance it may appear that JADE is similar to XJAF, however there
are certain differences. XJAF uses JMS for message exchange, while JADE has
its own system. The main difference between these two systems, however, lies
in the fact that, when creating clusters, in JADE agents have to be manually
divided between cluster nodes, while in XJAF it is done automatically. That is
to say, in XJAF an agent is defined at the level of the computer cluster, and not
at an individual node.

XJAF is the better solution for applications that have a large number of
agents and/or need to have their fault-tolerance on a high level. On the other
hand, JADE is the better solution since it consumes less resources and it is
easier to use. In Sects. 4 and 5 we will demonstrate that XJAF-based solution
can survive node failure, while JADE-based solution cannot.

3 XJAF Environment

XJAF (EXtensible Java EE-based Agent Framework) is a multi-agent system [4]
based on Java platform, Enterprise Edition (Java EE). Most multi-agent systems
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that are based on Java don’t take advantage of the benefits that Java EE offers;
such as scalability, security, as well as resistance to software and hardware errors.

Basic features that MAS offers are life-cycle management, infrastructure
for message exchange and subsystems that give the agents ability to use the
resources at their disposal, as well as perform algorithms. In some cases, MAS
offer a certain amount of security: mechanisms for agent coordination in distrib-
uted environments, as well as support for agent persistency and mobility. XJAF
uses the following components of Java EE:

– Java Naming and Directory Interface (JNDI) used in agent directories and
service implementation

– Java Message Service (JMS) enables communication
– Enterprise JavaBeans (EJB) used for agent and service implementation
– Java Serialization supports agent mobility and persistency.

Two important features that XJAF supports are: load-balancing and fault
tolerance. Load-balancing guarantees that the agents will be distributed equally
amongst the nodes of a computer cluster, meaning that no node will be overbur-
dened in comparison to the others. The system also copies XJAF components
and agents across the nodes, which guarantees that there will be no loss of data
in case of an error.

Communication and coordination within the system are reliable. Namely,
messages will be delivered to the agent, even if it isn’t available at the moment
the message is sent.

XJAF is defined as a set of loosely-based components that are dynamically
accessed. In XJAF these components are called managers. Each manager is in
charge of a specific part of the process. Managers can only be accessed through
their interface, which means they can easily be adjusted to the needs of different
applications. XJAF has the following managers, as shown on Fig. 1.

Fig. 1. The XJAF architecture

– AgentManager manages the agents life cycle
– MessageManager provides the basis for agent communication
– ConnectionManager used for maintaining networks of distributed XJAFs
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3.1 Agents and AgentManager

AgentManager provides functionalities defined by FIPA [14]: registration, dereg-
istration, modification and search. It maintains a list of registered agents.

XJAF agents are implemented as EJB (Enterprise Java Bean) components,
which provides a certain resistance to software and hardware errors, and provides
high availability for clients. Modern JavaEE application servers use the technique
of EJB pooling to achieve high availability of EJB beans. A certain number of
EJB instances is kept in the memory, so when a request for a new agent arrives,
an agent instance is recycled from the pool. Of course, the number of instances
in the pool can be changed in accordance to the number of requests. Agents can
be represented as stateful or as stateless beans.

XJAF is deployed on the JBoss application server. JBoss server maintains a
pool of threads that agents can use. Instead of assigning a thread to every agent,
the threads are assigned as needed. The server will also try to minimize the number
of threads when possible (e.g. if a thread is not used in a certain time period, it will
be deleted). Also, if an agent is passive for a time, it will be removed from the run-
time memory and stored in secondary memory (e.g. hard drive).

To support the agent mobility, AgentManager actually keeps two directories,
one for local agents, and the other for remote agents. Every record in the direc-
tory is kept in form of a pair (ID, reference). When an agent is created, a new
pair is added to the local directory, and when its deactivated its pair is deleted.
If an agent is moved to another node, the pair is deleted from the local directory
and moved to the directory meant for remote agents where the pairs are in form
of (ID, address). Agents within the system communicate based on their IDs, and
not based on the references.

When a message is sent to an agent, AgentManager will first look in the local
directory, and if it cant find its ID, only then will it look in the remote agent
directory.

3.2 Message Exchange in XJAF

Message exchange between EJBs is done using JMS (Java Message Service).
JMS is an API meant for asynchronous message exchange between loosely-based
components.

JMS supports two basic means of communication:point-to-point and publish-
subscribe. In point-to-point, a producer puts the message in the queue, and that
message is consumed by a single consumer. In publish-subscribe, communication
is done through topics. Namely, a producer posts a message in a topic, and all
the consumers subscribed to the topic receive it. In XJAF, communication is
point-to-point. Message delivery in JMS is shown on Fig. 2.

Messages are posted to the queue, and are consumed by MDBs (message-driven
beans). MDBs are organized in a pool that can be extended if needed. MDB deliv-
ers the message to a bean by calling its onMessage method. When the onMessage
method is executed, the message is deleted from the queue. If an error occurs dur-
ing the delivery, the process is repeated. In case of multiple unsuccessful deliveries,
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Fig. 2. Message Exchange in XJAF

the message is placed in the dead letter queue, at which point the developer can
manually handle it.

Messages in XJAF are in ACL (Agent Communication Language specification
by FIPA standard) [14] format.

3.3 XJAF on Clusters

A computer cluster is a network of nodes, which from a users point of view,
function as a single system. Clusters enable high availability of deployed appli-
cations, which guarantees the client access to the application even in the case of
a node failure, as well as timely response from the application regardless of the
number of requests [15].

In case XJAF is executed on a cluster, organization of the cluster is as follows:
one node in the cluster is the master node, while the rest are slave nodes. For
controlling a node, JBoss host controller is used, while the master node itself
can control the entire cluster using JBoss domain controller.

Processing power of a larger cluster is greater, but so is the possibility of an
error with the larger number of nodes the possibility that one of them would fail
rises.

The general advantages of a cluster are: failover and load-balancing. The first
advantage is only applicable to EJBs - namely, whenever there is a change in a
state of a stateful bean, its state is copied to all the nodes in the cluster, so that
if there is an error on any of the nodes, its beans (whether agents or services)
can easily continue their execution from another node.

There are two ways of state replication on a JBoss server: replicated and
distribution.

In the replicated mode, the states are copied to all the nodes in the cluster,
and are available from every node. However, this mode works well only when
small clusters are in question (up to 10 nodes), because with the increase of num-
ber of nodes, the number of message exchanges needed for replication becomes
too large.

In the distribution mode, the states are copied to a configurable number
of nodes. To determine on which nodes the state needs to be copied to, a hash
algorithm is used. While the number of nodes is configurable, it stands that with
a larger number of copies the fault-tolerance is increased, but the performance
decreases.
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The advantage of load-balancing in multi-agent systems like XJAF is in the
automatic distribution of agents across the nodes with the purpose of optimizing
performances. If a bean is stateful, it is placed on a node, and all the method calls
are performed on that node. In the case of a stateless bean, there can be multiple
copies on different nodes, and on a method call one of the nodes performs it.

4 Fault-Tolerance Case Study - Contract Net
Implementation

Contract Net protocol implementation will be used as a case study for demon-
stration of fault-tolerance in the XJAF agent middleware. XJAF middleware will
be deployed in a cluster of JBoss application servers and all messages between
agents, as well as agents themselves will survive random cluster node failure.

Contract Net protocol [14] is based on the business model of making a call for
proposal and then assigning the task to a company that gave the best proposal.
In the case of software agents, we have the initiator that makes the call for
proposal, accepts the proposals of participants, analyses them, chooses the best
one on offer and, finally, awards the task to the participant who gave the best

Fig. 3. Contract Net protocol
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proposal (the best proposal can be the one that requires the least resources, or
the one that offers the shortest time period for finishing the task).

The course of events in Contract Net protocol is shown on Fig. 3.
Initiator sends the CFP (Call For Proposals) to n participants. Based on the

demands, the participants decide whether or not they will submit a proposal
(refuse or propose). In total, there are n responses (for n participants), of which
j are propose and the remaining n-j are refuse. After the time for proposals
has passed (as defined in reply-by parameter of the CFP), initiator analyses
the proposals and accepts the best proposal. More than one proposal can be
accepted. The number of accepted proposals is marked with I. The remaining k
proposals are refused.

The participant whose proposal was accepted performs the requested task
and informs the initiator as to the results (it can be a failure, inform-done that
lets the initiator know that the task is completed and inform-result that contains
the results of the task, as well).

5 Results

The fault-tolerance of XJAF was tested against the JADE MAS, which is
arguably the most popular MAS today [13]. Since both XJAF and JADE imple-
ment the Contract Net protocol as defined by FIPA, a simple example was
created for testing purposes.

The example was run on a computer cluster that contained a master node
and 2 slave nodes.

The example consists of an Initiator agent and 10 Participants. The initiator
sends out the CFP, and the participant either accept or refuse the CFP based on
a random number generator. If they do accept, they send the value of the random
number as their proposed time needed for finishing the task. The initiator picks
the proposal with the smallest value and sends the acceptance to the participant.
The participant is tasked with a simple problem, but with an added sleep period
of 5 seconds after every step. XJAF distributed all agents equally across the
cluster (the Initiator agent as well). In JADE, the Initiator and 2 participants
were situated on the master node, while the rest of the participants were split
equally between the two slave nodes.

After the initiator made the call for proposal, and the participants started
sending out their responses, one of the nodes was terminated. After this point,
a difference was noted.

In JADE, once the execution of the protocol was stopped. The system itself
continued running, but the current task was killed.

In XJAF, the agents that were situated on the node that was terminated
were reassigned to the remaining nodes as shown on Fig. 4, which is possible due
to state replication. In the begining there were i agents on the master node, j
agents on the first slave node, and k agents on the second slave node. When a
failure occured on the first slave node, j agents from that node were reassigned
to the remaining nodes of the cluster. Since the messages are delivered to agents
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Fig. 4. The XJAF cluster with failed node

regardless of them being moved to another node [4], the execution of the protocol
was not interrupted.

6 Conclusion and Future Work

Scalability and fault-tolerance are key features in distributed problem solving
and multi-agent systems. Most state of the art frameworks support some features
which enable scalability and fault-tolerance, but most of them rely on proprietary
solutions. Contrary to them, XJAF agent middleware relies on industry-level of
solutions for the scalability and fault-tolerance in clusters. XJAF is deployed
on the JBoss application server which supports clustering, and this supports
scalability and fault-tolerance for the instances in the cluster. This fact provides
two advantages over proprietary solutions:

1. JBoss-implemented clustering is tested and implemented in multitude of
industry solutions, which offers high level of scalability and availability for
the nodes in the cluster, and

2. performance of the JBoss-based clusters is constantly improved in multiple
projects, in time.

As a case study, we have implemented the Contract Net protocol which depends
on intensive message exchange between agents. We have tested the implemen-
tation of the clustered version of Contract Net on two platforms: the JADE
framework and the XJAF middleware. Since JADE-based solution does not auto-
matically distribute agents in the cluster, failure of a single node in the cluster
caused the failure of the complete implementation. On the other hand, XJAF-
based solution was able to overcome the failure of any node(s) in the cluster,
since the distribution of agents is done automatically, and agents that reside on
the failed node are automatically restored on the existing nodes.

Since XJAF middleware is deployed on the JBoss application servers, and
its clustering support is constantly enhanced, it can only benefit from those
improvements, so in future we can expect even faster and more reliable clusters.
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Abstract. This paper provides an overview and presents the architecture of a
virtual space supporting eLearning. Various types of assistants are examined as
well which are implemented as rational BDI agents supporting the operation of the
space. Furthermore, development of the space as an IoT ecosystem is considered.
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1 Introduction

In recent years, a Distributed eLearning Centre (DeLC) project was implemented in the
Faculty of Mathematics and Informatics at the University of Plovdiv aiming at the
development of an eLearning environment [1]. DeLC is implemented as a network
infrastructure which consists of separate nodes, called eLearning Nodes. Each eLearning
Node presents a real educational unit (laboratories, departments, faculties, colleges, and
universities), which offers a complete or partial educational cycle. Each eLearning Node
is an autonomous host of a set of electronic services.

DeLC suffers from the shortcomings of the widely used eLearning systems that
ignore the physical world which they operate in. Observing the physical environment
reveals opportunities for development of context-aware systems. The effective support
of the learning process is many-sided and dependent on actions and events occurring in
different places and at different times, e.g. attending lectures and seminars, self-studies,
examinations, consultations. However, an analysis of the results of the learning process
has to take into account all the various aspects and can make a connection between them.
In this sense, we aim to transform DeLC into a new infrastructure, known as Virtual
Educational Space (VES), where users, time, location, autonomy and context-awareness
are first-class citizens, and which enables a uniform treatment and interpretation of
information coming from both the virtual environment and the physical world [2].

This paper provides an overview and presents the architecture of VES. The rest of
the paper is organized as follows: the Sect. 2 provides an overview of the virtual space,
the Sect. 3 presents the assistants of the space, and the Sect. 4 presents the DeLC 2.0
portal as a special entry point of the space.
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2 Related Works

The broad usage of the Internet and its steady transformation into a network of objects
[3], as well as the globalization of cyberspace, are a foundation for the rapid development
of cyber-physical social systems which will lead to essential technological, economical
and sociological consequences in the following years. The IoT paradigm began to be
used in the field of education. In [4], a project is presented which aims to combine both
the virtual and the physical environments providing a better learning experience to the
students. A specific technical framework of a ubiquitous learning environment based on
the Internet of Things (IoT) supports learners with increasing social skills. The envi‐
ronment integrates three layers: a perception layer, a network layer, and an application
layer [5]. In this way, IoT-based learning can happen at any place, any time, with any
people, and any content. The current situation of M-learning under the Internet of Things
is discussed in [6]. In [7], a combination of IoT architecture and techniques of learning
analytics is considered which can be used to record and conduct an analysis of the
students’ learning process and further enable learners and schools to obtain the feedback
that they need and establish an effective lifelong learning environment. The paper [8]
presents a Tempus project aimed at collaborating distant ELabs of different Maghrebian
and European universities using IoT interoperability. In [9] is described the concept of
Internet of Things and its role in the evolution of a SCORM-based eLearning application
is demonstrated. In this case, the Content Aggregation Model of SCORM specifies a
general framework that can be used in the learning process supported by the IoT
standard.

3 Overview of VES

3.1 VES Features

The basic features of VES can be summarized as follows:

• Autonomy–VES is developing as an autonomous ecosystem delivering electronic
educational services and teaching content that can be adapted to various educational
institutions to support self-space learning, blended learning, and life-long learning.
Individual users can create and use personalized subspaces.

• Intelligence–an intelligent space [10] can control what happens in it, interact with
the components included, infer, make decisions and act in accordance with these
decisions.

• Context-awareness–the context is all the information which can be used to charac‐
terize the situation of an identity where an identity can be a human, a place or an
object which are viewed as significant for the interaction between a user and the
system. According to the definition of a context, a system is context-aware if it uses
contexts to deliver essential information or services important for the user’s tasks [11,
12]. In our case, context-awareness means the ability of a system to find, identify and
interpret changes in its environment and, depending on their nature, to undertake
appropriate actions such as, for example, personalization or adaptation. Personalization
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is the ability of the system to adapt to individual features, desires, intentions, and goals
of the users. Adaptation is the system’s ability to adapt to the remaining context
features such as area of knowledge, school subjects, and types of devices used by the
end-users.

• Scenario-orientation–from a user’s point of view, the virtual educational space is an
environment delivering separatee- learning services or completed educational
scenarios accessible through both the DeLC 2.0 portal and the personal assistants.
Scenarios are implemented by corresponding workflows rendering an account of the
environment’s state where it is possible to take into account various temporal atti‐
tudes of the educational process (e.g. duration, repetition, frequency, start, end) or
events (planned or accidental) which can impede or alter the running of the current
educational scenario. To deal with possible emergencies (such as an earthquake,
flood or fire) emergency scenarios are defined to be executed with the highest priority.

• Controlled access–the virtual educational space is a controlled ecosystem which
means that access to the resources of the space is only possible through the specialized
supporting modules known as “entry points.” The personal assistants operate as
typical entry points while the DeLC 2.0 portal is a special entry point. A user has to
be in possession of a personal assistant or to use the portal to be able to work in the
space.

3.2 VES Architecture

The VES architecture contains different types of components (Fig. 1). In the next section
will be considered assistants implemented as rational BDI-agents which play an impor‐
tant role in the space.

The basic functionality delivered by the space is deployed in both subspaces (D- and
A-) that interact intensively during the execution of educational scenarios. D-Subspace
is designed for direct support of the educational process providing the following three
engines:

• SCORM Engine (SEng) – this engine delivers teaching content in the form of SCORM
2004 electronic packages to support students’ self-study. The SCORM Engine inte‐
grates three separate modules (SCORM Player, SCORM Manager and SCORM
Statistics) implemented according to the ADL’s SCORM 2004 R4 specification [13].
The electronic packages are stored in a digital library that can be accessed by the
students during their self-study. The SCORM Engine traces the progress of students
actually working with the teaching material and the collected information (metadata)
can be used by the TNB (Teacher’s Note Book) for analysis and evaluation of the
students’ performance.

• Test Engine (TEng) – it provides all its functionalities in agreement with the QTI 2.1
standard [14] as a result of the communication between two base modules–a User
Interaction Provisioning (UIP) and an Assessment Provisioning (AP) module. The
UIP provides the sensing means of the system to the users’ environment, and the AP
is responsible for the analysis of the data received from all the eTesting system’s
sensors–not only the sensors targeting the user’s environment (UIP) but also from

Agent-Based Support of a Virtual eLearning Space 37



the ones referring to the inner VES space changes concerning the personalized
learning state of the user (extracted from the SCORM engine).

SEng

Fig. 1. VES Architecture

• Event Engine (EEng) – it is shared by both subspaces and implements the event model
specified for the whole space. The events are used to create more complex structures,
such as plans, schedules, and personal calendars. The interface also provides an event
editor.

Furthermore, a digital library is managed in the D-Subspace where the teaching
content is prepared mainly in accordance with the SCORM and QTI standards (other
formats are also possible, e.g. .pdf, .ppt, .doc, etc.). In addition, the digital library
provides a flexible security mechanism allowing the definition of cascading access rules
per user, roles and/or role groups. There are three different access rights: to view, down‐
load and manage, each of which with several access levels.

The A-Subspace secures all activities related to the organization, control and docu‐
mentation of the education process. In the administrated database is stored all the neces‐
sary information used for planning, organizing, protocoling and documenting the educa‐
tional process.
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3.3 VES as an IoT Ecosystem

VES is defined as an abstraction of the whole learning process decoupling it into its
different aspects without interrupting the connectivity between them. Thus, VES is
composed of components that handle the user interaction with the system and vice-versa.
It is responsible for maintaining shared knowledge throughout its components as well
as providing means for enabling the seamless communication between them via the
Internet. In order to act as an IoT ecosystem, VES has to comply with the layers from
the IoT stack [15]:

• The sensing layer is mainly composed of the SCORM Engine and Test Engine–they
are sources of virtual sensor data and deliver information about student progress of
self-study and examinations. In addition, various user interactive components such
as personal assistants and the web application directly accessible to the users (DeLC
2.0) can provide virtual sensor data. Physical sensor data is supplied by the guards;

• The data integration IoT stack layer is implemented based on using specifications
compliant with the content representation. In the space, two standards (SCORM 2004
and QTI 2.1) sharing a common metadata specification (LOM) are basically
supported. The content is exchangeable both ways–towards the ecosystem by imports
and out of the system by exports. Again, all the data exchange with the outer world
is service-based adopting the REST concept for maximal platform independence;

• The analytics of things IoT stack layer is composed of a Grade Book and a Teacher’s
Notebook that receive sensor data directly provided by the SCORM and QTI engines.
It could also be enriched with information as a result of the reasoning intelligent
actions performed on a higher level over the straightforward statistics data. Thus, the
analytics are personalized in a generalized way concerning the whole educational
process not scoped to a certain educational aspect;

• The cognitive actions layer is implemented as a multi-agent system of rational agents
having mind states–beliefs, desires, intentions. They gain and share common knowl‐
edge that has an impact on all the VES components’ behaviors on different levels of
granularity in order to complete the currently selected educational scenario.

3.4 Event Model of VES

The space is built as a completely decentralized system. To ensure the interoperability
standards are used (e.g., SCORM 2004, QTI 2.1, Common Cartridge), together with
appropriate ontologies. In addition, the interoperability of the VES IoT stack is enhanced
by an event model implemented in the space. An event is presented as the triple
(event_id, event_type, event_arguments). Three types of events are distinguished in the
model:

• Basic events–date, hour, location;
• System events–generation/removing assistants, sending/receiving messages;
• Domain-dependent events–in our case events related to the educational process, e.g.

lectures, tutorials, exams, self-study, consultations.

Furthermore, the events can have different attributes such as:
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• Repeatability–single, periodic;
• Durability–discrete, continuous;
• Purpose–container, simple.

Dealing with the event in the model is formally presented with the help of various
constructions proposed by a formalism known as Event Calculus (EC) [16].

4 The Agents of VES

The following three types of assistants are supported in the space (Fig. 1):

• Personal assistants (PAs);
• Operative assistants (OpAs);
• Guards.

4.1 Personal Assistants

PAs have to perform two main functions to provide the needed “entry points” of the
space. Firstly, they operate as an interface between their owners and the space and, if
necessary, carry out activities related to the personalization and adaptation. Secondly,
they interact with other assistants in the space in order to start and control the execution
of educational scenarios. The personal assistants will usually be deployed over the users’
mobile devices.

The students’ PA, known as LISSA (Learning Intelligent System for Student Assis‐
tance) is able to perform the following tasks:

• It monitors the student’s subsequent curriculum and reminds them of upcoming
exams, lectures, seminars, etc. The time for reminders of upcoming events depends
on the type of event, the time needed for preparation and the student’s current location
thus taking into account the length of time needed to reach the location where the
event will be taking place. In order to choose a specification in case of a conflict
between two or more events, priorities are set which can be used during the deliber‐
ation process. After solving a conflict, the agent warns the student that it has taken a
certain decision and consults with them to check whether they agree with it.

• It recommends useful bibliography to the student–upon a warning for an upcoming
event LISSA will recommend learning materials that the student can use to study.
– It automatically registers the student in the different events and according to the

student’s location it can determine whether they are present at a certain event (a
lecture, seminar, exam, etc.) and will mark them as present.

– Voice commands–besides the normal interaction with the agent through the touch
screen, LISSA will allow voice commands. The voice commands are optimized
so that there is no need for internet access to a server for their recognition, thus
preserving battery life.
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Fig. 2. LISSA

The early prototype of LISSA, implemented as a BDI agent, has a simplified design
with an avatar on the main screen (Fig. 2). The mental attitudes of LISSA are events.
Activities implemented as a personal calendar are a container event including various
domain-dependent events which are under LISSA’s control. Depending on the current
assumptions (for date, time, location), the current intention is determined from the
personal calendar. Depending on the type of the intention (event) a suitable plan can be
activated. For example, when the agent wants to warn the student about an upcoming
activity, it pronounces the message and synchronously displays it on the screen. The
message is presented simultaneously visually and vocally so that the agent can be useful
to visually impaired and hearing impaired students. The voice recognition allows cali‐
bration to easily recognize different voice types and accents. All announcement func‐
tionalities can be switched on and off.

4.2 Operative Assistants

The operative assistants are active components exhibiting a more complex architecture.
An agent in itself is not a suitable software component for delivering business func‐
tionality. A service is a good decision for the functionality but it is static and cannot
operate as a separate component in the space. For that reason corresponding service
interfaces are implemented for the operative assistants. Since all functionalities that the
VES components can use and expose while inhabiting the eLearning ecosystem are
provided as services, the space is open for new components which can provide their
capabilities as services as well regardless of the technologies used for their implemen‐
tation.

Usually located on the server nodes of the space, the OAs support the execution of
educational scenarios; therefore, they implement suitable interfaces to the available
electronic services and data repositories. Operatives serve both subspaces. The two
assistants operating in the A-Subspace are:

• Grade book (GB) – the student’s grade-book stores and analyzes information on the
success rate of students in all the studied courses. It is currently being developed in
accordance with the Grade Book specification of the Common Cartridge
standard [17].
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• Teacher’s notebook (TNB) – it is designed for the analysis of the success rate of
students in a particular course of studies. In addition, it helps the teacher to organize
his/her duties during the current education period.

Due to the inherent complexity, the TNB is realized as a multi-agent system,
including the following agents:

• Agent One (A1) – Its main task is to analyze each test separately, and in tests with
unsatisfactory results it sets the flag for further analysis of the test. As an output the
agent calculates the average grade of the exam;

• Agent Two (A2) – It analyzes the sections of the marked tests for further analysis
and provides summary results for specific sections of the exam tests. Finally, the
agent sorts sections in an ascending order–from the section with the lowest results
to the section with the highest ones. The agent also sets an additional flag if there is
a need to analyze the individual questions in a particular section;

• Agent Three (A3) – It analyzes various questions in the marked sections for each test
and provides summary results of the examination. The agent represents a list of
questions that students answer incorrectly the most;

• Agent Four (A4) – It summarizes information received from the SCORM player–A4
checks the information about the activity of certain students in order to determine
whether the learners have passed through the material and have done the tests in the
SCORM player;

• Agent Five (A5) – This agent systematizes the information obtained from the anal‐
ysis, summarizes the results and provides them to PAT and PAS respectively in an
appropriate form.

4.3 Guards

The guards are special assistants which are responsible for the safety and efficient
execution of the educational scenarios in the space. These are usually intelligent devices
that react to various physical quantities in the environment such as smoke, temperature
changes, and humidity. The guards represent the real world in the virtual one and act as
an interface between both worlds in the space. In addition, the guards are responsible
for activating emergency scenarios.

5 The DeLC 2.0 Portal

The DeLC 2.0 portal acts as an entry point in VES, which provides access to the resources
of the space without using personal assitants. The architecture of the portal (Fig. 3)
consists of an educational portal with a user interface and a server side. These units
communicate with each other by HTTP, RESTful services and Web Sockets. The
browser side application is built with HTML 5 and CSS 3 together with JQuery and
Bootstrap, which delivers the responsive nature of the user interface.
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Fig. 3. The DeLC 2.0 Architecture

DeLC 2.0 provides the needed set of functionality for a modern web application:
management of the static web content, security services, a control panel for management
of all services, plugins and so on. As additional services the portal provides a Message
Queue (MQ) and ORM layer. The MQ acts as a transport environment for asynchronous
communication between the plugins and the rest of the components. The ORM layer is
a built-in mechanism for transforming the database relational data into objects.

The portal implements interfaces to the D- and A-Subspaces by using plugins. Some
of the implemented plugins are the SCORM Engine, Grade Book, Event Engine, Test
Engine and Teacher Notebook. The interaction with the operative asisstants of the space
is ensured by integration of the JADE [18] and Jadex [19] containers within the portal’s
server side. These containers are intended to provide an environment for running soft‐
ware agents which can communicate seamlessly with the operative assistants.

6 Conclusion

This paper provides an overview of the Virtual Educational Space implemented as an
IoT ecosystem. The space is being implemented as a successor of an eLearning envi‐
ronment known as DeLC. The prototype implementation of VES is progressively
extended and experimented in a real education process. In the last few years more than
2500 students have been educated using VES in more than 20 topics.
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Abstract. The purpose of this paper is to evaluate the applicability of gener-
alized nets for multi-agent systems modeling. Several models of interaction
among intelligent agents as economic subjects were developed. The analysis that
has been conducted shows that the proposed method is suitable for modeling
and assessing information systems based on agents’ technology.

Keywords: Multi-agents system modeling � Generalized nets � Economic
model

1 Introduction

This paper is dedicated to applying generalized nets (GNs) for modeling economic
interactions that involve participation of a large number of independent agents. The aim
of the work is to enrich the tools for formal description of objects, processes and
interactions in multi-agent systems (MAS).

Interest in the topic is inspired by recent changes in economics methodology, where
a growing demand for alternative approaches to economic analysis is observed [3]. One
option for achieving greater flexibility of economic models is employing multi-agent
systems that simulate the behavior of a large number of individual participants,
prominent in the literature as agent-based computational economics (ACE) [14].

ACE methods are suitable for the study of processes characterized by heterogeneity
of the participants and a variety of interactions among them. These methods can
successfully overcome some limitations of traditional economic models, such as
requirements for the existence of equilibrium, assumptions about rationality of eco-
nomic actors, etc. Modern MAS have various economic applications ranging from
researching production processes [10] to modeling economic crises [12], financial
markets [15] or automated auctions [8]. Despite the numerous advantages of ACE,
however, research work on the specifics of building economic multi-agent systems is
not plentiful. Enrichment of the tools for description, design and analysis of MAS
would increase the quality of developed software and contribute to the further
improvement to ACE modeling of economic objects, processes and phenomena.

The first section provides a brief overview of the basic ideas and functionality of
some tools for describing MAS and emphasizes the advantages of generalized nets for
modeling parallel processes in complex adaptive systems. The second section models
the interaction of economic systems elements with the tools of generalized nets. The
last section discusses the applicability of GNs in the design of multi-agent systems for
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economic simulations. The conclusion summarizes the main findings on the importance
of the proposed method for researchers and analysts who deal with economic issues.

The main contribution of the work is in the construction of formal models of
interaction among economic subjects (such as bank loan approval, stock trading, and
online market). The created GNs information models reflect the mechanisms of
interaction among participants and can be used in the analysis and prediction of eco-
nomic processes as well as in the design of agent systems for their simulation.

2 Some Instruments for MAS Modeling

The topicality of the theme of this paper stems from issues surrounding the design of
MAS. Applying the appropriate modeling instruments can significantly improve the
quality of the development process and thus, the quality of the software system.
Despite the significance of agent-based modeling, there is no standard protocol, lan-
guage or tool to support the development of multi-agent applications.

In practice, different approaches are used to describe and present agent-based
software. [16] provides a comprehensive overview of techniques for agent-oriented
analysis and design, dividing them in two groups: those that extend or adapt existing
object-oriented (OO) methodologies and those that adapt knowledge engineering or
other techniques. The last decade saw the emergence of new instruments such as ODD,
AML, etc.

The ODD protocol standardizes the three main blocks in the description of MAS –

Overview, Design concept and Details. The basic idea behind the protocol is always
structuring the information about an agent-based model in the same sequence. This
sequence consists of several elements that can be grouped in the abovementioned
blocks: purpose, state variables and scales, process overview and scheduling; design
concepts; initialization, input, and submodels [6]. Although ODD model descriptions
are understandable and complete, this protocol has several shortcomings and has been
modified multiple times. For example, [7] adds more elements to the model. The
advantages of ODD are its independence from subject area, operation system и pro-
gramming language. Its main disadvantage is that it requires the properties and
methods to be presented separately, which obstructs OO implementations.

AML is an extension of industrial standard UML and facilitates MAS specification
in agent-oriented software engineering. This language is applied in all phases of MAS
development and offers opportunities for project visualization through standard flow-
charts types. Despite the fact that AML is sufficiently detailed and tangible enough,
some aspects of agent-based systems such as concurrency, ontologies and mobility are
not adequately supported. The capabilities of AML for visualizing the collaboration of
several subjects is also limited [2].

The disadvantages of the abovementioned tools for design and technical description
of MAS are:

• inability to design complex composite structures with a high degree of detail,
• problems in defining the dynamic behavior of the modeled objects,
• no temporal dimension in interactions, and others.
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These restrictions hinder the adequate representation of contemporary MAS. A vi-
able alternative are Petri nets (PNs), a mathematical modeling language and a
well-known instrument for the description of distributed systems [9]. Generalized nets
(GNs) as their name implies are a significant extension and generalization of the
concept of PNs. GNs are currently present in various developments in the field of
artificial intelligence. Two of their main applications can be found in [5, 11, 13]
contains a comprehensive bibliographic database. As agent-based economics studies
complex distributed systems concurrent actions of a set of interacting entities and their
emergent behavior, GNs constitute a modern formalism that could be applied to MAS
modeling.

The main advantages of generalized nets as a discrete tool for description of models
of complex systems with many different and interacting components, often involved in
parallel activities are:

• the conditions of predicate-transitive PNs are replaced by a predicate matrix which
defines the rules for tokens’ transfer to the different output places,

• in addition to discrete time in which processes in PNs take place, GNs contains an
absolute time scale which can be used for keeping the time while a net is
functioning,

• specific token’s feature determines plausible predicate values,
• while going through transitions, the tokens receive new characteristics through a

characteristic feature,
• practically no limitations to the characteristics of the tokens [1].

These features of generalized nets turn them into a potential tool for modeling
dynamic processes within MAS with heterogeneous participants. Compared to
well-known instruments for MAS modeling, GNs offer a simple and effective way of
adequately modeling real processes. With GNs, designers are free to define different
types of data and create models suitable for OO programming. Therefore, generalized
nets are a possible alternative for overcoming the shortcomings of the abovementioned
modeling languages and for expanding the applications of agent technology in eco-
nomic research studies.

3 Generalized Net Models for MAS Simulation of Some
Economic Processes

Through GNs, economic processes are described as a complex system of objects that
interact and influence each other over time. Descriptions of two GN models of
examples from the field of economics are discussed below.

Assume a business process of loan approvals in a financial institution is given.
Loan candidates are represented by tokens with initial characteristics that include an
agent’s income, age, number of children, other debts, etc. The representation of this GN
model (Fig. 1) contains only three transitions.
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The form of the first transition is the following:

Z1 ¼ l1f g; l2; l3f g; r1;M1;^ l1ð Þh i: ð1Þ

The token from place l1 splits into two tokens a2 and a3, which take places l2 and l3,
respectively. Token a2 obtains characteristic “number of clients who receive the loan”
at place l2 and token a3 obtains characteristic “number of clients who do not receive the
loan” at place l3. If we need any additional information, such as loan type, we can
expand the respective token’s characteristics.

The transition condition r1 is represented by the index matrix (IM):

r1 = l2 l3
l
1

W1,2 W1,3

where W1,2 and W1,3 define the conditions for approving and declining a loan request.
The arc-capacity IM M1 for the transition Z1 can have the form:

M1 =

l2 l3

l1 n n

with possibility to receive n loan requests simultaneously. In this case we must set
c(l1) = c(l2) + c(l3) = c(l6) = c(l7) = n, where c gives the capacities of the places.

The last element of Z1 is the so-called transition type and it is an object having a
form similar to a Boolean expression. It contains as variable the symbol that serves as
label for the transition’s input place, and the Boolean connective ^ determines that the
place l1 must contain at least one token.

The second transition is the following:

Z2 ¼ l5; l6f g; l7f g; r2;M2;_ l5; l6ð Þh i ð2Þ

Fig. 1. A GN model for bank loan system
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Now,

r2 =
l7 M2 =

l7
l5 W5,7 l5 n
l6 W6,7 l6 n

where n � 1.
This transition models the process of repaying the loan. If necessary, that repay-

ment could be carried out by the loan guarantors (place l6). In real life there are various
other situations such as, for example, the borrower applying for refinancing.

The transition type _ l5; l6ð Þ determines the following condition: there must be at
least one token in the set of places l5 and l6.

Actions at Z3 can be represented as follows:

Z3 ¼ l2; l4f g; l4; l5f g; r3;M3;_ l2; l4ð Þh i; ð3Þ

Where

r3 = l4 l5
l2 W2,4 W2,5

l4 false true

and predicate W2,4 has characteristic “it is necessary to refinance the loan”, W2,5 =
: W2,4. Token a2 enters place l4 or l5 and obtains suitable characteristics. The form of
IM M3 is similar to the one above.

In this first GN model, we discussed one of the ways to represent the process of
lending a loan. All discussed situations can be broken down into further details.

Figure 2 presents a model of a part of MAS for stock exchange. Transition Z1
models the process of receiving input orders to buy a particular amount of financial
instruments and their distribution for further processing, e.g., market order (l3), limit
order (l4) and market-to-limit order (l5).

Here is what transition Z1 looks like:
Z1 ¼ l1; l2; l11; l12f g; l3; l4; l5; l7f g; r1;M1;_ l1; l2; l11; l12ð Þh i: ð4Þ

The initial characteristics of the tokens from this part of MAS are: l1 – reception of
purchase orders; l2 – presence of new information from the National Commerce

Fig. 2. A GN model of stock exchange system

Generalized Nets for Agent-Based Modeling 49



Register, which should be taken into consideration in the further implementation of the
service; l11 – arrival of a purchase order, after the supervisory authorities denied
participation for this buyer once; l12 – availability of information in the national
database that needs to be compared with information in the submitted documents.

Matrices r1 and M1 have the following contents:

l3 l4 l5 l7

r1 =

l1 W1,3 W1,4 W1,5 false
l2 false false false W2,7
l11 W11,3 W11,4 W11,5 false
l12 false false false W12,7

l3 l4 l5 l7

M1 =

l1 n n n 0
l2 0 0 0 n
l11 n n n 0
l12 0 0 0 n

Transition Z2 models the process of structuring the received applications as market
orders (l3), limit orders (l4) and market-to-limit orders (l5):

Z2 ¼ l3; l4; l5f g; l6f g; r2;M2;_ l3; l4; l5ð Þh i: ð5Þ

The process of buying a stock under the defined deal parameters is modeled with
transition Z3:

Z3 ¼ l6f g; l8; l9; l10f g; t3f g; t31; t32; t33f g; r3;M3;_ l6ð Þh i: ð6Þ

The times of occurrence of transitions Dt3-31, Dt3-32 и Dt3-33 depend on the length of
the corresponding auction sessions.

Transition Z4 represents the outcome of information system:

Z4 ¼ l7; l8; l9; l10f g; l11; l12;l13
� �

; r4;M4;_ l7; l8; l9; l10ð Þ� �
: ð7Þ

For this transition IM have the following contents:

l11 l12 l13 l11 l12 l13

r4 =

l7 false W7,12 W7,13

M4 =

l7 0 n n
l8 W8,11 W8,12 W8,13 l8 n n n
l9 W9,11 W9,12 W9,13 l9 n n n
l10 W10,11 W10,12 W10,13 l10 n n n
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The presented model reflects only a small part of the actions included in the
procedures of an agent-based exchange information system.

4 Generalized Net Model of Electronic Market Simulation

Both examples above demonstrate the possibilities for real use of GN in agent-based
economic modeling. The first one represents a bank activity in a credit department
whose basic processes are described. This model can be used for predicting different
situations that may arise at the department (delaying payments, modifying credit terms
and conditions, refinancing, etc.).

The second model visualizes purchases at a stock exchange. This model can be
expanded to present a market where every agent, buyer or dealer, could pursue their
own strategy for buying or selling. Both models could also be improved to provide
mechanisms for reporting the impact of external effects on interest rates, stock prices
and more.

The main advantages of both GN models from Sect. 3 are:

• describing and modeling of real-life parallel processes,
• simulating of processes,
• monitoring and controlling of processes.

However, these two examples do not demonstrate the essence of applying a GN
model to an agent-based system, which is the representation of the behaviors and
interactions of many agents, each of which has unique characteristics. For demon-
strating these advantages of GNs, we will build a model of MAS for many-to-many
negotiation (Fig. 3).

In order to describe the interactions between buyer Bi, i = 1, …, m and seller Sj,
j = 1, …, n [4] proposes a model of bilateral agents’ negotiation, where each agent’s
behavior depends on a scoring function and the remaining time that an agent has. The
corresponding GN model of buyer Ba behavior is shown on Fig. 4.

The first transition Z1a has n + 1 input places, labeled l1,a, l2,a, …, ln,a – receiving
sellers’ offers (the notation used here is li,j, where i is buyer number, and j is seller
number) and lago means that the buyer is ready to receive the next offer (i.e. it has
finished processing the previous one). There is only one output–la and it is the offer that
is currently being processed.

Fig. 3. Many-to-many negotiation
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rZ1a =

la

MZ1a =

la
l1,a W1 l1,a 1
l2,a W2 l2,a 1
… … … …
ln,a Wn ln,a 1
lago false lago 0

Transition Z1a chooses an offer to process provided that processing the previous
offer has been completed and place lago contains a token:

Z1a ¼ l1;a; l2;a; . . .; ln;a; lago
� �

; laf g; rZ1a;MZ1a;^ lago;_ðl1;a; l2;a; . . .; ln;aÞ
� �� �

: ð8Þ

The transition condition rZ1a and arc-capacity MZ1a are represented by IMs, where
W1, …, Wn are predicates, through which the next offer for processing is determined. It
choice may depend on negotiation history with a certain buyer, offer conditions, etc. As
only one offer can be processed at a time, it is implied that only one of the predicates
W1, …, Wn can be assigned a value of true in case a certain choice is made. A value of
false assigned to transfer predicate lago – la means that the token of lago could not be
assigned to la.

The second transition is the following:

Z2a ¼ lainit; la; latmf g; laa; lab; lac
� �

; 0; 0; tprop
� �

; rZ2a;MZ2a;_ðlainit; la; latmÞ
� � ð9Þ

and it models the process of assessing the currently processed offer and making a
decision. The offer la chosen in transition Z1a serves as input. Output could be laa, lab

Fig. 4. GN model of buyer agent in electronic market MAS
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and lac, which correspond respectively to decisions to withdrawing from negotiations
due to time running out (timeout); accepting the processed offer and making a deal;
preparing a counteroffer. Additional input for this transition may also be provided: lainit
– for initializing an agent’s activity and making an opening offer and latm – for forceful
activation of a transition in case of prolonged lack of new offers.

Now,

rZ2a =

laα laβ laγ

MZ2a =

laα laβ laγ

lainit false false Init lainit 0 0 1
la F1 F2 F3 la 1 1 1
latm T1 T2 T3 latm 1 1 1

where Init is a predicate for making an opening offer, F1, …, F3 and T1, …, T3 are
predicates for transitions to the respective output places. The two false predicates in
rZ2a guarantee that, during initialization no timeout or making a deal may occur. The
third element of a transition’s definition gives the length of the transfer to output states
(places) where tprop indicates the time needed for preparing a new offer (transfer to lac).

The last transition Z3a is as follows:

Z3a ¼ lac
� �

; la;1; la;2; . . .; la;n; lago; latm
� �

; 0; 0; . . .; 0; 0; ttimeoutf g; rZ3a;MZ3a;^ðlacÞ
� �

:

ð10Þ

The last transition directs the prepared specific offer (lac) to the respective seller S1,
S2, …, Sn. Moreover, activating this transition ensures unconditional (predicate true in
rZ3a) tokens for lago and latm, which are necessary for allowing transition Z1a and
activating transition Z2a in case of timeout, respectively. Transfer time of token to latm
is given by the parameter ttimeout (Eq. 10). This guarantees periodic self-activation of
this transition when there are no new offers.

The IMs are:

rZ3a =
la,1 la,2 … la,n lago latm

MZ3a =
la,1 la,2 … la,n lago latm

lαγ Y1 Y2 … Yn true true lαγ 1 1 … 1 1 1

where Y1, …, Yn are predicates for directing the generated offer to the respective seller.
Only one of predicates Y1, …, Yn may be assigned a value of true when activating the
transition.

A GN model of agent-buyer in MAS for simulating an e-market is very similar.
The model that was described earlier demonstrates modeling time-related charac-

teristics via a GN. For example, to measure the time needed for generating new offers
in different bidding strategies, the tprop characteristic is used, and for ensuring activity
when there are no offers, ttimeout is set.
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The three GN models that were presented demonstrate some of the advantages of
GN. For example, detailed and individualized description of the mechanism of inter-
action among participants facilitates the software realization of MAS via an OO pro-
gramming language. Agents’ behaviors and interactions can be described in detail and
time-related characteristics can also be added.

5 Conclusion

In this paper we show that generalized nets are detailed, comprehensive and tangible
enough to be a useful tool for building multi-agent information systems. A comparative
analysis has been conducted on instruments for multi-agent modeling. The advantages
of GNs as a generalization of Petri nets variations were listed. Simplified generalized
nets which model some business processes were developed. Employing GNs, a new
model of agent-participant (buyer or seller) in MAS for electronic market simulation
was built. The analysis that was performed shows that GNs are a suitable instrument for
preliminary modeling of basic parts of large scale ACE applications before their
software implementation. Due to their features GNs might form a significant contri-
bution to the effort of bringing about widespread adoption of intelligent agents across
various areas of applications, such as economic research. Future work will include
integrating the developed models in complex models in MAS for electronic commerce.
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Abstract. This paper describes how a system currently developed can be used to
connect readers of enhanced e-books both to each other, to web resources and to
real world locations and events. A set of Natural Language Processing resources are
used to annotate relevant e-books and a framework is developed using the original
text and the annotated metadata to detect and display semantic connections within
the text and from text to relevant web data. This system can be further enhanced to
detect connections between users using common reading interests and habits, their
location in relation to locations found in text, and their reading and real world
localisation history. Users could also be able to share collected data (text and web
references, video and audio recordings, other interested readers) improving an indi‐
vidual reader experience and helping to establish a community around a particular
e-book or a real life location with literary significance.

Keywords: Social networks · Semantic links · NLP · Geographic data · e-Books

1 Introduction

Building communities of users around technologies can enhance the ways users’ benefits
from the implemented functionalities and can increase both the frequency and the dura‐
tion of usage of said technology. E-books have become a common way of experiencing
written content, the most significant contributing factor being the increasing usage of
mobile devices both for communication and for access to documents.

This paper aims to show how a currently developed system designed to add semantic
links within texts and between text and outside resources (web pages and maps) can be
further developed to build communities of users around particular E-books using discov‐
ered links (mostly of geographical and social nature).

Employing text mining techniques to improve social networks is not a novel idea.
Ever since the emergence of large networks of user contributed data (mostly text),
researchers have described methods of using that text to extract additional data about
the network and its users [1, 2]. Two areas in which Natural Language Processing tech‐
nologies have been particularly successful in enhancing a social network user experience
have been e-learning [3, 4] and consumer reviews [5, 6]. In both cases, links between
users are established based on their consumed and produced data and in both cases this
is shown to significantly increase users satisfaction and user retention.
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The novelty of our approach is in applying these techniques in a richer text envi‐
ronment, using heavily annotated texts (with both syntactic and semantic metadata)
especially including real-world geographical references. Quite often a reader feels the
need to supplement the knowledge on certain places or notorious people that are
mentioned in the book she/he reads by searching the web or visualising places on
geographical atlases (in digital or classical printed forms). MappingBooks (Fig. 1) is a
technology that facilitates these searches by pre-computing links outside the book text
itself.

Fig. 1. MappingBooks in a bird’s eye view

Installed on mobile devices, and accessible by readers on the basis of subscriptions,
the technology will enrich the texts with contextual links intended to enhance the reading
satisfaction, offering supplementary and interactive guide beyond the text itself and
making the reading entertaining and pleasant.

When comparing the proposed functionalities with those offered by other social
communities built around reading hobbits (such as Goodreads1), our approach offers a
closer connection to the actual content of the books, basing most detected connections
between users on the existing metadata previously added to the books, as described in
Sect. 4 of this paper.

The paper has the following structure. In Sect. 2 we briefly describe the way docu‐
ments are processed in MappingBooks, detailing the annotations the technology adds

1 https://www.goodreads.com/.
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to the raw text. Section 3 shows what types of semantic relations are currently added to
texts and what further efforts could be made in this regard. Section 4 describes how users
can be connected using both the viewed text content and their activity. Finally, Sect. 5
summarises the proposed development efforts and shows how they could further benefit
other systems.

2 Text Mining in MappingBooks

A MappedBook, the technological output of the MappingBooks (MB) ongoing project
is an online connected book that facilitates creation of social networks based on reading
preferences. Mentions of locations and other entity names, which the book contain, are
automatically identified and put in correlation with geographical artifacts (like maps,
coordinates, layouts) and the web. As such, the user (considered to be reading the book
while connected to the application) will be directed, at appropriate moments, towards
significant events happening in the real world in locations mentioned in the book, which
are reflected in the virtual world. Moreover, sensible to the instantaneous location of the
user, the system can locate her/his position in connection with geo-mentions contained
in the book, creating thus a more intimate relationship between the text and its readers.

Hypermaps [7] composed of background base layers with continuous cover (mainly
represented by raster data) or overlay layers, as discrete, raster and vector data, will be
associated to geonames in text, thus offering additional multimedia information, mainly
through pop-up windows and hyperlinks.

To support these functionalities, the base text is automatically processed as follows.
First, the base text is extracted from the original document (usually a PDF file which
includes images or other graphical artifacts). This step is performed by using first the
iText library, then by manually correcting the resulted text (fixing diacritics and hyphen
segmented words, removing page numbers, image captions and other additional
elements). All text extraction errors are also fixed, the quality of the resulted text being
extremely important for increasing the accuracy of the further automated processing.

The corrected text is then passed through a series of annotators: POS tagger [8], NP-
Chunking [9], NER (Name Entity Recognizer) [10] and RARE (Robust Anaphora
Resolution Engine) [11]. The result is a stand-off annotated XML document which is
then used as input for the following semantic processing.

3 Linking Entities in and Out of Text

Entities are uniquely identifiable physical/abstract things. Entity detection (i.e. finding
a string denoting an entity) and understanding (linking the string to an entry in a knowl‐
edge repository where the entity is described) takes us a long way towards understanding
the text itself, and provides additional knowledge to the reader. The detection of
geographical entities belonging to 15 classes is done by a Named Entity Recogniser [13].

External repositories, such as Wikipedia and Open Linked Data, which combine
numerous, rather stable sources of knowledge, are used to link the mentions outside the
book. This process is illustrated in Figs. 2 and 3.
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Our aim is not only to find additional information, but interesting additional infor‐
mation. The notion of interestingness, used in the fields of knowledge discovery and
text summarization, contrasts the notion of importance. Important things may be
common knowledge, while something interesting is idiosyncratic, specific to a certain
reader, unexpected and previously unknown. The following reader profiling sources are
used in our project: age, sex, profession, nationality, city and region address, musical,
reading and other cultural preferences, hobbies, etc. Profiling the user means filling in
a vector of characteristics (by using different sources agreed by the user to be connected
to the application, the least liked being direct acquisition at sign up). Then, for each
piece of online linked information a similar vector is filled in, by using contextual sources
(as given by headers, origin of sites, etc. and using bag of words and tf*idf measures).
Then, vectors of acquired pieces are matched against the user’s vector and only the best
ranked are retained.

Entity mentions in a text are said to be coreferent when they refer to the same entity.
Mentions may take different syntactical forms in a text, but the most common ones are
noun phrases built around proper nouns (named entities), common nouns or pronouns.
While reading a book, the reader continuously deciphers coreferential mentions, most of
the time without a conscious effort. Coreferential (and in general, anaphoric) relations give
a text cohesiveness, allowing a reader to connect entities between them and connect
events through their participating entities, to build the picture the author intended. The set

Fig. 2. Linking entities to Open Linked Data.
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of relations that link mentions referring to the same entity over a whole text can take the
form of a chain or a tree, with links always directed from the current mention, called
anaphor, to coreferent mentions that appeared before them in the text – antecedents [12].
Thus, to each entity that appears in a book corresponds a chain or a tree of coreferential
links, with the root usually anchored in the first mention of the corresponding entity. We
call this structure the coreference chain. Coreference chains are important for building and
synthesizing information from a book. Extracted information about the entity (e.g.
images, URL to Wikipedia or Open Linked Data) will be shared by all nodes in the chain.
It is also important to distinguish shared information from information particular to a
specific mention. Temporal or geographical coordinates, for example, may not be shared–
the same entities may appear in different locations at different times. Such information
must remain linked only to the specific mention to which it applies, based on the context.

It makes explicit the participants in events by detecting the entities to which they
refer, thus preparing the text for the event analysis phase. It is also crucial in establishing
connections between events that share participants, and it may help detect relationships
between entities [13]. Relations between different types of entities may include: people
are located in specific places, events occur at specific points in time, mutual positioning
of locations in space, spatial distances and directions, etc., as exemplified in Fig. 2.
In MB there are identified 17 types of semantic relation between entities [14], adding to
the outside text relations mentioned above.

Fig. 3. Entities and the links between them.
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4 Linking Users

As the system will gain in popularity, the possibility to connect the community of users
based on a diversity of sub-group preferences becomes interesting. Users have the option
to declare their willingness to be included in such a community, in which case shared
users’ open data and preferences (education, readings, sensibilities, music and travelling
preferences) as well as instantaneous contexts (as is the immediate location, history of
past travels or the intention to start a journey) can be used as selection criteria.

As described in the previous sections, the annotation automatically added to the text,
depending on the content, could be extremely rich. Among them there should be entities
with geographical real-world significance, institutions and notorious people, as well as
links between these entities both inside and outside the text. For registered users the
system keeps personal data, such as identification information, collections of MB books
subscripted for, instantaneous locations of devices and histories of users’ trajectories
(previous locations). Part of this information, the stable data, can be obtained, with users’
accepts, from social networks (Facebook, Twitter, LinkedIn, Google +) where they are
members, other data are typed in at registration, while the volatile, quickly changing,
data, such as location and journeys is collected during daily or sporadic use.

Adopting the trendy typology of accessibility of data from current social media
networks, here too the user’s data can be: public, restricted to classes of friends or for
personal use only. Following, is an incomplete list of types of connections that can be
established between users, based on visible data:

• If a user has declared the information on books “subscripted for” as visible, then the
system can form the user’s community current co-readers of B. A user is in this
community if MB actively changes information about B with her/him. Users of this
community would thus be able to share hot impressions on the reading B, supplement
their reading lists with similar suggestions; invite people to visit their personal
cultural forums, etc.

• The above community can be enlarged if the necessity to read the book B at the very
current moment is removed. A user is in the co-readers of B community, even if not
online, if MB knows about her/him to have been changing data about this book with
her/him at any time now or in the past.

• If a user has declared as visible the information on “instantaneous location”, then the
system can form the current co-proximity of L community. A user is in this
community if MB knows about her/him that is currently online and is physically
located in that location or in proximity of it. This type of information can create very
interesting links between readers, based on personal impressions, photos, shared real-
time descriptions.

• Again, the above condition can be relaxed if the demand to be in the location L at
this very moment is removed. A user is in the co-proximity of L community, even
if she/he is not currently online, if MB knows about her/him that has been at any
time, now or in the past, in that location or in proximity of it.

• If the location is enlarged to include points assigned to a journey, communities of
people sharing a route (track) can be formed. The community represents a
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generalisation of the MB co-proximity of L community, known as co-track of T.
A user is in this community, even if she/he is not currently online, if MB knows about
her/him that has been at any time, now or in the past, in any of the points belonging
to track T or in proximity of it. Also as above, the subcommunity of people sharing
the same track at the current moment, current co-track of T, can be formed.

• Any combination of the above species of communities can be dynamically formed
on request by the user. As such, a user can contact very constrained communities
such as current co-readers of B AND current co-proximity of L down to much less
constrained, such as co-readers of B AND co-track of T. Thus, links can be estab‐
lished between people that have common reading preferences and have pursuit
similar travelling experiences on places inspired by these lectures.

All described connections are unilaterally established from the initiating user (the
active user). They dont require any action/confirmation from the other users involved,
aș they dont make available to the original user any sensitive data (such as personal info,
search/reading history, travel history). All user data shared is only relevant in the local
context it is made available.

Since the original MappingBooks system is designed as a client-server application,
considerations have to be made with respect to the usage of the limited memory and
processing resources available on the device, the client. The features described in this
section are under development, but we believe that adding social networking capabilities
is feasible, without a major impact on processing or memory overload of the client-
server application. This is because all relevant data on users should be kept on the server,
as specific data paired with the users’ IDs. Then, after receiving from a user the type of
community asked for, they are formed by filtering conditions expressed on a common
database and only results will be communicated back to users. Actually, following
classic algorithms used in artificial intelligence that minimise the matches between data
and patterns [15], a fixed but large number of predefined communities can be updated
permanently and their retrieval made instant.

5 Conclusions

At the present moment MappingBooks offers a basic mobile app serving as proof-
of-concept for part of the functionalities described above. As an example of relevant
types of e-books the app currently offers an annotated geography manual (described in
[13, 14]). The included annotations are initially added automatically (at the surface
morpho-syntactic level), and further enhanced with manual annotation of entities and
semantic relations.

The proposed functionalities are well within the technological capabilities of current
mobile devices. The MappingBooks system and its connection facilities addresses a
diversity of possible users: from the passionate readers, people enjoying to read books
everywhere, to occasional readers, those reading only during travelling or in vacations,
from youngsters, school children and students to retired people, from adventures, those
often on route to people travelling only in their minds, who have never stepped out of
their town. Linking entities identified in text to Open Linked Data will project the book

Networking Readers: Using Semantic and Geographical Links 65



into a huge semantic space, which may contain snippets of information that would make
useful additions to the book content. Moreover, finding people with similar reading
preferences and easily establishing contacts with them will be enjoyable and rewarding.
Novels, biographies, books with historical or geographical subjects, class manuals and
travel guides are only some examples of styles that are lend of being transposed in the
MB technology.

Publishing houses could be the principal beneficiaries of the MappingBooks tech‐
nology, as it could generate increased book sales over time if correctly mastered from
the point of view of business models. A system of bonuses may also bring advantages
to publishing houses in partnership with local administration or tourism agencies, as for
instance, one that would challenge the readers to hit as many of the books places, visiting
all locations or getting through all mentioned routes. A way in which providers of
tourism services could be informed on the user’s travel interests and particular locations
and routes associated with a popular new book can also be easily imagined.

With respect to forming communities, the MB interface can be extended to include
lists of “achievements” in connection with a text. Thus, users can be automatically
upgraded for “connoisseurs” levels with respects to, for instance, tourist objectives
mentioned in text.

It is easy to imagine other ways to form communities rooted in lectures, as, for
instance, selections that intersect common readings and attended places with levels of
friendship reported by other social media, like Facebook or Twitter. Events and entities
mentioned in a book can be associated with a real-world location and a particular time
of the year (or of the day). If a history is available for users’ locations, a reader can
identify users who visited that location and/or witnessed that event at the relevant time
of the year/day.

However, there remains the problem of finding a few needles in numerous haystacks,
and putting them together into a coherent whole, or otherwise the reader will soon be
suffocated by the amount of useless information made available. Even if the text may
contain clues that can be used as constraints about what relevant information is (such as
the time frame where the entity is mentioned, the location and the general context), we
are not yet totally clear about the right way to filter the linked information.
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Abstract. This paper presents computational work to detect satire/sarcasm in
long commentaries on Italian politics. It uses the lexica extracted from the manual
annotation based on Appraisal Theory, of some 30 K word texts. The underlying
hypothesis is that using this framework it is possible to precisely pinpoint ironic
content through the deep semantic analysis of evaluative judgement and appre‐
ciation. The paper presents the manual annotation phase realized on 112 texts by
two well-known Italian journalists. After a first experimentation phase based on
the lexica extracted from the xml output files, we proceeded to retag lexical entries
dividing them up into two subclasses: figurative and literal meaning. Finally more
fine-grained Appraisal features have been derived and more experiments have
been carried out and compared to results obtained by a lean sentiment analysis.
The final output is produced from held out texts to verify the usefulness of the
lexica and the Appraisal theory in detecting ironic content.

Keywords: Semantic annotation · Pragmatic annotation · Appraisal theory ·
Automatic irony detection · Literal vs nonliteral language

1 Introduction

We present work carried out on journalistic political commentaries in two Italian news‐
papers, by two well-known Italian journalists, Maria Novella Oppo, a woman, and
Michele Serra, a man1. Political commentaries published on a daily basis consists of
short texts not exceeding 400 words each. Sixty-four texts come from Michele Serra’s
series titled “L’Amaca”, published daily on the newspaper “La Repubblica” between
2013 and 2014; usually the targeted subjects are politicians, bad social habits and in
general every trendy current event. Forty-nine texts come from Maria Novella Oppo’s
series titled “Fronte del video”, published daily on the newspaper “L’Unità” in a
previous span of time, from 2011 to 2012; the targeted subjects are usually politicians
and televised political talk shows.

The two journalists have been chosen for specific reasons: Oppo is a master in highly
cutting and caustic writing, Serra is less so. Both are humorous, both use sophisticated
rhetorical devices in building the overall logical structure of the underlying satiric
network of connections. Oppo borders sarcasm, Serra never does so. Oppo’s texts are

1 Permission to republish excerpts from their articles has been granted personally by the authors.
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slightly longer than Serra’s. In order to focus on the specific features connotating polit‐
ical satire, manual annotation has been carried out on the 112 texts using at first a reduced
version of the Appraisal Framework [1]. Following the annotation activity, a typological
classification has been produced for all the entries contained in the automatically
collected lexica (one for each author) composed of the annotated items/phrases (see also
[2, 3, 4]). The classification has been carried out using three linguistic traits: namely
idiomatic, metaphorical – these two being figurative uses – and none for the rest. This
has been done in order to set apart figurative uses the author chose for a specific item/
phrase from nonfigurative ones(see [5]). All the annotations have been done by the
second author and counterchecked by the first author.

2 Satire and the Appraisal Framework

The decision of adopting Appraisal Theory (hence APTH) is based on the fact that
previous approaches to detect irony – a word we will use to refer to satire/sarcasm – in
texts have failed to explain the phenomenon. Computational research on the topic has
been based on the use of shallow features to train statistical model with the hope that
when optimized for a particular task, they would come up with a reasonably acceptable
performance. However, they would not explain the reason why a particular Twitter
snippet or short Facebook text has been evaluated as containing satiric/sarcastic expres‐
sions. Except perhaps for features based on text exterior appearance, i.e. use of specific
emoticons, use of exaggerations, use of unusually long orthographic forms, etc. which
however is not applicable to the political satire texts [6]. These latter texts are long texts,
from 200 to 400 words long and do not compare with previous experiments.

In the majority of the cases, the other common approach used to detect irony is based
on polarity detection. So-called Sentiment Analysis is in fact an indiscriminate labeling
of texts either on a lexicon basis or on a supervised feature basis where in both cases, it
is just a binary decision that has to be taken. This is again not explanatory of the
phenomenon and will not help in understanding what it is that causes humorous reactions
to the reading of an ironic piece of text. It certainly is of no help in deciding which
phrases, clauses or just multiwords or simply words, contribute to create the ironic
meaning (see [7, 8]).

By adopting the Appraisal analysis, we intended not only to describe but also to
compute with some specificity the linguistic regularities which constitute the evaluative
styles or keys of political journalistic texts. The theory put forward by White & Martin
[1] (hence M&W) makes available an extended number of semantically and pragmati‐
cally motivated annotation schemes that can be applied to any text. In particular, one
preliminary hypothesis would be being able to ascertain whether the text under analysis
is just a simple report, a report with criticism, a report with criticism and condemnation.
In the book by M&W there’s a neat distinction between these three types of voices:
‘reporter voice’, ‘correspondent voice’ and ‘commentator voice’. Since the commen‐
tator voice has the possibility to condemn, criticize and report at the same time, and
since we assume that satire, and even more, sarcasm have a strong component made of
social moral sanction, this is our option and our first hypothesis.
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In APTH, the evaluative field called Attitude is organized into three subclasses,
Affect, Appreciation and Judgement, and it is just the latter one that contains subcate‐
gories that fit our hypothesis. We are referring first of all to Judgement which alone can
allow social moral sanction, and to its subdivision into two subfields, Social Esteem and
Social Sanction. In particular, whereas Social Esteem extends from Admiration/Admire
vs Criticism/Criticise, Social Sanction deals with Praise vs Condemn etc.2 So in our
texts we are dealing with the “commentator voice”, which may consist of authorial social
sanction, plus authorial directives (proposals), in addition to criticism. The second
hypothesis is that both commentators are characterized by a high number of Judgements
and possibily, negative ones. Then we also hypothesized that there should be an impor‐
tant difference between the two corpora, Oppo’s being the one with the highest number.
This hypothesis has been borne out by the results of the annotation as can be seen in the
distribution of categories in the tables presented below.

There are three possible strategies writers can use to produce humorous effects: the
superiority presumption, [9], relief presumption ([10, 11]) and incongruity presumption
[12]. The first speculative contribution was proposed by [13], further revised by [14, 15,
16] as a general theory of verbal humour. The hypothesis we will now formulated is
based on the contribution that our new annotation traits can bring to the detection task.
The superiority presumption assumes that the object of the ironic process be sanctioned,
so here we refer to the Judgement Social Sanction/Esteem Negative classified items of
our lexicon. The relief presumption could be based again on the use of the previous
features in addition to Positively marked features. The relief is given by laughter, i.e.
by humorous meaning which generates positive energy. This physic energy is built
anytime we need to suppress negative feelings in our psyche and every time we release
this energy, by virtue of jokes related to taboos and cultural values induced by society
(namely when we suppress the mental censorship mechanism), we experience laughter
and a psychological benefit is reached. This may be obtained by the use of figurative
language, i.e. the use of a word/phrase/expression with the opposite meaning it usually
has. Finally the incongruity presumption can be again achieved by combining Positive
and Negative Judgement/Appreciation features with strong socially related nuances. As
to the satiric discourse we rather deem the incongruity presumption [16] to be more
adequate to explain the humurous mechanism. In particular, at the heart of this approach
there is an opposition between two dimensions, and in order for a text to be processed
as humorous – in addition to the opposition feature, the dimensions have to share a
common part, so that it is possible a shift from one dimension to another. First of all we
present general data about the annotations (Table 1):

Table 1. General data about the corpus

NoSents No.Toks No.Annots
Oppo 514 14350 1651
Serra 561 14641 1849

2 As reported in M&W p. 52.
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When we collapse polarity in the two main categories we obtain the picture reported
in Table 2. below. As can be noted, differences in total occurrencies of Negative Judge‐
ments are very high and Oppo has the highest. Also Positive Judgements shows a
majority of cases annotated for Oppo’s texts.

Table 2. Annotations split by polarity

Writers JudgNegat JudgPost ApprNegat ApprPost
Serra 577 216 678 385
Oppo 824 260 442 188

On the contrary, in the Appreciation class differences are all in favour of Serra, both
for Negative and Positive polarity values. Finally, we can see that Oppo’s commentaries
are based mainly on Judgement categories and their polarity is for the majority of cases
Negatively marked. Also Appreciation has a strong Negative bias as can be gathered
from Table 2. On the contrary, Serra’s commentaries are more based on Appreciation
and polarity is almost identically biased.

3 Experiments to Validate Nonliteral Language

The first approach to better understand the semantic/pragmatic features of our texts has
been that of automatically deriving a lexicon from the annotated texts and then proceed
to some further investigation. We extracted some 3500 annotations overall, one third
has been identified as belonging to figurative language, that is idiomatic expressions and
similes, metaphors and metonymies. The remaining 2/3, i.e. 2300 has been assigned to
the neutral category NONE. However this classification was not satisfactory and so we
started detecting literal from nonliteral expressions at first using automatic procedures.
We produced a lexicon of Appraisal Categories related to lexical entries as they are listed
in the book by M&W. We came up with some 500 entries which we then used to retag
the 3500 lexical entries. We wrote a simple script that took each lexical entry, produced
the lemmata for every semantic word, and then tried to match it with the Appraisal
lexicon. The results have been very poor and we only managed to cover 10 % of all
entries. So we decided to manually retag the 2300 neutral entries dividing them up into
three subcategories: a. Literal meaning – whenever the appraisal category coincided
with the literal meaning of the entry; b. Nonliteral meaning – whenever the appraisal
category was not related to the literal meaning associated to the entry; c. Semantically
hard to compute literal meaning – whenever the meaning of the entry required some
compositional analysis to recover the literal meaning and there was not a one-to-one
correspondence between the entry and the appraisal category. We ended up by reclas‐
sifying 16 % of the 2300 None as belonging to category b, i.e. 244 new entries as nonlit‐
eral; and another 22.96 % as semantically hard, i.e. 528 entries. The new organization
of the two lexica is now as follows (Table 3):

Now proportions are reversed and literal language covers only 43 % of all lexical
entries. As to appraisal classification, lexicon values repeat the opposition we found in
counting annotations in texts: Oppo’s lexicon has a majority of Negative Judgements,
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Serra’s lexicon has a majority of Negative Appreciations. Serra’s Positive Appreciations
are almost the double of Oppo’s, whereas Positive Judgements are comparable (Table 4):

Table 4. Subdivision of lexica with fine grained Judgement subclasses

Judgmt.
Negat.

Judgmt.
Posit.

Apprec.
Negat.

Apprec.
Posit.

Negative
Esteem

Negative
Sanction

Oppo 742 275 396 181 375 363
Serra 554 214 618 343 275 274
Totals 1296 489 1014 524 650 637

In order to comply with our interpretation of commentators’ role, we expected then
to have an internal subdivision of Negative Judgement showing a high percentage of
Negative Sanction. So we proceeded in the reclassification of all Judgement lexical
entries into the new two subcategories, Sanction and Esteem. All these values are
referred to the types listed in the new lexica and they only represent potential new auto‐
matic annotations which however need to be tested on the corpus. The subdivision of
Negative Judgements between Sanction and Esteeem is strongly in favour of Oppo with
slight differences in distribution between the two classes.

3.1 Computing Nonliteral Language

We will now delve into the experimental part of the work which is strictly related to the
fine-grained classification and the subdivision of lexical entries into Literal and Figu‐
rative language, which should allow better performances as far as irony detection is
concerned (see [17, 18, 19]). We then set up our algorithm for irony detection with the
following instructions:

- SEARCH inside a sentence all annotations
- of type Judgement_Sanction_Negative
- or Judgement_Esteem_Negative
- or Appreciation_Negative
- or Emotion_Negative

- ELSE none found
END

AND
- together with annotations with the

opposite polarity, Positive
EITHER
- belonging to LITERAL type
- belonging to NONLITERAL type
output=TRUE

ELSE
output=FALSE
END

Table 3. Semantic subdivision of lexical entries

None Idiom-atic Figur-ative Non-literal Sem_hard Totals
Oppo 711 201 422 153 187 1674
Serra 816 143 449 91 341 1840
Totals 1527 344 871 244 528 3514
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where True indicates a possible condition for irony detection and False the opposite.
The combination of all the different parameters has given as a result six different outputs
which confirm all the hypothesis we put forward in the previous section.

In Fig. 1 below main differences can be found when Figurative language is used and
Negative features are involved. In particular When SocialSanction_Negative and Social‐
Esteem_Negative Figurative annotations are used together with any Negative annota‐
tions in the same sentence, Oppo’s texts show a great jump up when compared to Serra’s
– that’s the orange cylinders. On the contrary, when Only Positive Figurative annotations
are used together with any Positive annotation in the same sentence, we see that Serra’s
values are higher, light green. Using all Negatives Figurative annotations with Negatives
again favours Oppo’s texts – light blue, whereas Negatives Figurative with Positive
annotations favours Serra’s – light red.

Fig. 1. 12 experiments with new lexica (Color figure online)

This distribution of the data confirms our previous hypothesis: Oppo’s text are more
close to sarcasm, while Serra’s text are less so and just satiric. Oppo’s appraisal config‐
uration for best irony detection requires the presence of Negatively marked Judgements,
socially biased, and also with a preference for literal meaning. On the contrary, Serra’s
texts are characterized by the preference of purely Positively marked words/phrases with
a strong bias for nonliterality.

3.2 Experimenting with New Texts

We now report results obtained with held out texts for the two journalists. We ran our
automatic annotation algorithm based on the lexica created from the manual annotation
and further modified, on 20 texts, ten for each author, to verify whether the setup we
derived from our previous analysis is directly applicable to any new text or not. Oppo’s
texts contain 118 sentences, Serra’s texts contain 96 sentences. Oppo’s texts have been
automatically assigned 100 annotations; Serra’s texts, only 66. From Fig. 2 below we
have some confirmations but also some new data.
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Fig. 2. Evaluation of satire detection algorithm with held out texts

The experiments have been organized using different setups both for the lexica and for
the irony detection. At first, we used separate lexica from each corpus, then joined them
into one single lexicon made of 3514 entries. We also selected different strategies for irony
detection – which we mark with TRUE – on the basis of our previous computation. We
used all negatives – this strategy favouring Oppo – choosing those with literal meaning in
combination with all negatives. Then we selected all positives –this strategy favouring
Serra – this time choosing those with nonliteral meaning in combination with positives.
As can be clearly seen, best irony detection results have been obtained when lexica have
been joined together. However, there are remarkable differences. When we use specific
lexica we see important improvements in the number of annotations, in particular in the
case of Serra’s texts. With Oppo’s texts, we get more TRUE detection cases when Serra’s
lexicon is used compared with Oppo’s lexicon. Remember that when we use Serra’s
lexicon, we also modify our strategy for irony detection to Positive + Nonliteral. Gener‐
ally speaking, however, it is always Oppo’s texts and lexica that produce the highest
number of Judgements Negative. Strangely enough, Oppo’s texts are also characterized by
a great number of Judgement Positive, in fact the highest number. Then, contrary to expect‐
ations, TRUE decisions in Serra’s texts are determined by the Positive strategy which
obtains higher results than the Negative one. In the case of Oppo, we see a slightly higher
number of TRUE when the Positive strategy is applied.

So it would seem that this experiment does only partially confirm our hypotheses.
However we need to consider that the lexica produced from previous manual analysis
do not cover completely the new texts in that the number of automatic annotations
obtained is only a small percentage: 100/118, 66/96, i.e. not even one per sentence. On
the contrary, in the previous manual work, we had an average of 3.2 annotation per
sentence.

To improve recall, we then collected all lexical items contained in the book by M&W
and we used them with the lexicons with shallow analysis as before, and we labeled
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them all as having literal meaning in association with each appraisal category. Results
are reported in Fig. 3 below. First of all, number of automatic annotations now increased
to 103 for Serra, and 146 for Oppo: still not comparable to manual annotations but
certainly much better than before - we are now halfway from the target of 3.2 annotations
per sentence. Coming now to the new automatic classification of test texts, Appraisal
categories are divided up as follows, where N = negative and P = positive, Af = affect,
Ap = appreciation, Jg = judgement, and Sct = Sanction, Est = Esteem:

Fig. 3. Irony detection using augmented lexica

In this figure we present final results for irony detection using appraisal theory by
simply checking three possible combinations of polarity values: only Positives, marked
PP, only Negatives, marked NN and then Positives and Negatives marked NP.

As can be noticed, best results are NN combinations and as before, they are higher
in Oppo’s texts. Then come the PP combinations and finally the NP which are however
much lower. In this case, Oppo’s True cases are over 50, which when compared to
number of sentences makes almost 50 % of them. In the case of Serra’s True they only
reach 36 sentences, which is a much lower percentage when compared to number of
sentences, only 37.5 %.

Negative Esteem seems to be used a lot more than Sanction which is however used
in the opposite manner, more Positive evaluations than negative ones. Here we must
remind that we have decided to treat all new lexical entries derived from M&W as
semantically literal, but we have seen from previous analysis that this may only be true
for 40 % of all data (Table 5).
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Table 5. Classification of test texts into Appraisal categories

Authors Af N Af P Ap N Ap P Jg N Jg P Sct. Est. Sct N Sct. P Est. N Est. P
Oppo 9 11 21 27 27 40 15 22 7 8 20 2
Serra 3 3 21 27 12 20 9 12 3 6 9 3
Total 12 14 42 54 39 60 24 34 10 14 29 5

4 Conclusion

We have shown that by using the framework of the Appraisal theory it is possible to
highlight features of ironic texts and to use these features to detect satire/sarcasm auto‐
matically. The results obtained are still work in progress and we are continuing the
manual annotation work to include more fine-grained distinctions. We have been able
to show that Oppo and Serra stylistic devices are different in a significant manner, and
that this difference is clearly borne out by the categories derived from Appraisal theory.
In particular, we have succeeded in showing how Oppo’s texts constitute more cutting
political comments than Serra’s text, speaking in general terms. This stylistic charac‐
teristic is strictly derivable from and related to the use in their comments of more Judge‐
ment rather than Appraisal lexical material for Oppo, while the opposite applies to Serra.

Future work will be devoted to increase the number of experiments. In particular,
we want to try to show correlations existing between automatic and manual annotations,
using test texts where however manual verification is needed to check how many nonlit‐
eral uses have been done with the specific Attitude related categories. Annotating texts
using M&W theoretical framework is hard and it requires specific linguistic training. In
addition, classifying political commentaries requires a lot of world knowledge due to
the habit of commentators to refer to real life events and use them as a comparison to
comment on the current political issue. This aspect could be covered by accessing LOD
data and by using ground truth description to match satiric distorted ones. Another
important element that has not yet been part of the automatic evaluation is constituted
by the need to corefer events and people, again a difficult task to accomplish.
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Abstract. Search engines are getting faster and more feature-rich year by year,
striving to bring their users the information they need as fast as possible.
Bringing relevant information to the user in an effortless manner is no easy task.
The search feature set is where search engines compete to win their users and it
usually describes in what manner a search engine may be different from others.
One of the most challenging features in a search engine is to diversify the search
results in a way that each result has different meaning or different content from
others. The goal is to free the user from the burden of separating redundant
results. What is redundant for the user is the key challenge of this feature and
may have different meanings depending on the format of the information. For
text searches, user’s input is commonly used for diversification of results [1].
This input may include information like the topic of search, previous searches or
supplementary parameters asked by the engine. This paper describes a different
approach on text diversification, based on text semantics analysis and combined
with clustering algorithms. The aim is to explore how similarities from the
semantic point of view can be used to eliminate redundant texts.

Keywords: Information retrieval � Diversification � Clustering

1 Introduction

When it comes to diversifying text results the common element in each technique is the
intent to cluster the results in an attempt to optimize an objective function. The selected
text features, similarity function, clustering algorithm, as well as the objective function,
are influenced by the use cases that must be covered. The most natural way to approach
a diversification problem is to start from the requirements and to experiment with the
other variables.

The most natural way to approach a diversification problem is to start from the
requirements and to experiment with combinations of the components enumerated
above. Other solutions ensemble more than one technique to produce results that are
closer to the objective than each of the techniques alone.

A comprehensive overview on the formal definitions for search results diversifi-
cation was described in an article written by two researchers from the University of
Ioannina, Greece [2]. The article describes diversity definitions based on content,
novelty, coverage and combinations of the three. It also contains algorithms and
heuristics that can be used to achieve diversification of text search results.

© Springer International Publishing Switzerland 2016
N.T. Nguyen et al. (Eds.): ICCCI 2016, Part II, LNAI 9876, pp. 78–88, 2016.
DOI: 10.1007/978-3-319-45246-3_8



In the area of diversification based on user’s input, a group of researchers at the
Autonomous University of Madrid studied a set of intent-oriented diversification
algorithms [3] in an attempt to build a diversification framework out of them. The set of
algorithms include xQuAD, IA-Select, PIA-Select, PxQuAD and others. When intro-
ducing user’s input as a random variable, the researchers discovered an increase of
3 %–11 % in terms accuracy values, and between 3 %–8 % in terms of diversity values.

Diversification of text search results at the term level was studied by two
researchers at the University of Massachusetts [4]. For identifying relevant topic terms
inside a text, they proposed an algorithm called DSPApprox. Using algorithms like
PM-2 and xQuAD adapted to work with the terms inside a text search result, they
obtained results comparable with the results of commercial search engines. In our
group, we do diversification in an image retrieval system based on textual and visual
processing [5, 6].

The semantic diversification approach described in this paper is an attempt to
explore the advantages of text semantics when comparing similarities between them. It
uses the entities and categories found in text documents resulted from a search to
eliminate redundancy among the results. Since a statement can be formulated in multiple
ways, which mean the same thing, the plain text may not be an accurate indicator that the
search results represent something different for the user. The entities and categories,
however, are the same whenever the formulation of a statement changes.

This approach is one step further from the term-level diversification presented in
the state of the art section. The difference between terms and entities is the fact that a
single entity can be represented by multiple terms, a combination of terms, or even the
context in which the terms appear. Another difference is the fact that the semantic
diversification also considers the categories (or topics) in which the text is already
placed.

Because the semantic diversification problem can be modeled differently,
depending on the nature of the elements it works with, diversification based on entities
and categories will have their own algorithms that fit best. This paper describes a
formulation of the problem from this point of view, a proposed solution based on
hierarchical clustering algorithms and a demonstration on how such a solution can
perform.

2 Problem Formulation

To state the problem that the semantic diversification of text search results tries to
solve, there are a couple of terms that need to be defined:

• Text search result (or text for short): any document in plain text format that can be a
result of a search from a search engine;

• Entity: something that exists and can be recognized by a user as an element that has
meaning;

• Category: a label that associates a text search result to a set of text search results
which share similar meanings.
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An entity is not necessarily a word found inside the text. An entity can be contained
by a text through a synonym or it can be implied by the meaning. For example, “The
Netherlands national football team” can also appear inside a text like “Holland national
soccer team”, or it can be implied by the phrase “the clockwork orange”.

In this paper we are not going to discuss the manner in which entities and categories
are extracted from a text. Instead, we are going to focus on the part that differentiates
the text search results based on the entities that they contain. Given this approach, we
are going to assume that each text already has an associated set of entities and cate-
gories and the texts must be returned to the user grouped using the associated sets. The
groups must contain texts that are as similar as possible by meaning and each group of
texts must be as different as possible by meaning. Then it is up to the search engine
how to present the information (pick up a document from each group and present them
to the user, show the documents in groups and let the user choose, etc.). Before
defining the problem formally, we must also define a distance function that will be an
indicator of how different two texts are. From the semantic point of view, defining how
different two texts are is not an easy task, but for a starting point we can consider some
simple functions like the following:

Let S ¼ T1; T2; . . .; Tnf g be the set of texts that need to be grouped. Each text Ti
contains a set of entities and categories: Ti ¼ t1; t2; . . .; tnf g: We define:

cd : S� S ! N; cd Ti; Tj
� � ¼ Ti [ Tj

� �n Ti \ Tj
� ��� �� count distanceð Þ ð1Þ

pd : S� S ! 0; 100½ �; pd Ti; Tj
� � ¼ cdðTi;TjÞ � 100

Tij j þ Tj
�� �� percentage distanceð Þ ð2Þ

Basically, the count distance measures the number of different distinct entities and
categories between two texts, while the percentage distance measures the percentage of
different distinct entities and categories from the total number of them in the two texts.
Now that we have a distance function we can formally define our problem:

Given S ¼ T1; T2; . . .; Tnf g; a set of texts, and d, a distance function (cd or pd), find
P ¼ S1; S2; . . .; Smf g; a partition of S, such that, 8Si ¼ T1; T2; . . .; Tp

� � 2 P and

8Tj; Tk 2 Si;Pminimizes

P
j;k dðTj; TkÞ

Sij j ð3Þ

The problem above would easily be solved if m would be equal to|S|, i.e. if we
return all the text search results as they appear in the input, each one of them being a
group in itself. However, this would not be the result we need because the purpose of
the solution is to diversify the results to eliminate redundancy up to a certain level of
similarity. Depending on what the user requires in the end, certain restrictions may be
added to the problem. An example restriction can be a fixed m, i.e. restricting the
number of groups to a fixed value such that a user will receive exactly m results. Other
useful restrictions will be discussed later in this paper.
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3 Proposed Solution

The solution proposed in this paper is based on agglomerative hierarchical clustering
algorithms [7, 8] and the previously defined distance functions. Because clustering
algorithms work well with distance functions and a function to score the output, we are
going to apply the most appropriate ones to obtain the groups. There are several
reasons why hierarchical clustering is the most appropriate for this problem:

• The number of clusters can be controlled efficiently and flexibly by using any stop
condition (which is checked at each step);

• It is not restricted to numerical values (like EM, for instance);
• It does not require other structures than the data (for example, it does not require

centroids like K-Means does, which would not make sense in our use case).

The distance functions we previously defined and generically named as d can be
used for calculating the intra-cluster distances, which is useful for rating the solution of
the algorithm. The inter-cluster distance can be also obtained by using these distance
functions. Some basic inter-cluster distances can be adapted as follows:

Let S1; S2 2 2S; S1 ¼ T1; T2; . . .; Tnf g and S2 ¼ T 0
1; T

0
2; . . .; T

0
m

� �
: We define:

sl : 2S � 2S ! N; sl S1; S2ð Þ ¼ min d Ti; T
0
j

� �� �
; Ti 2 S1; T

0
j 2 S2 single� linkð Þ ð4Þ

sl : 2S � 2S ! N; sl S1; S2ð Þ ¼ min d Ti; T
0
j

� �� �
; Ti 2 S1; T

0
j 2 S2 complete � linkð Þ

ð5Þ

al : 2S � 2S ! R; al S1; S2ð Þ ¼
P

d Ti; T
0
j

� �

S1j j � S2j j ; Ti 2 S1; T
0
j 2 S2 average� linkð Þ ð6Þ

We will also note with d the inter-cluster distance, which can be any of the three
above. Rating the output of this algorithm can be done using metrics that involve the
clusters. One such metric can be the average distance inside a cluster, defined using the
intra-cluster distance function:

Let P ¼ S1; S2; . . .; Smf gbe a partition of S ðP � 2SÞ: We define:

ad : P ! R; ad Pð Þ ¼
P

d Si; Sj
� �

C2
Pj j

average intra� cluster distanceð Þ ð7Þ

4 Implementation

In order to prove the utility of the semantic text diversification solution, we created a
system which implements the data structures and algorithms previously described and
it can be used to perform experiments on a demo dataset. This system is currently
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hosted in this GitHub repository: https://github.com/andrei-micu/semantic-text-
diversification.

The final result intended for the experiments is to determine the best combinations
of intra-cluster distance function, inter-cluster distance function and stop condition that
suit the requirements of the user. Such requirements can be:

• Return only 20 results per search;
• Group the results that contain similar entities (let’s say less than 3 entities/categories

differ);
• Return only results that differ by more than 50 % in terms of entities and categories.

The dataset on which the experiments are performed is a collection of news
descriptions from RSS news feeds of main worldwide newspapers. The reason why this
set of data was chosen for experimenting is the fact that they are likely to contain news
about the same event, but written in different ways. Such cases are perfect for
demonstrating the ability of the semantic text diversification to differentiate new from
redundant information.

4.1 Architecture

The system consists of a processing pipeline that fetches the texts from the RSS news
feeds as input and outputs them grouped in clusters, along with metrics like average
intra-cluster distance and time spent for clustering. Each experiment that is run through
the pipeline has parameters like intra-cluster distance function, inter-cluster distance
function and stop condition.

Fig. 1. Overview of the process which is involved in an experiment
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Figure 1 depicts an overview of the experiment process, along with the technolo-
gies used for accomplishing each task. The first three steps are preparatory and can be
run independently from the others, as their purpose is to build the dataset gradually.
These steps can be run daily to fetch data from the RSS feeds and to store it on the local
machine.

The other two steps are responsible with the actual grouping of the texts. These
steps, which have the dataset and the parameters (intra-cluster distance function,
inter-cluster distance function and stop criterion) as input define an experiment. The
output of these steps are the grouped texts, but also information like the time spent
clustering, the number of clusters, the intra-cluster average distance of the results and
the variance of these distances.

4.2 Data Retrieval

The data retrieval component is responsible with fetching data from the public RSS
feeds of well-known worldwide newspapers. The choice for these particular newspa-
pers is purely based on the availability and licensing, which does not restrict the usage
for academic purposes. The data is retrieved using ROME Tools1, which is a library for
easily fetching, parsing and manipulating RSS feed data.

The title and description of each news entry is stored on the local machine along
with a unique ID. The ID is bound to the specific news entry in all the later steps and is
crucial for managing them along the processing pipeline.

4.3 Semantic Annotation

The following component in the processing pipeline is the semantic annotator. This
annotator takes every news entry along with its title and transforms them into RDF
structured data. This prepares the text for feature extraction by marking the entities and
categories that it contains.

To perform the annotations, the component uses a free service called Open Calais2

that converts unstructured data into RDF structured data containing entities, categories
and relations between them.

The choice to offload this work to a service is based on the fact that, as we
previously mentioned, my work is focused on clustering the results and not the pre-
processing of data. Additionally, the license of Open Calais permits the usage for
academic purposes. Another advantage of it is that the output format of the structured
data can be read by semantic frameworks and it can be further processed by them for
feature extraction.

1 ROME Tools - http://rometools.github.io/rome/.
2 Open Calais - How Does Calais Work? - http://www.opencalais.com/about.
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4.4 Knowledge Base Creation

Converting plain text to structured data would not be of great use if there would not be
tools to work with it. To load the structured data into memory as a model, the system
uses Apache Jena3, a framework for manipulating this kind of information. In this step
each news entry will get an associated knowledge graph with the entities and categories
that are present in the text.

Jena creates knowledge graphs called “Models” from each news entry that was
converted by Open Calais. These knowledge graphs are stored on the local machine as
a checkpoint in the process. Loading the RDF annotated data in a Jena Model enables
working with tools for the feature extraction step, like SPARQL.

4.5 Feature Extraction

The feature extraction is also a preparatory step, but it is run in the experiment phase
because the impact on running time is insignificant. Another reason why this step is
performed at experiment-time is the fact that it strips information from the RDF data in
the output.

Feature extraction is performed by querying the knowledge base for information
that is relevant to the similarity function. Because Apache Jena supports querying the
Model with SPARQL, this step applies a query to extract the entities and categories
using Jena’s API.

In the Open Calais output we associated the “SocialTag” entries with the entity
concept and the “cat” entries with the category concept. Because each of the two
similarity functions require the categories and entities, the feature extraction is per-
formed through the following SPARQL query:

PREFIX calais-pred: <http://s.opencalais.com/1/pred/>

SELECT ?result
WHERE {
OPTIONAL { ?subject calais-pred:name ?result }
OPTIONAL { ?subject calais-pred:categoryName ?result }
FILTER regex(str(?subject), "/SocialTag/|/cat/")
} 

4.6 Clustering

The clustering component is the implementation of the agglomerative hierarchical
clustering algorithm. Currently, it implements the cd and pd intra-cluster distance
functions, the sl, cl and al inter-cluster distance functions and stop criteria based on the
number of clusters and the maximum inter-cluster distance.

3 Apache Jena - https://jena.apache.org/.
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The intra-cluster distance functions are implemented in the EntryDistance enu-
meration and the inter-cluster distance functions are implemented in the ClusterDis-
tance enumeration. The StopCriterion class encapsulates all the parameters that must be
checked for stopping the clustering algorithm.

5 Experiments and Comparisons

The following part of this paper is composed of several experiments performed with the
system we created, along with comparisons and conclusions based on the results. The
experiments are made on a dataset consisting of around 2.000 news entries fetched
from the RSS news feeds over a timespan of one month. The news entries can be found
on the GitHub repository where the implementation is stored.

All combinations of intra-cluster distance functions, inter-cluster distance functions
and stop criteria were tested and compared based on the time spent by the whole
clustering process, the intra-cluster average distance and the variance of these dis-
tances. It is important to mention that between the count distance (cd) and the per-
centage distance (pd) there is a difference between the value intervals: cd has a value
interval of [0, +∞] (which denotes the number of different entities/categories) and pd
has a value interval of [0, 100] (which denotes the percentage of different
entities/categories).

Table 1 describes the experiments for the use case where exactly 10 results or
groups must be returned. Similar to the classic implementation of the hierarchical
clustering algorithms, the single-link and the average-link distances tend to bring most
of the texts into one cluster, leaving the other clusters with only entries that have
duplicates. Complete-link, one the other hand, groups the results more even, in the
sense that the news entries are distributed almost equally between the 10 clusters. This
fact is more evident in the percentage distance case, where the variance is significantly
lower.

Another difference between the three distances is the fact that complete-link
requires around 50 % more time than the others. This is due to the fact that the other
two distances group the majority of the entries in a single cluster and that reduces the
number of comparisons when calculating the inter-cluster distances.

Although the results do not show great differences between the count distance and
the percentage distance in this experiment, the latter one has the most impact combined

Table 1. Comparison of the results for the 10 clusters restriction

Distance function sl (single-link) cl (complete-link) al (average-link)

cd (count distance) Time spent: 229 s
Avg. distance: 1.98
Variance: 23.72

Time spent: 324 s
Avg. distance: 14.93
Variance: 23.81

Time spent: 260 s
Avg. distance: 3.38
Variance: 37.13

pd (percentage distance) Time spent: 245 s
Avg. distance: 9.79
Variance: 958.66

Time spent: 325 s
Avg. distance: 95.23
Variance: 1.48

Time spent: 262 s
Avg. distance: 9.79
Variance: 958.70
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with the complete-link distance. It appears that this combination distributes the results
the best, leading to a significantly lower variance between intra-cluster distances of
1.48 %.

Table 2 describes the same combinations of distances, but with a different stop
criterion. The criterion makes the algorithm stop when the minimum inter-cluster
distance found at one step passes a certain threshold. This also guarantees that the
intra-cluster average distance is below the certain threshold. These threshold are:
“3 different entities/categories” for the count distance and “20 % of instances are
different” for the percentage distance.

These stop criteria based on the maximum different instances are fitting well for use
cases where the focus is not on the number of results, but the actual removal of
duplicate texts. For low thresholds like the ones in Table 2, the groups are numerous
and contain only highly similar texts.

Similar to the previous experiments with fixed cluster number, the results highlight
complete-link’s need for around 50 % more processing time. The other similarity is the
fact that complete-link produces groups of more evenly distrib-uted texts, leading to
better average intra-cluster distance and variance.

As a conclusion from the experiments, the complete-link distance creates clusters
that are more evenly distributed and is a better fit for both cases, even if the numbers
sometimes show otherwise. Also, the percentage distance may give the algorithm a
better distributing behavior, mostly when the number of resulted clusters is fixed to a
small value.

6 Conclusions

Diversification of text search results using text semantics is a topic that shows great
potential in several areas of computer science. Depending on the use case, there can be
more than one solution for diversifying text considering its semantics, leaving many
possibilities to customize the behavior and to fine-tune it by both the developers and the
users. These means of identifying and eliminating redundant information has the
potential to replace or augment other techniques that are currently applied by search
engines.

Table 2. Comparison of the results for the inter-cluster maximum distance restriction

Distance function sl (single-link) cl (complete-link) al (average-link)

cd (count distance)
(stop when cd <= 3)

Clusters: 1375
Time spent: 96 s
Avg. distance: 0.08
Variance: 0.16

Clusters: 1477
Time spent: 140 s
Avg. distance: 0.09
Variance: 0.14

Clusters: 1443
Time spent: 96 s
Avg. distance: 0.09
Variance: 0.15

pd (percentage distance)
(stop when pd <= 20 %)

Clusters: 1559
Time spent: 74 s
Avg. distance: 0.27
Variance: 4.03

Clusters: 1575
Time spent: 112 s
Avg. distance: 0.24
Variance: 3.13

Clusters: 1567
Time spent: 71 s
Avg. distance: 0.26
Variance: 3.47
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The solution we proposed has fulfilled its purpose: it demonstrated that text
semantics have a powerful impact on text diversification and the usage can lead to
results that are helpful for the end user. The implementation and experiments are a
proof that the theory inside the solution can be translated into real-world systems and
that it is practical in terms of resources like memory and time.

6.1 Future Work

Future improvements on the current solution can be done by extending the current
system with more distance functions and stop criteria. These elements can be changed
to best fit a particular use case, which can increase the accuracy of the results for
targeted users.

A yet unexplored inter-cluster distance function is the average intra-cluster distance
of the two clusters union, named “average union link” and formally defined as below:

Let S1; S2 2 2S; S1 ¼ T1; T2; . . .; Tnf g and S2 ¼ T 0
1; T

0
2; . . .; T

0
m

� �
: We define:

aul : 2S � 2S ! R; aul S1; S2ð Þ ¼
P

d Ti; T
0
j

� �

C2
Pj j

;Ti; T
0
j 2 S1 [ S2 average� union� linkð Þ ð8Þ

This distance function will result in a direct optimization of the rating function
presented in the solution as “average intra-cluster distance”, since this is actually an
adaptation of it at inter-cluster level. The algorithm ran with this distance should
guarantee the minimization of the rating function because at each step it selects the pair
of clusters which can form a new cluster that has the minimum value for the rating
function.
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Abstract. Ant Colony Optimization has proven to be an efficient opti-
mization technique for solving difficult optimization problems. Nonethe-
less, the convergence of the ACO can still be prohibitively slow. We inves-
tigate how the recently proposed Restart Procedure (RP) can be used to
improve convergence of the Ant Colony System (ACS) algorithm, which
is among the most often applied algorithms from the ACO family. In
particular, we present a series of computational experiments to answer
the question about how the values of the RP-related parameters influ-
ence the convergence of the ACS combined with the RP (ACS-RP). We
also show that the ACS-RP achieves significantly better results than the
standard ACS within the same computational budget.

Keywords: Ant Colony System · Restart procedure · Travelling
salesman problem

1 Introduction

Metaheuristic optimization algorithms (MOAs) are often a useful tool if one tries
to solve a difficult optimization problem for which no efficient exact algorithm
exists [9]. The main drawback of the MOAs is often their slow convergence.
Even if an algorithm theoretically converges to the optimum, the expected time
to reach the optimal solution can be prohibitive. There are many ways to improve
the algorithm convergence or shorten the computation time. One, often applied,
concept is a restart procedure. It consists in restarting the MOA after a certain
criterion is met. In consequence, we obtain a number of, possibly different, solu-
tions from which one with the highest quality becomes the final solution to the
problem. Restarting an algorithm after a fixed number of iterations is one of the
simplest restart criteria.

Recently Carvelli proposed a generic Restart Procedure (RP) [3]. He con-
ducted a theoretical analysis of the conditions necessary for the RP to improve
the convergence of the underlying MOA. Specifically, he focused on finding the
optimal value of the restart time given the available computation time. The opti-
mal restart time is such that corresponds to the minimum failure probability, i.e.
probability of not finding the optimum.
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N.T. Nguyen et al. (Eds.): ICCCI 2016, Part II, LNAI 9876, pp. 91–101, 2016.
DOI: 10.1007/978-3-319-45246-3 9



92 R. Skinderowicz

In this work we investigate how the Restart Procedure (RP) by Carvelli [3]
can be used to improve the convergence of the Ant Colony System (ACS). First,
we conduct a number of experiments to investigate how the values of the RP-
related parameters impact the performance of the algorithm. Next, we evaluate
the performance of the ACS with the RP (ACS-RP in short) relative to the
performance of the standard ACS. The computations are performed on a set
of TSP instances from the well known TSPLIB repository. It is worth noting
that we are mainly interested in the performance of the algorithm when the
computational budget is rather small, i.e. we do not require it to converge to
the optimum. To make the work more thorough we consider both the basic ACS
and the ACS paired with an efficient local search heuristic (2-opt).

The structure of the article is as follows. In Sect. 2 a brief summary of the
related work is given. Section 3 contains a brief description of the ACS algorithm,
while Sect. 4 presents the Restart Procedure in more details. The experiments
conducted are described in Sect. 5 and a short summary is given in Sect. 6.

2 Related Work

The idea of restarting computations to improve the convergence of various heuris-
tic algorithms solving NP-hard problems is not new and is an integral part of a
more broad family of multi-start methods [11]. The main goal of the multi-start
methods is to increase diversification of the search process to overcome local
optimality [11]. The multi-start methods can be divided into memory-based and
memory-less groups. Tabu Search [7] and the Path-relinking [8] are example
methods from the first group. Simulated Annealing and the Greedy Random-
ized Adaptive Search Procedure (GRASP) [6] can be seen as example methods
from the second group. A detailed overview of the multi-start methods can be
found in [9,11].

The idea of restarting computations in case of the ACO algorithms usually
takes a form of pheromone resetting. If all pheromone trails are reset the app-
roach can be classified as the memory-less multi-start method. Otherwise, if
only some portion of the pheromone trails is reset, it can be classified as the
memory-based multi-start approach. A decision when to reset the pheromone
values is another important factor. In the most simple case the pheromone is
reset after a predefined number of iterations. The more complex ideas involve
detection of the algorithm’s stagnation, e.g. based on the diversity of generated
solutions or on the relative differences between the pheromone trails. For exam-
ple, Oliveira et al. [12] applied the restart procedure to periodically reset the
pheromone values in the Population-based ACO. The experiments conducted on
a set of TSP and Quadratic Assignment instances showed that the pheromone
resetting significantly improved results of the algorithm. Blum et al. [2] proposed
Hyper-cube Framework for the ACO in which the pheromone trails are reset to
initial values if the algorithm convergence is detected. The resulting algorithm
was competitive with the state-of-the-art metaheuristics for the Unconstrained
Binary Quadratic Programming Problem. A similar idea was used by Blum in
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the Beam-ACO algorithm [1]. The pheromone trails are reset if the algorithm
convergence is detected based on the relative differences between the pheromone
values. Guntsch et al. [10] applied the ACO to solve the Dynamic TSP problem
and compared the relative performance of a simple restart strategy with two
other strategies involving a partial reinitialization of the pheromone values. The
former proved to be efficient especially when the dynamic changes to the TSP
instance considered were relatively big, while the latter was efficient in case of
relatively small changes to the problem.

3 Ant Colony System

The Ant Colony System belongs to a family of nature inspired metahueristic
algorithms. More specifically, it is an improved version of the Ant System algo-
rithm inspired by the foraging behavior of certain species of ants [4]. Usually the
problem tackled is modeled using a complete, weighted graph G = (V,A), where
V is a set of nodes and A = {(i, j)|(i, j) ∈ V, i �= j} is set of edges connecting
the nodes. In the context of the TSP graph G is undirected and the set of nodes
V corresponds to the set of n cities, while the edges represent roads between the
consecutive pairs of cities with the edge weights equal to the distances between
the cities. In a single iteration of the ACS each of artificial ants constructs a
complete solution to the problem. An ant starts at a random node and in each
of the subsequent steps extends its partial solution with an unvisited node. An
ant selects one of the unvisited nodes based on a pseudo-random proportional
rule [4]. The rule takes into account external information about the problem,
which in case of the TSP is simply the distance between cities, and the values
of the artificial pheromone trails deposited by the ants during the algorithm
execution. The pheromone trails comprise a pheromone memory which allows
the algorithm to learn. In the ACS there are two pheromone memory update
rules – local and global. The former involves evaporation of a small amount of
pheromone from an edge’s trail each time it is traversed by an ant. The latter is
applied after all the ants have completed their solutions and involves increasing
the pheromone levels on the trails corresponding to the edges belonging to the
best so far solution. For a more detailed overview of the ACS please refer to [4,5].

4 Restart Procedure

In the present work we focus on the Restart Procedure proposed by Carvelli [3].
The main idea of the RP is as follows. Given a fixed computation time t one
has two options. The MOA can be executed once using all the available time
or it can be restarted every T < t time units (or iterations, assuming a single
iteration takes one time unit). Whether the later option is preferable depends on
the so-called failure probability of the MOA which is a non-increasing function
of the number of iterations defined as:

p(t) = P (X(t) /∈ X∗), (1)
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where f : S → R is the function to be minimized (maximized), X(t) is a
stochastic process corresponding to the state of the MOA at the time t, and X∗

as set of optimal solutions in the set of all feasible solutions S. If the failure
probability is big enough, the resulting failure probability of the MOA with the
RP decreases to zero geometrically with the number of restarts, i.e. it equals
p(T )� t

T �. On the one hand, one wants to maximize the number of restarts, � t
T �,

on the other hand, the duration T of a single MOA run (restart) should be
long enough to make p(T ) small. Carvelli [3] showed that the Restart Procedure
could be optimized by choosing for the restart time a value σ that minimizes
the function g(t) = p(t)

1
t . In practice, however, the failure probability, p(t), may

not be known, for example if the optima of are not known. Carvelli proposed
a procedure of calculating σ̂, i.e. an estimation of σ that converges to σ as the
number of the procedure steps grows.

1 for i ← 1 to r0 do
2 execute algorithm Ai until T0
3 end
4 save YA0
5 compute σ0 from Y0
6 for k ← 1 to X do
7 if σk−1 > λ · Tk−1 then
8 Tk ← fT (Tk−1)
9 rk ← rk−1

10 for replication i = 1 to rk do
11 continue the execution of Ai until Tk

12 save Ai(Tk)

13 end
14 else
15 rk ← fr(rk−1)
16 Tk ← Tk−1
17 for replication i = rk−1 + 1 to rk do
18 execute Ai until Tk

19 save Ai(Tk)

20 end
21 end
22 save YAk

23 compute σk from Yk

24 end

Fig. 1. Pseudocode of the Restart Procedure

The general idea of the RP is as follows. We start with an initial number
r0 of the MOA replications (instances) and based on the current progress we
calculate an estimation of the optimum restart time σ. Based on the estimation,
we either allow the current MOA replications to continue computations or start
a number of new replications and run them until the current replication length.
Figure 1 shows the pseudo-code of the RP. It starts with the execution of r0 initial
replications of the underlying MOA, denoted by A, for T0 iterations each (lines
1–3). In line 5 σ̂0 is computed from matrix YA0 , where i-th row of the matrix
corresponds to a sequence of T0 best-so-far solutions found by i-th replication
of the MOA in the first T0 iterations. In lines 6–24 the main loop of the RP is
performed until a predefined stopping criteria is met. In the main loop one of
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the two cases is performed based on the estimation σ̂k−1 of the optimum restart
time, σ. The first one is taken (line 7) if the current estimation of the optimum
restart time σ̂k−1 is close to the current replication length Tk−1. This could be
explained as if we were not sure if our estimation of the restart time is good
enough. In such case we increase the number of iterations per replication (line
8) to a new value Tk and allow each replication to continue computations until
Tk. In the second case (lines 14–20) the estimation of the optimum restart time
seems appropriate and a number of new MOA instances (replications) is started
and executed until the current replication length Tk = Tk−1. After each step
(loop iteration) a new estimation σ̂k is computed (line 23) from matrix YAk

,
which accumulates the progress of all rk replications of the MOA.

The estimation σ̂k of the optimum restart time (lines 5 and 23 in Fig. 1)
is equal to the smallest value of the time (iteration) when the current global
best solution was found by as many of the current replications as possible. Two
important issues remain. The first one concerns the calculation of the new repli-
cation length according to the function fT (line 8 in Fig. 1), while the second one
concerns increasing the number of replications according to the function fr (line
15 in Fig. 1). Carvelli gave the necessary requirements for the proper fT and fr
(for the details please refer to [3]) and provided the example functions, as fol-
lows. The replication length is increased according to Tk+1 = f(Tk) = q(Tk) · Tk

where

q(Tk) = c2 + C ·
√

|Ȳ (rk, Tk) − Ȳ (rk, σ̂k)|
(Ȳ (rk, Tk) + Ȳ (rk, σ̂k))/2

, (2)

where c2 and C are constants larger than one and zero, respectively, Ȳ (r, s) =
1
rΣr

i=1Yi(s) and Yi(s) is the value of the best solution found by the i-th repli-
cation of the MOA until time s. In [3] the number of replications was increased
according to rk+1 = fr(rk) = c1 · rk, where c1 > 1. In our work we use a simpler
yet still valid formula: rk+1 = fr(rk) = rk + 1, which is more suitable if the
computation budget is tight.

5 Experiments

The ACS-RP requires setting a few additional parameters. The aim of the first
part of the experiments was to better understand how the performance of the
ACS-RP changes depending on the values of the RP related parameters. The
second part of the experiments was focused on assessing the performance of
the ACS-RP relative to the ACS. A series of computational experiments was
conducted on a set of the TSP instances from the TSPLIB repository. Both
algorithms were run without and with the local search heuristic applied (2-opt).
It was dictated by the fact that the use of the LS often significantly improves
the convergence of the ACO algorithms and is often used in practice [5].

The algorithms were implemented in C++ and run on a machine with Intel
Xeon E5-2680v3 2.5 GHz CPU. The values of the ACS parameters were chosen
based on preliminary experiments: number of ants m = 20, β = 3, q0 = (n −
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20)/n, where n is the size of the problem, size of the candidates list cl = 32,
global pheromone update coefficient ρ = 0.1, local pheromone update coefficient
α = 0.01. Initial pheromone level was set to (n · Lnn)−1, where Lnn is the length
of the solution produced by the nearest neighbor greedy heuristic. For each
combination of the parameter values the computations were repeated 30 times.

5.1 Initial Number of Replications

In an ideal case the optimum restart time needed to maximize the probability of
finding the optimum solution would be known. Unfortunately in case of difficult
problems, such as the TSP, such knowledge cannot be provided a priori. The
usefulness of the RP stems from the fact that there is no need to know the
optimum restart time but it is approximated during the computations. The
algorithm starts with the initial number r0 of the algorithm runs (replications)
which are allowed to conduct T0 iterations each. From the practical point of
view, the initial number of algorithm runs r0 should be as small as possible,
especially if the computation budget is relatively small.

Fig. 2. Boxplot of the mean relative solution error vs the initial number of replications,
r0. The plot on the left shows the results for the ACS-RP with no local search used,
while the plot on the right presents the results for the ACS-RP with 2-opt local search
heuristic applied.

In order to observe how the ACS-RP algorithm performance (in terms of the
solutions quality) changes relative to the initial number of replications r0, we
run the algorithm with r0 varying from 1 to 5 (T0 = 100 in all the cases) for
a total of 6 TSP instances: 3 smaller and 3 larger. The smaller were: kroA100,
tsp225 and lin318 for which no LS used and the number of constructed solutions
was equal to 2000 · n. The larger instances were: gr666, rat783 and pr1002
for which the algorithm was run with the 2-opt LS and the total number of
constructed solutions was 500 · n. Figure 2 shows box plots of the mean solution
error (relative to an optimum) vs r0. As can be seen, there were significant
differences in the solution quality between the problem instances, the larger the
problem size, the worse the results. This is expected as the problem complexity
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(in terms of the total number of feasible solutions) increases non-linearly with
the number of nodes n. Also, please note that the use of the LS greatly improved
the quality of solutions for the larger instances, despite the lower total number of
constructed solutions. Nevertheless, in both cases the differences in the quality
depending on the number of initial replications were small. In fact, there were
only two statistically significant differences between the results for the various r0
values, according to the non-parametric, two-tailed Mann-Whitney U test with
α = 0.05. In the first case, the results for the ACS-RP with r0 = 5 for the lin318
instance were better than the results for r0 = 1. In the second case, the results
for the ACS-RP with the 2-opt LS and with r0 = 3 for the rat783 instance were
better than the results for r0 = 4.

Based on the results, the ACS-RP can be run with r0 equal to 1 but in the
following experiments we chose r0 = 2 to force the computations to differ from
the ACS even if the number of iterations is small. In fact, if the computation
budget is small there should be no benefit of using the ACS-RP over the standard
ACS.

5.2 λ and c2 Parameters

The most important parameters that govern the RP are λ and c2. To mea-
sure the effect those parameters have on the quality of solutions the ACS-
RP algorithm was run with several combinations of λ and c2 values. Namely,
λ ∈ {0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8} and c2 ∈ {1.1, 1.2, 1.3, 1.4, 1.5},
what makes a total of 45 different pairs of values. The rest of the RP specific
parameters were set as follows: c1 = 1.5 based on the suggestions in [3], num-
ber of initial algorithm runs r0 = 2, number of initial iterations T0 = 100. The
values of the ACS specific parameters were set based on the preliminary exper-
iments: m = 20 (the number of ants), q0 = (n − 20)/n, β = 3, c1 = 1.5, ρ = 0.1
(global pheromone evaporation rate), φ = 0.01 (local pheromone evaporation
rate), cl = 32 (size of candidate set). For each set of the parameters values the
computations were repeated 30 times.

A total of four TSP instances were used: kroA100, tsp225, gr666 and rat783.
For the first two instances the algorithm was run with a limit of 5000 iterations,
while the remaining two were run with the limit set to 3000 iterations but a local
search heuristic (2-opt) was used to improve the solutions generated by ants.

Figure 3 shows how c2 and λ influenced the number of replications used dur-
ing the ACS-RP run. As can be seen, the strongest effect had λ parameter which
directly influences the decision whether to increase the current length of repli-
cation (line 7 in Fig. 1) or increase the number of replications. The closer to 1
is the value of λ, the greater is the chance that the current replication length
will be increased instead of starting new replications, hence the lower number of
replications observed. Influence of c2 parameter stems from Eq. 2 which is used
to calculate a new replication length.

The more important is the question how the values of c2 and λ affect the
quality of the generated solutions. To answer the question, the results obtained
for a given pair of values were compared with the results for every other pair
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Fig. 3. Boxplots of the mean number of replications vs λ and c2.

of the parameter values using the non-parametric Wilcoxon rank-sum test (at
significance level of α = 0.05). There were 45 different combinations of values
tested, hence the maximum number of times a single pair could be better than
the rest was 44 for a single TSP instance, and a total of 4 · 44 for all four
instances considered. The summary is presented in Table 1. Clearly, there is
no single combination of values that is significantly better than all the others.
Generally, the results obtained for 0.6 ≤ λ ≤ 0.7 and c2 ≥ 1.3 were more often
significantly better than the other combinations. Based on those observations in
the subsequent experiments we set λ = 0.7 and c2 = 1.4.

Table 1. Summary of a statistical comparison between the results of the ACS-RP
with various combinations of (c2, λ) values for a set of four TSP instances. The first
(resp. second) number in a cell equals to the total number of times the results were
significantly better (resp. worse) than the results for the other pairs of parameter values
according to the non-parametric Wilcoxon rank-sum test (α = 0.05).

5.3 Algorithms Comparison

To assess how the Restart Procedure influences the convergence of the algorithm
we compared the results of the ACS with the results of the ACS-RP over a set of
the TSP instances divided into two subsets. For the first subset, containing the
instances kroA100, tsp225, lin318, gr431, d493, d657, gr666, rat783 and u1060,
the algorithms were run without a local search. In case of the second subset,
containing the instances gr431, d493, d657, gr666, rat783, pr1002, u1060, fl1400
and u2152, the local search (2-opt) heuristic was applied to improve the solutions
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Table 2. Results for the ACS and ACS-RP. Values in bold refer to a significant differ-
ence to the other algorithm according to the non-parametric Wilcoxon rank-sum test
(at significance level of α = 0.05).

Problem ACS ACS-RP

Mean sol. Mean error Calc. time Mean sol. Mean error Calc. time

value [%] [s] value [%] [s]

kroA100 21463.97 0.86 3.25 21343.10 0.29 3.13

tsp225 3962.87 1.20 15.35 3959.17 1.10 15.48

lin318 43023.17 2.37 31.90 42922.13 2.13 30.94

gr431 177860.80 3.76 57.66 177418.80 3.50 61.62

d493 37542.70 7.26 82.79 37054.80 5.86 83.33

d657 53710.80 9.81 171.30 52709.23 7.76 163.03

gr666 310277.63 5.41 162.97 310348.90 5.43 164.52

rat783 9123.20 3.60 220.72 9185.23 4.31 250.74

u1060 241888.90 7.94 467.72 241999.60 7.99 482.86

generated by the ants. In fact, the ACS is a general purpose metaheuristic and
its performance, although good, can still be significantly improved if a dedicated
LS heuristic is applied.

Tables 2 and 3 show results of the algorithms comparison. There are two
important facts worth noticing. The first one is that the local search significantly
improved the quality of the results. It is consistent with the previous research [5].
The second one is the advantage of the ACS-RP over the standard ACS in almost

Table 3. Results for the ACS and ACS-RP with the 2-opt local search heuristic applied.
Values in bold refer to a significant difference to the other algorithm.

Problem ACS ACS-RP

Mean Mean error Calc. time Mean sol. Mean error Calc. time

value [%] [s] value [%] [s]

gr431 171777.57 0.21 95.64 171434.60 0.01 92.31

d493 35109.37 0.31 131.21 35059.03 0.16 123.63

d657 49063.33 0.31 288.20 49004.83 0.19 239.00

gr666 295326.17 0.33 236.95 294744.53 0.13 222.10

rat783 8842.53 0.41 321.28 8828.20 0.25 321.53

pr1002 260681.50 0.63 533.09 260227.77 0.46 546.16

u1060 225130.83 0.46 685.33 224962.73 0.39 654.79

fl1400 20201.77 0.37 1251.29 20192.83 0.33 1288.59

u2152 64566.30 0.49 2432.08 64438.80 0.29 2418.00
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all cases. In fact, the mean error for the ACS-RP was smaller than the error for
the ACS for the six smaller TSP instances and only slightly above for the three
largest instances. It is an expected result because the increase in the problem
difficulty could not be compensated by the linear growth of the computational
budget, i.e. the number of generated solutions, equal to 1000 · n, where n is the
size of the problem (number of cities). The results for the ACS-RP with the
LS were better in all the cases despite the larger size (up to 2152 cities). The
use of the LS, even as basic as the 2-opt heuristic, greatly improved the ACS
convergence, hence the computational budget was enough for the ACS-RP to
gain advantage from the multiple replications of the ACS. Although, similarly
to the previous case, the difference between the results diminished as the size of
the problem grew.

6 Conclusions

The experiments conducted confirm that the Restart Procedure is an efficient
metaheuristic that can be successfully applied to improve the convergence of the
ACS. In almost all cases the results obtained were significantly better relative
to the standard ACS, both with and without the local search applied. However,
for the RP to improve the results the computational budget (time) has to be
large enough to allow the RP to find a good estimate of the optimal restart
time. The efficiency of the RP depends also strongly on the values of λ and c2
parameters which directly influence the calculation of the restart time (equal to
the replication length).

It is worth noting that although the RP has little impact on the computation
time it increases the memory complexity of the whole algorithm because all the
replications of the underlying MOA have to be kept in memory. It may become a
problem for many of the ACO-related algorithms which use a pheromone matrix
whose size in case of the TSP is at order of O(n2). A possible solution could be
to use the ACS with a selective pheromone memory whose size could be made
much smaller (even linear) without sacrificing the quality of results [13].
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Abstract. This paper presents a differential cryptanalysis attack on the
Fast Data Encipherment Algorithm (FEAL4 ) reduced to four rounds,
using an Evolutionary Algorithm (EA). The main purpose of the devel-
oped attack is to find six subkeys of the encryption algorithm, which will
be used to decipher the captured ciphertext. Furthermore, an additional
heuristic negation operator was introduced to improve local search of EA.
The algorithm is based on a chosen-plaintext attack. In order to improve
an effectiveness, the attack uses the differential cryptanalysis techniques.
The results of the developed algorithm were compared against a corre-
sponding Hill Climbing (HC ), Simple Evolutionary Algorithm (SEA)
and Brute Force (BF ) attacks.

Keywords: Differential cryptanalysis · Evolutionary algorithm ·
FEAL4 · Cryptography · Hill climbing

1 Introduction

A high level of security has become a standard for every IT system [1]. Secu-
rity norms should be characterized by appropriate integrity, availability and
confidentiality of information. It is not only associated with the data storage,
but also with its processing and computation [2]. Over time, special encryption
algorithms, such as the Advanced Encryption Standard (AES ), were developed.
They fully satisfy mentioned above security requirements. Cryptography does
not aim to obscure information itself from unauthorised access, but process it to
such form, that it is only readable to the sender and the proper recipient [3].

The application of cryptography is closely associated with the concept of
cryptanalysis. It involves on using appropriate mathematical methods to demon-
strate whether given cipher or cryptographic system afford sufficient protection
[4]. It usually consists in guessing a valid decryption key or a set of subkeys
which can be used to decipher the intercepted ciphertext.

Increasing complexity of modern ciphers require advanced cryptanalysis. It
takes more processor capacity, which significantly extend their memory con-
sumption and performance. Computational intelligence (CI ) is becoming more
c© Springer International Publishing Switzerland 2016
N.T. Nguyen et al. (Eds.): ICCCI 2016, Part II, LNAI 9876, pp. 102–112, 2016.
DOI: 10.1007/978-3-319-45246-3 10
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popular as an optimization tool in recent years. It based on nature and artifi-
cial intelligence (AI ) methodologies. These kind of metaheuristics are addressed
to various optimization problems, also in the computer security. Over the past
few years, there have been many publications, which concern the application
of diverse evolutionary methods to optimize currently applied ciphers. Many
of them are used in cryptanalysis such as EA and GA [5–8], Particle Swarm
Optimization (PSO) [9,10], Ant Colony Optimization (ACO) [11,12] and Sim-
ulated Annealing (SA) [13]. The current advances in the analysis of symmetric
block ciphers cryptanalysis have been summarized of many thoroughly surveys
and reviews [14,15]. The interest of evolutionary computation techniques, in the
field of cryptology, is becoming more popular, although there are many problems
that should be addressed.

The attack proposed in this paper uses the most popular metaheuristic opti-
mization algorithm used in cryptology – EA. This type of algorithm operates
on a finite set of individuals, known as the population [16]. Each individual is
characterised by a certain numerical value called fitness. It defines the quality of
the solution and it is calculated on the basis of a special fitness function (Ff ),
appropriately selected for the given problem [16]. EAs are nature inspired and
they use operations such as natural selection, reproduction and mutation. More
detailed information about EAs can be found in [16,17].

The proposed attack tries to find the six 32-bit subkeys which are used to
decipher an original ciphertext intercepted earlier. The algorithm is based on
a chosen-plaintext attack, which assumes that the cryptanalyst has access to
the encryption algorithm. It is helpful to preview and analyse the ciphertexts
generated by him on an ongoing basis [4]. The attack applies some differen-
tial cryptanalysis methods. In order to achieve better EA functional quality, an
additional heuristic negation operator was introduced.

The next section of this paper contains the formulation of the problem. The
third section describes basic concepts of differential cryptanalysis for FEAL4
cipher. The fourth section presents the proposed negation EA attack (NEA).
The fifth section contains experimental study and comparison to the HC, SEA
and BF attacks. Last section concludes the paper and highlights the direction
of future work.

2 Fast Data Encipherment Algorithm

The FEAL4 cipher was developed by Shimizu and Miyaguchi in 1987 [18]. At
first the algorithm was defined as FEAL, but later it was expanded by extra
rounds and the original name has been changed to FEAL4. The authors were
looking to create a stronger, faster and simpler cipher than the Data Encryption
Standard (DES ) used at that time [19]. Each round of the algorithm was to be
stronger. FEAL4 does not use any permutations or tables, it is only restricted
to simple bit operations such as exclusive disjunctions (xor) and cycle shifts [19].
After a few years it was discovered that the algorithm is not so secure after all.
Only the version with the number of rounds increased to 16 or 32 is on par with
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DES ’s security [19]. The FEAL4 cipher has a significant impact for developing
differential (DC ) and linear cryptanalysis (LC ) [20].

The presented encryption algorithm is a four round symmetric block cipher,
which operates on a 64-bit blocks of data and uses a 64-bit key [18]. This paper
describes a modified version of the FEAL4 [20]. To increase problem complexity,
the key will be divided into six 32-bit subkeys. The original version uses twelve
16-bit subkeys. The full description of the modified encryption algorithm is pre-
sented in [20]. It will not be necessary to discover the original 64-bit key, obtain-
ing all subkeys will be sufficient to decrypt given ciphertext. More information
about subkeys and their generation is described in [18]. The whole encryption
process of the modified FEAL4 algorithm is presented on Fig. 1 [18].

ff
Plaintext

ff ff ff ff
Ciphertext

K0 K1 K2 K3

K4

K5

Right

Left

Fig. 1. FEAL4 ’s encryption algorithm.

At first the 64-bit block of plaintext is split into two 32-bit parts. The left-
hand side part is xored with subkey K4, the right one with K5. Then the left and
right parts are xored together to create a new right-hand side part. The newly
generated fragment, with the left part, go through four cycles (rounds) of the
encryption algorithm. In each cycle, the right-hand part is xored with 32 bits of
the round subkey and subjected to the round function f . Once processed, the
result is xored with the left part of data block. At the end of the cycle, the left
and right parts are swapped. After all four cycles, the last right part is xored
with the left one and later concatenated with this left part. A 64-bit block of
ciphertext is generated [20].

2.1 Round Function f

The FEAL4 ’s round function f is presented on Fig. 2. A 32-bit portion of data
is passed as input. Data block is split into four 8-bit parts (x0, x1, x2, x3). They
are xored and passed to G0 and G1 functions as shown on Fig. 2 [18].

Functions G0 and G1 have been defined with the following expression:

Gx(a, b) = (a + b + x(mod256)) ≪ 2, (1)
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x1

x2

x3

x0 y0

y1

y2

y3

G0

G0

G1

G1

Fig. 2. FEAL4 ’s round function f .

where the ≪ operator signifies a cyclical shift to the left. It is possible to
determine:

y0 = G1(x0 ⊕ x1, x2 ⊕ x3), (2)

y1 = G0(x0, y1), (3)

y2 = G0(y1, x2 ⊕ x3), (4)

y3 = G1(y2, x3). (5)

Concatenation of the above values (y0, y1, y2, y3) yields a 32-bit value for
round f function.

3 FEAL4 ’s Differential Cryptanalysis

DC was developed by Biham and Szamir in 1990 [21]. It is directed for symmetric
block ciphers attacks. Next to LC, it is used as a basic tool for finding loopholes
in modern encryption algorithms and cryptographics systems [20]. DC compares
pairs of ciphertexts, generated from encryption process of plaintexts pairs which
differ in a certain particular manner [21]. For the FEAL4 cipher, the difference
between plaintexts is determined using the simple xor operation. Both plaintexts
are encrypted using the same key and the differences between them are analysed
in subsequent cycles of the encryption algorithm [19]. It does not matter what
texts are used, they can be generated randomly. They have to be related by a
given difference. Unfortunately, according to a cipher, differential cryptanalysis
requires large collection of chosen plaintext pairs to be effective.

Encryption algorithms contain some non-linear elements. In the described
cipher case, it refers to round function f . It is not possible to find any formula
or pattern which would predict the next value of that function. It is worth
pointing out, that a function of this type should not be able to generate any
pseudo-random values, because it would be irreproducible, which means that it
would not be possible to decipher generated ciphertext.
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Every difference has a certain probability, which determines how often the
f function will return expected value. This type of differences will be termed
as characteristics. Determining the probability for each difference entails the
generation of whole tables of characteristics. It can be used to determine the
most probable subkeys [21].

In the presented NEA attack only one characteristic is used, but with high
probability. This refers to any pair of input plaintexts with a difference of
0x80800000. For this value round function f always returns 0x02000000 [20].
A detailed explanation about high probability of this characteristic is described
in [20] (Problem 28). It can be wrote as:

Y = Y0 ⊕ Y1 = 0x80800000, (6)

Z = f(Y0) ⊕ f(Y1) = 0x02000000, (7)

where Y0 and Y1 are two blocks of data, which are passed to the round function
f , Y is the difference between blocks Y0 and Y1, whereas Z constitutes the
difference between the function values for each block.

4 Proposed NGE Attack

When the characteristic with an appropriately probability is found, a differen-
tial cryptanalysis process may be performed. Figure 3 depicts the encryption
algorithm once again, but with differences between data blocks on every step of
the cipher [20]. The plaintexts can be generated randomly, but with properly
difference between them:

ff
Plaintext

ff ff ff ff
Ciphertext

K0 K1 K2 K3

K4

K5

0x80800000

0x80800000

0x00

0x00 0x00 0x00 0x00 0x00

−

C0L ⊕ C1LZ

Y
C0R ⊕ C1R

�

�

�

♦

♦ − 0x808000000x00000000 −0x02000000

Fig. 3. FEAL4 ’s differential analysis.

The attack uses differences between blocks, that is why it is necessary to
perform the xor on subkeys too. Their value will always be 0x00. Predicting the
result of each operation is possible up to the third round of the algorithm, when
0x02000000 is passed as input for the round function. It is not possible to clearly
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determine the value of the f for this difference. This problem can be overcome
approaching from the end of the algorithm, analysing generated ciphertexts.

Analyzing pairs of obtained ciphertexts allows to determine:

Y0 = C0L ⊕ C0R , (8)

Y1 = C1L ⊕ C1R , (9)

Z = (C0L ⊕ C1L) ⊕ 0x02000000. (10)

The first of the subkeys K3, can be easily determined from the expressions
presented above. Usage of a typical brute force algorithm can require check-
ing of all 232 possible subkeys, which constitutes approximately 4 294 967 296
combinations. In this situation EA can be used as a great optimization tool.

An individual, hereinafter referred to as a chromosome, represents one 32-bit
subkey inside an entire population of potential solutions. Initially the population
comprises N randomly generated subkeys. With subsequent iterations and the
genetic operators, population will evaluate in order to improve the quality of
solutions. The function, adjusted to the proposed cryptanalysis attack, is defined
as follows:

Ff =
n∑

i=0

H((f(k ⊕ Y0i) ⊕ f(k ⊕ Y1i)), Zi), (11)

where H is the Hamming distance, f is the round function, k is the currently
tested subkey under evaluation, n is the number of generated ciphertext and
plaintext pairs. Ff determines the number of differences between the value
obtained from the round function and the known Z difference determined on
the basis of ciphertexts. The lower value of Ff corresponds to the higher-quality
individual.

When the initial population is generated and all individuals are assessed,
the evolution process begins. This process comprises three genetic operators,
such as selection, crossover and mutation. In the proposed attack, to improving
local searches, an additional heuristic negation operator was introduced. This
operator is activated after crossover and mutation. The execution of all genetic
operations leads to a new population of chromosomes, which is assessed anew.
This process is repeated until a certain number of iterations is reached or a
satisfactory result is obtained. Additionally, it was decided to save the best fit
individual in a population.

In NEA attack, it was decided to use tournament selection, which aims to
select two parents for the crossover process. Chromosomes are selected randomly
for each tournament, out of which the leader becomes the first parent. The
remaining individuals are returned to the population. This process is repeated
in order to select next candidate for crossover.

A single point crossover operator is applied to selected parents. The crossover
point is randomly choosen in the 1 to 31 range. The chromosomes are cut at
that point and they exchange their genetic material between each other. The
new offspring is subject to the mutation operator. It randomly selects one gene
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of the chromosome, which is xored with the corresponding bit from the second
individual. The heuristic negation operator is activated last. It entails negating
each bit of the chromosome, with a certain probability Pn, and remembers the
most favourable variant.

A full cryptanalysis attack activates EA four times, in order to discover the
K0 – K3 subkeys according to Fig. 3. The remaining two K4 and K5 subkeys
are determined using the simple xor operation. The algorithm reduces the set
of possible solutions and later, using detailed local search (heuristic negation
operator) tries to find a valid subkey for each algorithm’s round.

5 Experimental Results

All algorithms were implemented using the C++ programming language and
were executed on a computer equipped with an Intel i7 processor clocked at
2.1 GHz. All plaintexts were generated randomly. The maximum number of iter-
ations (generations) for all attacks was set to 70. The proposed NEA attack was
compared to hill climbing (HC ), a simple - without any additional operators -
evolutionary algorithm (SEA) and the brute force (BF ) approaches. When men-
tioned HC attack finds a better solution it goes to the next iteration and starts
local searching again from the beginning of the subkey. For each compared algo-
rithm a population consisted of 30 chromosomes. For NEA and SEA attacks the
crossover probability Pc was set to 0.8, the mutation probability Pm to 0.02.
The additional heuristic negation operator, used in SEA, has its own probability
Pn = 0.35. The population leader was saved and was moved to the offspring
population in each generation. For each run 30 pairs of plaintexts were gener-
ated. Also the number of checked keys have been counted for every experiment.
Subkeys were generated randomly.

Table 1. Ff values for EA with additional heuristic negation operator (NEA)

ID Minimum Median Average Maximum Standard
devia-
tion

Checked
subkeys

Correct sub-
key

Iteration

1 0 120 169.63 375 131.12 28086 2837813671 53

2 0 169 190.37 436 146.46 21526 169015406 37

3 0 303 244.4 394 139.48 9756 2627704252 18

4 18 273.5 238.3 410 142.76 38294 1562400545 70

5 0 173 179.17 371 123.49 16290 4037332048 31

6 0 87 167.4 409 133.65 22256 596189050 40

7 0 123 163.47 411 124.06 30476 3773544206 58

8 0 122 177.3 413 143.54 17724 2262932401 34

9 0 132 186.97 404 141.54 14826 931539171 27

10 14 81 155.97 374 126.57 36630 4132119337 70
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Table 1 presents results of NEA algorithm. It contains statistics with infor-
mation about the valid decryption subkey, total number of checked keys during
algorithm execution and iteration where the best chromosome was found. Pre-
sented experiments were selected randomly. 80 % of tested subkeys where suc-
cessfully broken with NEA attack. In the 4th and 10th experiment we can see
algorithm convergence. The attack was not able to leave the local optimum.

Table 2. Ff values for simple EA attack (SEA)

ID Minimum Median Average Maximum Standard
devia-
tion

Checked
subkeys

Correct sub-
key

Iteration

1 59 310 302.97 423 86.1 2100 2837813671 70

2 219 349 336.67 435 55.37 2100 169015406 70

3 80 294 284.63 407 95.88 2100 2627704252 70

4 32 318 301.57 426 109.23 2100 1562400545 70

5 159 328 301.77 445 104.88 2100 4037332048 70

6 113 351 315.57 425 106.05 2100 596189050 70

7 50 297 278.43 411 111.92 2100 3773544206 70

8 94 321 288.03 391 97.15 2100 2262932401 70

9 185 350 327.5 434 76.32 2100 931539171 70

10 41 343 309.8 411 102.939 2100 4132119337 70

Table 2 juxtaposes results of SEA attack. Simple EA did not find any valid
subkey. In each experiment 2100 subkeys where checked. SEA algorithm does
not work well without the additional heuristic negation operator.

Table 3. Ff values for hill climbing attack (HC )

ID Minimum Median Average Maximum Standard
devia-
tion

Checked
subkeys

Correct sub-
key

Iteration

1 67 148 182.23 315 72.76 120336 2837813671 70

2 99 194 213.7 362 83.78 121934 169015406 70

3 43 226 214.33 337 72.45 122622 2627704252 70

4 83 258 237.73 331 75.04 121618 1562400545 70

5 133 275 258.37 310 54.54 122564 4037332048 70

6 47 199 203.77 321 72.28 121926 596189050 70

7 20 197 202.2 321 86.8 121632 3773544206 70

8 85 219 219.3 384 87.46 122106 2262932401 70

9 104 183 204.87 344 67.76 121514 931539171 70

10 35 212 212.9 368 88.26 123158 4132119337 70



110 K. Dworak and U. Boryczka

Results presented in Table 3 refer to HC algorithm. Similarly as it was in the
SEA attack, the HC algorithm was not able to find any valid subkey. In each
experiment it checked around 120000 subkeys. Values of the Ff are much better
than in SEA algorithm but still inadequate to find the perfect subkey. The brute
force attack (BF ) always starts from 0 and checks all possibilities until it find a
valid solution or reaches the last 232th subkey.

Comparing all presented algorithms and their results can be helpful to easily
notice, the proposed NEA algorithm with additional heuristic negation operator
was the most effective one. The total number of checked chromosomes was not
higher than 40000 which is 0.001 % of all possible subkeys. High values of the
standard deviation are caused by small set of plaintexts and ciphertexts pairs
differences. 30 pairs were sufficient to find valid subkeys.

The proposed attack, in each algorithm’s round, finds three different subkeys
with value of Ff equal 0. Usage of all these subkeys allows to generate next three
solutions for next rounds. Following this line the presented NEA algorithm is able
to find a set of solutions which consisted of 81 possible combinations of subkeys.
All of these combinations can be used to decrypt the captured ciphertext.

All implemented algorithms can be tested on an online web platform on the
following website: http://heucrypt.azurewebsites.net/.

6 Conclusions and Future Work

This paper presents differential cryptanalysis attack extended by EA with an
additional heuristic negation operator, directed to ciphertexts encrypted by the
FEAL4 cipher. The main purpose of the exploiting algorithm is to find six 32-
bit subkeys useful to decrypt a full encrypted message. The proposed attack was
compared with brute force (BF ), hill climbing (HC ) and simple EA (SEA) -
without any additional genetic operator or steps - approaches. The presented
attack turned out to be the best from all algorithms. The NEA checks a much
smaller number of possible subkeys in contrast to a simple brute force exhaustive
attack or HC algorithms. Developed attack looks for one subkey per execution,
so the avalanche effect, common in symmetric block ciphers, is eliminated. The
other subkeys are obtained in next cipher cycles.

Also the proposed algorithm was able to find 81 combinations of subkeys for
each ciphertext. Every obtained set of six subkeys was tested and can be used
to decrypt the proper ciphertext.

The differential cryptanalysis evolutionary attack should be tested on more
complex block ciphers like FEAL8, FEAL-NX or the well known DES, where
differential cryptanalysis processes are more advanced. Also we aim at designing
any adaptive techniques used to modify EA parameters during execution. Other
metaheuristic alternatives can be used in this optimization problem such as Par-
ticle Swarm Optimization (PSO) or Differential Evolution (DE ). Also another
computational learning technique like Machine Learning (ML) can provide some
interesting results.

http://heucrypt.azurewebsites.net/
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Abstract. Recommendation systems have become an integral part
of e-Commerce websites, as they facilitate the user’s decision-making.
To improve the performance of these systems, new techniques are pro-
posed. One of them is the use of the heuristic algorithm, which learn the
user’s preferences and provide tailored suggestions. In this article the
application of the Differential Evolution algorithm (DE), with a view to
creating neighborhood in a Recommendation System, based on the col-
laborative filtering technique, will be presented. To this end a modified
Euclidean metric, which (taking into consideration additional weights
found by DE) generates the closest neighborhood for an active user, is
used. The results of the experiment are compared with the linear measure
of similarity Pearson’s correlation.

Keywords: Recommendation systems · Collaborative filtering ·
Differential evolution

1 Introduction

Nowadays we experience a rising trend within the area of obtaining and analyz-
ing information. Customers who browse an online shop website are not capable
of familiarizing themselves with all offered products, and new products are added
on a daily basis. Taking into consideration this congestion of information and
problems it breeds, new recommendation systems were proposed. Naturally, the
aim of these recommendations is not only suggesting products that the potential
customers might find interesting, but also increasing the sales in a given shop.
These recommendations have already been successfully introduced on such web-
sites as: Amazon or eBay, and help users to take a decision [1].

However, together with the development of these systems and a will to
improve their quality, it became more and more clear that making recommenda-
tions exclusively on the basis of users votes made out for given items may prove
insufficient. It is related to the fact that other interrelations may occur between
system users and while generating neighborhood (selecting similar users) it is
also worth to take into consideration other attributes (for instance age, gender
or occupation). The problem is that for some users certain attributes may be of
a greater importance than for others.
c© Springer International Publishing Switzerland 2016
N.T. Nguyen et al. (Eds.): ICCCI 2016, Part II, LNAI 9876, pp. 113–122, 2016.
DOI: 10.1007/978-3-319-45246-3 11
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Therefore, our aim was to create a system that would define the similarity
between users, not only on the basis of users votes made out for a given item,
but also through the application of a modified measure of similarity that would
additionally allow for the weights of particular attributes for a given user during
the process of creating recommendations. To this end the differential evolution
algorithm was implemented, the aim of which (within the process of searching for
a solution on training data) was to adjust these weights for an active user of the
system. Subsequently, these were used on a test set to create neighborhood and
generate recommendations, and their results were compared with an approach
using the Pearson’s correlation coefficient. It is important to emphasize that an
active user of the system is a user for whom the recommendations are generated
and who in this article is defined as Active User A.

The use of heuristic algorithm in this paper is dictated by desire to improve
the speed of finding the appropriate weights, which then can be used to generate
a better recommendation for active user. This idea has been taken from [2,3]
where Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) has
been used for this purpose. GA mimics the process of natural selection and
was invented by John Holland in the 1960s [4] and PSO is algorithm that is
inspired by the social behaviour of bird flocking [5]. In this article [6] we can
find usage of Genetic and Memetic algorithms for building user based clustering
models. Also heuristic graph-based recommendation systems have been tested in
[7], where authors used Ant Colony Optimization (ACO) [8] for student courses
recommendation.

The remaining part of the paper is organized as follows: the next section
presents basic information about collaborative filtering. The third section shows
how neighborhood can be found and presents types of similarity measures in
Recommendation Systems. The fourth section provides elementary informa-
tion about differential evolution (individuals, population and operators). The
fifth section presents the fitness function and how it is calculated, whereas the
sixth section shows how a recommendation process works. Section number seven
presents experiments and results. The final, eight section concludes our research
work and possible future work is discussed.

2 Collaborative Filtering

Recommendation systems usually produce recommendations throught collabora-
tive or content-based filtering. Content-based filtering recommends items based
on keywords or attributes used to describe items and collaborative filtering (user-
based) is suggesting new items to a defined user, based on opinions of different
users that are similar to him. The origin of this method is a simple observation
which assumes that the probability that people who have similar tastes or pref-
erences will take a liking to similar items is higher. Algorithms applied within
this method can be divided into two main categories:

• memory-based - Within this approach an entire set of users, who have a sim-
ilar record of votes, is defined on the entire data set, by means of statistical
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techniques. Subsequently, after creating neighborhood for an active user, prefer-
ences of neighbors are connected, with a view to generating recommendations,

• model-based - Within this approach, on the basis of data exploration techniques
and machine learning, an appropriate pattern is created on training data, which,
afterward, is conveyed onto real data,with a view to defining a proper prediction.
Majority of models are based on classification or clustering [9].

Collaborative filtering algorithmsusually describe the relationship between the
user and the item as a vote matrix of m × n dimensions, in which every row corre-
sponds with user’s vote for a given item. Apart from the very votes, it can include
additional information, both about the user and the items he rated (Table 1).

Table 1. Utility matrix user/item completed with additional attributes for the users.

Additional user features User/item Item 1 Item 2 Item 3 Item 4

gender: M, age: 24 user 1 3 4 3

gender: F, age: 17 user 2 5 3

gender: M, age: 44 user 3 2 3 2 2

gender: F, age: 54 user 4 2 1

3 Neighborhood and Similarity Measure
in Recommendation Systems

One of the crucial elements of collaborative filtering is finding “neighborhood”,
so a group of like-minded users. To this end very often various statistical methods
are applied, which define the degree of similarity between given users. The ele-
mentary similarity measure, used within this technique, is Pearson’s correlation
coefficient, which defines the level of linear relationship between random vari-
ables. In our case we will analyze the interrelations between users and therefore
we will apply the following formula:

wu,v =
∑

i∈I(ru,i − r̄u)(rv,i − r̄v)
√∑

i∈I(ru,i − r̄u)2
√∑

i∈I(rv,i − r̄v)2
, (1)

where ru,i denotes the rate i-of this item by the user u, and r̄u is the mean for
collaboratively rated items by the user u.

Subsequently, on the basis of the calculated correlation, we can define the
size of neighborhood, so a certain subset of users, who are most similar to the
active user. It is possible to apply a value threshold here, above which users have
to be to get included in the neighborhood.

As part of the next stage predictions about particular items i are calculated
for active user A. To this end weighted sum of all votes for a given item is
calculated, according to the formula:
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PA,i = r̄A +
∑

u∈U (ru,i − r̄u)wA,u
∑

u∈U |wA,u| , (2)

where ru,i is the vote of user u for item i, r̄A and r̄u are the vote mean for user
A and user u from collaboratively rated items. wA,u is the correlation coefficient
between user A and u.

A different means of defining similarity between users is calculating the
Euclidean distance, according to the following formula:

Euclidean(A, j) =

√
√
√
√

n∑

i=1

(xA,i − xj,i)2, (3)

where A is an active user for whom we generate recommendations, j defines
the user who has the same items as user A, xA,i, xj,i are values (votes) for a
particular item made out by user A and user j, i is the same item users A and
j have rated, while n defines the number of the same products the users have.

However, we can also add additional features to this computation. The
Weighted Euclidean distance used in this paper includes additional user features
f and their weights wf .

WeightedEuclidean(A, j) =

√
√
√
√

n∑

i=1

z∑

f=1

wf (vA,i,f − vj,i,f )2, (4)

where A is an active user for whom we generate recommendations, j defines the
user who has the same items as user A, n defines the number of items both users
have, z is a total number of features, wf is the weight of feature f for user A and
vA,i,f is the value of feature f on the item i for user A. Before this calculation
is done the profiles values need to be normalized and lie between 0 and 1. Also
the sum of all weights for z features should be equal to 1.

Before calculating the correlation between the two users it is also crucial to
pay attention to the number of shared items that are taken into consideration
while calculating it. It is connected with the fact that, e.g. if two users rated the
same two movies the same way and it is the only two movie they both rated, then
such correlation in Pearson’s measure will equal 1. Therefore, it is a very strong
correlation between these users, which, however, can prove untrue and very likely
lead to poor recommendations. In order to prevent similar situations (lessen
the probability of their occurrence), the MCI (Min Common Item) parameter
was introduced, which defines the minimum number of items both users rated,
which, in turn, is needed to calculate the correlation. Users who do not have
the required number of shared items with an active user are, therefore, excluded
while creating neighborhood.

4 Differential Evolution

Differential Evolution is an evolution technique introduced by K. Price and R.
Storn [10]. It was prepared, first and foremost, for the optimization of continuous
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functions, therefore, individual is a certain vector of real numbers. The number of
elements in the vector equals the number of dimensions, which is, at the same time,
the potential answer. The individual can be presented in the following way:

xi = {xi,1, xi,2, ..., xi,j}, j = 1, 2, ..., g, (5)

where j is the number of the independent variable of the vector xi and g is the
number of dimensions.

Similarly as in the evolutionary algorithms, at the beginning we initialize a
certain initial population, which, after some time, owing to the application of
operators, is changed. The population comprises NP (number of individuals in
population) vectors xi and can be defined in the following way [11]:

S = {x1, x2, ..., xm},m = 1, 2, ..., NP, (6)

4.1 Operators in DE Approach

In the Differential Evolution algorithm we distinguish two basic operators:

• Mutation - For every individual from the S population, a new individual is
created and added to the mating pool V. Mutation is the main operator here
and is conducted prior to crossover. Creating a new individual can be expressed
by the means of the following formula:

vi = xr1 + F (xr2 − xr3), (7)

where r1, r2, r3 are three randomly generated identifiers of individuals from
the S population, and parameter F is an amplification factor, where 0 ≤ F ≤
1. This mutation strategy is called DE/rand/1/z.

• Crossover - Then using the crossover operator a new ui individual is created,
which is created through the connection of the genotype of parent xi from
population S, and an individual created as a result of the application of the
mutation operator vi from population V . What is also applied here is the
CR parameter, which is introduced by the system user and is responsible for
the crossover probability, which is a number generated form the [0, 1) open
interval. Rand(j) is a generated random number also from the [0, 1) interval.
This process can be expressed according to the following formula:

ui,j =

{
vi,j if(rand(j) ≤ CR)
xi,j otherwise

(8)

Then the value of adjusting every individual xi from the parents’ population S
is compared with the created individual ui from the offspring population U . If
the adjustment of the individual ui is higher than xi, ui substitutes individual
xi in the population, otherwise individual ui is rejected.



118 U. Boryczka and M. Ba�lchanowski

5 Fitness Function

Fitness function will define how “good” is a given individual, selected by the
means of the DE technique. It is essential to be able to manage the evolution
process. In order to calculate it, we have to analyze to what extent the votes of
the recommended items differ from these really chosen by a given user, therefore,
we apply here the training set, where we will have such a possibility. It is also
important to bear in mind that for every new set of weights (for every individual),
a new neighborhood is generated, using the entire training set. Owing to that
it is not a trivial process and it consumes relatively much time and processing
power.

Subsequently, with a view to calculating the predicted vote of active user A
for item i, on the basis of the generated neighborhood, we have to apply the
following formula, suggested in [12]:

PredictV ote(A, i) = V̄a + k

n∑

j=1

Euclidean(a, j)(vj,i − v̄j), (9)

where va is the mean vote for active user A, v̄j is the mean vote for active user j,
vj,i is actual vote for user j on item i, k is a normalizing factor such that the sum
of the Euclidean distances is equal to 1 and n is the size of the neighborhood.

Having the votes predicted by the algorithm and actual votes, which the user
made out for a given item, we can calculate the fitness function, which will be
the mean squared error RMSE, according to the following formula:

RMSE =

√
1
θ

∑

(u,i)∈θ
(R̂u,i − Ru,i)2, (10)

where θ is a set of pairs of users and items for which predictions were made, R̂u,i

and Ru,i are respectively the predicted and actual value of the item vote i for
user u.

6 Recommendation Process

To achieve an appropriate recommendations for a given active user A, the method
of collaborative filtering is applied, the aim of which is to build profiles and find
the nearest neighborhood. In order to initiate the process of recommendation, first
of all, we have to build up profiles for every user in the system. A profile will be
defined as a set of all movies i, which were rated by a given user j.

The next step consists in defining neighborhood for an active user. It is a
very important stage of creating recommendations, since the degree to which
the user will like the recommended items depends on the quality of the created
neighborhood. In order to do that, we have to, by means of a chosen similar-
ity measure, define the correlation between system users and an active user.
It can be achieved through computing Pearson’s correlation. However, it takes
into account exclusively information about voting by users for a given item,
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completely omitting additional interrelations that can occur between them. In
order to improve the quality of the generated recommendations it was decided
to make use of a modified Euclidean distance, expressed by the means of formula
(4), which additionally takes into account different features of users, such as age
or gender, while defining correlation. However, when making use of such an app-
roach we have to define with what degree of importance will a given feature be
taken into consideration. To this end weights wf , which will define it, have to be
indicated. It is not a trivial task and hence the differential evolution technique
is applied. An individual comprises weights wf for all features f in the system
as shown in Fig. 1.

w1 w2 w22w3
...

Fig. 1. Individual in differential evolution as set of weights.

After defining all correlations between active user A and other users j of the
system, the nearest neighbors have to be selected. It can be achieved using the
kNN classifier and assuming a certain amount of nearest users, the aim of which
will be to narrow down the neighborhood. The purpose of it is to improve the
quality of generated recommendations.

Subsequently, on the basis of the generated neighborhood, generating recom-
mendations and predicted votes of active user A for item i takes place, accord-
ing to the formula (9). Having the predicted vote and the actual vote from the
training set, we can compare the quality of these recommendations, using for-
mula (10). Owing to that, we are able to calculate the fitness function, which is
indispensible to rate the individual in population, described in Sect. 5. The aim
of it is to fine tune weights wf in such a way so as to obtain the best quality of
recommendations.

During the next step we select the individual with the highest fitness function
(set of weights) created in the process of generating neighborhood on the training
set. Then these weights are used to generate recommendations on a test set, the
quality of which is also defined by the means of formula (10). The obtained
results are compared with the algorithm generating recommendations, on the
basis of neighborhood defined with the help of Pearson’s correlation coefficient,
according to formulas (1) and (2).

7 Experiments and Results

The experiments were made possible owing to a database downloaded from
http://grouplens.org/ [13]. Every user in this database rated at least 20 movies
and the incomplete data was removed. Our Recommendation System called “DE
Recommender” uses 22 features from this data set: movie rating, age, gender,

http://grouplens.org/
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occupation and 18 movie genre frequencies: action, adventure, animation, chil-
dren, comedy, crime, documentary, drama, fantasy, film-noir, horror, musical,
mystery, romance, sci-fi, thriller, war, western.

Then the entire data set is used as training set, on which the differential evolu-
tion technique defines the appropriate weights for an active user. Movie items that

Table 2. Parameters of the differential evolution algorithm

Population 50

Number of Iterations 200

Crossover Probability 0.9

Amplification Factor F 0.6

Table 3. Results achieved by DE Recommender with different neighbourhood sizes

ExperimentId UserId MCI NS Paerson Euclidean WeightedEuclidean

1 1 12 10 23 % 23 % 27%

2 2 5 10 42% 34 % 38 %

3 3 9 10 41 % 41 % 55%

4 4 10 10 38% 29 % 36 %

5 5 4 10 23 % 37 % 47%

6 6 12 10 23 % 19 % 24%

7 7 13 10 29 % 35 % 36%

8 8 5 10 49 % 51 % 52%

9 1 12 25 27 % 25 % 28%

10 2 5 25 34 % 43 % 45%

11 3 9 25 45 % 47 % 56%

12 4 10 25 29 % 30 % 32%

13 5 4 25 40 % 42 % 43%

14 6 12 25 24 % 22 % 25%

15 7 13 25 35 % 33 % 40%

16 8 5 25 53 % 49 % 60%

17 1 12 50 26 % 28% 27 %

18 2 5 50 40 % 42 % 43%

19 3 9 50 50 % 50 % 55%

20 4 10 50 29 % 31% 28 %

21 5 4 50 35 % 37% 30 %

22 6 12 50 21 % 27 % 28%

23 7 13 50 41 % 37 % 42%

24 8 5 50 51 % 51 % 51 %
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the active user has seen are split into two datasets: a training set (1/3) and a test
set (2/3).

Three different methods of comparing similarity between items were applied.
As part of the first one the Pearson Coefficient was used, in the second the
Euclidean distance and finally in the third one the weighted Euclidean distance.
The results were presented in the form of tables, included below. Three types
of experiments were conducted with a view to comparing the quality of the
generated recommendations. During the experiments eight users, who rated at
least 20 movies, were selected and then recommendations were generated for
them by choosing 10, 25 and 50 best correlated users. MCI parameter described
in Sect. 3 is set to 20 % of all movie items rated by active user. Differential
evolution algorithm parameters are shown in Table 2.

In Table 3 UserId is the Id of an active user, MCI is the minimum number of
common movies between an active user and the potential neighbor (other user),
NS is the size of neighbourhood. Paerson, Euclidean and WeightedEuclidean is
the percentage of right prediction for Pearson correlation, Euclidean distance
and Weighted Euclidean distance respectively between the predicted recommen-
dations generated by our system and the actual recommendation from a test set
for a specific item (movie).

Analyzing the results presented in Table 3, it can be easily noticed that for the
neighbourhood of size 25, all the weighted Euclidean measure rendered better
results, both for its non-modified version and the Pearson Coefficient. After
decreasing the size of neighbourhood, this measure did not achieve similarly
good results. Increasing the size of neghbourhood to 50, which, however, did not
improve the quality of the generated recommendations by the modified Euclidean
distance (Fig. 2).

Fig. 2. Results achieved by DE Recommender
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8 Conclusion and Future Work

The experiments and their analysis conducted in the previous point show that
it is possible to successfully apply the differential evolution technique in recom-
mendation systems based on collaborative filtering of users. However, particular
attention has to be given to the size of neighbourhood, on the basis of which
the list of recommendation items is created. The experiments show that for
particular sizes, a decline of the quality of generated recommendations using the
modified correlation measure, in compare with other measures, is likely to occur.
Owing to that, in the future we will conduct a more precise analysis of this type
of cases. We will also increse set of users (statistical sample), and we will take
a better look into which weights are more important then others in a proper
neighborhood creation. Besides that we will also aim at improving the quality
of the recommendations proposed by our system.
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Abstract. This article presents possibilities of using a genetic algorithm
as a method of artificial intelligence which is able to generate fractal
structures with value of beauty. Fractal structure can be used as a utility
model. The main problem is to define measure of beauty parameter.
Using aesthetic measure algorithm can automatically, without human
interaction, create nice looking various fractal structures.

1 Introduction

In this paper we present some usage of genetic algorithm to design aesthetic
patterns. At the beginning of the twentieth century, through the Art Deco main-
stream, designers tried to combine functionality and visual arts to increase aes-
thetics feeling of objects [1]. Nowadays consumers are looking for objects that
not only fulfill the required technical characteristics but also present an extraor-
dinary attention to details and unique design. That direction in software engi-
neering is known as User Experience [2]. The aim – nice graphical patterns –
can be obtained using e.g. fractal structures (Fig. 1).

Fractals are self–similar objects that have non–integer dimensions, fine and
detailed structures and are generated by simple recurrence formulas. Fractals
and orbits of dynamical systems are interesting in visualization meaning and in
this paper they are objectives of research.

The problem is how to control genetic evolution to obtain beautiful objects.
The first issue is connected with a possibility of beauty measurement and there
is a question how to create fitness function that makes evaluation possible. What
kind of geometrical parameters which describe fractal or dynamical system object
should be used to create appropriate evaluation? How can we establish a proper
relations among the parameters to define right evaluation? A lot of designers
use a few kind of symmetry, golden ratio and other geometrical parameters to
measure aesthetic value of objects [3,4].

Also the evaluation of beauty must satisfy a human sense of aesthetics. This
creates another problem related to human perception and the well know Latin
sentence “De gustibus non est dispudanum” (There is no accounting for taste).
To solve these problems we applied an approach based on statistics. Using ques-
tionnaire techniques and analyze answers of a group of responding people we
could extract an important geometrical features from presented objects and
establish their relations to obtain a proper beauty evaluation.
c© Springer International Publishing Switzerland 2016
N.T. Nguyen et al. (Eds.): ICCCI 2016, Part II, LNAI 9876, pp. 123–132, 2016.
DOI: 10.1007/978-3-319-45246-3 12
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Fig. 1. Fractals on tiles, napkin and cup as decorative theme.

Earlier, in [5] a genetic algorithm was used in creation of artistic fractal
images by ArtiE-Fract software. ArtiE-Fract is not a fully automatic computer
program but it is designed to a human-computer interaction that makes possible
to control evolutionary process depending on human evaluation. Fractals were
also used for example to design beautiful jewelry [6] and on the other hands
to create fractal antennas for mobile devices [7] and in many other kinds of
applications.

The fitness function controls genetic evolution. Generally, it should increase
with the number of generations. But its local fluctuations can occur. To measure
aesthetics we propose to extract from fractal objects some features, associated
to beauty evaluation, like consistency, egdes shapes and fractal dimension.

The paper is organized as follows. In Sect. 2 basic information on dynamical
systems are presented. In Sect. 3 we show a regressive model of an aesthetics
evaluation, and in Sect. 4 the genetic algorithm that uses the fitness function
introduced in Sect. 3 is described. Next, in Sect. 5 some results of genetic search-
ing for an aesthetic object are presented, and finally Sect. 6 concludes the paper.

2 Dynamical System

In this section we focus on dynamic systems. We start from some definitions:

Definition 1. A set X is a metric space (X, d) with a distance function d :
X × X → R that satisfies well-known properties for metric function.

Definition 2. A dynamical system is a transformation t : X → X, where t =
t ◦ · · · ◦ t(x)
︸ ︷︷ ︸

n times

= t◦n(x).

Definition 3. Let t : X → X is the dynamical system on X. An orbit of a point
x ∈ X is a sequence {xn}∞

n=0 = {x0, t(x0), t2(x0), . . . }. For n > 0 a value of xn

can be written as xn = t(xn−1) = tn(x0).

Not all of dynamical system orbits have interesting geometrical shapes from
aesthetics point of view. We focus on transformations which produce nontrivial
and aesthetics patterns. Some nice looking visualizations of dynamical systems
one can find in [8]. In this paper we use Euclidean metric space X = R

2 and
focus on transformations listed bellow:
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1. Gumowski-Mira [9]:

xn = yn−1 + α(1 − 0.05y2
n−1)yn−1 + f(xn−1),

yn = −xn−1 + f(xn), (1)

where

f(x) = μx +
2(1 − μ)x2

1 + x2
and μ, α ∈ R . (2)

2. Hopalong [10]:
xn = yn−1 − sgn(x)

√|bxn − c|,
yn = a − xn−1,

(3)

where a, b, c ∈ R and sgn(x) is defined as follows:

sgn(x) =

⎧
⎨

⎩

−1 if x < 0
0 if x = 0
1 if x > 0 .

(4)

3. Quadrup Two transformation [11]:

xn = yn−1 − sgn(xn−1) sin(ln(|bxn−1 − c|)) arctan(cxn−1 − b)2,
yn = a − xn−1,

(5)

where a, b, c ∈ R.

Some visualization examples of orbits described above are shown in Fig. 2.
We did research on many kinds of function (2) in Gumowski-Mira system [12].

Fig. 2. The examples of orbits (from the left): Gumowski-Mira, Hopalong, Quadrup
Two.

Proper modifications of formula’s parameters can lead to a variety of results.
Performed experiments showed that random choice of variables’ values leads
to chaotic and generally non–interesting structures. Non-interesting means that
patterns are similar to regular scattered grains of sand in a given space without
any recognizable structure or points leading to small individual areas. Find-
ing proper variables’ values without using any heuristic algorithm can be time-
consuming. Further it is not specified which pattern will be acceptable. And at
the end it is impossible to present the best solution. Also the problem can have
multiple correct solutions. The solution to the problem should create base of
variety interesting fractal structures. The final decision on the selection will still
belong to the user. But the algorithm excludes non-interesting and uncompli-
cated in comparison to the others structures.
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3 Model and Evaluation Criteria

The process of aesthetic design creation is a very complicated one, especially
due to the difficulty of measuring of patterns taste. It can be described as some
optimization problem in which one is looking for such x∗ ∈ V (p) that maximizes
the following formula:

f(x∗) = max
x∈V (p)

f(x), (6)

where V (p) is a multidimensional vector of parameters.
The evaluation function (fitness function in evolutionary domain) that deter-

mines the effect of parameters related to the measure of aesthetics was initially
constructed on the base of a survey conducted among 100 person group of respon-
dents. The survey contained 30 patterns with parameters such as: symmetry,
consistency and complexity (Fig. 3). Each of the respondents described a sub-
jective assessment by taking into account the above aesthetic parameters. The
WEB survey was designed by G. T. Machnik [13]. The results were subjected to
statistical analysis determined the impact of various parameters on the value of
the assessment. The obtained multidimensional regression function is presented
in (7).

The statistical results showed that the fractal dimension of geometrical object
is the most important evaluation parameter for respondents.

Fitness(x ∈ V (p)) = 117.21 + 124.99x1 − 5.34x2 − 1.95x3, (7)

where x1 is a fractal dimension, x2 is a symmetry and x3 is edge smooth values.
This function was used as the fitness function of genetic algorithm that we used
in our research.

4 Genetic Algorithm as Design Method

Genetic algorithms are used to solve optimization problems, which cannot be
described analytically or their description is too complicated or even unknown.
Genetic algorithm is a heuristic approach, which uses a simplified imitation of the
natural evolution. Although genetic algorithms are not well grounded in theory,
their application in many fields of science and technology, as well as social and
economic issues, indicate the validity of their use [14–16].

As already mentioned above, rating aesthetics of visual properties of geomet-
ric patterns is difficult to define precisely. Although one can use certain measures
that are based on, among others: the golden ratio, symmetry, consistency and
fractal dimension. Rating aesthetics is also dependent on the perception of the
observer. Hence the justification for the use of genetic algorithms as a method of
generating aesthetic designs, for genetic algorithms do not require the delivery
of explicit knowledge on the problem being solved [14].

This algorithm also has some useful features, such as: the ability to deliver
multiple point solutions, and so the lack of concentration of solutions around a
certain class of geometric patterns. The algorithm mimics natural evolutionary
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Fig. 3. A few examplary images of Survey.

processes, and therefore there exists the possibility of self-control calculations in
such a way that a solution better adapted to a greater extent affects the entire
population of solutions (Selective Pressure).

Genetic algorithm directs the search in the space of feasible solutions by
environmental evaluation of the fitness function of each solution (Individual).
The course of the algorithm is presented in Fig. 4.

In the initial stage of the genetic algorithm essentially random P0 population
base is created. The population is further assessed by the environment. Based on
the adaptation of individuals their reproduction to temporary populations Ti is
made. Then from Ti using genetic operators crossover and mutation with some
probabilities the descendant population (Offsprings) Oi is created. Next evalu-
ation of the newly established offspring population Pi+1 takes place iteratively
until the stopping criteria are fulfilled. This evolutionary process is common
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Fig. 4. Evolution in the genetic algorithm.

to all genetic algorithms. Specific differences between the different evolution-
ary algorithms like genetic programming, evolutionary strategies or evolution-
ary programming are related to the following: the representation of individuals,
selection methods and the definition of genetic operators. In our research we use
simple roulette and rank selection algorithm [14].

4.1 Structure of Individuals

There are many individuals of various structures. The structure mostly depends on
theused generation formula andamount of variables. Inmany cases a randomselec-
tion of parameters gives poor result. Starting from randomly created images needs
at least a few hundred generations to get a structure which can be recognized by a
man (Fig. 5). It is possible to create the initial population consisting of previously
found, using some other way, individuals. This operation speeds up the process
and highly-rated structures can be found in about 100 generations. It depends on

Fig. 5. Random initial population with low rate. Fitness value is (a) 0.46 (b) 0.42 (c)
0.38 (d) 0.34.
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Fig. 6. From the top: Gumowski-Mira, Hopalong, QuadrupTwo system visualizations.
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Fig. 7. Effects of Crossover and Mutation on the (a) population and (b) best individual.

generation formula whether 100 is enough amount to create a large variety of
images. A diverse collection of fractal structures can be increased by reviewing the
result of each generation, focusing not only on the final population.

4.2 Genetic Operators

There are basically two genetic operators: crossover and mutation. Every fractal
structure such as Gumowski-Mira has a set of parameters that determine its
visual structure. It is always the starting point (x, y) and, depending on the
type of dynamic system, two, three or more parameters (a, b, etc. according to
type of dynamic system: (1), (3) or (5)). Parameters are grouped in the binary
chromosome and are modified using genetic operators. In crossover operation
structures are matched in pairs. Next follows the exchange of binary form of
parameters between selected individuals. Using this method algorithm creates
two new structures (offsprings) from two individuals (parents). In the next step
part of structure’s parameters, which are selected using probability, are binary
modified. Operator switches 0 value to 1 and opposite.

5 Results and Discussion

The experiment starts with population consisting of 100 individuals with low
rating. Algorithm stops after 100 generations (stop condition). Probability of
binary crossover was set at 0.1 and binary mutation – 0.01. Result of the exper-
iment are presented in Fig. 6. The article presents part of the research devoted
to the issue. Genetic algorithm works with binary and uniform crossover and
mutation as well. Each run of the algorithm, started with the same structures,
generated various result. In Fig. 7 effects of Crossover and Mutation on the fitness
of whole population and the best individual are presented. As one can see uni-
form mutation with any kind of crossover significantly increases value of fitness
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function. Genetic algorithm can successfuly produce aesthetic fractals despite of
the random population with individuals rated very low (Fig. 5).

6 Conclusions

It is difficult to define exact structure which is searched for. The advantage of the
genetic algorithm is to modify fractal structure only on the basis of fitness func-
tion and it is not required to enrich algorithm with additional knowledge. The
algorithm has been tested on more than 30 various fractal generation formulas.
For every tested formula, end rating of individuals was higher than with initial
structures. The algorithm can be successfully extended to additional formulas.

We observed a limitation of the algorithm used. Namely, the experiments
showed that the genetic algorithm finds automatically nicely looking and well-
evaluated fractal patterns rather among similar members of a class of shapes
determined by a specific dynamic system. That effect following [17] can be
explained by the usage of fixed parametric representation of the problem con-
sidered in the paper. To enrich the variety of generated patterns we plan to
mix different dynamic systems which is equivalent to the next stage - extensible
parametric representation [17] of our problem. Also in future we want to find
automatically the formulas of dynamical systems producing nicely looking pat-
terns. The both mentioned improvements of the genetic algorithm may help to
solve the sameness and innovation problem of generated fractal patterns.

References

1. Bayer, P.: Art Deco Architecture: Design, Decoration and Detail from Twenties
and Thirties, 1st edn. Harry N. Abrams, New York (1992)

2. Laurel, B., Mountford, J.S.: The Art of Human-Computer Interface Design.
Addison-Wesley Longman Publishing Co., Inc., Boston (1990)

3. Huntley, H.E.: The Divine Proportion. Dover, New York (1970)
4. Field, M.: Designer chaos. Comput. Aided Des. 33, 349–365 (2001)
5. Lutton, E., Costa, A.: ArtiE-Fract, used by Anabela Costa, visual Artist. Com-

putational Aesthetics in Graphics Visualization, and Imaging. The Eurographics
Association (2012)

6. Wannarumon, S., Bohez, E.L.J.: A new aesthetic evolutionary approach for jewelry
design. Comput. Aided Design Appl. 3(1–4), 385–394 (2006)

7. Pourahmadazar, J., Nourinia, J., Shirzad, H.: Multiband ring fractal monopole
antenna for mobile devices. IEEE Antennas Wirel. Propag. Lett. 9, 863–866 (2010)

8. Gdawiec, K., Kotarski, W., Lisowska, A.: Automatic generation of aesthetic pat-
terns with the use of dynamical systems. In: Bebis, G., et al. (eds.) ISVC 2011,
Part II. LNCS, vol. 6939, pp. 691–700. Springer, Heidelberg (2011)

9. Gumowski, I., Mira, C.: Recurrences and Discrete Dynamic Systems. Springer,
New York (1980)

10. Martin, B.: Graphic potential of recursive functions. In: Computers in Art: Design
and Animation, pp. 109–129. Springer, New York (1989)

11. Peters, M.: HOP - Fractals in Motion. http://www.mpeters.de/mpeweb/hop/

http://www.mpeters.de/mpeweb/hop/


132 G.T. Machnik et al.
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Abstract. Traffic has become more complex in recent years and therefore the
expectations that are placed on automobiles have also risen sharply. Support for
drivers and the protection of the occupants of vehicles and other persons involved
in road traffic have become essential. Rapid technical developments and innova‐
tive advances in recent years have enabled the development of plenty of Advanced
Driver Assistance Systems that are based on different working principles such as
radar, lidar or camera techniques. Some systems only warn the drivers via a visual,
audible or haptical signal of a danger. Other systems are used to actively engage
in the control of a vehicle in emergency situations. Although technical develop‐
ment is already quite mature, there are still many development opportunities for
improving road safety. The further development of current applications and the
creation of new applications that are based on sensor fusion are essential for the
future. A short summary of capabilities of ADAS systems and selected ADAS
modules was presented in this paper. The review was selected toward the future
perspective of sensors fusion applied on the autonomous mobile platform.

Keywords: ADAS · Radar sensor · Lidar sensor · Camera sensor · Sensor fusion

1 Introduction

The expectations that are placed on automobiles have changed continuously in recent
years and have risen sharply. Nowadays, in particular, safety plays an enormous role,
in addition to the performance and the comfort of a vehicle. The protection of a vehicle’s
occupants and other persons involved in road traffic has become essential. In today’s
traffic, a variety of manoeuvers have to be performed by a driver, which can easily lead
to an excessive demand. These manoeuvers range from navigation, to driving and stabi‐
lizing a vehicle. With the expansion of infrastructures and ever-evolving technology,
the technical possibilities in the field of automobile production have also improved
continuously. To this end, vehicles are equipped with numerous electronic components
that provide support for a driver. However, the application of these systems differs. Some
systems only warn a driver via a visual, audible or haptical signal of a danger. Other
systems are used to actively engage in the control of a vehicle in emergency situations,
which is intended to avoid accidents that result from mistakes and carelessness in
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complex traffic. Furthermore, most of these systems contribute to more fuel-efficient
and relaxing driving. These complex components can be divided according to their
intended use as follows [1–5]:

• Human Machine Interfaces form the basis for communication between humans and
machines. Passing information by screening them on a display is much more visual,
and therefore, it provides a driver with a better understanding. For example, naviga‐
tion tools are optimised by such visualisations. Furthermore, the outputs of a request
about a vehicle’s status are more transparent. Regulating the heating, ventilation and
radio station setting is clear, and therefore, easier. For this reason, a driver is less
distracted and can concentrate more on driving the car. These components mainly
increase the level of comfort during driving while at the same time. They also increase
security by reducing distractions from the road traffic [6].

• Safety Telematics Systems are solutions for processing information via telecommu‐
nications that enable a car-to-car or car-to-environment communication. These solu‐
tions can be grouped as systems for intelligent driving. They provide more comfort‐
able and relaxed driving and help to handle confusing situations in traffic, for
example, via navigation and the announcement of traffic jams and road closures.
A driver can, therefore, focus more on the traffic situation and does not have to search
for the right route. One application area is, for example, the avoidance of traffic jams
or the use of navigation systems that take over or assist a driver in the task of navi‐
gation and target acquisition. Although at first sight this is a comfort-enhancing
system, it also contributes to security because a driver can focus more on the manage‐
ment responsibilities by not having to navigate [7].

• Vehicle Surrounding Sensors are used to prevent accidents by monitoring a vehicle’s
environment. Through various sensors, a car’s environment is checked for obstacles
or other cars that are not always visible to a driver. The sensors warn a driver of a
potential collision in different ways or work together with active sensors to actively
support a driver in critical or dangerous situations. The known technical benefits that
are realised through the use of these sensors are, for example, parking assistance or
lane change assistance [6].

• Another group, Active Safety Sensors, actively support a driver in dangerous situa‐
tions. They take control of a vehicle, for example via Electronic Stability Control or
Brake Assist. These sensors extend the impact of the actions of a driver and therefore
reduce the negative effects of a slow human response. Thus, traffic accidents can be
reduced [8].

• Passive Safety Systems act immediately after an accident has already happened in
order to reduce the consequences of the accident and prevent passengers and pedes‐
trians from worse injuries. The most well-known example is the airbag. An example
of pedestrian protection is a pressure sensor in the bumper that can reliably detect
accidents involving people and activate safety systems in a vehicle’s body to lessen
the injuries [6].

Presented above, in-vehicle elements together with roadway sensors and vehicular
communication create a new perspective for intelligent transportation systems [9].
However, full and comprehensive analysis of all components and technologies that
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leading the way in the realization of intelligent transportation systems is out of the scope
of this paper. Instead the authors focus on selected application examples (in Sect. 2) and
sensors used in contemporary Advanced Driver Assistance Systems (in Sect. 3).
Presented level of details should be sufficient to compare the areas of application for
different ADAS solutions and sensors. This analysis does not cover whole range of
possible options but only shows selected representative examples of given technologies
in order to find the proper coverage for the sensor fusion discussed in Sect. 4. The final
conclusions are presented in Sect. 5.

2 Various Applications of Adas

The aim of Advanced Driver Assistance Systems (ADAS) is to reduce the consequences
of an accident, to prevent traffic accidents and in the near future to facilitate fully auton‐
omous driving. The development of driver assistance systems began with Anti-lock
Braking System (ABS) introduced into a serial production in the late 70 s of the twentieth
century. The comprehensive description of the evolution of Driver Assistance Systems
as well as the expected development directions can be found in [10] The main steps on
the development path in driver assistance systems can be classified as: proprioceptive
sensors, exteroceptive sensors, and sensor networks. The proprioceptive sensors were
able to detect and respond to danger situation by analysing the behaviour of the vehicle.
The exteroceptive sensors like ultrasonic, radar, lidar, infrared and vision sensors are
able to respond on an earlier stage and to predict possible dangers. Further improvements
are expected by application of multisensory platforms and traffic sensor networks. The
aim of this section is to make a survey of the capabilities of contemporary exteroceptive
sensors and based on them ADAS systems.

ADAS do not act autonomously but provide additional information about the traffic
situation to support a driver and assist him in implementing critical actions. The
synchronization of a driver’s actions and the information from the environment and
furthermore the recognition of the current situation and the possible vehicle manoeuvers
is essential for the efficient performance of the various applications of ADAS [10]. Some
ADAS application examples are described below.

Blind Spot Detection (BSD) monitors the area next to a vehicle. The function of a
Blind Spot Detection System is to warn a driver with a visual such as a sign in the side-
view mirror [6] or with an audible signal, when there are objects in the blind spots. The
aim of this system is to avoid potential accidents, especially during lane change manoeu‐
vers in heavy traffic [11].

The Rear Cross Traffic Alert (RCTA) can help to avoid accidents when reversing
out of a parking space, which can often lead to serious accidents with pedestrians or
cyclists that involve personal injuries. For this function, the environment behind a
vehicle is monitored and checked for objects. In of the event an object is detected in the
reverse driving direction, a driver receives an audible and a visible warning [6].

The Intelligent Headlamp Control (IHC) regulates the lights of a vehicle automati‐
cally according to the environmental conditions. This application optimizes changes
between full-beam and dipped headlights during night-time drives. Driving at night or
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through tunnels is therefore more comfortable and safer. Moreover, drivers in oncoming
vehicles are no longer blinded by a vehicle’s lights [6].

Another safety application is the Traffic Sign Assist (TSA). This system automati‐
cally recognises traffic signs (also the signs of different countries) and can process the
information they contain. Therefore, a driver is able to receive important information
such as the legal speed limits or the actual priority rules. As a result of providing such
information, the traffic sign assist enables more relaxed and also safe driving [11].

The Lane Departure Warning (LDW) scans the sides of the road and detects when
a vehicle is leaving the lane or the road. By controlling the steering movement, the system
is able to evaluate whether the lane change is intentional. The system warns a driver that
the lanes have been changed inadvertently with a visual or a haptical warning such as
steering wheel vibrations. Traffic accidents that are caused by vehicles leaving the road
or collisions with passing or parked cars can be reduced [6].

The Emergency Brake Assist (EBA) enhances driving safety via active braking
support and by automatically braking in dangerous situations. Rear-end collisions can
therefore be avoided entirely. Furthermore, the consequences of accidents are reduced
because of the reduction in the impact speed and impact energy. The emergency brake
assist is also a possible interface for pre-crash applications and restraint systems or
pedestrian protection [11].

The Adaptive Cruise Control with Stop & Go functions (ACC + S&G) controls the
distance to the vehicle in front, even in stop-and-go situations. It either warns a driver
or actively slows a vehicle’s speed if the relative distance becomes too small. This
application supports a driver, particularly in congested traffic and tailback situations.
One consequence is more comfortable and stress-free driving with the flow of traffic.
Furthermore, safety is enhanced due to a pre-defined distance and warning when emer‐
gency braking is needed [11].

In addition to the above-mentioned many new applications [10] are being developed
and optimized continuously to enhance the safety of passengers [12] and pedestrians or
animals [13, 14] and also to provide more comfortable and economical driving.

3 Advanced Driver Assistance Systems

Advanced Driver Assistance Systems have become indispensable in today’s vehicles.
Due to the increasing need for mobility, traffic has become more and more complex and
therefore has become a greater challenge for all road users. ADAS are essential in order
to avoid accidents and any concomitant injuries or possible fatalities [15]. Furthermore,
they provide solutions for comfortable, economical and intelligent driving. In the last
few years, more and more different types of complex control units have been developed
and integrated into vehicles [9, 16]. These systems differ in their operating principles
and application areas. ADAS use surrounding sensors such as radar, infrared, video or
ultrasound to monitor and analyses a vehicle’s environment.
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Fig. 1. ADAS and their vehicle position [6]

Various companies such as Bosch, Continental, Delphi Automotive, Freescale,
Texas Instruments and many other suppliers provide different types of ADAS solutions
for End-User Applications. They offer microcontrollers, microprocessors or complete
sensors for ADAS. Freescale, for example, creates embedded processing solutions for
the automotive industry and provides solutions with basic-rear-, smart-rear- and
surround-view-cameras as well as a 77 GHz radar system [17]. With ADAS application
processors, Texas Instruments enables Original-Equipment and Design Manufacturers
a fully integrated mixed processor solution. The processors are highly integrated,
programmable platforms whose benefits are the combination of high processing
performance, low power usage, smaller footprint and a flexible and robust operating
system. It enables embedded automobile technology by including a front camera, rear
camera, surround view, radar and fusion on a single, heterogeneous and scalable archi‐
tecture [18]. Other suppliers such as Continental or Bosch [19] provide complete sensors
for ADAS that are also based, for example, on a camera or radar. Although the various
ADAS solutions of the several suppliers differ in their construction, the main working
principle, the mounting placement in the car and their application for ADAS are similar.
Due to the usage of the equipment from Continental in AutoUniMo project [20], a major
review was prepared based on examples of their ADAS products (Fig. 1) [6].

3.1 Radar Sensor

A Short Range Radar (SRR) detects objects and can measure their relative distance and
velocity. This radar sensor is integrated at the four corners behind the bumpers on a car.
Two sensors work for the forward detection of an object and two for the reverse detec‐
tion. The sensor can be mounted in a vertical mounting window of 0.5 m up to 1.2 m
from the ground. The sensor is based on Pulse Compression Modulation, which means
that pulsed electromagnetic waves at the speed of light are emitted by the sensor. The
operating frequency is 24 GHz. The emitted waves are reflected when they hit an object.
The reflection is dependent on the material, size and shape of the object. Due to special
antennas, the electromagnetic waves can be bundled in a particular direction. Thus, it is
possible to determine the exact angular coordinates of the reflecting object. By meas‐
uring the time between the transmission and reflection, the distance and speed of the
object can be detected in a field view from ± 75° up to 50 m [21]. These reflected radar
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signals are combined in clusters according to their position and movement. The cluster
information is transmitted via CAN every cycle. The position of the object is calculated
relative to the sensor and the output is in a Cartesian coordinate system. In this way the
sensor measures the distances to an object, the relative velocity and the angular rela‐
tionship between two or more objects simultaneously in real-time. The sensor provides
two values for the distance and two values for the velocity. The relative distance between
the sensor and an object is measured in the longitudinal and lateral directions with a
resolution of up to 0.1 m. Additionally, the velocity is given for the lateral and longitu‐
dinal directions in a measurement range of up to 35 m/s and a resolution of 0.2 m/s in
the longitudinal and 0.25 m/s in the lateral direction. Because it has the functions of
object detection and distance measuring, the sensor is used for several safety applications
such as Blind Spot Detection and Rear Cross Traffic Alert. Different sensor types for
several measurement ranges are available for the radar systems. Long-range radar is
designed for long-distance applications, for example, Emergency Brake Assist and
Adaptive Cruise Control [21]. With an operating frequency of 77 GHz, the sensor has
a measurement range of up to 250 m.

3.2 Multi Function Camera

The Multi-Function Camera (MFC) [6] is mounted in the vicinity of the rearview mirror
behind the windscreen at a height above the ground of 1-1,45 m with a max. lateral shift
of ± 0,1 m. The optical path can be cleaned by wipers. The camera is available in a mono
or stereo version. Due to the perspective differences between the two camera images,
the stereo camera can detect objects in front of the car and measure their distance within
a range of between 20-30 m. The redundancy of the second camera also provides a higher
degree of reliability. The camera can furthermore detect whether and where an object
is moving. A grayscale image is captured and processed using the camera. The camera
operates with a monochrome CMOS image sensor. This provides 40 ms an image with
a resolution of 640 × 496 pixels, a pixel size of 7,5 × 7 microns and a colour depth of
8 bits. A detection range of approximately 44° is achieved at a focal length of 6 mm.
Plausibility algorithms and filters are used to gather further information on the environ‐
ment. Visible edges in the video image, for example, can represent vehicle contours, a
lane marking or headlights from other cars. A typical processing frequency is 12 Hz.

With these characteristics the camera can be used for different advanced driver
assistance functions such as Intelligent Headlamp Control [21]. For this application, the
camera provides information about the angle and distance to the next light point. The
sensor is also used for the Lane Departure Warning and therefore measures the distance
to the left and right edges of the roadway and the allowable distance before an alarm is
triggered. This function is possible up to a road width of 2,5–4,6 m and at a distance of
up to 7,5–90 m. Another application of the camera is the Traffic Sign Assist. The camera
sensor provides information about the current speed limit, gives feedback about no-
passing bans and warns when a street is entered in the wrong driving direction. All of
the system outputs are transmitted via a CAN bus [6, 21].
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3.3 Surround View Camera

ADAS are continually being developed in order to improve their efficiency and to
increase their applications. The Multi-Function Camera that has already been described
is a very useful sensor and is used in a large number of safety applications although its
field of view is limited. An essential prerequisite for autonomous driving, however, is
knowledge of all relevant information from the vehicle’s entire environment. An inno‐
vative system that fulfils these requirements is the Surround View Camera [6]. A
Surround View Camera provides a complete three-dimensional 360° view via a
“fisheye” camera and also provides the possibility for augmented reality. Therefore, the
surround view sensor can be used for several applications. One of these functions is
Blind Spot detection, which enables cyclists and pedestrians to be easily tracked. The
camera provides stress-free vehicle maneuverability. Parking by a driver as well as
automated parking is especially easy and trouble free. Moreover, the camera ensures
safer lane changes and overtaking.

Furthermore, the surround view camera is a very small sensor and can therefore be
built in a very space-saving manner such as the ceiling of a car or on the side-view
mirrors. Size is another challenge in development and production. Sensors have to be
smaller, while still integrating new and complex technology that has to be of a high
quality and reliable. The dimensions and tolerance deviations have become smaller,
which requires ever more precise manufacturing [1, 6].

3.4 Lidar

A Short Range Lidar (SRL) sensor [6] is installed in the area of the rear-view mirror of
a vehicle and is useful for a measurement range of between 1 and 10 m. A Lidar sensor
is used for the emergency brake assist. The distance to objects in front of a vehicle, in
proportion to the vehicle’s speed, can be measured with an SRL sensor. The sensor can
distinguish between obstacles for which a vehicle needs to stop such as pedestrians who
are crossing a street and those where a vehicle need not stop such as rising emissions,
road damage etc. These parameters, including the force of braking, differ for each
customer. Infrared sensors operate by transmitting energy from a laser diode. The
reflected energy is focused onto a detector consisting of an array of pixels. The measured
data is then processed using various signal-processing methods. They can operate both
night and day. Their disadvantages are their sensitivity to inclement weather conditions
and ambient light. This sensor uses three independent channels. A field of view of 27°
in horizontal and 11° in vertical direction is achieved via the three laser pulses [21]. By
measuring the time between the emitted and received pulses, the relative distance to the
reflecting object can be determined with an accuracy of ± 0.1 m. The desired results
about the relative distance and speed are given in the CAN frames. One value for the
distance and one value for the speed are measured by each of the three independent laser
beams. Thus, the sensor provides three distance frames as well as three speed frames.
All of the frames have the same structure. The measured data are communicated via a
High-Speed-CAN bus [21].
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3.5 Multi Function Lidar

A Multi-Function Lidar sensor [6] is a combination of an infrared and camera sensor.
It can be used for the same applications as a camera and lidar sensor, e.g. Emergency
Brake Assist, Lane Departure Warning, Intelligent Headlamp Control or for Traffic Sign
Assist but it achieves this with a much smaller range. Multi-Function Lidar has a compact
One Box Design with a colour CMOS imager of 1024 x 605 pixels and a 905 nm infrared
laser. A combination of several different sensors is necessary to enable the maximum
benefits and an efficient safety function. Space-saving sensors are also required by auto‐
mobile manufacturers. New innovative systems show that this technical trend is
currently being pursued. One step in the further development of ADAS is the integration
of several different techniques into one sensor. The Multi-Function Lidar is a smart
sensor that has the advantages of a lidar as well as those from a camera sensor in a space-
saving manner [6, 11, 22].

4 Sensor Fusion

The different ADAS all have their advantages and disadvantages and can be used for
different functions and in different application areas (Fig. 2). A camera, for example, of
course has a better performance in object-detection. It has not just the possibility to
detect an object but the fact that it can also provide specific information about what kind
of object has been detected. A camera also has a better resolution in laterally and at
elevations. However, a camera does not perform very well at night or in bad weather
conditions. A safety sensor is supposed to work in all conditions. In such cases, radar
and lidar perform much better. These two sensor types also have a reliable principle to
measure the distance and velocity to an object. The camera is only able to measure
distance in a stereo version. Each sensor is suitable for different applications and use
cases. The aim of this section is to define how to join specified in Sect. 3 ADAS devices
and take additional advantage by sensors fusion.

A good solution is the merging of data from multiple environment detecting sensors
in order to improve the efficiency of environmental detection. One possibility is to use
sensors that combine several operating principles such as the Multi-Function Lidar
sensor, which was already introduced. This sensor combines the benefits of a camera
and of an infrared sensor. A single working principle provides additional information.
For example, due to the higher lateral resolution of the camera, the cross-location and
cross-speed can be determined more precisely. The complementary information helps
to determine whether an emergency manoeuver has to be carried out.

Another example is image-based approach for fast and robust vehicle tracking from
a moving platform based on a stereo-vision camera system. Position, orientation, and
full motion state, including velocity, acceleration, and yaw rate of a detected vehicle,
are estimated from a tracked rigid 3-D point cloud. This point cloud represents a 3-D
object model and is computed by analyzing image sequences in both space and time,
i.e., by fusion of stereo vision and tracked image features [23, 24].

The risk of false triggering can be reduced by the possibility of a more accurate
calculation. ADAS use information from a vehicle’s environment. Individual solutions
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calculate information independently and are partially redundant. With a central envi‐
ronment modelling, synergy effects can be used thus resulting in an economically better
technical feasibility. Moreover, the increased performance of the systems can be
achieved via the fusion of the information from different environmental sensors [25]
which could be also used for indoor location, identification of objects and navigation
system [26, 27]. A basic question for the design process is what type of hardware and
software architecture is required for such a sensor data fusion. As yet, no unified archi‐
tecture has been determined for the automobile industry. The targeted development of
a unified architecture and algorithms is desirable.

Fig. 2. Technological comparison of different advanced driver assistance systems

A fusion of several sensors with different working principles such as radar, infrared
and camera are possible using an embedded system [28, 29]. For autonomous driving
is required preparation a functional architecture which allow to control usage signals
from all ADAS [30]. The use of multiple sensor systems to realize several active safety
applications implies a number of other problems associated with merger signals [25].
In this case problem occurs with the assessment of reliability information provided by
each of the sensors. While in the case of a single sensor the information about result is
used, a merger between several may be overlapping and possibly with conflicting infor‐
mation requires additional output information form devices providing component infor‐
mation [25]. This problem causes, that in the case of a merger standard devices and
algorithms must be developed with functionality to allowing for a reliability assessment
of the information provided. Such solutions are realized in the AutoUniMo project. The
project deals with such new challenges for intelligent driving. A concept for a mobile
platform is being developed including the implementation of real-time CAN commu‐
nication between several different ADAS in order to create autonomous and intelligent
driving. The ADAS that are used in an actual vehicle application were chosen for this
project. A part of described above sensors will be implemented on a mobile platform
which could be used additionally in indoor environment. In order to enhance the number
of advanced control units in a vehicle, the development of efficient solutions for the
combination of these different units is essential. The system will be controlled using a
Raspberry Pi (RPI), which will receive and process the measurement frames from the
connected sensors. The RPI will be connected to the electronic sensors and ADAS
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modules by several interfaces (I2C, SPI, UART, CAN). According to technical require‐
ments ADAS sensors will be connected by four separate CAN buses. These four CAN
buses will allow two SRR on the front, two SRR on the back, SRL and MFC to be
connected. The requirements for the preparation of communication with the ADAS
modules using CAN buses are presented in Fig. 3.

Fig. 3. The requirements for the preparation of communication with the ADAS modules

The capability of working in real-time is the essential basis for autonomous driving.
Fast data processing and artificial intelligence functions will be realised using a RPI or
partially in a Field Programmable Gate Array [31] for some of the functions. RPI solution
allows for fast prototyping. For RPI many common applications are available. They are
useful in rapid implementation of the new features: remote monitoring of the mobile
platform using WiFi; viewing, processing and analysis of measurements; communica‐
tion with ADAS modules; etc. RPI solution on mobile platform with connected ADAS
modules will allow in the future to develop and implement new computational intelli‐
gence applications for ADAS and to find new solutions for sensor fusion.

5 Conclusions

Traffic has become more complex in recent years. Humans alone are sometimes no
longer able to cope with the traffic situation. Increased mobility and therefore an
increasing number of road users, confusing traffic and traffic sign signage, time pressure
and the desire for continuous availability, have made support for drivers a necessity.
Rapid technical developments and innovative advances in recent years have enabled the
development of Control Units to enhance the safety of passengers and pedestrians. Many
ADAS are on the market and are no longer a luxury item for upscale vehicles but are
now standard equipment in low-cost cars. These control units are based on different
working principles such as radar, lidar or camera techniques. All of these sensors have
their advantages and disadvantages, which means that the most efficient application is
using a combination of the different types of sensors. The technical developments are
already quite mature but there are still many development opportunities for improving
road safety. The further development and the creation of new applications are essential
for the future. The design of the hardware and software architecture of the sensor data
fusion is a determining factor. By the CAN interface, the Raspberry Pi can communicate
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with ADAS modules. So, now it is possible to use standard ADAS solutions not only
for normal vehicle but also in control mobile platform with use simple processing units.
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Abstract. The paper presents a modification of Random Forest app-
roach to the indoor localization problem. The localization solution is
based on RSS (Received Signal Strength) from multiple sources of Wi–Fi
signal. We analyze two localization models. The first one is built using
a straightforward application of a random forest method. The second
model is a combination of localization models built for each Access Point
from the building’s network using similar technique (Random Forests)
as for the first model. The modification proposed in the second model
gives us a substantial accuracy improvement when compared to the first
model. We test also the solution against a network malfunction when
some Access Points are turned off as the malfunction immunity is another
important feature of the presented localization solution.

1 Introduction

The problem of building an effective Indoor Positioning System (IPS) is very
complex. Firstly, there is no GPS signal accessible inside the buildings. Secondly,
a greater accuracy is usually required indoor than outdoor where even a small
localization error may lead to a completely different localization results. For
example 10 m error for the outdoor positioning is acceptable while the same
localization error inside the building may place you in a completely different
area of the building. In our paper we describe the solution that is based on
the existing Wi–Fi infrastructure of a building. This solution will relay on the
fingerprint approach.

The fingerprint approach requires to collect measurements (fingerprints) of
RSS (Received Signal Strength) from various Access Points in the known loca-
tions. The measurement points should approximately cover the whole building.
We describe the details of data collection in Sect. 2. The collected data of RSS
vectors gathered in the known localizations constitutes a training set(radio map)
which allows us to create a localization model. In Sect. 3 we formally describe
what we mean by the localization model as well as we introduce some standard
error notions that will allow us to evaluate and compare models.
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In [2] authors compared different methods of creating such a localization
model for a given radio map. The paper divides the methods into two cate-
gories: deterministic and probabilistic. The deterministic methods are based on
distances between RSS vectors while probabilistic ones use the estimation of the
probability that we are in a given localization while a particular RSS vector was
measured. Another technique is used in [6] which is a multilayer perceptron and
[5] provides the analysis k Nearest Neighbours algorithm.

In Sect. 3.1 we explain a construction of localization model based on a
straightforward application of the classical Random Forest method as described
in [1]. Then in Sect. 3.2 we present a modification of the previous approach. The
comparison of both methods is in Sect. 4. The obtained results indicate a sub-
stantial accuracy improvement after the suggested modification of the classical
Random Forest approach.

When comparing the localization methods in Sect. 4 we will also consider long
term changes in accuracy of the localization solutions. We analyze data collected
between years 2012–2014 and check if there is any decrease in accuracy. This is
very important issue from a perspective of future implementations, since building
a new radio map as well as updating it is quite expensive and time consuming
process. Hence, it is very important to obtain a solution that works well also in
longer periods of time.

In Sect. 4.1 we compare the accuracy of the proposed Random Forest methods
with the approach that uses a multilayer perceptron presented in [6]. This compar-
ison is very valuable since the results presented in [6] consider the same building
and partially the same data (for example the training data are the same).

Another important issue while comparing the localization models is its immu-
nity to the malfunction of a Wi–Fi infrastructure. In Sect. 4.2 we briefly discuss
this problem by considering the situation when some Access Points are turned
off. Once again the modified Random Forest method performs better than the
classical Random Forest approach. The final conclusions are presented in Sect. 5.

All the tests were held inside the building of Faculty of Mathematics and
Information Science of Technical University of Warsaw. This is a 6 floor building
of irregular shape that fits inside the rectangle of dimensions 50 m by 70 m. In
order to build and test the model we used the data gathered in five different
series each one covering the same area of the building. The data was collected
using the Android application installed on mobile phones. For more details about
the application see [8].

2 Data Collection

Let us first formally describe the structure of the data and the concept of fin-
gerprinting. For the precision sake we introduce the following definitions:

Definition 1. (i) AP is the set of all Access Points used for the localization
model.
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(ii) F = R2×Z×R×Rn is the space of all possible measurements (fingerprints)
where n = �AP.
For f ∈ F

(a) first two coordinates f1[m], f2[m] denote a horizontal position of a place
where measurement was taken and f3 ∈ Z is the floor number;

(b) f4[s] is the time of the measurement;
(c) fk[dBm], where 4 ≤ k ≤ n + 4, is the RSS from kth source from AP.

If there is no signal from kth transceiver station than fk+4 = noSignal,
where noSignal is a special unique value.

(iii) We call a set of fingerprints S ⊂ F a measuring series. Usually S is collected
during one or a few consecutive days in a particular building.

(iv) L = (Lx,Ly,Lf ) : F �→ R2 × Z is the projection onto the first three coor-
dinates of the set F and π : F �→ Rn is the projection onto the last n
coordinates. In other words L(f) provides us with the location of a finger-
print f while π(f) is the RSS vector associated with f (measurement).

(v) For v = (v1, ..., vn) ∈ Rn we denote supp(v) = {k : vk �= noSignal} which
is just the set of visible Access Points for the measurement v.

Let us denote by Si, where i ∈ {1, 2, 3, 4, 5}, the ith measuring series. The
series S1, S2, S3 were collected in 2012 within three months period and data
sets S4, S5 were collected during two series in 2014 within two months period.
All series were collected on different days. In each of five series the location
fingerprints create mostly a 1.5× 1.5 m grid. Only when it was impossible due to
the building’s structure (walls or different obstacles) the grid was slightly sparser.
It should be mentioned that for every i the measuring series Si covers the same
areas of the building. There were 40 fingerprints taken in every measuring point.
Table 1 shows the number of fingerprints in each series. Hence the number of
measuring points (elements of the grid) is around 1100–1200 for each series.

Table 1. Number of fingerprints in each series.

i 1 2 3 4 5

�Si 47960 47960 43680 43680 46760

Creating a model we considered only the academic Wi–Fi infrastructure that
consists of 46 APs. In our paper n will always denote the number of Access
Points in the academic network that is the number �AP = 46. At this point it
is worth mentioning that we observed far more than 46 Access Points inside the
building but we decided not to take them into account while building a model.
It is because we controlled only the academic net and we can guarantee no
changes in its infrastructure (location of APs, device changes etc.) between years
2012 and 2014. In our considerations we define noSignal[dBm] as the minimal
signal strength ever recorded minus 2 (our devices reports only odd values). The
minimal value that was ever reported was −115 hence we set noSignal = −117.
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3 The Localization Models

The localization model is a function L̂ : Rn �→ R2 × Z such that given a RSS
vector v ∈ Rn, L̂(v) predicts a localization of the point where the measure-
ment v was taken. However, before we describe some particular examples of the
localization models let us introduce the error functions:

Definition 2. Let S be a measuring series. For an element s ∈ S we introduce
the following notions:
horizontal error

Eh(L̂, s) =
√

(x̂ − x)2 + (ŷ − y)2

and the floor error:
Ef (L̂, s) = |f̂ − f |,

where L̂(π(s)) = (x̂, ŷ, f̂) and L(s) = (x, y, f).

In order to evaluate how well L̂ predicts a localization for a given testing
series S we introduce the following:

Definition 3. For a testing series S and the localization model L̂ let us define:

(i) Mean horizontal error

μEh(L̂, S) = mean{Eh(L̂, s) : s ∈ S};

(ii) Median horizontal error

mEh(L̂, S) = median{Eh(L̂, s) : s ∈ S};

(iii) Percentile horizontal error

p90Eh(L̂, S) = Perc90{Eh(L̂, s) : s ∈ S};

(iv) Classification error for floor’s prediction

εf (L̂, S) =
�{s ∈ S : Ef (L̂, s) �= 0}

�S
;

When it is clear from the context which model we test we omit the name of
the model, i.e. we use the notation: μEh(S), mEh(S), p90Eh(S), εf (S).

Obviously the main goal in the localization problem is to make
μEh,mEh, p90Eh and εf as small as possible.
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3.1 Random Forest Localization Model

Let us describe the localization model L̂RF , which is built using Random Forest
algorithm. First we create L̂x, L̂y and L̂f by applying a Random Forest algorithm
described in [1] where the training set is π(S1) with responses Lx(S1), Ly(S1)
and Lf (S1), respectively. Obviously for creating L̂x and L̂y we grow regression
trees and for L̂f the decision trees are grown. We select the number of grown trees
to be 30 as we checked that growing more does not improve the accuracy of the
localization algorithm. Finally we may define L̂RF (v) = (L̂x(v), L̂y(v), L̂f (v)).
For v0 = (noSignal, noSignal, ..., noSignal) we set L̂RF (v0) = NaN . However,
it appears that the Access Point coverage is such that v0 �∈ π(Si) for all i ∈
{1, 2, ..., 5}.

3.2 The Modified Random Forest Localization Model

In this part we describe a modification of the straightforward application of
Random Forests described above. The idea behind the modification is to cre-
ate a localization model L̂a for every Access Point a ∈ AP that predicts the
localization only when there is a signal from Access Point a. In order to cre-
ate L̂a we apply the same Random Forest technique as in the previous section
but using only this part of training data set for which the signal from AP a
was reported. By the appropriate combination of models L̂a we obtain the final
result, that is the modified localization model L̂mRF . The following part of this
section formally describes this construction.

For every a ∈ AP let us define the set of all fingerprints from the training
series S1 for which we have signal from Access Point a i.e. Sa = {s ∈ S1 : a ∈
supp(s)}. Then for every a ∈ AP we create L̂a

x, L̂a
y and L̂a

f by applying Random
Forest algorithm in a similar manner as in Sect. 3.1 where the training set is
π(Sa) with responses Lx(Sa), Ly(Sa) and Lf (Sa), respectively. Once again we
select the number of grown trees to be 30 as greater values do not improve the
accuracy. Finally for every v �= v0 = (noSignal, noSignal, ..., noSignal) ∈ Rn

we define L̂mRF (v) = (x̂, ŷ, f̂) where

x̂ = mean{L̂a
x(v) : a ∈ supp(v)},

ŷ = mean{L̂a
y(v) : a ∈ supp(v)},

f̂ = mode{L̂a
f (v) : a ∈ supp(v)}.

For v0 = (noSignal, noSignal, ..., noSignal) we set L̂mRF (v0) = NaN . The
idea behind the construction is simple. The Fig. 1 shows four Access Points a1,
a2, a3 and a4. We also marked a position where the measurement v ∈ Rn (RSS
vector) was taken. The circles around Access Points shows the range of each
Access Point that is where the terminal reports a signal from that Access Point.
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Fig. 1. Access Points a1,...,a4 and the position where the measurement v ∈ Rn was
taken

In order to calculate the position where v was taken, we apply models created
for a1 a2 and a3 but not for a4. In other words L̂mRF (v) = (x̂, ŷ, f̂) where

x̂ = (L̂a1
x (v) + L̂a2

x (v) + L̂a3
x (v))/3

ŷ = (L̂a1
y (v) + L̂a2

y (v) + L̂a3
x (v))/3,

f̂ = mode{L̂a1
f (v), L̂a2

f (v), L̂a3
f (v)}.

In order to create models L̂a1
x , L̂a1

y and L̂a1
f we apply Random Forest method

in a similar manner as in Sect. 3.1 but we use only the fingerprints from the
training data that where taken in the range of Access Point a1 (the shaded
region in Fig. 1). We do the similar for all Access Points inside the building (for
all a ∈ AP).

4 Comparison of the Models

Let us see how the models L̂RF and L̂mRF perform with respect to the measures
introduced in Definition 3 for all the series Si for i ∈ {1, ..., 5}. When looking at
all the tables below, please have in mind that S1 was used for training purposes.

One can see that for all the testing series the model L̂mRF performs better than
L̂RF . We can also observe that we obtain the worst results for the testing series S4

and S5 that were collected about two years after the training series S1. There can
be several reasons. One of them is that in series S1,S2,S3 different mobile phones



Modified Random Forest Algorithm for Wi–Fi Indoor Localization System 153

Table 2. Performance of ̂LRF model that was built using the classical Random Forest
approach

i εf (Si) μEh(Si) mEh(Si) p90Eh(Si)

1 0.0094 1.32 0.18 3.41

2 0.0284 3.66 2.89 6.95

3 0.0264 3.55 2.95 6.80

4 0.0849 4.36 3.72 8.34

5 0.0769 4.53 3.76 8.53

Table 3. Performance of ̂LmRF model that was built using the modified Random
Forest approach

i εf (Si) μEh(Si) mEh(Si) p90Eh(Si)

1 0.0087 0.57 0.11 1.55

2 0.0291 3.34 2.72 6.36

3 0.0222 3.29 2.82 6.10

4 0.0822 4.11 3.52 8.03

5 0.0711 4.30 3.63 8.23

were used than 2 years later during collection of series S4 and S5. For the discus-
sion on the difference of RSS vector reported by different models of mobile phones
see [7]. Another reason is that some minor changes could occur inside the build-
ing. As we mentioned before, we can guarantee that the academic infrastructure
was unchanged (i.e. Access Points and their locations). However we had no control
over such changes as furniture replacements or rooms rearrangements, although
we have not observed any major changes during this two years period. Perhaps
it will be illustrative if we look at the Fig. 2. This are the graphs of functions
τi(k) = �{s∈Si: �supp(s)=k}

�Si
for i ∈ {1, 2, ..., 5}. The value of τi(k) shows the rate

of all fingerprints in Si for which there were k Access Points visible. We can see
that the characteristics of Access Points coverage has changed between years 2012
and 2014 and it influenced the performance of both localization models L̂RF and
L̂mRF (see Tables 2 and 3 once again).

4.1 Comparison with Other Works

Although there are many indoor localization solutions based on Wi–Fi signals,
the comparison of their performance is very difficult. It is because the testing
conditions depend very much on the building where the tests are performed.
The construction of a building or the density of the WI-Fi network may affect
the accuracy. For example the accuracy of Ekahau Real-Time Location System is
claimed to be 3 m on average when using Wi–Fi solution only, while independent
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Fig. 2. Graphs of τi functions for all series

tests described in [3] show that it is in fact 7 m on average. The best method to
avoid such problems it to compare different methods using the same data.

In [6] authors create a localization model using a multlilayer perceptron tech-
nique, in the same building, using the same data as series S1, S2, and S3. The
authors use S1 as the training set, S2 as the validation set and finally S3 is used
for testing purposes. They introduce a different horizontal accuracy measures
|eX | and |eY | what is the difference between the coordinate and its prediction.
In our notation this would be |eX |(s) = |x̂ − x| and |eY |(s) = |ŷ − y| where x
and y are the true coordinates where the fingerprint s was taken and x̂, ŷ the
predicted coordinates by the model. In order to asses the model they use 90th
percentile of both |eX | and |eY |. The best results that authors obtained in [6]
are 5.18m for 90th percentile of |eX | and 5.82m for 90th percentile of |eY | for
the testing series S3. When testing L̂mRF on series S3 we obtain 4.11 m for 90th
percentile of |eX | and 4.72 m for 90th percentile of |eY |. It is worth mentioning
that in another very recent paper [9] authors built different localization model
using optimization of the Random Forest model as presented in Sect. 3.1, by the
Particle Swarm Optimization algorithm. Moreover authors used the same data
set for learning purposes as in this paper. However, the testing procedure as
well as the testing data set are different. It would be interesting to see the com-
parison of gains we obtain using the modification of the Random Forest method
presented in this paper and the optimization using Particle Swarm Optimization
algorithm as presented in [9].

4.2 Immunity to the System Malfunction

It is a common situation that some Access Points may malfunction, can be
removed or replaced having different MAC address and hence being “invisible”
for the localization model. Most probably this is a situation that influences the
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Table 4. Performance of ̂LRF model that was built using the classical Random Forest
approach after turning off 3 Access Points

i εf (Si) μEh(Si) mEh(Si) p90Eh(Si)

1 0.0094 1.32 0.18 3.41

2 0.0565 4.80 3.51 9.99

3 0.0581 4.36 3.43 8.73

4 0.1101 4.88 4.07 9.23

5 0.1089 5.09 4.21 9.60

Table 5. Performance of ̂LmRF model that was built using the modified Random
Forest approach after turning off 3 Access Points

i εf (Si) μEh(Si) mEh(Si) p90Eh(Si)

1 0.0087 0.57 0.11 1.55

2 0.0487 3.80 3.11 7.36

3 0.0436 3.74 3.16 7.08

4 0.1002 4.34 3.77 8.29

5 0.0933 4.58 3.88 8.79

performance of localization models. Indeed, Tables 4 and 5 when compared to
Tables 2 and 3, show the decrease of accuracy after turning off 3 Access Points
(the same APs for both L̂RF and L̂mRF ).

We can see that this time the localization model L̂mRF performed much
better compared to L̂RF . It is especially important when we look at the gross
errors that is when we compare p90Eh measure for both models. The difference
can reach up to 2.5 m (for testing series S2). We should point out that after
turning off the chosen 3 Access Points, there were only 52 measurements in
all series where no Access Point was detected that is L̂RF and L̂mRF did not
provide a localization (NaN value). We do not provide a deeper analysis of the
malfunction immunity of both models. We decided to choose particular 3 APs
to illustrate a situation that is typical for both models. In other words we have
run the experiment choosing many times 3 random APs and turning them off
in all the series S2...S5. In all cases model L̂mRF performed much better. The
extended analysis of malfunction immunity of the classical Random Forest model
L̂RF is presented in [4] while the paper containing the same extended analysis
for the modified L̂mRF is in preparation.

5 Conclusions

This work shows the method of modifying the Random Forest approach in build-
ing the localization model L̂mRF . This way we were able to improve the localiza-
tion accuracy over the accuracy of our reference model L̂RF that was build by
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straightforward application of Random Forest technique. The horizontal accu-
racy gains are about 5% to 9% when looking at the mean horizontal error. It
was confirmed by four independent tests (series S2 to S5). The vertical accuracy
(floor’s detection) remained almost the same for both models.

The comparison of L̂mRF model with the model built using multilayer per-
ceptron as described in [6] also revealed that the L̂mRF performs much better
when considering horizontal accuracy and almost the same when comparing the
vertical accuracy (floor’s detection). We also checked that the model L̂mRF per-
formed much better than L̂RF when some Access Points were turned off during
the testing procedure. For instance, after turning off 3 Access Points for the
testing series S2, the loss was about 30 % for L̂RF when looking at the mean
horizontal error while the same loss for the modified model L̂mRF was about
14 %. The advantage of using L̂mRF is even more evident when we look at the
gross errors that is when we compare p90Eh measure. Once again in case floor’s
detection both models behave similarly.

It is worth mentioning that this modification can be applied to different
localization models, not only to the ones based on Random Forests. For example
a similar modification of kNN method could be considered by constructing L̂a in
Sect. 3.2 using kNN algorithm. We also believe that a similar technique can be
applied when dealing with problems different than indoor localization. The only
condition is that we deal with the sparse data (where noSignal value is the most
common value in the sparse data) and one has a reasonable number of features.
Our results suggest that one may count on some improvements especially for
regression problems.
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M., Nguyen, N.T., Camacho, D., Trawinski, B. (eds.) ICCCI 2015. LNCS, vol. 9329,
pp. 328–337. Springer, Heidelberg (2015). doi:10.1007/978-3-319-24069-5 31

5. Grzenda, M.: On the prediction of floor identification credibility in RSS-based posi-
tioning techniques. In: Ali, M., Bosse, T., Hindriks, K.V., Hoogendoorn, M., Jonker,
C.M., Treur, J. (eds.) IEA/AIE 2013. LNCS, vol. 7906, pp. 610–619. Springer,
Heidelberg (2013)

6. Karwowski, J., Okulewicz, M., Legierski, J.: Application of particle swarm optimiza-
tion algorithm to neural network training process in the localization of the mobile
terminal. In: Iliadis, L., Papadopoulos, H., Jayne, C. (eds.) EANN 2013, Part I.
CCIS, vol. 383, pp. 122–131. Springer, Heidelberg (2013)

7. Kjargaard, M.B.: Indoor location fingerprinting with heterogeneous clients. Perva-
sive Mob. Comput. 7, 31–43 (2011)

http://dx.doi.org/10.1007/978-3-319-24069-5_31


Modified Random Forest Algorithm for Wi–Fi Indoor Localization System 157

8. Korbel, P., Wawrzyniak, P., Grabowski, S., Krasinska, D.: LocFusion API - program-
ming interface for accurate multi-source mobile terminal positioning. In: Federated
Conference on Computer Science and Information Systems (FedCSIS), pp. 819–823,
September 2013

9. Okulewicz, M., Bodzon, D., Kozak, M., Piwowarski, M., Tenderenda, P.: Indoor
localization of a moving mobile terminal by an enhanced particle filter method.
In: Rutkowski, L., Korytkowski, M., Scherer, R., Tadeusiewicz, R., Zadeh, L.A.,
Zurada, J.M. (eds.) ICAISC 2016. LNCS, vol. 9693, pp. 512–522. Springer, Heidel-
berg (2016). doi:10.1007/978-3-319-39384-1 45

http://dx.doi.org/10.1007/978-3-319-39384-1_45


Smart Underwater Positioning System
and Simultaneous Communication

Boguslaw Szlachetko(B) and Michal Lower

Faculty of Electronics, Wroclaw University of Science and Technology,
ul. Wyb. Wyspianskiego 27, 50-370 Wroclaw, Poland
{Boguslaw.Szlachetko,Michal.Lower}@pwr.edu.pl

Abstract. This paper touches a problem of development of effective
technology of underwater positioning, which allows control position of
more than one object i.e. submarines, remotely operated underwater
robots or divers. The paper presents a solution which bases on the use
of a modulated ultrasound waveform instead of bunch of square-shaped
pulses utilized by a traditional positioning systems. The proposed system
can be seen as smart because it not only solves a positioning problem
but also delivers communication link between a supervising ship and
remotely controlled objects. Some preliminary results of experiments
with real underwater robots are also presented. The resultant relative
positional accuracy was about 1 m and the data rate can be estimated
about 1 kb/s.

Keywords: Underwater localization · Underwater robot positioning ·
ROV · Ultrasound distance measurement · Ultra short baseline system

1 Introduction

Positioning of underwater vessels and a Remotely Operated underwater Vehicle
(ROV) as well as underwater communication is a specific task because of the
environment impact [4]. The water attenuates radio waves very effectively, thus
the direct using of traditional technologies like the Global Positioning System
(GPS) or radars, which are commonly used in free space, are not possible. In
opposite to radio waves an ultrasound waves can be applied in underwater sce-
nario with much higher effectiveness [2]. Acoustic waves propagate five times
quicker in a water than in an air. In spite of dispersion and diffraction effects the
range of 300 m using not so powerful 40 kHz transducers is possible to reach [3].

Because of technical limitation of ROV position determination the Inertial
Navigation Systems (INS) using the Inertial Measurement Units (IMU) are com-
monly used to support dead reckoning navigation task [6,7,9,12]. Such method-
ology is subject to cumulative errors, so inaccuracy of position determination
increases in time. An error of position estimation based on IMU is integrated
constantly, therefore only other independent position measurements can intro-
duces a new information, which resets such errors. Those other underwater mea-
surements can rely on measure of distance from reference point placed on the
c© Springer International Publishing Switzerland 2016
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water surface or on the bottom of the reservoir. Unquestionable advantage of
reference points placed on the bottom of the reservoir is geographical placement
stability and lack of impact of water movement and waves on its position. How-
ever, such a placement of reference points complicates communication with them
and puts greater demand on design related to water pressure influence on devices
which realize function of reference points. Placement of such devices on the water
surface simplify by far their design, mechanical construction and maintenance.
However, their placement stability depends heavily on weather condition and
specificity of a basin [5]. Thus, in such a solution a smart sensor fusion algo-
rithm which joins position measurement based on reference points with dead
reckoning calculations based on IMU measurement is often utilized [7].

Position determination systems based on measurement of a distance from
reference points with the use of ultrasound waves are commonly used nowadays,
however, such systems utilize very simple signaling schemes. Usually a bunch
of several short square impulses are generated by an ultrasound transducers
in periodic manner [2,8]. In our work an application of modulated ultrasound
signals is proposed, which allows to develop smart distance measurement system.
Each bunch of impulses is replaced by a modulated waveform, so some important
information which can simplify measurement methodology, is carried by the
waveform during each period. Such a solution significantly widens functional
capabilities of a whole measurement system.

2 Conventional Ultrasound Methodology of Position
Measurement

For the dive depth exceeding 100 m and in cases of broad space of work of sub-
marines or ROVs the Long Base-Line (LBL) systems are used. Baseline means
the distance between the transponders (aka reference points). In such systems
a measured distance sometimes reaches a few kilometers. For such a long dis-
tance a problem of rising of an absolute error is observed, when one utilizes an
ultrasound methodology. Thus, in order to lowering the absolute error of the
measurement of a distance (and in consequence a position), multiple number
of transponders support these measurements. In some papers a using of seabed
transponders is reporter [10,11]. But in other papers a system which is composed
of several transponders placed on the water surface is considered. A position of
transponders is adjusted by GPS coordinate measurement. Such systems are
called GPS intelligent buoys (GIB) [1].

In some cases baseline do not cross 100 m. Therefore, such systems are called
Short Base-Line (SBL) acoustic positioning systems. The principle of measure-
ment is similar like in LBL systems, but in SBL some transponders are often
placed on body of a ship which performs or supervises an underwater explo-
rations done by ROVs. Such placement gives quite stable reference points for
calculations of a distance and a position relative to the ship’s body, because of
rigid arrangement of reference points. Moreover, using a GPS system mounted
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on the ship, calculation of an absolute coordinate of reference points is possible.
Thus, this allows to determine absolute position of underwater ROVs.

However, the most frequent case of using acoustics positioning technology is
called Ultra Short BaseLine (USBL), due to the fact that usually a small ship,
with limited technical possibility of placing transponders is used to supervise
ROVs. In such cases a baseline is very short - usually does not cross several
meters, and simultaneously it is multiple time shorter than a distance to measure.
In this type of systems obtaining a good enough localization estimation based on
reference points only arises many problems. For example - this situation can be
observed when working depth of a ROV is a dozen times bigger than a length of a
baseline. For this reason the USBL technology is usually supported by additional
measurement systems. Calculated USBL coordinates are combined with dead
reckoning calculations e.g. a ROV speed and direction of its movement is taken
from IMU while actual depth is calculated on a base of pressure measurement.
Moreover, if transponders are equipped with the receivers which can determine
a direction of arrival of ultrasound waves an USBL system can be reduced to
only one such a transponder called base-point.

3 Proposed Positioning System

3.1 Smart Ultrasound Transponder

Regardless of the problem of baseline’s length there exist a second one factor,
which limits conventional ultrasound positioning systems. Nearly all of known
systems utilize simple signaling scheme - namely a bunch of short ultrasound
impulses. Such bunches are repeated with constant period. Therefore, several
effects have to be accounted. First, each bunch is identical, which creates a
problem with using more than one transponders. Second, it is hard task to dif-
ferentiate the bunch impinging receiver directly (through a straight line between
a transponder and a receiver) from reflected one. A common solution of the
second problem rely on setting up a long period of repetition of consecutive
bunches. The other solution consists in generating bunches with different num-
ber of impulses in it i.e. each consecutive bunch contains the increasing number
of impulses.

Our method relies on the use of modern modulation technology. First, we
decided to invert a role of transponders. Usually they are placed in a stable
location while a ROV with a receiver mounted on it moves around. In our solu-
tion receivers are mounted on a ship (in a stable location joined to the ship’s
body) whereas a transponder is joined to the ROV’s body and moves together
with it. Second, a transponder generates an ultrasound waveform through mod-
ulation of a carrier signal. The carrier signal produces main waveform whereas a
modulating signal transports some information. The modulation allows to carry
on communications between ROV and receivers. Currently, our system utilizes
short waveform thus it allows to send information about start time of a trans-
mission, but nothing prevents to expand amount of informations. A BPSK mod-
ulation scheme is used by our transponder, where carrier signal is a waveform
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of a square shape. Further details are beyond of the scope of this paper and will
be published in the near future.

A principle of distance measurement, which make use of modulated ultra-
sound waveforms, is quite simple. A transponder triggers a transmission sending
an information about it’s start time. A receiver detects a beginning of reception
and stores it in memory. Then, received data are demodulated, which allows to
recover information sent by the transponder. The time difference between time
of reception and start time of a transmission gives a value t called Time-of-Flight
(ToF). For the known speed of ultrasound waveform in a water vs one can cal-
culate a distance as follows r = vst. Of course an assumption has to be made
that a time base on both the transponder and the receiver is the same. It means
that timers which are used on both devices are synchronized.

3.2 Position Calculation

General scheme of the proposed system, its arrangement and reference points
placement are shown in Fig. 1.

Fig. 1. Arrangement of an underwater position determination system.

Our USBL positioning system is composed of:

– ultrasound receiver placed on a stern called A-XUS; additionally equipped
with a GPS receiver,

– ultrasound receiver placed on a bow called F-XUS; additionally equipped with
a GPS receiver,

– ultrasound transmitter placed on the ROV, which works as an illuminator
LUS,

– ROV with on-board computer RPi-ROV equipped with an accelerometer,
gyroscopes, magnetometers and a hydrostatic pressure sensor,

– central processing unit RPi-CNT placed on a supervising ship, the USBL posi-
tioning system works on it.

It is worth noting that usually reference point is a device broadcasting ultra-
sound waves at known a-priori position. In our configuration it is a smart device
which can receive and broadcast ultrasound waves. Moreover, it has the possi-
bility to analyze modulated ultrasound waves.
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Direct quantity measured with the use of ultrasound waves flowing through
the water is ToF evaluated in seconds. This delay is measured with the use
of an embedded timer of STM32F4 microcontroller. A frequency of the timer’s
count equals 10 kHz, which means that delay can be measured with a precision
of 10µs. In effect, this precision results in accuracy of distance measurement of
about 1.5 cm. Because of much larger ROVs size this accuracy is sufficient. It is
worthwhile add that 32-bit timer is used, so for frequency of 10 kHz an overflow
of the timer would occur after nearly 12 h of continuous work. In case of using
frequency of 100 kHz, accuracy of distance measurement reaches theoretical value
of 2 mm, but unfortunately the timer overflow will occur after only 70 min, which
could result in some calculation problems if the ROV is designed to operate
longer than one hour.

The designated distance r (in [m]) is a function of the speed vs (in [m/s])
and time delay t (in [s]). The speed of ultrasound waves in water depends on
several factors. Three of them have significant impact on the speed:

T – a temperature of water evaluated in [oC],
P – a hydrostatic pressure of water evaluated in [bar] and
s – a salinity of water evaluated in [%].

Accordingly, the speed of an ultrasound wave depends indirectly on a depth. To
calculate this speed Medwins empirical formula is used:

vs = 1449.2 + 4.6T − 0.055T 2 + 0.00029T 3

+ (1.34 − 0.010T )(s − 35) + 0.158P
(1)

According to Fig. 1 our system makes simultaneously two distance measure-
ments:

r1 – a distance from the ROV to the vessel stern (LUS → F-XUS)
r2 – a distance from the ROV to the vessel bow (LUS → A-XUS)

Additionally a system measures a hydrostatic pressure and calculates a dive
depth of submersion. Next, a data fusion algorithm evaluates a 3D position of
ROV. This algorithm collects data from:

– hydrostatic pressure sensor,
– r1 and r2 measurements,
– IMU sensors installed on ROV,
– GPS coordinates of both reference points (A-XUS, F-XUS),
– physical distance L between A-XUS and F-XUS.

The outline of communication in the proposed USBL positioning system is
presented in the Fig. 2. In this outline an ultrasound signal connection is also
pointed out. Note that all timers utilized on LUS, A-XUS, F-XUS have to be
synchronized before our system starts to calculate ROV’s position.

First, a ROV position in coordinate system connected to the supervising
ship is calculated. Next, base on a GPS measurement taken on both bow and
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Fig. 2. The outline of communication and ultrasound signaling in the proposed USBL
positioning system.

stern, geographical coordinates are calculated. A ROV position relative to the
supervising ship is determined in (x, y, h) coordinate system. Axes OX and OY
are perpendicular to each other and parallel to a water’s surface, while a third
axis OH is perpendicular to a water’s surface and directed down. A start of
coordinating system is located in a central point of a ship’s stern according to
the Fig. 3.

Fig. 3. Coordinates system relative to the supervising vessel.

A dive depth (in [m]) can be easily estimated based on hydrostatic pressure
taken from sensor mounted on ROV according to the following formula:

h = 10P (2)

where P is a measured pressure in [bar]. Next a ROV’s position can be calculated
according to a system of formulas:
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x = (r21 − r22 + L2)/(2L), y =
√

r21 − x2 − h2 (3)

where L is a physical distance between A-XUS and F-XUS, r1, r2 are the distance
measurements according to Fig. 1 and h is a dive depth.

The adopted measurement method does not allow to determine the sign of
component of the position y on the basis of measurements of r1, r2 and h. To
determine the sign the dead reckoning algorithm which utilizes IMU measure-
ment is used.

An absolute ROV’s position is calculated on the basis of:

– a GPS measurement taken on a vessel’s stern, where latitude and longitude is
gathered φA, λA respectively,

– a GPS measurement taken on a vessel’s bow, where latitude and longitude is
gathered φF , λF respectively,

– relative position of a ROV calculated according to the set of formula (3) x, y, h
respectively.

Assumption has been made that measured distances r1, r2 are relatively
short, not longer than 100 m. It simplified the proportional correction coeffi-
cient during procedure of recalculation of angular longitude to metric values.
Hence, formulas for calculation of ROV’s position, it means their latitude φxy

and longitude λxy, can be derived as follows:

φxy = φA +
1
L

(yλL cos φ̂ + xφL) (4)

λxy = λA +
1
L

(

xλL − y
φL

cos φ̂

)

(5)

where φL = φF − φA, λL = λF − λA and φ̂ = (φF + φA)/2. A difference of
latitude values taken on a ship’s stern and bow is an angular value. The same
situation is in case of difference of longitude values. It is worth noting that
these differences are very small - due to the size of the ship. Thus, formulas (4)
and (5) are simplified ones, which means that average latitude is used at the
whole line segment. But, for so small measured distances an error made by this
simplification is negligible.

3.3 Error Analysis

In goal of determining an accuracy of obtained ROV’s position formulas of error
calculation are provided. An exact differential method has been used. Total error
is calculated as a radius of a ball surrounding ROV’s location. A value of total
error is given in [m]. Also r1, r2 values are given in [m]. Note, that latitude and
longitude values are given as angle, therefore, one should recalculates it using
the mean earth radius RE = 6371 km.
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where a maximal error of latitude difference calculation is ΔφL = ΔφF + ΔφA,
a maximal error of longitude difference calculation is ΔλL = ΔλF + ΔλA and a
maximal error of average latitude calculation equals Δφ̂ = (ΔφF + ΔφA)/2.

4 Results

The evaluation of our system has been done on a small lake near the Wroclaw.
Because of the lake’s size our test is focused on errors of estimation of a ROV’s
position. Two experiments were provided. In the first one a ROV was trying to
keep its position close to a ship’s bow and on submersion depth of approximately
2.5 m. In the second one a ROV was trying to keep its position far from a ship
nearly between the bow and the stern on the same submersion depth. In both
cases measurements have been collected during a period of one minute.

In the Fig. 4 results of experiments are presented. Every point represents
one measurement from the set. Positions of ship’s bow and stern are calculated
thanks to the formula (3), but a note should be done that the GPS measure-
ment taken as a first one at the stern is placed in point (0, 0). All consecutive
measurements (i.e. stern, bow and ROV positions) are calculated in relation to
this position. As can be seen, variation of a position of the stern and the bow
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Fig. 4. Two experiments of estimation of a ROV’s position in relation to a supervising
ship’s position. Positions of a stern and a bow is calculated base on GPS measurement.
The position of ROV is computed according to (3).

is bounded to the circle with diameter of about two meters, which is coherent
with horizontal and vertical accuracy reported by GPS chip during its work.
A second observation can be done that for the case when the ROV is close to a
reference point (the bow or the stern), errors of position estimation of the ROV
are bigger than in case when both distances to reference points are similar.

5 Conclusions

The proposed system has been developed as USBL positioning one, but its capa-
bilities are much wider. To reach the goal our system utilizes a moving ultra-
sound transmitter and two stable receivers, where both a transmitter and a
receiver are completely redesigned regarding conventional solutions. It was done
by using modulated ultrasound waveforms with BPSK modulation instead of
simple bunches of square-shaped pulses.

Our system allows to realize two working scenario. In the first simple solution,
a ROV works as remotely controlled submarine. The ROV is equipped with a
transmitter only and receivers are mounted on a ship’s stern and bow. In this
arrangement a communication between the ROV and a supervising ship take
place in one direction only. This allows to determine a ROV’s position, but the
ROV do not know it. In the second solution a communication can take place
in two direction namely from a ROV to a supervising ship and from a ship to
a ROV. Thus, a ROV can receive information about its current position. In a
consequence a ROV can operate autonomously.

Conventional positioning systems use a simple identical bunches of ultra-
sound pulses as measurement signals. Due to simplicity of such signals a possi-
bility of miss discrimination is very probable. So, a USBL system is able to work
with only one ROV, usually. Our proposal overcomes this limitation. Modulated
signals allows to distinguish many ROVs sharing the same basin. Moreover, our
system can be used to organize communication link between all of them. It is
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an important factor because currently in industrial application a communication
between a ship and a ROV is made through the cable, which limits operational
capabilities of a ROV. Currently our system offers link speed of 1 kb/s, which is
not so big, but enough to send some important information e.g. about submer-
sion depth of a ROV or a diver.
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Abstract. Designing routing protocols to serve real time disaster management,
is a challenging task involving optimum energy utilization along with reduced
delay in event reporting. In this paper, we have focused on the data aggregation
techniques which alleviate the constraints of sensor networks and put forward as
an essential paradigm for routing in Wireless Sensor Networks. We have pre-
sented a hierarchical data aggregation based routing algorithm. Extensive
analysis and simulation shows that proposed algorithm outperforms other
existing approaches.

Keywords: Wireless sensor networks � Routing � Hierarchical � Data
aggregation

1 Introduction

The characteristics of WSNs and its application requirements have direct impact on the
design issues in terms of network performance and capabilities. Despite the tremendous
and numerous advantages like distributed localized computing, wide area coverage,
extreme environment area monitoring, WSNs stance various challenges to the research
community. The current trend of utilizing the powers of wireless sensor networks for
disaster management and other real time decision making systems have opened up new
research domains. The most important challenge remains to deliver the information from
the source of occurrence to the reporting station at the quickest possible manner. The
routing of such information must ensure uniform energy dissipation across the network,
quickly converge irrespective of the network node density, and be flexible in terms of
the routing framework and the route computation metric. The main aim of hierarchical
routing is to efficiently maintain the energy consumption of sensor nodes by involving
them in multi-hop communication within a particular region. Clustering is a network
management technique, which creates a hierarchical structure over a flat network and
provides scalability and robustness for that network. In a clustered network, as the
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correlation of data among neighbor sensor nodes is very high, it has been observed that
use of data aggregation is beneficial for energy efficiency.

Data aggregation is the process of aggregating data from multiple sources. It is used
to eliminate redundant data transmission and provide fused information to the desti-
nation node and communication cost decreases and network lifetime also increases.
Researchers have presented several aggregation techniques which are used to combine
data coming from different nodes and most of them are related to specific sensor
applications.

This paper presents a novel hierarchical data aggregation based energy efficient
routing protocol for WSNs. The logic is then evaluated using MATLAB and a com-
parative analysis against the performance of well-known cluster based aggregation
techniques in WSNs.

The rest of the paper is organized as follows. Different data aggregation techniques
have also been presented in the Sect. 2. In Sect. 3, we have presented a hierarchical
data aggregation based energy efficient routing technique for WSNs. Result analysis
has been presented in Sect. 4. In Sect. 5, this paper concludes and identifies some of
the future directions with open research issues.

2 Related Works

In this section, we have presented a study on different hierarchical energy efficient
routing for WSNs.

The well appreciated LEACH [1] protocol uses cluster based hierarchical model
with random rotation of the cluster heads to evenly distribute the energy load among
sensor nodes. There have been many extensions of the basic LEACH protocol [10–12],
aiming to balance network lifetime vs. delay. Some have used temporally and spatially
co-related nodes for [16] cluster formation. A hybrid structure has also been used [18]
for combining both tree structure and cluster structure in a bid to ensure maximum
utilization of network energy which in turns provides longer lifetime and low network
delay. CBR Mobile-WSN [17] is a query base, round free clustering protocol which is
used to handle packet loss and reduces the energy consumption and ensures efficient
bandwidth utilization.

Improving network lifetime has been one of the most important goals of researchers
as seen in countless works such as [6–8, 13–15]. Query driven routing has been
preferred by scientists in order to reach the site of eventuality in fast and simple
manner, as seen in [24]. Weight based mechanisms have been used for effective high
energy efficient data deliveries in WSN, as evident from [25, 28].

Clustering techniques have to provide low overhead of cluster head rotation as well
as optimal traffic distribution among cluster heads while keeping network connectivity
and coverage. In clustering networks, the imbalanced energy consumption among
nodes is the key factor considered to be affecting network lifetime. None of the above
algorithms focused on the data aggregation technique to minimize redundant data
transmission for achieving energy minimization.

In [3, 6] authors presented different aggregation techniques and scheduling [4] aim
for high aggregation without incurring the overhead of structure approaches In [5], the
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position of the sensor nodes and number of the child node in the aggregation tree
determines the aggregation timeout and ensuring maximum data processing time to
maximize the opportunity for data aggregation. PEGASIS [2] is a chain based routing
that are used collaborative techniques to increase the lifetime of each node and reduces
the overhead of dynamic cluster formation in [1] and decreases the number of data
transmission volume through the chain of data aggregation.

Different techniques have been used for data aggregation [9, 19, 20, 22] to reduce
energy consumption, minimize the energy consumption cost and communication
overheads. Aggregation methods are grouped into three classes depending on the level
of sensed data as; data level aggregation, feature level aggregation and decision level
aggregation. Based on the aggregation strategy, it has divided into three types:
in-network query type, data compression type and representative type.

In [19] presented a simple, least time, energy efficient routing protocol with one
level data aggregation that increased life time for the network. A structure freer-time
data aggregation protocol [23] have considered temporal and spatial convergence of
packets and improved network performance. An attribute aware data aggregation
technique consisting of a packet driven timing algorithm and a potential based dynamic
routing has been presented in [26, 27]. A data density correlation degree clustering
method has used for measuring the correlation between a sensor node’s and its
neighbour’s data. [30] Uses a collision free minimum latency aggregation scheduling
algorithm for tree based WSNs to achieve an optimal time slot assignment.

Different correlation metrics [20, 21, 29] have used for measuring the correlation of
the collected sensor node’s data as, Pearson correlation coefficient, Euclidean score etc.
Different researches have presented different filtering mechanism [3], as threshold filter,
deviation filter, semantic filter, location filter for reducing redundant data and extracting
useful information.

Energy efficiency is unanimously considered as one of the core design issue and in
order to improve the deficiencies of aforementioned schemes, the challenge is to
develop a routing protocol that can meet these conflicting requirements while mini-
mizing compromise. In the next section we propose a hierarchical data aggregation
based energy efficient routing for wireless sensor networks.

3 Proposed Routing Protocol

The main goal of the proposed scheme is to apply data aggregation technique on the
clustered network and evenly dispense the energy usage among all nodes within the
network. This helps to ensure that there are no overly utilized sensors nodes which
might run out of energy before the others.

Assumptions: All sensor nodes in the network are immobile, homogeneous and ini-
tially all are assigned the same energy and each node knows its initial energy; Each
sensor node has a unique identifier; The transmission range of each node is same; The
data collections have been done based on the locality and the collection rate of each
sensor node is different and unknown to each other.
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Network Model: Here we have considered in an example network, where sensor
nodes s1; s2; . . .snf g are randomly distributed and divided into ‘i’ clusters c1; c2;f
. . .. . .; cig. Each cluster has one cluster head Chif g and the ‘n’ no of cluster members
Cminf g. Cluster members sense the event of interest in the specified time interval and

generate data packets q1 tð Þ; q2 tð Þ; . . .. . .; qn tð Þf g of fixed size, where the collected
information is redundant and few are distinct. Cluster members perform the aggrega-
tion technique at node level and send the aggregated data packets to its cluster head.
Cluster head receives aggregated data packets from its member nodes, where one
cluster member’s collected data may be same or distinct comparing with other
neighbour cluster member’s collected data. The head level aggregation technique is
defined as: f dAggr Chið Þ� � ¼ Pn

i¼1 Ci � qi tð Þ
� �

. Cluster head transfers the aggregated
data packets to its next hop neighbour. Next hop cluster head receives data from its
neighbour cluster heads and performs the role of aggregator to communicate the
aggregated data packets to the sink node. In the following subsection we are going to
define about different proposed aggregation functions.

Aggregation Function Definitions: Let, Xi and Yj are two variables representing
temporal or spatial correlation between number of packets generated by the ‘n’ cluster
members in a cluster, provided that i = 1 … p and j = 1 … k, where ‘p’ & ‘k’ are
finite integer. Depending on the characteristics of sensed data we have categorized
aggregation techniques into different cases, those are discussed below:

Case1: Different Sensor Nodes Sense Different Data. In this case the final aggre-
gation value would be Summation of all data receive from all participating nodes. This
can be defined as:

f Ci fnsð Þf g ¼
Xp

i¼1
Xi for 8 Xið Þ; where i = 1. . .p ð1Þ

Case 2: Different Sensor Nodes Sense Same Data. In this case the spatial correla-
tions between the data packets are as average or duplicate. This can be defined as:

f Ci fnað Þf g ¼ 1=k
Xk

j¼1
Yj for 8 Yj

� �
; where j = 1. . .k ð2Þ

Case 3: Different Sensor Nodes Sense Different Value for Same Attribute. In this
case different sensor nodes generate different packets containing different value for
same attribute then the maximum value from the given set of data is:

f Ci fnmxð Þf g ¼ f S1; . . .Snð Þ ¼ max Sij j; where i = 1. . .n ð3Þ

Minimum value is:

f Ci fnmnð Þf g ¼ f S1; . . .Snð Þ ¼ min Sij j; where i ¼ 1. . .n ð4Þ

Case 4: Nodes Require Median Value of Collected Data. In this case the median
function would apply on the collected data and can be defined as:
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f Ci fnmdnð Þf g ¼ f S1; . . .Snð Þ ¼
Xn

i¼1
Sr; where r = nþ 1ð Þ=2 ð5Þ

The contributions of our work including the distinctive properties are mentioned
here with. In this proposed work, data aggregation is done at node level and as well in
the cluster head level to eliminate redundant data. As data aggregation has performed
both at node level and cluster head level, sink node wouldn’t receive any redundant
data, and as well as less numbers of packets are transferred in the network.

In this scheme, we have considered the technique [25, 28] for weight based cluster
head selection mechanism. The proposed scheme is divided in two models. Section 3.1
is used for cluster formation and tree set up phase. Data aggregation phase has been
described in Sect. 3.2 (Table 1).

3.1 Cluster Formation and Tree Setup Phase

The objective of this phase is to construct clusters of almost same sizes. After cluster
head selection process [25, 28] has been completed, cluster head broadcast a
CH_ADV_MSG {Chi, Msg_Id, WChi , Ch_Es, TTL} for the network nodes. Accord-
ingly, nodes send a reply CM_RPLY_MSG {Chi, Sni, Nd_lc, WChi ;Msg_Id, ESi , TTL}
to join as the cluster member of that cluster. Depends upon the equationPn

i¼1 Wsi � WChið Þ; each cluster head would add maximum number of sensor nodes to
its cluster and sends CHM_FRM_MSG {Chi, Cmin, WChi , Ch_Es, ESi , TTL} to the
cluster member of the corresponding cluster head and cluster formation has been
executed. Sink node act as root of the tree with its own level to 0. Cluster head belong
to transmission range of sink node add himself as the child of sink node and assign its
own level incremented by one. The above process is applicable for all the remaining
clusters in the network and tree formation has been executed.

Table 1. Data dictionary

Variable Description Variable Description

Chi Cluster head WChi Weight factor of cluster head
Cmin Cluster member Ch_Es Residual energy of cluster head
Msg_Id Message Id f{Ci(fns)} Sum of data packets
Sni Node Id f{Ci(fna)} Average of data packets
ESi Residual energy of node Si f{Ci(fnmx)} Maximum value of data packet
DThChs Threshold value f{Ci(fnmn)} Minimum value of data packet
Valni Data in bucket f{Ci(fnmdn)} Median value of data packet
Cnti Number of data in the bucket qiðtÞ Data packet
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3.2 Data Aggregation Phase

In this section we have presented an aggregation based technique for the clustered
WSN to send the aggregate data to the sink by using data aggregation functions.
Cluster member Cmin collects raw data in time instance ti and stores the data [x1, x2, …
xk] in the specified bucket, where the cache size is same i.e. K. The bucket consists of

node id, minimum and maximum values of collected data Xi ¼
PCnti

n¼1
Valni

Cnti

� 	
. After

specified time instances Cmin collects another data x01; x
0
2; . . .; x

0
k

� �
and store them in the

specified bucket with the existing data and calculates x0i for that new data. We have
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calculated the adaptive threshold value by using the following equation as;

DThval ¼
ffiffi
1
n

q Pn
i¼1 xi � lð Þ2

n o
and the inter node data similarity/dissimilarity is

measured using the Euclidian Score.

4 Result Analysis

The simulation model consists of a network model that has a number of wireless nodes,
which represents the entire network to be simulated. We have implemented different
sets of simulations using the well-known tool MATLAB to evaluate the performance of
our proposed HDARP and compare with existing algorithms [1, 2, 21, 24, 25, 28]
(Table 2).

Table 2. Simulation parameters

Variable Description Variable Description

Channel Wireless channel Sink location (50, 150)
Propagation Two ray ground Initial energy 2 J
Antenna Omni antenna d0 50 m
Number of nodes 0–50 EPelec 50 nJ/bit
Node deployment Random EPamp 10 pJ/bit/m2

WSNs field (0, 0)–(200, 200) m Eaggr 5 nJ/bit/signal
ecg 0.0012 pJ/bit/m4 efs 10 pJ/bit/m2
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In this section the performance metrics namely, network lifetime, number of dead
nodes in each round, throughput, average energy consumptions have been considered.
In Fig. 1, we have depicted a relation between numbers of nodes involved in cluster
formations vs. required energy. From this Fig. 1, it has been observed that in the
proposed HDAR scheme, node number 40 onwards if more sensor nodes are involved
in cluster formation process but almost same energy consumption has been required up
to certain threshold and in all situations HDAR requires less energy consumption
compared with other existing hierarchical cluster based routing algorithms [1, 21, 24,
25, 28].

Network Lifetime: It is defined as the time, until when all sensor nodes in the network
die out of their energy and it depends upon the average energy spent. We have taken
different necessary key factors into consideration in our proposed approaches as;
joining of cluster members with the appropriate cluster head for cluster formation and
tree setup phase and reconstruction operation balances the load of the whole network.
Proposed data aggregation methods help to minimize the redundant data transmission
and less energy consumption has required and all these aspects contribute to prolong
the network lifetime. From the Fig. 2, we have observed that in the proposed HDAR
scheme the network lifetime is greater than the existing approaches [1, 21, 24, 25, 28].

Throughput: It is defined as the total number of message send or received in per time
unit. In this proposed HDAR scheme, throughput is measured in terms of data delivery
in per time unit by varying the number of sensor node. Here cluster members have
applied data aggregation technique on the collected data and transmitted to the cluster
head, which has also performed data aggregation mechanism and send the aggregated
data to sink.

From Fig. 3, we have observed that HDAR achieves better throughput comparative
with [1, 21, 24, 25, 28]. In our proposed protocol cluster head executes its responsi-
bility up to the specified threshold value, if the residual energy of any cluster head goes
below the specified threshold, then that cluster head is released from its responsibilities
and another sensor node would select as the new cluster head.

Fig. 1. Number of nodes (cluster formation) vs. required energy
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In HDAR technique clustering, re-clustering, data aggregation methods and com-
munication phases have been designed with care such that carefully that less numbers
of sensor nodes are dead due to lack of energy. According to Fig. 4, as less numbers of
dead nodes are present in HDAR and it has mentioned that less energy has been
dissipated in the new proposed scheme comparative with the existing approaches
[1, 21, 24, 25, 28].

Average Energy Consumption: The following parameters are involved for average
energy consumption as; total numbers of nodes are present in the network; energy
consumed for single transmission by each node; total number of transmissions by all
sensor nodes; cluster head selection and cluster formation; data aggregation by cluster
members and as well as cluster heads.

In [1, 2, 24, 25, 28], existing cluster/chain based routing protocols don’t consider
data aggregation approach while making the communication with the sink node,
whereas in [21], author considered data aggregation technique along with the cluster
formation and communication technique. From the Fig. 5, we have observed that our
proposed protocol HDAR includes both the cluster formation, re-clustering mechanism
along with data aggregation technique that have been performed by both cluster
members and cluster head.

As a result, number of packet transmission from source to sink has been decreased
which helps to minimize the average energy consumption for proposed HDAR protocol

Fig. 2. Node number vs. network life time (round)

Fig. 3. Node number vs. throughput
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in comparing with other existing approaches as LEACH [1], PEGASIS[2], EECDA
[21], HCBQRP [24], WECRP [25], and HRP [28].

5 Conclusions

The significant performance improvement has observed for proposed algorithm in
terms of energy, network lifetime, throughput, average packet delivery ratio. As the
algorithm is very simple and no complex computation are there and it provides less
overheads and less complexity. The total energy consumption in the network is low and
the network lifetime time has also increased. As our study reveals, it is not possible that
a routing algorithm is suitable for all scenarios. Although many routing protocols have
proposed in WSNs, many issues still exist and there are still many challenges that need
to be solved in sensor networks. The future vision of WSNs is to embed numerous
distributed devices to monitor and interact with physical world phenomena, and to
exploit spatially and temporally dense sensing and actuation capabilities of those
sensing devices.

Fig. 4. No. of dead node vs. simulation round

Fig. 5. Energy vs. simulation time
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Abstract. Business intelligence (BI) solutions help managers to make
decisions. Big Data and Cloud Computing are both the most important
thechnologies that offer new opportunities for business intelligence and
data analytics systems. However, traditional data warehouse must be
revised to provide business intelligence services based on cloud computing
from big data sources. This data in these systems is collected from a
variety of sources and stored in various types. Consequently, they need
a high performance information technology infrastructure that provides
superior computational efficiency and storage capacity. One possible way
to deal with new data warehouse architecture design is the use of cloud
computing paradigm. This latter offers useful methods, platforms and
services that manage in an efficient way this massive data during the
processing, computing, storage, and analyzing steps. In this paper, we
propose a new cloud based data warehouse architecture for big data
analytics perspective. More precisely, we detail the proposed layers such
as data warehouse infrastructure, platform and analytics software as a
service for supporting big data analytics.

Keywords: Data warehouse as a service · Big data · Cloud computing ·
NoSQL database · Big data analytics

1 Introduction

Big data analytics systems cover several private and public service areas such as
information retrieval engines, social medias, electronic-commerce sites and multi-
media, as well as a variety of scientific research areas such as business intelligence,
bioinformatics, environment and so on... [10]. From design point of view, big data
are characterized by very large data volume and velocity, highly variety in data
types and sources, and stringent requirements of data veracity [5,14,17].

In the era of big data, the complexity, diversity of big data analytics systems
and the emergence of new systems give rise to new challenges in how to explore
and analyze over big data to benefit from structured and unstructured data and
c© Springer International Publishing Switzerland 2016
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extract values and knowledge from it [9]. Cloud computing seems to be a con-
venient solution for managing and processing big data repositories [20], thanks
to its innovative characteristics. It provides access to large amounts of comput-
ing power by aggregating resources and offering a single system view. Cloud
computing is becoming a powerful architecture to perform large-scale and com-
plex computing, and has revolutionized the way that computing infrastructure
is abstracted and used [13]. In addition, an important aim of these technologies
is to deliver computing as a solution for handling big data such as large-scale,
multi-media and high dimensional data sets.

There is growing demand for information systems able to assist companies
in their decision-making processes. To support these important decisions that
companies, politicians, and institutions have to make, it has become necessary
to analyze large amounts of data in order to obtain up-to-data and relevant
knowledge [2,3,7].

The problem addressed in this paper is the following: how to redefine tradi-
tional data warehouse architecture to provide business intelligence services based
on cloud computing from big data sources?

The rest of the paper is organized as follows. In Sect. 2 we discuss some related
works, in Sect. 3 we introduce and detail our cloud data warehouse architecture
layers, and finally, we draw the conclusions and future work.

2 Related Works

Big data analytics is a new area. Without the emergence of new information
and communication technologies, there would be no big data phenomenon. Data
will be more extreme in the future (e.g. with the four Vs) and new techniques
needed, making it possible to analyze this data [16]. New data warehouse and
database technologies introduced to address this problem [8,18]. In this section
we discuss some related works in big data analysis in order to introduce the
study framework of our approach.

The amount of data has been increasing and data set analyzing become more
competitive. The challenge is not only to collect and manage vast volume and
different type of data, but also to extract meaningful value from it [4]. Also
needed for managers and analysts with an excellent insight of how big data can
be applied. There are a number of solutions and actual researchs trends related
to big data analytics systems. At present, the companies who have occupied big
data analytics are EMC, IBM, Microsoft, Amazon, Google, Snaplogic, Oracle,
SAP, etc., which mainly provide big data storage and analytics services. In the
following, we provide an overview on the most significant of them. For exam-
ple, The Ophidia project [11] is a research effort on big data analytics facing
scientific data analysis challenges in the climate change domain. It provides par-
allel (server-side) data analysis, an internal storage model and a hierarchical
data organization to manage large amount of multidimensional scientific data.
EMC offers for enterprises big data storage and analysis services. Greenplum
is data storage and analysis tool set of EMC, which consists of three parts:
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Greenplum Database, Greenplum HD and Isilon Greenplum database manages,
storages and analyzes PB-level data. Greenplum HD is the commercial branch
of Hadoop, it allows user to use Hadoop for Big Data Analytics without consid-
ering the complexity of Hadoop versions. Isilon clustered storage is a scale-out
Network Attached Storage (NAS) platform, it can support storing 15 PB data
in a single file system and easy to manage. Amazon provides independent big
data analysis services though AWS Marketplace. Microsoft is also provide big
data analysis service through Windows Azure MarketPlace. Google offers Google
BigQuery to support big data analysis. SnapLogic provides enterprises for big
data processing service solutions which help them to obtain value by analyzing
both business data and external data.

In conclusion, we believe that companies will need to develop a physical
architecture that will not be constrained by a single platform like the RDBMS.
That next-generation data warehouse will be able to consist of a numerous tech-
nologies that will be extremely flexible and scalable. Therefore, it is necessary
to have a single infrastructure which provides common functionality of big data
management, and flexible enough to handle different types of big data and big
data analysis tasks. In the next section, we will give an overview of our Cloud
Data Warehouse architecture that addresses the previous drawbacks.

3 A Novel Cloud Data Warehouse Architecture

A cloud data warehouse architecture is one that is built upon a large number of
low cost computers to meet the needs of storing and computing big data in BI
applications. It is a new way to get insight from big data; it is also a new form
of service-oriented decision support systems. Cloud data warehouse architecture
encapsulates various big data storage, management, and analytics techniques
into services and the users just concern on what they want and get the service
whenever and wherever to store, search, analyze and visualize the data. The end
users of the architecture means all outside users that would use the cloud data
warehouse, it contains administrators, developers and consumers. The service
consumer can be divided into normal user and professional user.

Using service-oriented decision support systems (DSS in cloud) is one of the
major trends for many organizations in hopes of becoming more agile [1,21,22].
In this section, after defining our contribution, we propose a conceptual framework
for DSS in cloud named “Cloud Data Warehouse Architecture”.

Analogous to the cloud architecture, the cloud data warehouse architecture
is divided into three layers shown vertically. These can be roughly categorized
by level of abstraction from infrastructure to analytics software, as visualized
in Fig. 1. Cloud data warehouse architecture provides different levels of services,
including infrastructure level, platform level and analytics software level. These
services can be easily used and integrated into other systems. By encapsulating
the complex details, cloud data warehouse architecture offers great opportunities
to create new business values.

In the following sections we will detail the three layers of our proposed
architecture.
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Fig. 1. Cloud Data Warehouse Architecture Layers.

3.1 Data Warehouse Infrastructure as a Service (DWIaaS)

Starting from the bottom layer, any Cloud Data Warehouse infrastructure pro-
vides necessary computing and storage capacity for big data. Data warehouse
infrastructure as a service can leverage Infrastructure as a Service (IaaS) in cloud
computing, including Storage as a Service (SaaS) and Computing as a Service
(CaaS), to store and process the massive data. Big data impose significant chal-
lenges to the traditional infrastructure due to its characteristics. These big data
need to be supported by a new type of Infrastructure tailored for big data which
must have the performance to provide fast data access and process to satisfy
users just in neededs times. One of the challenges of designing Data Warehouse
Infrastructure as a Service is the requirement to support many different data
types, not only the existing data types but also the new types that are emerged.
It is noted that the distributed file systems and NoSQL DBMS are part of this
layer to support unstructured data and performe parellel processing.

As shown in Fig. 2, the data warehouse infrastructure as a service (DWIaaS)
is defined through two sub-layers, namely the hardware resources layer and the
infrastructure resources layer. The first layer offers low level abstractions of phys-
ical devices that can be a server or a simple machine and the virtualization man-
agement tool used to deploy large numbers of virtual machines (VMs) on hard-
ware. Each VMs will be used as a computing and storage node. There are two types
of nodes, the master node and the slave node. The infrastructure resources layer
is the software part deployed in VMs to provide Hadoop as a service (HDaaS).
HDaaS is the deployment of the open source hadoop framework [12]. It is com-
posed through two services, namely computing as a service (CaaS) and storage as
a service (STaaS). CaaS is the implementation of MapReduce paradigm [15] for the
distributionof dataprocessing in eachVM.STaaS is thedata storage service. In this



184 H. Dabbèchi et al.

Fig. 2. Data Warehouse Infrastructure as a Service (DWIaaS).

service, we choose to use two storage techniques such as the distributed data stor-
age systems and the NoSQL data stores [19]. The Hadoop Distributed File System
(HDFS) [6] was used as a distributed data storage systems to store Big Data from
various sources in each VM to process them later with CaaS. HDFS is a distributed
file system designed to run on commodity hardware. It is highly fault-tolerant and
is designed to be deployed on low-cost hardware. The NoSQL data stores represent
another storage technique that uses theNoSQLDBMSto store thedatawarehouse.
NoSQL database, also called Not Only SQL, is useful for very large sets of distrib-
uted data. It is especially useful when an enterprise needs to access and analyze
massive amounts of unstructured data or data that stored remotely on multiple
virtual servers in the cloud as in our case.

3.2 Data Warehouse Platform as a Service (DWPaaS)

The next layer up in the tiered Cloud Data Warehouse Architecture model is
Data Warehouse Platform as a Service. Here the service provider puts not only
a data management infrastructure in place but also the execution environment
for data processing applications and scripts called Data Warehouse as a Service.
The NoSQL data stores and distributed data are queried using query languages
form the platform layer of cloud data warehouse architecture. This layer provides
the logical model for the data warehouse stored in the NoSQL databases. The
Data Warehouse as a Service allows users to build analytic applications on top
of large data sets. Efficient integration of different data sources and combined
data from different sources to provide end users with an unified view of these
data is the challenges for the data warehouse as a service. How to make efficient
data warehouse as a service with the 4 V characteristics of big data is become a
new research direction for business intelligence.

As shown in Fig. 3, the data warehouse platform as a service (DWPaaS)
is defined through six main services: DW Design as a Service (DWDaaS),
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Fig. 3. Data Warehouse Platform as a Service (DWPaaS).

Meta Data as a Service (MDaaS), DW Administration as a Service (DWAaaS),
ETL as a Service (ETLaaS), Query Management as a Service (QMaaS) and Data
Delivery as a Service (DDaaS).

DW Design as a Service (DWDaaS). Is the service responsible of data
warehouse design and modeling. The purpose of design service is to design
back and front office of services according to the needs of customers and the
skills/capabilities of service providers. These services offer an on-demand data
warehouse design in order to ensure a powerful toolbox to help end users deal
with internal challenges, to design and implement a data warehouse model in
NoSQL databases.

Meta Data as a Service (MDaaS). Allows metadata management to facili-
tate information sharing and exchange between all services. This service main-
tains metainformation about the data warehouse, the system configuration and
its status, available data sources, registered end users, and the available nodes.
This includes the following: connection parameters such as NoSQL database
location and credentials, metadata such as data sets contained in the cluster,
replica locations and data partitioning properties. It stores all the information
about the tables, their partitions, the schemas, the columns and their types, the
table locations etc. This information can be queried or modified using a web ser-
vice interface and as result it can be called from clients in different web service.
Therefore, all other services of DWPaaS interact with the MDaaS.

DW Administration as a Service (DWAaaS). Offers a web-based tool for
administrators to manage end users accounts, to customize services configuration
and to report some information on platform usage and performance. DWAaaS
provides installation, management and support for physical and virtual servers
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running the operating systems. This service includes systems and software instal-
lation, monitoring, configuration, management, patching, backups and recovery
planning, and troubleshooting and responding to incidents.

ETL as a Service (ETLaaS). Offers an ad-hoc way to define ETL jobs
based on the MapReduce paradigm. This service executes a MapReduce job
over Hadoop framework that reads data stored in HDFS and insert them in the
NoSQL databases according to the NoSQL data warehouse schema.

Query Management as a Service (QMaaS). Is responsible for accepting
and dispatching incoming requests. It manages the life cycle of the end users
queries during compilation, optimization and execution phases. Current data
warehouse were designed for the scenario where sources are fixed and hard to
change. Wich is not the case in the cloud, resources are available on-demand
and can be changed at any time, something a traditional data warehouse can’t
do. QMaaS is the service in charge of executing end users queries. The metadata
stored in the MDaaS is used by QMaaS to generate the query execution plan.

Data Delivery as a Service (DDaaS). Is responsible for delivering data
from the data storage systems to the top architecture layer (DWASaaS). This
data can be used and processed by the data warehouse analytics software as
a service to execute scripts and queries and as result it can generate reports,
visualizations, and dashboards.

3.3 Data Warehouse Analytics Software as a Service (DWASaaS)

Finally, the data warehouse analytics software as a service layer contains big data
analytics services. It is the process of studying large amounts of data of various
types to uncover hidden patterns, unknown correlations and other useful infor-
mation. The big data analytics algorithms are complex and far beyond the reach
of most organization’s IT capabilities. Therefore, more and more organizations
turn to data warehouse analytics software as a service to obtain the business
intelligence service that turns their unstructured data into an enhanced asset.
Cloud data warehouse architecture exploits massive amounts of structured and
unstructured data to deliver real-time and intelligent results. In contrast to that,
the end users of an Analytics Software as a Service (ASaaS) offering would be
more familiar with interacting with an analytics platform on a higher abstraction
level, that is, they would typically execute scripts and queries that data scien-
tists or programmers developed from them, to generate reports, visualizations,
and dashboards.

As shown in Fig. 4, various big data analytics approaches can be implemented
and encapsulated into services such as:
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Fig. 4. Data Warehouse Analytics Software as a Service (DWASaaS).

Big Data Visualization as a Service (BDVaaS). Is the presentation of data
in a pictorial or graphical format. For centuries, people have depended on visual
representations such as charts and maps to understand information more easily
and quickly. As more and more data is collected and analyzed, decision makers
at all levels welcome data visualization software as a service that enables them
to see analytical results presented visually, find relevance among the millions of
variables, communicate concepts and hypotheses to others, and even predict the
future. BDVaaS conveys information in a universal manner and makes it simple
to share ideas with others.

Big Data Mining as a Service (BDMaaS). Includes extracting and ana-
lyzing huge amounts of data to discover models from big data. Extracting infor-
mation from big data takes two major forms: prediction and description. It is
tough to know what the data shows with classical methods. BDMaaS lets end
users design, create, and visualize data mining models that are constructed from
big data by using a wide variety of data mining algorithms.

Big Data Olaping as a Service (BDOLAPaaS). Is an online analytical
processing service used to analyze the big data and make sense of information
possibly spread out across multiple NoSQL databases, or in the Hadoop Dis-
tributed File System. It supports OLAP by letting end users design, create,
and manage multidimensional structures that contain data aggregated from big
data. BDOLAPaaS is computer processing that enables end users to easily and
selectively extract and view big data from different points of view. This service
provides a number of OLAP data cube operations allowing querying and analysis
of the big data.

Big Data Dashboard as a Service (BDDaaS). Is a user interface, show-
ing a graphical presentation of the current status and historical trends of an
organization’s key performance indicators to enable instantaneous and informed
decisions to be made at a glance. It is a whole new kind of dashboard software
who is interactive, creative, analytical, customizable and very powerful graphics.
It lets end users access and consolidate data in a few clicks, then visualize that
information in interactive dashboard.
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Big Data Reporting as a Service (BDRaaS). Provides a full range of
ready-to-use tolls and services to help end users create, deploy and manage
reports for your organization. Reporting services includes programming features
that enable you to extend and customize your reporting functionality. BDRaaS
includes a complete set of tools for end users to create, manage and APIs that
enable developers to integrate or extend data and report processing in custom
applications. With BDRaaS, end users can create interactive, tabular, graphical
or free-form reports from NoSQL database.

By this way, users will be able to interact with web-based analytics services
easily without worrying about the data storage, management, and analyzing
procedures.

4 Conclusion and Future Work

This paper has studied in depth some existing approaches devoted to the big
data analytics systems design. Although these propositions are powerful, they
suffer, however, of the taking into account the different format of data and the
analytic perspective as defined previously. More precisely, this paper has:

– defended the use of cloud computing technology to deal with big data ware-
house designing and development issues;

– proposed our cloud based data warehouse architecture considering the three
complementary levels services, infrastructure, platform and analytics software.

– detailed the Data Warehouse Infrastructure, Platform and Analytics
Software as a Service (respectively called DWIaaS, DWPaaS and DWASaaS).

As future work, we plan to implement our proposed architecture and tested
it in industrial case study and within a scalable context. We have already started
with the establishment of the infrastructure of the data warehouse using some
free tools. More precisely we have used the Hadoop platform and we have tested
the MapReduce paradigm and HDFS. The next step is to develop services pro-
posed in the data warehouse platform layer.
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Abstract. In this paper a comparison of inertial sensors in smartphones and X-
IMU (Inertial Measurement Unit) is presented. The goal of the experiment is to
compare the performance of inertial sensors implemented in smartphones with
special IMU. The orientation of the devices will be compared. Measuring data
from accelerometer and gyroscope provide orientation estimation in three dimen‐
sional space and for this purpose orientation in all three axes is needed. Acceler‐
ometer measures acceleration and gyroscope measures angular velocity. Orien‐
tation can be calculated by using one sensor, but both are affected by negative
parameters which make estimation imprecise. Accelerometers measure all forces
acting on it including gravitation. This fact can be used to estimate orientation,
however, output data of accelerometer are quite noisy. Another possibility how
to obtain orientation estimate is integration of gyroscopes data, but this estimation
is insufficient due to bias. Combination of output data from both sensors, more
precise orientation estimation can be obtained. Combination of sensors is called
sensor fusion and is done by using Complementary filter based on Euler angles.

Keywords: Data fusion · Complementary filter · Orientation · Inertial
measurement unit

1 Introduction

Nowadays smartphones become a part of daily usage. Because of implementation of
relevant equipment, smartphones suits as appropriate devices in various fields. One of
these fields is LBSs (Location Based Services) [1]. Currently, the most commonly
GNSSs (Global Navigation Satellite Systems) are used for position estimation in LBSs.
Although, GNSSs work correctly in outdoor environment, in indoor environment their
performance is not sufficient. Problem with GNSSs positioning is that received radio
signal from satellite has low power level which is caused by attenuation of radio signal
by building walls. Another negative effect is that signal is propagated in complex multi‐
path environment which leads to high position estimation errors. Due to these two
drawbacks GNSSs cannot be used in the indoor environment, thus novel positioning
systems are developed.

In last few years positioning systems based on gathering data from wireless networks
to estimate position are being proposed. These systems commonly utilize different
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network technologies like ZigBee [2], WiFi [3–5] or Bluetooth [6]. Readings from
magnetometer can also be used for mobile positioning, called magnetic fingerprinting
[7, 8]. Mentioned systems can work separately but provide lack of localization accuracy.
Combining systems with IMU can be achieved better accuracy.

Accelerometers and gyroscopes are basic components of IMUs. Data from both
sensors can be separately used to estimate information about orientation. However,
combining of their output data can provide significantly better estimation results.
Combination can be performed by using different techniques of sensor fusion e.g.
complementary or Kalman filtering. Kalman filter is more complex, thus needs higher
computing power and can have longer computation time. Because of these facts comple‐
mentary filter has been chosen in our work. Quality of sensors can significantly affect
accuracy of position estimation. However, in recent years smartphones were equipped
with more precise IMUs. In this paper, we analyze and compare the output data from
inertial sensors of two smartphones and X-IMU. Data measured within given orientation
provides us with information about differences between outputs from smartphone and
IMUs sensors.

The rest of paper will be divided as followed: In Sect. 2 will be presented related
work of positioning with IMU. In Sect. 3 sensors in smartphone and X-IMU used for
measurement will be described. Section 4 explains principle of working of complemen‐
tary filter. Discussion about scenarios and results will be in Sects. 5 and 6. Section 7 will
conclude the paper and provide some information about future work.

2 Related Works

Smartphones equipped with appropriate inertial sensors have a wide range of use. In [9] is
presented navigation system called LifeMap. This system combines inertial sensors in the
smartphone with GPS and Wi-Fi positioning systems. Presented system provides solution
for localization in both indoor and outdoor environments with room-level accuracy.

A new ZUPT (Zero Velocity Update) algorithm was presented in [10]. Algorithm is
suited for the shoe-mounted IMU, cascade Kalman and particle filter were used. In the
bottom layer Kalman filters is utilized to remove angle and position errors. Step length
and heading angle changes are used by particle filer as the state variables, while heading
angles coordinates and horizontal position are used as variables for PDR (Pedestrian
Dead Reckoning) motion model. Presented algorithm achieved positioning error less
than 0.5 % of traveled distance.

Similar to previous paper ZUPT is used in [11]. In the paper three different ZUPT
methods namely acceleration moving variance detector, acceleration magnitude detector
and angular rate energy detector were used. All presented methods were based on
Kalman filter, and linear discrete Kalman filter was applied for ZUPT. Results show that
presented detectors produce reliable data and linear discrete Kalman filter significantly
reduces positioning error.
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Another solution for indoor navigation using smartphone is shown in [12]. It is called
SmartPDR and uses information from smartphones sensors for typical pedestrian reck‐
oning approach without additional device. Proposed system was tested in several
buildings with reasonable accuracy, keeping in mind low-cost noisy sensors.

Inertial measurement unit can be used not only in personal navigation but also for
navigation of robots [13, 14], in aviation [15], and other usage [16, 17].

3 Sensors

This section deals with computation of orientation from data obtained by inertial sensors,
such as accelerometer and gyroscope.

3.1 Gyroscope

Gyroscope is used to measure angular velocity in [rad/s]. The output of gyroscope is
smooth but is negatively affected by bias. Bias is a negative effect which causes non-
zero output when gyroscope is still. Integration of bias over time leads to increased error
of estimated orientation. Bias can be compensated by a simple measurement when
gyroscope is still and data are collected in a given period of time. Consequently correc‐
tion constant is calculated as an average value of measured data. Correction constant is
then subtracted from gyroscope’s measured data.

To estimate the angle from the output data following formula can be used:

(1)

where  represents angle of orientation in [ͦ] and ω is measured angular velocity [18].

3.2 Accelerometer

Accelerometer is a MEMS (Microelectromechanical system) sensor used for measuring
all forces acting on it, gravity including. Measurement of gravity force is needed for
estimation of orientation. On contrary, in case that movement acceleration is estimated
gravity has to be subtracted.

For orientation in 3-D space roll , pitch  and yaw  have to be estimated for all
three X, Y, Z axes, respectively. In this paper we will focus on rotation around only one
axis, which can be calculated as:

(2)

where A [m/s2] is accelerometer’s output data for Y and Z axes [18].
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3.3 X-IMU

X-IMU is combination of IMU and AHRS (Attitude Heading Reference System). It
consists of integrated on-board sensors: triple axis gyroscope, triple axis accelerometer
in unit of gravitation, triple axis magnetometer in unit of Gauss and thermometer. Spec‐
ifications of integrated sensors can be found in Table 1. Communication is enabled via
USB or Bluetooth. X-IMU can be used as stand-alone data logger, in such case the data
can be logged into SD card. The device does not require calibration before the meas‐
urement, because of factory calibration [19].

Table 1. Specification of X-IMU sensors

Sensor ADC resolution Selectable range
Gyroscope 16-bit ±2000°/s
Accelerometer 12-bit ±8 g
Magnetometer 12-bit ±8,1 G
Thermometer 16-bit

4 Complementary Filter

The complementary filter can be described as a combination of high pass and low pass
filters. It can be used to fuse output data from both accelerometer and gyroscope. Main
advantage is that its use is quite simple and straightforward. Moreover, it has low
computational complexity and therefore it has become very popular.

The complementary filter used in this work is based on Euler angle. The gyroscope
is considered as main data source, since the data can be used to estimate the orientation
of device. It is assumed that previous state can be used to predict the next state.

Angular change can be estimated by integration of data from gyroscope over time.
Estimate of current orientation can be calculated as a sum of the previous orientation esti‐
mates and the angular change:

(3)

where  represents the prediction of the orientation estimate,  represents previous state
and  is computed orientation change

(4)

where Gm represents measured output data from gyroscope and dt states for time difference.
Complementary filter can predict the next state based on high-frequency data

from gyroscope, however, integration of small errors over time may cause errors in
estimate of angle which are called drift. Addition of these errors cause that orienta‐
tion estimate is useless. Low frequency data from accelerometer can be used to
compensate the orientation drift.
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It can be stated that orientation estimates from both sensors are used in order to
calculate orientation of smartphone in the independent global coordinate frame. The
first estimate represents the prediction of orientation, and the second is estimated from
correction data. The final orientation is computed as weighted average of these estimates
using:

(5)

where  is the final orientation estimate,  is the angle estimated from gyroscope
prediction (3),  is a correction angle estimated from accelerometer data and k is
weighting factor [20].

5 Experimental Setup

To obtain orientation of navigation device is a challenging task. In PDR heading angle
can be calculated from gyroscope’s Z axis data. Small tilt in X and Y axis lead to errors
in heading estimation. One possible solution for heading angle calculation by using
complicated motion model is presented in [21].

The main goal of the experiments is to evaluate the performance of inertial sensor
implemented in different smartphones and external X-IMU. The performance of partic‐
ular IMUs was evaluated by accuracy of their rotation in defined positions. Measure‐
ments were performed by rotation of devices around X axes. Center line of devices was
aligned with central line of rotating table. This approach has been used, since there is
no information of the sensors exact location. Outputs from both accelerometer and
gyroscope were used to collect data. Data from magnetometer couldn’t be used, due to
use of measuring structure with metal parts. Output data from sensors were fused by
means of complementary filter based on Euler angles.

Orientation measurements were performed in four different positions of devices. The
starting position was set to 0°. After the measuring period the device (Smartphone or
X-IMU) was rotated to next position. Measurements were repeated in positions with
rotation of 30, 60 and 90°. At each position, data from the sensors were collected. After‐
wards, measured data were processed with accuracy of seconds of angle. In the process
angles of orientation were estimated.

Androsensors application was used for data collection. Measuring period was 10 s
at each orientation. During the measurements, investigated devices were stable without
any noisy movements around. The Newport M-471 Theta stage was used for different
rotations. During the experiments the gimbal of the stage was fixed to the laboratory
table, in the leveled position. Principal scheme of the setup is shown in the Fig. 1.

In the experiment, two smartphones and X-IMU were used. Smartphones were made
by different producers: Samsung Galaxy S6 (SGS6) and Sony Xperia Z3 Compact
(SX3ZC). These smartphones are equipped with different sensors, i.e. SGS6 is equipped
with motion tracking sensor, MPU 6500 [14], made by InvneSense and SX3ZC is
equipped with motion tracking sensors made by BOSH. For simplification, the meas‐
urements and analyze of a device orientation was performed only around X axis. We
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assume that very similar results should be obtained in other axes, because of the fact
that sensors have equal components implemented for measurements in each direction.

6 Experimental Results

In this part the results achieved in experiments are analyzed. The performance of the
individual IMUs is evaluated by basic statistical characteristics and cumulative distri‐
bution function. Device orientation is estimated using complementary filter. The
obtained estimates of orientation for all scenarios are shown in Fig. 2. The figure depicts
mutual comparison of both smartphones with X-IMU. It can be seen that data were
collected in four different positions (orientations) during 10 s intervals with sampling
frequency 200 Hz. During the measurements the focus was on stable state, not on tran‐
sitions between individual positions.

Fig. 2. Devices orientation in particular stages

From the Fig. 2, it can also be seen that each device estimated different position at
each orientation. It can be seen, that for all cases angle estimated by X-IMU is between
SX3ZC and SGS6. It is possible to state that SGS6 provided lower estimates compared
to X-IMU. In contrast, estimates from sensor implemented in SX3ZC were always
higher when compared to X-IMU.

Fig. 1. Scheme of the experimental setup
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In order to better analyze obtained results, CDF functions of achieved errors of esti‐
mates in all measured positions are depicted in the Figs. 3, 4 and 5 for SGS6, SX3ZC
and X-IMU, respectively.

Fig. 3. CDF function for Samsung Galaxy S6

Fig. 4. CDF function for Sony Xperia Z3 Compact.

Fig. 5. CDF function for X-IMU
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From the Fig. 3 it can be seen that SGS6 achieved the lowest errors in the starting
position with orientation 0°. It can also be concluded that the localization error increased
with the orientation. It is important to note that orientation estimates achieved with this
device were extremely accurate, with errors lower than 0.5° in approximately 90 % of
all estimates.

Orientation estimates achieved by SX3ZC were quite inaccurate, as can be seen from
the Fig. 4. It can be seen that the lowest estimate error was achieved for orientation of
90°, however the error was still more than 1.3°. The error of estimates in the worst case,
for orientation of 30°, was more than 2°. Such errors in orientation estimates may cause
high localization errors in a significantly shorter time, compared to SGS6.

The results shown in the Fig. 5 were achieved by X-IMU. It can be seen that this
IMU can provide angle estimates with accuracy up to 1°. The X-IMU achieved the best
orientation estimates for orientation of 90°, where the error was approximately 0.2°. On
the other hand, the worst estimates were provided in case that orientation was 30°. In
such case the localization error was approximately 0.9°.

According to results shown in Fig. 3 to Fig. 5 it can be concluded that particular
devices achieve different accuracy. At the beginning we assumed that the most accurate
device will be X-IMU, because of the fact that it is the device developed directly for use
in inertial navigation. However, more accurate results were obtained by SGS6 when
compared to X-IMU. The mean rotation estimate error for SGS6 and for all stages is
0.3346°. For comparison the average error achieved by X-IMU is 0.604°. It can also be
seen that results achieved by SX3ZC were shifted significantly compared to other
devices.

For the better analysis statistical parameters of measured errors in whole investigated
time period (40 s) in absolute values are presented in Table 2.

Table 2. Error of measured data

Error of orientation [°]
Device Min Max Median Mean Standard deviation
SGS6 0.02 0.7422 0.3828 0.3346 0.1597
SX3ZC 1.2888 2.1056 1.8483 1.7732 0.2767
X-IMU 0.1506 0.9935 0.6425 0.604 0.2572

From the values in the table above it is clear that SX3ZC smartphone achieved the
lowest accuracy out of all investigated devices. It is also possible to conclude that SX3ZC
achieved lowest consistency of orientation estimates, however, the standard deviation
of estimates was almost the same as for X-IMU. It can also be seen that the best results
provided by SGS6 significantly outperformed X-IMU by providing estimates with
approximately 2 times lower errors.

7 Conclusion

In the paper comparison of outputs from inertial sensors in different smartphones were
presented. Measurement was done on a compact surface with accuracy of seconds of
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degrees. All the measurements were performed in X axis since all axes are equipped
with the same sensor. Hence, it can be assumed that achieved results will be similar for
all three axes. The best results were achieved with Samsung Galaxy S6 with average
error 0.3346° followed by X-IMU where the mean error was 0.604°. On the other hand,
Sony Xperia Z3 Compact achieved the worst results with average error 1.7732°. The
obtained results are a bit surprising. We expected the best results will be achieved by
special device X-IMU. On the other hand, it confirmed our other assumption that inertial
sensors implemented in high end smartphones are high quality and therefore can be
utilized for tasks related to indoor positioning with acceptable accuracy. Relatively
precise rotation estimation in X and Y axis can be also used for compensation of smart‐
phone’s tilt.
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Abstract. This paper introduces a specific proposal and the implementation of
a centralized monitoring system covering resources for control and planning of
flight traffic within Air Force air bases of Czech Republic. It presents various
specific systems for managing and planning flight traffic and their interdepend‐
ence. Based on this, the design and implementation of a centralized monitoring
system covering separated systems, is introduced. In conclusion three surveil‐
lance solutions are introduced, which differ in degree of integrity and the involve‐
ment of individual systems.

Keywords: Centralized monitoring systems · Category monitoring systems ·
Principles monitoring systems

1 Introduction

Surveillance systems for ATC (air traffic control) represents the extensive problem [1].
Solution of this is not yet conceived comprehensively as a whole, but it is solved indi‐
vidually by each of the vendors of these systems. The result is a group of unequal and
different visual conducted surveillance systems. The fact is that there is always an eval‐
uation of errors of each separate system. Occurrence of possible problems on dependent
systems are not monitored and therefore there is no indication of these problems. Decen‐
tralized monitoring is not ideal for technical supervision and operators of monitoring
systems. They have to watch several screens of surveillance systems, but these systems
often do not display all necessary information [5].

A separate chapter is systems that are not monitored at all, and reveals any faults
announced by a third party, for example, the operator of the system [2].

All systems and infrastructure elements, which are presumed monitoring, use the
computer network of the Ethernet type. The use of TCP/IP can be considered as relevant
parameters, concerning the availability of the reference element, ICMP response with
potential use of data obtained through the SNMP protocol [1, 3, 4].

For ATC’s, the control of the functionality of the application, and eventually the
control of the availability of the server itself, does not constitute the only thing that
affects function of the systems. There are many other factors that affect reliability and
they should not be overlooked. For example CPU temperature, hard drive temperature,
temperature in the server cabinet, free space in the system partition, percentage of the
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CPU usage, amount of zombie processes, etc. [6, 7]. Modern views of monitoring
systems, services and ICT systems as a comprehensive solution can be used [8, 9].

2 Present Systems and Their Monitoring

ATC merges several independent systems which are interconnected through a computer
network of LAN type. Individual systems are interconnected directly, or through more
switches, in the infrastructure of the individual subsystems to core switch Cisco 6500
series. Due to a better bandwidth utilization and broadcast domain separation the data
network is separated into several VLANs. This comprehensive system includes several
subsytems which are briefly presented hereafter.

DANESE System. DANESE system is a data oriented system that provides commu‐
nication between air bases (AB) of the Army of the Czech Republic (ACR). A global
view is shown in Fig. 1. Due to redundancy, the backbone link is designed as a double
circuit, built on radio relay links using a leased data circuits. Individual elements of ATC
are joined in this way. Thus AB, command and control of the army and supervision
workplaces, including links with IATCC Prague which provides sharing of data. This
data is necessary for the security of ATC in the airspace of the Czech Republic.

Fig. 1. DANESE ACR

LETVIS System. System LETVIS 99B-M4 is one of the key systems and it is desig‐
nated to radar and procedural ATC. It also allows planning and coordination of air traffic
control, airspace utilization planning at the time specified for administration require‐
ments and coordination of airspace use in tactical phase. It creates automated integration
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links between military and civilian ATC. Serves as a source of surveillance data, flight
plans and plans for utilization of airspace for slaved systems LETVIS MTWR and for
other external configured systems. A global view is shown in Fig. 2. It is easy to deduce
the total extensiveness of this application [10].

Fig. 2. LETVIS IATCC in Jeneč

Monitoring servers in the part of ACR is solved by a supervision of the workplace
of centralized ATC, in Jeneč, where the server part of LETVIS is located. The second
server part of LETVIS is located at Airport air traffic services (AATS) Prague Ruzyně.
This part is fully monitored by the LETVIS Supervisor application. This application
provides information about the state of individual servers and workstations. Communi‐
cation between monitored application and LETVIS Supervisor uses two ports; first for
receiving data and second for transmitting data. Scope of detected data is quite broad
(e.g. CPU usage, HDD information, information about the application status, etc.). There
are missing outputs, which affect the reliability of the network elements themselves. The
missing outputs information on the temperatures of the components, and information of
the established map for identifying moving targets. LETVIS system monitoring is not
currently linked with other monitoring systems into one output, thus creating a separated
traffic, which is, from the perspective of the overall concept, undesirable.

AMS System. AMS is a system for supervision of individual resources of long-range
navigation system (LRNS) at the AB and it consists of several servers, workstation and
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power members. Its basic function is to indicate a status of lighting system, which is
used to take off and land aircrafts, indicate the status of security systems (ESS), indicate
the status of meteorological systems, indicate fire, supervise on the proper operation of
radio beacons, provide basic information to ATIS, and indicate the status of system
resources. The system has three key elements. The first is AMS Master - a control
computer, that controls the activity of all the PCs in the network, secures communica‐
tions with a DAP 128TC system, and provides communication with peripherals via serial
lines. The second is DAP 128TC, which is a power element for controlling and moni‐
toring elements involved in the system. The third element is the AMS workstation, which
provides to the operator, information about the status of individual resources and the
state of the AMS Master. The system is one of the critical elements of the ATC and any
undetected failure is fatal. The problem is to detect failure of individual stations and the
individual light stations without visual control. One proposed solution is to use surveil‐
lance with ICMP, which would have revealed this in a shorter time [11].

RCOM System. RCOM is a radio-communication system for communication between
ground and aircraft, air-ground and ground-ground. Basic radio-communication system
is divided into two parts – transmitting and receiving. These two sites are approximately
1000 m apart, and they are interconnected by a fiber-optic and radio relay backup link.
The receiving site contains all of the receiving radiostations which includes 12 receivers
(R&S4200 series), two scanning receivers (AR8600 series) and one analytics receiver
(R&SEM100 series). All these components are connected into a LAN network via two
Cisco C2960X switches. Monitoring of the state of backup power resources at the each
site is very important, because they provide backup power in case of failure of the main
power supply route. The application, MCU client, is used to display errors that indirectly
threaten the radio communication, and it is necessary to be monitored. MCU indicates
the state of controls of all radiostations and condition of backup power resources, which
is critical in cases of power failure. On the other hand the failure of any backup or main
route between the receiving and transmitting side is without indication.

AMS2 – AFTN System. It is a network designed for transmission of textual informa‐
tion, which originated as a worldwide network for exchange of reports of air traffic
services. There exists one centre in each state which is responsible for international
traffic. Workstations are the components of AFTN system. These are a clients that allow
receiving and sending messages over the network. The application itself does not require
special hardware and it can be executed on a personal computer with operating system
Windows. No local monitoring tool is implemented, these are only end devices
connected to the server. The operator can reveal unavailability of the server, when he is
not able to send a message. Inability to send a message is not a critical operation and
can be replaced by telephone coordination with the superior level.

3 Proposal of Centralized Monitoring

The proposal builds on the specification requirements. These include the possibility of
independent supervision from multiple sites and thus the possibility to view the same
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information about the state of the components of two or more independent sites at one
time. The platform on which it will be possible to view this data must be considered as
independent. For this reason we selected a web platform that all above conditions are
satisfied. For implementation of the monitoring system, PHP and MySQL databases
have been used. Updating the displayed data is ensured by the automatic refresh of the
page, set use HTML meta tag, after 10 s. Another requirement was to monitor the avail‐
ability of components and temperature monitoring of relevant components. The recovery
interval set to 30 s, with an indication of failure of both subsystems (ICMP, temperature)
including data age. For centralized evaluation of monitored data, the best option is to
use client-server architecture. The server must have IP access to each monitored compo‐
nent indiscriminately to which VLAN is connected. The server and the client side have
been implemented in PYTHON.

3.1 Server Part

Proposal of a monitoring system operates with a proactive solution of application on the
server site. It is not a typical client-server model, because in typical client-server model,
the server is a passive element. But for the purpose of monitoring, it is also necessary
to capture the elements that are unable to communicate directly with a server. Specifi‐
cally, the detection of client availability is possible via ICMP and SNMP protocols.
Status query is necessary to appropriately allocate network resources to avoid unplanned
exploitation of the local network. This is largely built on the Gigabit Ethernet
1000BASE-T and this data traffic should be seamlessly handled. The application server
is implemented as a service running in the background of the host computer, which is
designated as a server. Application listen to a specified port and wait for an incoming
call from a client application. These calls are served, processed and then the application
sends back a response. After each request, the processing server returns the result of the
operation. It is defined as a simple JSON object. Each answer contains a status code,
thus it is an easily recognizable result of the operation. Following the successful outcome
of the operation, the server returns a 200 status code, including short text information
about the outcome to the client. To ensure greater efficiency in the processing of requests,
a server application is subdivided into several threads after its launch and each thread
handles a different type of requirement. Subsystems (ICMP and SNMP) are actively
querying the status of monitored components based on predetermined rules. The rules
are defined using predefined templates. Each template contains a list of identifiers that
the SNMP protocol has to query. The server also checks whether information is received,
at regular intervals, from a client applications. If data from the client exceeds the allowed
tolerance, there is a reason to evaluate this data and initiate an indication of this status
on the supervision screen.

3.2 Client Part

The client part provides an acquisition of monitoring data from the monitoring station
and then sends it to evaluation to the server with TCP utilization. The client part (agent)
can be executed on different platforms. It is therefore appropriate to define a set of
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parameters relevant to the determination of the monitored component state. Multiple
versions run on multiple platforms, which means introducing unified communications
(Application Programming Interface). Each client transmits information contains
detected data and its identifying information.

3.3 Client-Server Communication

The agent periodically collects monitoring data and sends it to the server. The server
receives the data, processes and evaluates them. Acceptance is subsequently confirmed.
However, if the agent does not receive a predetermined percentage of confirmation to
its messages, the information about exceeding the permitted number of unconfirmed
reports will be inserted into the data packet fields. This information is not the reason for
indication of component error.

3.4 Destination Availability Test

The basic test is to verify the availability of the physical component, with messages
“Echo Request” and “Echo Reply”. If a client responds to the message “Echo Request”
with the message “Echo Reply”, shall be considered as an available component for IP
traffic, and at the same time it can be said that the network layer of the operating system
works within standard parameters. In one tracking cycle five messages “Echo Request”
are sent to the target. The answer is analyzed and the result is stored in the database.
Finally, the need for monitoring ICMP take into account the phenomenon that is referred
to, as a packet “flapping”. This is a jump from one condition to another. In our case its
about a periodic evaluation of the lost and received packets. If the problem with flapping
is not resolved there could be frequent indications of a network problem caused only,
by stray responses from individual components.

4 Proposal of Models for Implementation of Monitoring

This chapter introduces three models designed for monitoring. Their implementation
depends on the technical and financial resources of the contracting authority.

4.1 Basic Model

The primary purpose of the model is to monitor the availability of network components,
which are ensured using “Echo Request” messages and ICMP response. Querying is
conducted periodically every twenty seconds. To increase the efficiency of the moni‐
toring cycle, the server starts querying in several threads (the number of threads is
definable) and the cycle is considerably faster. The default number of threads is set to
five. A count is based on the number of monitored IP addresses. Each component is
monitored at, at least one of its interfaces. If the component has multiple interfaces each
of these interfaces can be monitored. After each monitoring cycle the result of availa‐
bility, (including the time when the record to determine the condition occurred), is
recorded. This information is then used to check the correct function of the ICMP
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subsystem. When the limit is exceeded, the difference between the current time and the
last response time is larger. And, there is an indication of this condition. A parameter,
which emerged as the least suitable for monitoring of the components, is monitoring the
temperature inside the cabinet. Usually, CPU temperature and temperature of mother‐
board can be monitored. An agent runs as a scheduled job every ten minutes and it
receives information about the temperature. The client portion detects temperatures by
tools of an operating system. Collected data is sent to the server, which process and
stores them. Information about the time of response is also stored, as well as gathered
information about the availability. An obsolete data is visualized after exceeding the
permitted limit. The course of temperature changes allows graphical representation of
history records over a previous period of up to twelve hours. Records of temperatures
and availability status is archived, and can be viewed in the table with a specified period
of time, or exported to a file for any further statistical processing. These functions are
implemented in the current version of the monitoring system. Due to increased demands
for monitoring the status of components, it is necessary to solve a new version of the
monitoring system.

4.2 Extended Model

The parameters monitored in the basic model of the monitoring system are insufficient
and it is appropriate to extend the number of monitored parameters and methods. The
main change is full integration, via a SNMP request including receiving and processing
SNMP traps, and introducing of evaluated data obtained by a long-term monitoring.
SNMP can monitor only components that supports SSL or components which can easily
enable SNMP support. Generally these are active components (routers, switches,
modems) workstations or servers. Most of the components which haven‘t installed
SNMP support have an option to install it. Only the supplier of the systems has the
possibility of additional installation. One or more templates are assigned to each compo‐
nent that supports SNMP. Requested information may be obtained for a given compo‐
nent by periodical querying and analyzing the responses. Data validity is observed in a
similar way to monitoring availability. Exceeding the limit is probably due to the target
unavailability or failure in the SNMP subsystem at a server. To receive SNMP traps,
the server is configured similarly as in the case of querying. A template is assigned to
the component that, unlike polling, does not serve as a list of addresses, but as an
identifier according to which the server is able to distinguish the trap sender. Individual
messages are stamped with the time of received. This value does not serve as a control
parameter but it’s intended for further statistical processing. A trap can not be expected
in a specific interval. It is sent at random time depending on the change of state of the
component, and therefore there is no point in evaluating intervals of received data. The
server stores all data received during monitoring from that server, and can get a graphical
view of the parameter progress in the chart. A time interval from which the resulting
graph is generated is definable according to user input. Prepared intervals are: daily,
weekly, monthly, yearly. There can be also combined multiple values in the graph, and
progress of dependent parameters can be viewed in one graph. It is possible to combine
up to six of these indicators.
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4.3 Model with Minimum Limitations

The previous proposal offers big possibilities for obtaining information about the
status of the whole monitored section, but does not offer an opportunities that would
be beneficial in monitoring. They require necessary cooperation of third parties
(suppliers, manufacturers of the system). Without that, the selected methodology can
not be used. AMS - according to information supplied by company, SNMP imple‐
mentation to AMS is possible and it is not a big intervention to the application. After
starting SNMP support, outputs from sensors of all resources managed by the AMS
would be available. This represents a next step towards a centralized monitoring
system. LETVIS - installation support of SNMP on all stations is also associated with
the implementation of information available on the SUP to MIB, and is also a step
towards to centralized monitoring. Because most sites of the system are built on
modern hardware, installations of SNMP support are not a fundamental problem.
Adding other information to MIB already represents a necessary intervention of
supplier. RCOM – monitoring the availability of data paths, is nit implemented, espe‐
cially if the network architecture is designed for that including well-chosen graph‐
ical presentation. Introducing a hierarchy of dependencies components and algo‐
rithms for automated diagnosing problems closely related with the monitoring. Conse‐
quences of a problem for the reference component tried to capture the hierarchy of
dependencies, and the part that is affected by the outage is highlighted. There are two
affecting: direct (physical) and indirect (logical). Monitoring is trying, using a hier‐
archy of dependencies, to capture the consequences of a problem on the reference
component so the part that is affected by the outage is highlighted. There are direct
(physical) and indirect (logical) affecting. Physical affecting - a fault in the compo‐
nent immediately causes inaccessibility of the subordinate part. Usually, it’s an active
component (switch, router). Logical affecting – is not visible at first glance, the
results will come usually within a few minutes or hours. This is usually the unavail‐
ability of services, free space borders, the incidence of physical errors on the hard
disks etc. To solve these problems, algorithms, which offer possible causes
(scenarios) and their subsequent remedies, are introduced. For each error a scenario
can be created and that will help solve a similar problem in the future. Scenarios also
allow automatic execution of remedial tasks (reports about the of the disk status,
inaccessibility of services, absence of a specific data, etc.). A scenario in which it is
possible to define executive actions is not available for every operator. This is an
operation with direct implications for ATC. Therefore, this needs to be addressed,
depending on the authentication and authorization, including the introduction of
records of these activities. Statistical outputs in the form of tables or graphs can be
accessed without authentication. For these outputs most of the parameters that the
server gets, can be used. Everything is dependent on the configuration.

5 Conclusion

The aim of this article was to create a design and implementation of a centralized moni‐
toring system covering resources for managing and planning air traffic within AB ACR.
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Various systems for managing and planning air traffic together with an indication of
their interdependence were introduced first. Based on theoretical background and espe‐
cially the technical design of individual systems, centralized monitoring system design
and implementation were created including three proposals which differ in the depth
and the extent of monitoring. The proposed monitoring system was successfully tested
in an environment of AB ACR and now it is fully integrated into operation.
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Abstract. This paper deals with the indoor localization using Wi-Fi
networks. It reacts to the increasing trend in smart devices containing a
large number of sensors and modules. The work deals with the use of a
Wi-Fi module and a camera. The Android application which uses these
modules for the localization and acquisition of fingerprints of wireless
networks was created. The application consists of a client and a server
side. The approach suggested enables a mobile device to be localized in
a building for which a database with fingerprints of wireless networks
is created. The application suggested can be used for every building
provided that the following conditions are fulfilled; QR codes or other
unique visual tags are distributed, the map of the building is available
and the fingerprints of wireless networks are captured.

Keywords: Room-level localization · Fingerprinting · QR codes ·Wi-Fi
positioning · Android · GPS

1 Introduction

Mobile devices, especially smartphones and tablets, play a more and more impor-
tant role in human life and people cannot imagine their life without them. Thanks
to their portability, sufficiently large display, performance and a number of inter-
nal built-in sensors, they become important helpers. In many scenarios, they
already replaced dedicated navigation systems (devices).

Positioning and navigation using GPS (Global Positioning System) has
become a common part of human life. Many people including drivers, cyclists or
tourists cannot imagine traveling without having it. The problem arises inside
buildings where GPS does not work.

A lot of people get lost in big buildings or shopping malls. Based on the
statistical data, one spends more than 80 % of his/her time in buildings per day
[1]. That is why the indoor localization is a hot topic among researchers and a
demanded feature among users of mobile devices. The existing indoor localiza-
tion techniques are based on several technologies; radio frequencies (RF) – for
example Wireless Local Area Networks (WLANs, also known as Wi-Fi), cellular
c© Springer International Publishing Switzerland 2016
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networks, Bluetooth, Radio Frequency Identification (RFID), Ultra-wideband
beacons, lasers etc. These technologies can provide localization with the suffi-
cient accuracy but an issue arises regarding creation and maintenance of the
up-to-date database [2]. The approach based on Wi-Fi signal strengths [3] is the
most promising and will be elaborated in this paper.

Almost every shop, household or office needs an internet connection and
uses one or more Wi-Fi access points for wireless connection of mobile devices.
Today, even cheap mobile phones have an built-in wireless Wi-Fi adapter that
may be used for the localization purpose [4]. The Bluetooth technology also
serves for localization and is very popular nowadays [5]. The Bluetooth tech-
nology is broadly supported by mobile phones, but the prevalence of Bluetooth
transmitters (beacons) in a public space is still low today though it is increasing.
Besides this, other technologies can be used for localization, but they are not
widespread. For example, technologies based on the laser localization are far too
expensive and mobile phones are not capable of working with them yet.

The indoor localization is not available for the daily use yet. In most cases,
navigation in shopping malls, airports or companies is solved by touch LCD
information panels. From this point of view it is beneficial to create an appli-
cation which could be used in any building and which would make orientation
easy for users.

The main objective of this work is to create the application which can deter-
mine the position of the user in a building. His/her position will be determined
using the surrounding Wi-Fi networks. The application will be composed of two
parts; the client side and the server side.

The client side of the application will be created for the Android mobile
operating system. This platform has been chosen due to the highest share at the
market of mobile operating systems [6]. The server side will be written in the
Java programming language with Spring MVC extension and MySQL database.

Because the estimation of the position will be performed using Wi-Fi, there
has to be a sufficient number of Wi-Fi access points (APs) in the building to
provide as accurate measurements as possible. In case of low density of Wi-Fi
APs, the combination with Bluetooth beacons can be used [5]. We will focus
on the unique identifiers of the access point (MAC address) and the Received
Signal Strength (RSS) of the networks. From the already obtained results it is
known that the most accurate way to determine the position is with the aid of
fingerprints of wireless networks [7].

The application will be designed in order to be used in any building provided
that the map of the building is available and a radio map with fingerprints of
Wi-Fi networks is created. This map will be saved in the database and has to
be updated continuously to allow the accurate determination of the position of
the user.

The rest of this paper is organized as follows. We formulate the problem in
Sect. 2. Section 3 describes the existing techniques and applications. In Sect. 4,
we propose a new solution. Several details regarding the implementation are
shown in Sect. 5. We present the results of the evaluation and testing in Sect. 6.
Section 7 concludes the paper.
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2 Problem Formulation

This work deals with a design and implementation of the application for the
Android mobile platform. The main objective of the application is to facilitate
the localization of the user’s mobile device inside a building in a real time. We
will use indoor localization techniques based on fingerprints of wireless networks.
The localization process (working with a huge fingerprint database) should be
offloaded to the server in order not to burden the mobile device with a high
memory, CPU and input/output load (which may result in fast battery drain).
For a smaller database, one should consider energy budget for local processing
compared with energy budget for communication with a server. Local processing
may be more energy efficient in some cases. Then, after the localization, the
user will be informed about his/her position by e.g. a marker in a building’s
map. The fingerprint database should be shared among users. We will also focus
on the issue of updating the radio map of the building allowing to keep the
high accuracy while the environment is changing. Crowd-sourcing approach to
updating the database will be elaborated.

3 Related Work

A lot of developers deal with similar applications; among them there are big and
well-known companies such as Google, Cisco and companies belonging to the
In-Location Alliance but also smaller companies and individuals.

Thaljaoui [8] deals with the localization using the Bluetooth Low-energy
(BLE) and iBeacon technology. This work describes the principle of the localiza-
tion based on the Bluetooth technology and focuses on the transmitting power
of individual transmitters (beacons). This technology is quite accurate but needs
a large number of beacons.

Other commonly used methods for the localization inside buildings are based
on the use of access points of Wi-Fi wireless networks. The localization technique
is based on the strength of the Wi-Fi signals. Mahiddin [9] deals with the local-
ization based on a so called Wi-Fi trilateration method. Fingerprinting is another
method based on the Wi-Fi signal [10].

From the above stated techniques using the Wi-Fi signal, the method based
on fingerprints of individual access points is more commonly used because it
achieves a higher accuracy and is more robust in an environment with a lot of
reflections with multipath propagation of a signal (typical indoor environment).
Fingerprints of access points are acquired either in fixed reference (calibration)
points or by walking through a given building in a predetermined way. This
approach does not require the knowledge of the position of access points (trans-
mitters). In contrast to this, we have to know the position of these points in the
trilateration method to be able to localize the user. The Wi-Fi signal strength is
attenuated after passing through the barrier or after reflection [11]. This is the
reason why the trilateration method is less commonly used indoors; there is a
large scatter when localizing the user.
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Nowadays, there are several tens of mobile applications focused (not only)
on the indoor localization. As an example, we can mention several applications
currently available in the market.

Google Maps is a popular multi-platform map application which is freely
available. Most people know it as an application which can navigate people when
traveling and display certain places in a town. If the building plan exists, it is
necessary to zoom the building to the maximum to display its plan. Then, the
application is able to navigate indoors. But unfortunately, support for indoor
localization is not ubiquitous. For example, there has not been any indoor map
of a building in the Czech Republic in Google Maps. That is why the accuracy of
this application could not have been tested. In the Google’s documentation [12],
there is a list of countries and objects which enable this service. In the paper
[13] there is an example of the localization implemented using Google Maps.

NAO Campus is an application developed by a French company PoleStar.
Indoor navigation was developed for MWC (Mobile World Congress) in
Barcelona in 2014. It is developed for the Android and iOS platforms and uses
the combination of GPS, Wi-Fi, Bluetooth LE and motion sensors of mobile
devices for the localization. Based on reviews, the application is quite accurate
but also unstable, slow and the maps are loaded reluctantly. The application
could not have been tested due to support of MWC Barcelona’s area only.

Wi-Fi Indoor Localization is a free Android application. It enables to
load a map (image) of a floor in which the user wishes to be navigated. The
application supports more floors. After adding the map it is necessary to create
fingerprints of wireless networks. This is done in a way that the map is divided
into four squares of the same size. Measurements have to be done in each square
so that the application can navigate fluently. After obtaining the fingerprints,
the application can be used. The application shows the user’s position very
inaccurately and furthermore, the fingerprints of wireless networks have to be
created for each device or a CSV (Comma-Separated Values) file has to be
exported and shared manually. There is no central database of the access points.

Indoor GPS is an application for the Android platform. It exists in two
editions – premium and classic. Similarly to the previously described application,
it enables to load the chosen map. In both versions it is possible to load only
one floor. On top of that, the premium version provides a service which enables
to export a map. After insertion of the map, the user is obliged to create the
database of fingerprints. The user estimates his/her position on the map and then
he/she creates the fingerprint (which can be inaccurate due to a bad estimation
of the position done by the user). Again, there is no central database of access
points for the application and new fingerprints of wireless networks have to be
created for every device. When testing the application, the user’s position was
determined very inaccurately.

While there are existing solutions, none is easily applicable, reliable or wide-
spread in order to be used on daily basis by ordinary users.
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4 Proposed Solution

Our paper deals with the issues mentioned in the previous section. In this section
we will describe the way how to create a new application for the indoor local-
ization. We will use the approach based on Wi-Fi fingerprints and design the
system that will be divided into the server and the client side.

The client side can be divided into two modules – one for obtaining the
fingerprints (for the calibration phase) and one for the localization of the user.

The calibration-phase module, which will serve for the acquisition of the
fingerprints of wireless networks, will use the QR (Quick Response) code scanner.
The scanner will be implemented due to the fact that when creating fingerprints
it is also necessary to find out the device’s position precisely in order to know
where the given fingerprint was obtained. From this point of view it is necessary
to distribute QR codes throughout the building which will be associated with
particular positions. In an optimal situation, one QR code should be located
in each room. If it is a bigger room or a corridor, there should be more QR
codes. The QR code should also be situated at each door so that the application
can be extended in the future and serve as navigation. These codes near doors
play an important role so that navigation does not lead the user through a
wall but through the door. Kaushik [14] describes the principle of the operation
of these codes in detail. After scanning the code, the code’s position and the
corresponding fingerprint of the wireless networks will be obtained. Besides the
QR code, other visual tags unambiguously determining the position can be used
– e.g. numeric designation of the door which can be read using the Optical
Character Recognition (OCR) or pattern-matching in general.

The second module of the client-side application is designated for the local-
ization itself. The position will be determined based on Wi-Fi networks found
during the scanning. The procedure is the following. The Wi-Fi networks and
their RSS will be found. Then, the request will be sent to the server which will
process the data and send back the user’s estimated location.

The fingerprints of wireless networks will be saved on the server. This means
the fingerprints will not have to be stored in the client nor synchronized among
several devices. In contrast to some existing solutions, the user will not have to
measure the fingerprints on his/her own in order to be localized immediately
after the application’s installation. All users simply access the same data which
are saved in one place.

Theoretically, the provider could perform only one measurement at each QR
code but then, the localization would not be accurate enough. But the more
measurements are done, the more accurately the position can be determined.
That is why it is important to figure out how to obtain these data easily and
effectively. One of the promising ways could be to combine QR codes with e.g.
discount coupons or leaflets with discounted products in shopping malls so that
customers themselves will fill and update the database willingly. Thanks to this
crowd-sourcing approach, the database will be kept up-to-date and will contain
several hundreds to thousands measurements (fingerprints).
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Fig. 1. Flow chart of the fingerprint acquisition

The suggested process of the fingerprint acquisition is depicted in Fig. 1. The
suggested localization process is depicted in Fig. 2.

In this section, we have introduced the suggestion of the new solution which
aims to choose the best way from the existing principles and procedures and to
add knowledge and experience of the authors. Implementation of the solution
outlined here will be described in the following section.

5 Implementation

The application is based on a client-server architecture. The application uses the
internet connection for mutual communication and can be installed at the devices
with the Android version 4.0. The compatibility with the older devices is impor-
tant because they are still quite widely used. The server side is implemented in
the Java programming language utilizing the Spring MVC web framework.
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Fig. 2. Flow chart of the localization process

The client-server architecture has been chosen to make the application as
simple as possible and to offload all complex calculations from the client to the
server. The possibility to use one repository of fingerprints available to all users
was another reason to choose this architecture. This means the client side does
not have to contain the local database. The use of the database which is situated
at the server side is advantageous for every user. Anyone will be able to create
the fingerprints of networks and improve and update the shared database.

5.1 Client Side – The Mobile Application

The client side of the application enables to perform two key activities. It enables
volunteers to scan the QR code and to find out neighboring Wi-Fi networks and
consequently, to send these data to the server in the JSON format (see Fig. 1).
The database of fingerprints is filled this way. The second purpose of the client
side is to localize the user based on the fingerprint of surrounding Wi-Fi net-
works, if requested. This fingerprint will be sent to the server where its position
will be estimated and sent back to the application (see Fig. 2). The applica-
tion also finds out the manufacturer, the model of the device and the version of
the Android operating system. These additional features will be included in the
estimation process in the future making the localization more accurate.

5.2 Server Side

The server side of the application is implemented using the MVC (Model View
Controller) design pattern. The Java programming language with the Spring
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MVC framework version 4.2.0 has been chosen. The Java Persistence API (JPA)
with the Spring Data JPA library supporting the development of data access
objects by mere specification of their interfaces is used for access to the database.

The class intended to estimate the position compares input values with the
values in fingerprints saved in the database. The Euclidean distance in signal
space (SS), which contains vectors with signal strengths of individual transmit-
ters, is calculated for similar fingerprints (i.e. where at least one MAC address is
the same). According to this distance it will be found out which reference point
from the database is the nearest to the user. In short, the algorithm is looking
for a so called Nearest Neighbor (NN). This algorithm is easy to implement and
provides good accuracy, if the density of the reference points is high [7].

The Euclidean distance in signal space is calculated according to the formula
(1) where a, b are vectors of signals with the same amount of components and d
is the calculated distance between them.

d =

√
√
√
√

n∑

i=1

(ai − bi)2 (1)

6 Evaluation and Testing

While testing the application, the question arose how to optimally distribute
the QR codes. Two possibilities of their distribution were tested. In the first
case, the QR codes were placed into the center of the room. In the second case,
additional QR codes were placed near each door. The second case was supposed
to correspond more to a school building or a shopping mall where it is required
to lead the user towards the room itself and the orientation inside the terminal
room is not necessary.

Testing of the final application was divided into several parts. The client side
was tested first. First of all, detection of surrounding Wi-Fi networks and their
signal strengths, type and manufacturer of the device and the version of the
operating system were tested. In the next step, the server side was tested – par-
ticularly saving and updating of records in the database and its administration.
End-to-end testing was the last step – i.e. verifying of the complex functions and
accuracy of the localization of the device.

The localization using the QR codes situated in the centers of the rooms is
shown in the first part of Table 1. Measurement was carried out in each room
in a certain distance which is stated in the table. Three measurements were
performed for each distance. If the algorithm estimated correctly that the user is
located in the given room, the correct estimation is recorded; if not, the incorrect
estimation is recorded. Measurement in the distance of 2 m could not have been
carried out in the Room 2 due the small size of the room.

The second part of Table 1 shows the localization using the QR codes which
are placed at the door of each of these rooms. Measurement was taken in the
distance of 1 m from the given QR code only. Again, three measurements were
performed for each spot and the values were recorded into the table in the same
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Table 1. Estimation results of the “same place test” in the certain distance from the
QR code (number of correct and incorrect cases)

1m distance 2m distance

Correct Incorrect Correct Incorrect

Room 1 3 0 3 0

Room 2 3 0 N/A N/A

Room 3 3 0 2 1

Room 4 3 0 3 0

Room 5 3 0 3 0

Room 6 3 0 3 0

Room 7 3 0 3 0

Entrance to room 1 2 1

Entrance to room 2 2 1

Entrance to room 3 3 0

Entrance to room 4 2 1

Entrance to room 5 3 0

Entrance to room 6 2 1

way. Table 1 shows that incorrect estimations have been observed mainly at
the entrances to the rooms. Variance of these values was not severe. In these
incorrect cases the algorithm estimated that the user was located in one of the
rooms which were connected by the door tagged by the scanned QR code.

Two different devices were used for acquisition of the data; HTC Desire X
(Android 4.1.1) and ASUS Nexus 7 2013 (Android 6.0.1). When scanning Wi-
Fi networks at the same places the differences caused by several factors may
appear. Thus, the average value is calculated at the server from the measured
fingerprints of wireless networks and the position is determined based on this
value. This approach should decrease the probability of deviation and estimate
the user’s position as accurately as possible.

The results of the overall test have confirmed that the application is relatively
accurate and could also be used in the real environment. The application was
also highly responsive.

7 Conclusion

The fully functional application for the indoor localization at the level of indi-
vidual rooms based on fingerprints of Wi-Fi networks is the result of this work.
The solution can be used in any building where there is a sufficient number of
Wi-Fi networks and QR codes are distributed or other already existing tags are
used (e.g. unique tables next to the door tagging the individual rooms).
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The advantage of the application, in contrast to the existing solutions avail-
able in the Google Play store, is the fact that even when the user enters the build-
ing for the first time he/she can immediately have his/her position estimated.
Or, he/she can voluntarily participate in creation of fingerprints at individual
places inside the building. The user can be motivated to collect fingerprints by
incorporating gamification aspects (bonuses in the form of discounts etc.).

In the future, we will include the fingerprints of Bluetooth Low Energy bea-
cons which are becoming increasingly widespread.
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Abstract. Currently, the most security solutions are based on technologies
realted to the old IPv4 protocol. Although the new protocol requires a different
approach, the network security solution often does not correspond and the
network protection may be affected. One of the results of the IPv6 implemen-
tation is the end of network address translation (NAT). Despite its disadvan-
tages, NAT can act as a security element of IPv6 protocol. The goal of this paper
is to analyse, present and compare firewall functions at the most used Windows
and Linux distribution along with the detailed packet analysis.

Keywords: IPv6 � RFC � Firewall � Testing � Firewall6

1 Introduction

One of the IPv6 design intentions is to make a clean break with the need of the network
address translation (NAT). Despite its drawbacks, NAT operates also as a security
element [1] and its extraction creates a breach that needs to be filled. However, the
transition to IPv6 will not occur immediately and all at once; the IPv4 and IPv6
protocols will coexist for some time.

Known problems emerging from the dualness of the environment are e.g.
IPv4-mapped IPv6 addresses which leads to a security breach in the firewall [4]. This
can be problematic especially for the home and small business/office networks without
experienced administrators. RFC 6092 [5] provides a set of recommendations for
simple security of IPv6 gates also via packet filters functions for device manufacturers
particularly aimed at given users. IPv6 packet filtering in big “enterprise” networks
originally designed as “IPv4-only” networks is covered by RFC 7123 [6]. The security
scenarios related to the firewall issues that are necessary to be taken into consideration
are stated as:

• IPv4 firewall might not be able to enforce same security policy for IPv6 operation.
• The firewall can support both IPv4 and IPv6, but it might not be correctly con-

figured for IPv6 traffic control.

The aforementioned document RFC 4942 [3] is relatively extensive and from the
purely IPv6 problems point of view it mentions also routing headers issues (defined in
RFC 2460 [7]) and their potential abuse for firewall bypass or amplification attack.
Such an attack is serious and RFC 5095 [8] recommends all the IPv6 nodes to dep-
recate the use of Type 0 Routing Headers and firewalls to filter this kind of header.
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The firewall can potentially be bypassed by means of Type 2 Routing Header. Forged
packets in ICMPv6 error reports, traffic filtering with anycast addresses, IPSec, pro-
cedures for firewall processing of extended or unknown headers, firewall defence
against misuse of Pad1 and PadN options or misuse of link-local addresses, are also all
introduced in RFC 4942 including the fragmentation issue.

Security problems are especially packets with overlapping fragments. The detailed
description of the issue is offered by RFC 5722 [9] suggesting an IPv6 specification
modification in terms of overlapping fragment prohibition. IPv6 specification also
allows the use of a Fragment Header in packets that are in fact not fragmented. As RFC
6946 [10] mentions, these so called atomic fragments often result from the host reaction
on message ICMPv6 “Packet Too Big.” An attacker can artificially fabricate these
messages and then launch any fragmentation-based attacks against such traffic. It
therefore suggests to process atomic fragments independently on other fragments. RFC
6980 [11] subsequently explicitly forbids use of fragmentation in Neighbor Discovery
(ND) messages.

IPv6 brings new Internet Control Message Protocol (ICMP) implementation, so
called ICMPv6, defined in RFC 4443 [12]. ICMPv6 is necessary part for correct IPv6
function, although when uncontrolled this protocol presents potential security risk.
Similar situation is valid for ICMP in IPv4, although same filtering strategies can not be
applied on its IPv6 equivalent. RFC 4890 [13] contains recommendations for ICMPv6
firewall filter, for it is necessary to seek balance between too aggressive and too
benevolent filter policy.

Filtering rules also have to take into consideration the specific ICMPv6 message
type. For instance ICMPv6 error messages have to be let through by the firewall, but if
the firewall serves also as a router, the messages that might be used in configuring a
router interface should not be transited through. RFC 4890 filtering recommendations
furthermore differentiate goals of ICMPv6 traffic – the rules for traffic directed to the
firewall interfaces and the rules for traffic transiting the firewall. ICMPv6 messages are
categorized into classes:

• Messages that must not be dropped.
• Messages that should not be dropped.
• Messages that may be dropped.
• Messages that administrators may or may not want to drop depending on local

policy.
• Messages that administrators should consider dropping.

Messages are within their classes filtered according to their type and scope of
source and destination addresses. In comparison with the original ICMPv4 vs. Firewall
relationship it is necessary to create more granular set of rules. Firewalls also need to be
adapted for so called multihoming – Shim6 protocol defined in RFC 5533 [14]. It offers
the host an option to use multiple IPv6 addresses at the same time. Thus firewall has to
correctly keep the state in situation, when the host uses different IP address for the same
connection. This problem is also discussed in RFC 6629 [15].

The firewall might not be able to process whole long chain and thus allows the
attacker to bypass the filtering rules – RFC 7112 [16] suggests a solution in which the
first packet fragment (i.e. offset equals to 0) has to contain complete Header Chain.
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Field tests of fragmentation and routing header problems can be found in [17],
where the authors were really able to bypass the firewall in this way. The importance of
proper configuration of packet fragment filtering rules is shown [18] on the illustrative
case where answers of DNSSEC (extension for DNS) to name inquiries can be frag-
mented and dropped by firewall due to their size. The Internet zone becomes
unavailable for clients behind firewall configured like that due to the impossibility of
domain name translation into IP address.

The problem of extension headers/fragmentation is also their practical utilization
and implementation – as examined in the study [19], in real world environment
extension headers are frequently dropped. IETF discusses the possible prohibition of
fragmentation as such in IPv6. Lai et al. [20] researched the possibilities of host firewall
and network firewall cooperation in order to secure IPv6 network. Since packets using
the ESP header are encrypted and hence it is not possible to inspect them by firewalls
(the content of the packet is known only to the source and destination, which owns the
secret key), they propose deployment of dual firewall controlled by a single central
server. It is interesting approach to the solving of the security issues in IPv6 by
actualisation of the idea of so called distributed firewalls for IPv6. Firewall issue in
IPv6 is considerably complex.

2 Problematic Areas of IPv6 Employment

This part represents main areas of the IPv6 employment and utilization issues and
presents the impacts of specific IPv6 features on firewalls. These impacts are intro-
duced here and tested in the following part.

2.1 IPv6 Address-Based Filtering

Stateless packet filtering based on source or destination address works in IPv6 on the
same principle as in IPv4, but it brings higher complexity, for single network interface
can have multiple IPv6 addresses. The problem also arises during the change of internet
service provider (ISP) for in the first 64 bits of IPv6 address, in so called network
prefix, a change occurs. Hosts could have at the same time new and old “deprecated”
addresses for certain specified duration, during which are old addresses being dis-
carded. The packet filter administrator has to properly react on such a situation by
modification of filtering rules.

2.2 Multihoming

Multihoming stands for a state in which a network is connected to multiple internet
service providers and it is desirable and typical especially in cases, where a high
connection reliability is required. It is not a feature that would not be already incor-
porated in IPv4, however in IPv6 it has new queries. The suggested multihoming
solution for IPv6 is Shim6 protocol defined in RFC 5533 [17]. It is able to reroute the
communication to proper paths for multihoming utilization which on the other hand
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creates problematic relation with firewalls. A stateful firewall creates a state for each
connection. Since Shim6 changes so called locators, which communicating hosts use
for connection and which not adapted stateful filter uses for specific data stream
identification, it is necessary to adapt the firewall in order for it to be able to respond to
the change. The administrator of the stateless packet filter has to take into consideration
new packet types generated by Shim6.

2.3 Internet Control Message Protocol Version 6

ICMPv6 is used by IPv6 nodes for reporting of errors originating from packet pro-
cessing and for managing of other Internet1 layer functions, such as diagnostics
(ICMPv6 ping). ICMPv6 is integral IPv6 part and the basic protocol (all the messages
and behavior required by the technical specification) has to be fully implemented by
every IPv6 nod. [13] ICMPv6 uses for its functioning messages which can be divided
into two groups, namely error and information messages. The message type is defined
by the value in the ICMPv6 message Header Type field. Field Type is 8 bits long; the
highest bit for error messages is always set to value 0 (range of possible values 0–127)
whereas for information messages it has always the value 1 (128–255 range).

2.4 Extended IPv6 Headers

IPv6 packet is made of two main parts – the header and payload data. The first 40 bytes
of the packet belongs to the header. Extended headers can be inserted and chained
between the header and the data. Every IPv6 firewall has to be able to process a chain
of extended IPv6 headers, since their function might be undesirable from the security
policy point of view of the given organization. The minimum is the ability to skip the
extended headers and move to the higher layer header. The firewall should be able to
set and apply rules due to mere presence of some of the extended headers in the packet.
Firewall rules do not have to be applied on all the extended headers; it is possible to
add or block packets even based on specific choices inside the headers.

3 IPv6 Firewall Functionality Efficiency Testing

In this part the results of the executed tests focused on efficiency and functionality of
the firewalls over IPv6 will be presented.

3.1 Tested Operating Systems

All the operating systems (and firewall implementations they are distributed with)
runned within the scope of testing on the hosts are summarized in the Table 1. All the
tested operating systems were always fully updated before the testing. 64 bit operating
systems variants were used for the testing.
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3.2 Hardware Used for the Testing

As a source in the generated packets testing figured physical personal computer with
the following hardware configuration:

• Processor - AMD Phenom II X4 955 Deneb Quad-Core 3.2 GHz
• Memory - 8 GB RAM
• Operating system - Xubuntu 14.04 LTS

Virtual machines employed as a destination or a proxy were on the same PC
virtualized by means of virtualization software Oracle VM VirtualBox version 4.3.24.
Every virtual machine was assigned one virtual processor, 1024 MB RAM and turned
on hardware virtualization support (AMD-V). Both on the source and on the packets
destination there was always active software WireShark for network traffic detailed
analysis during the testing.

3.3 Testing Scenario and Firewall6 Results

The tool of choice used for the IPv6 firewall testing is firewall6 from the The Hacker’s
Choice IPv6 Toolkit. It is the most sophisticated of the similar solutions. It was always
launched on the source within the topology depicted in Fig. 1.

The firewall6 intention is to attempt to bypass the rules of access control
(ACL) defined on the firewall. For purposes of this work firewall6 generated TCP traffic
with destination port 22. The combination of protocol and destination port was blocked
by every tested firewall. Firewall6 one by one puts to test scenarios summarized in the
following list:

Table 1. Tested operating systems

Operating system Firewall Kernel version

MS windows 7 SP1 Windows firewall 6.1.7001
MS windows 8.1 Windows firewall 6.3.9600
MS windows server
2008 R2

Windows firewall 6.1.7601

MS windows server
2012 R2

Windows firewall 6.3.9600

Debian “Wheezy” Netfilter/iptables 3.2.0-4-amd64
Ubuntu 14.04 LTS Netfilter/iptables 3.13.0-24-generic
Fedora 21
workstation

Netfilter/iptables - service iptables service
replaced by firewall

3.17.4-301-fc21.
x86_64

CentOS Netfilter/iptables - service iptables service
replaced by firewall

3.10.0-229.el7.
x86_64

FreeBSD IP firewall 10.0-RELEASE
OpenBSD Packet filter 5.6
NetBSD IP filter 6.1.5
Oracle solaris IP filter 5.11
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• FW1 A common SYN packet is sent to find out whether the port is blocked.
• FW2 Same as FW1, but with added data.
• FW3 Field Type on the 2nd layer in the ISO/OSI model is incorrectly set on the IPv4

value. This can lead to IPv6 rule bypassing via IPv6 network code in case the
blocking decision is based only on layer 2.

• FW4 SYN packet has added 8 bytes long Hop-by-hop header, whereas its field
Options is filled with zeroes. The packet should be processed as a packet without
any extended header.

• FW5 The header for Destination Options is used in the same way as in FW4; again,
it should not have any influence on the packet processing.

• FW6 The packet contains Hop-by-hop header with the option Router Alert (which
indicates that it is expedient to examine packet closely since it can possess valuable
information for the router).

• FW7 The packet contains 3 headers for Destination Address. We have mentioned
that the header can occur maximally twice per packet, nevertheless the Options field
is again filled with zeroes and hence these headers should be ignored. They should
not have any impact on packet processing as in FW4 and FW5.

• FW8 The principle is the same as in FW7 and FW5 scenarios, only this time 130
headers for Destination Address is used. In such an amount they can cause diffi-
culties to some devices.

• FW9 Atomic fragment is sent (i.e. packet with Fragmentation header, yet it is in fact
not fragmented).

• FW10 Two atomic fragments with the same ID (Fragmentation headers in the
packet have same 32bit identification number necessary for reassembling) are sent.
Atomic fragments must not be processed in the same way as truly fragmented
network traffic.

• FW11 2 atomic fragments with different IDs.
• FW12 3 atomic fragments with the same ID.
• FW13 3 atomic fragments with different IDs.
• FW14 130 atomic fragments with the same ID.
• FW15 130 atomic fragments with different IDs.
• FW16 260 atomic fragments with the same ID.
• FW17 260 atomic fragments with different IDs.
• FW18 The packet with 2 KB large Address Option is sent. Because of the size it

has to be fragmented and can cause the firewall to collapse.
• FW19 The same principle as in FW18, only with addition of another Address

Option.

source target

2001:2:1::b

2001:2:1::1

Fig. 1. Firewall6 testing topology
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• FW20 Another FW18 variant. The amount of Address Option headers is increased
to 32.

• FW21 The packet with combination of two Address Option headers and 2 Frag-
mentation headers.

• FW22 The packet with combination of 4 Address Option headers and 3 Frag-
mentation headers.

• FW23 Only first two fragments out of three have the value of Next header field set
at TCP.

• FW24 Next header of the first fragment is set at ICMPv6, of the second at TCP.
• FW25 The first two fragments are overlapping. Fragments are filled with Address

Option headers.
• FW26 The packet is sent in three fragments. Next header of the first one is set at

ICMPv6, the remaining two are set at TCP.
• FW27 The first of the three fragments has Next header set at TCP, the remaining

two are set at ICMPv6.
• FW28 The last two fragments are overlapping.
• FW29 The ICMPv6 “ping” packet is fragmented and first fragment is overlapped by

the second.
• FW30 The ICMPv6 “ping” packet is fragmented into three parts and the second

fragment is overlapped by the third.
• FW31 In the fragment chain, after the second fragment the following one is sent

with the same ID and completely overlaps the second fragment, while it is identical
with the overlapped one except the altered Data Payload at the end of the fragment.

• FW32 Several packets with different source ports are sent.

After The Hacker’s Choice IPv6 Toolkit installation the complete test set can be
easily launched from the command line by

The individual operating systems results and their firewalls tested by firewall6 tool
are presented in the Table 2. As we already stated, all the traffic was generated as TCP
traffic with destination port 22. This combination of the port and the protocol was
always explicitly blocked. Successful packet/s blocking is indicated by Y, bypass of the
firewall rules is NO. Since all the systems of the MS Windows family rendered same
results, they are condensed into single column in the table.

The majority of the firewalls passed the tests with a clean slate. Detailed log
analysis of the individual firewalls reveals that some types of fragmented traffic always
passes through, however they are correctly not reassembled and system does not
respond to them. This can be considered as a satisfactory result and these cases are
evaluated as such in the Table 2. Firewall IP Filter had problems with some of the
testing scenarios. The firewall is used by NetBSD and Oracle Solaris systems, whereas
it has problems in different scenarios in each system. Over Oracle Solaris IP Filter does
not manage correct atomic fragments processing, in NetBSD it does not manage the
work with certain combinations of extended headers and both variants of overlapping
ICMPv6 “ping.” When sending packets with different source ports in both systems,
some of the source ports were blocked while others were not. Moreover, the behaviour
is inconsistent among both systems. Packets with source ports 21, 179, 443 and 8080
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were blocked over NetBSD, where in case of Oracle Solaris it was ports 53, 80, 111,
123, 179, 443 a 8080. This can not be considered as a good result, we can imagine e.g.
misuse for so called “OS fingerprinting,” meaning remote identification of the oper-
ating system running on the given host, which represents certain security risk because
attacker can acquire more in-depth information about the potentional target of the
attack. Then he can more accurately select means of the attack, for example by use of
known security holes of the given operating system, even though one of the firewall
responsibilities is to defend unauthorized information drain.

Table 2. The results for firewall 6

MS
Windows

Debian Ubuntu
14.04

Fedora
21

CentOS FreeBSD OpenBSD NetBSD Solaris

FW1 Y Y Y Y Y Y Y Y Y
FW2 Y Y Y Y Y Y Y Y Y
FW3 Y Y Y Y Y Y Y Y Y

FW4 Y Y Y Y Y Y Y Y Y
FW5 Y Y Y Y Y Y Y Y Y

FW6 Y Y Y Y Y Y Y Y Y
FW7 Y Y Y Y Y Y Y Y Y
FW8 Y Y Y Y Y Y Y Y Y

FW9 Y Y Y Y Y Y Y Y Y
FW10 Y Y Y Y Y Y Y Y NO

FW11 Y Y Y Y Y Y Y Y NO
FW12 Y Y Y Y Y Y Y Y NO
FW13 Y Y Y Y Y Y Y Y NO

FW14 Y Y Y Y Y Y Y Y NO
FW15 Y Y Y Y Y Y Y Y NO

FW16 Y Y Y Y Y Y Y Y Y
FW17 Y Y Y Y Y Y Y Y Y
FW18 Y Y Y Y Y Y Y NO Y

FW19 Y Y Y Y Y Y Y NO Y
FW20 Y Y Y Y Y Y Y NO Y
FW21 Y Y Y Y Y Y Y NO Y

FW22 Y Y Y Y Y Y Y NO Y
FW23 Y Y Y Y Y Y Y Y Y

FW24 Y Y Y Y Y Y Y Y Y
FW25 Y Y Y Y Y Y Y Y Y
FW26 Y Y Y Y Y Y Y Y Y

FW27 Y Y Y Y Y Y Y Y Y
FW28 Y Y Y Y Y Y Y Y Y

FW29 Y Y Y Y Y Y Y NO Y
FW30 Y Y Y Y Y Y Y NO Y
FW31 Y Y Y Y Y Y Y Y Y

FW32 Y Y Y Y Y Y Y NO NO
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4 Conclusion

The aim of the article was to map the firewall issue within the IPv6 environment.
Initially the current state of the issue was outlined building mainly on related RFC
documents. The selected IPv6 specification areas were introduced alongside the nec-
essary definitions of terms. IPv6 firewalls were then practically tested in virtualized
laboratory environment. Several host firewalls standardly distributed with selected
operating systems were tested. These firewalls will probably achieve even more sig-
nificant importance considering the return of the truly end-to-end connectivity idea.
Higher responsibility share in terms of security will be moved from centralized network
perimeter defence to individual hosts. Every firewall was subjected to a series of tests
via selected software tools. The tests were aimed at known problematic IPv6 specifi-
cation areas. The behavior of individual firewalls was recorded and discussed.

Taking everything into account it can be concluded that firewalls tested in the
aforementioned tests by means of firewall6 from The Hacker’s Choice IPv6 Toolkit
behaved inconsistently both between each other and in the relationship to relevant
RFC. In order to achieve more correct behaviour closer to RFC it is necessary to create
high-quality access control ruleset.

Acknowledgment. The support of Czech Science Foundation GACR 15-11724S DEPIES is
gratefully acknowledged.
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Abstract. Very recently we proposed a promising scheme for tissue clas-
sification of multi-parametric magnetic resonance images (MP-MRI) of
the brain based on signal analysis in higher dimensional vector spaces.
The method treats MP-MR images as colors represented holistically in
three (trinion) or four (quaternion) algebraic spaces. Compared to the
well known quaternions, the recently proposed three component trinions
are more efficient in representation of images with three channels and
the respective Fourier transforms allow visualization of their wavenum-
ber spectra as a whole. The current study discusses an edge detection
scheme based on statistical metrics derived from locally computed trin-
ion Fourier transforms for use in robust edge detection of MP-MR images
and other color medical images. Performance of the proposed scheme is
compared against a quaternion formulation and with another vectorial
approach. Application of the method is shown in edge detection of various
color test images and scenes with different degrees of difficulty. Discus-
sion and preliminary results on the application of the proposed scheme
on MP-MR images of brain scans of patients treated for glioblastoma
multiforme (GBM) have also been included.

Keywords: Color image processing · Trinion · Quaternion

1 Introduction

The inter-correlation information that is embedded among the monochromatic
components of multi channel images is often considered more informative than
just the individual serial images. Image processing approaches that make use of
such inter-correlation information are proved to be efficient in many applications.
One such interesting area of research in image processing is color edge detection.
A successful edge detection is often considered as a good step towards effective
image segmentation, registration, identification and many other applications.
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Various monochromatic as well as vectorial approaches have been suggested in
the literature for use in edge detection [1–5]. Some of these include the Lapla-
cian operator and vector gradients. A good review and detailed comparison of
different edge detection schemes can be found in [6]. Generally, in various appli-
cations, the vectorial approaches are shown to be more efficient in edge detection
of color images compared to most serial approaches. This is so as the vectorial
approaches account for the inter correlation between color channels that make
up the color image.

Integral transforms such as the 2D Gabor transform and wavelets are also
known to be one of the pillars in edge detection. Generally, for use in color
image processing, in which case edge detection is a major part, it is believed
that approaches that take into account the inter-correlation information that is
embedded among color components are more effective than serial approaches. In
this regard, a core issue is then finding an efficient color representation scheme.
A real or complex space representation that is used in the Gabor transform,
wavelets and others may not be adequate. A work around this issue, however,
has been realized recently through the use of higher dimensional algebras. One
such a holistic approach that showed great promises in color image processing
makes use of the well known quaternions [7] in four space and the recently
proposed trinions [8] in three space.

Based on Fourier transforms defined in trinion and quaternion spaces, a previ-
ous work by one of the authors (DA) showed a promising way of tissue identifica-
tion and classification of multi-parametric magnetic resonance images (MP-MRI)
of the brain, applied to patients treated for the most common and aggressive
of the gliomas known by the name glioblastoma multiforme (GBM) [9,10]. Our
ongoing investigation aims to have a good automatic tool that efficiently and
uniquely characterizes/identifies different tissue structures, specifically to the
brain, mainly targeting tumors and surrounding structures, based on MP-MR
image processing. The previous attempt was mainly a signal analysis based app-
roach that reveals useful signatures for glioma tumors which may have a poten-
tial to assist automatic tumor demarcation (segmentation). Inspired by recent
applications of higher dimensional Fourier transforms in color image analysis,
the scheme treats MP-MR images as multi band colors represented in a holistic
manner in higher dimensional algebraic spaces. The theme of the current study
is very similar but follows a different track and specifically makes use of edge
detection. A new color edge detection scheme for MP-MR images is proposed
in this paper making use of statistical features derived from a spatially local-
ized analysis of colors in the trinion space. The rest of the paper is organized
into the following sections. Sections 2 and 3 present review of quaternions and
trinions and the respective Fourier transforms. The novel algorithm for use in
edge detection of images with multiple components is presented in Sect. 4 while
results with illustrative examples and discussions are included in Sect. 5. The
final section presents concluding remarks.
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2 Quaternions vs Trinions in Color Image Processing

Use of quaternions offers the advantage to represent multi-channel color images
vectorially and also permit the analysis of such images holistically by treating
every multi-band color pixel as a single entity. Particularly the introduction of
quaternion Fourier transforms has helped to realize a way for computing the
Fourier transform of color images as one quantity [11–15]. This approach has
been shown to be useful in many color image processing areas including color
vector filtering [16,17], color image cross and auto-correlations [18], the design of
quaternion principal component analysis [19], and the quaternion matrix singu-
lar value decomposition [20]. Their application in local color spectral analysis has
also been shown including use of quaternionic Gabor filters [21], the quaternion
wavelet transform [22,23], and the quaternion S transform [24]. Color edge detec-
tion also has been another area where holistic color analysis techniques such as
the quaternion formulation proved to be useful. Different quaternionic schemes
have been proposed previously in this regard including use of local quaternion
phase [25], and quaternion moments [26], to mention few.

Different forms of the quaternion Fourier transform (QFT) exist which
resulted mainly due to the non-commutative multiplication in the quaternion
space. A QFT as defined in [27] is given by:

QFT1(u, v) =
∫ ∞

−∞
∫ ∞

−∞e−j2πuxh(x, y)e−k2πvydxdy (1)

where h(x, y) is given color image and u and v are the wavenumbers (spatial
frequencies) in the x and y directions respectively. The ortho-normal bi-vectors
{i, j, k} satisfy: i2 = j2 = k2 = −1, and ij = −ji = k, jk = −kj = i, ki =
−ik = j. Another type of the QFT suggested in [13] is given by:

QFT2(u, v) =
∫ ∞

−∞
∫ ∞

−∞e−μ2π(ux+vy)h(x, y)dxdy (2)

where μ is an arbitrary unit (norm equals unity) pure (zero real component)
quaternion, μ2 = −1. A value of μ = (i+ j + k)/

√
3 is used in the literature and

this choice coincides with the gray line on the RGB space with all three com-
ponents equal. Both QFT types are invertible and the formulae for the inverses
could be found by simply reversing the signs (− to +) of the exponents in the
respective exponential kernel terms.

There exist many modalities to capture color images such as digital cam-
eras, scanners and other color photography techniques, which nowadays could
be found almost everywhere in modern life. However, most protocols operate
only with three color channels/bands generating three component colors, which
could not be uniquely represented in four space. For example, an RGB color
h(x, y) is commonly mapped in the quaternion space as a pure quaternion as
h(x, y) = R(x, y)i+G(x, y)j +B(x, y)k, setting the real part equal to zero. Even
though it might increase the degrees of freedom, the extra fourth dimension
makes quaternions redundant in representation of such colors. Hence, for a more
efficient representation, trinions have been introduced recently and trinion based
integral transforms have been proposed as a substitute to the QFT [8].
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A trinion is defined with one real and two vector components as t = a+ib+jc
where i, j are operators satisfying: i2 = j, ij = ji = −1, and j2 = −i. It
can easily be checked that trinions with the three base elements {1, i, j} form
an abelian (commutative) group where 1 = j3 is the multiplicative identity
element. Distinct from quaternions, trinions with the above structure form a
commutative ring. Trinions are associative, commutative, and distributive with
respect to addition and multiplication. It is also easy to show that all other
field axioms are satisfied by trinions except invertibility. Hence trinions are not
fields. In comparison, the skew field of quaternions Q is a four dimensional, non-
commutative field over the field of real numbers R. Sum and product of trinions
is defined analogous to the complex/quaternion case. Trinion exponentiation,
conjugate and inverse (when it exists) have all quite complicated expressions.
For example, the conjugate t̄ of t = a + ib + jc is given by:

t̄ =
(a2 + b2 + c2)(a2 + bc − i(c2 + ab) − j(ac − b2))

(a3 − b3 + c3 + 3abc)
(3)

Corresponding to their number of degrees of freedom, three attributes have been
defined for trinions: amplitude, eigen axis and eigen angle. Accordingly, any
trinion t = a+ ib+ jc can be written in the form t = |t|(cos(φ)+μsin(φ)) where
|t| =

√
a2 + b2 + c2, μ = V (t)/|V (t)|, and φ = arctan (|V (t)|/S(t)), 0 ≤ φ < π

are the amplitude, eigen axis, and eigen angle (phase), respectively, and S and
V are the real and vector parts of t. t is unit when |t| = 1, and it is pure trinion
when a = 0. More interesting properties of trinions can be found in [8].

3 Trinion Fourier Transforms

Two possible working definitions for the trinion Fourier transform (TFT) are
suggested in [8]. We chose to present only the discrete versions in this study and
readers can consult a previous study in [8] to learn more details. Accordingly,
for M ×N input color image h(x, y), the discrete version of the type I TFT and
its inverse are given by:

TFT1(u, v) =
1

MN

M−1∑

x=0

N−1∑

y=0

h(x, y)
(
cos(2π(

ux

M
+

vy

N
)) − μ1sin(2π(
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M
+

vy

N
))

)

(4)

h(x, y) =
M−1∑

u=0

N−1∑

v=0

TFT1(u, v)
(
cos(2π(

ux

M
+

vy

N
)) + μ2sin(2π(

ux

M
+

vy

N
))

)

(5)

where μ1 is a unit, pure trinion, and μ2 is a trinion such that μ1μ2 = −1. Note
that μ1 and μ2 are chosen arbitrarily and the expression μ1μ2 = −1 generally
results in a system of non-linear algebraic equations (with respect to the trinion
coefficients) and so μ1 and μ2 must be chosen such that this system has a real
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solution. For a RGB image, we customarily use μ1 = (i − j)/
√

2 and μ2 =
(−1 − i + j)/

√
2. It can be seen that TFT1 resembles the euler form of QFT2.

Otherwise the two are distinct. For example the conjugate relationship that exists
between the kernels of the forward and inverse transforms in the case of the QFT
doesn’t hold in the TFT space. There are also other properties which are known
to hold in the complex and quaternion spaces but not with the trinions. However,
as shown in previous studies, such unique properties of the trinions do not pose
much problems in using the TFTs for efficient color image analysis.

The discrete TFT of type II and its inverse are similarly defined as follows:

TFT2(u, v) =
1

MN

M−1∑

x=0

N−1∑

y=0
h(x, y)

(
cos(2π

ux

M
) − μ1sin(2π
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)
)(

cos(2π
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N
) − μ2sin(2π
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N
)
) (6)

h(x, y) =

M−1∑

u=0

N−1∑

v=0
TFT2(u, v)

(
cos(2π
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M
) + μ3sin(2π

ux

M
)
)(

cos(2π
vy

N
) + μ4sin(2π

vy

N
)
) (7)

where μ1, μ2 are unit, pure trinions, and μ3, μ4 are arbitrary trinions satisfying
μ1μ3 = −1 = μ2μ4. In the current work we assumed μ1 = μ4 = i and μ2 =
μ3 = j. As shown in [8], in terms of symmetry analysis, TFT2 is a desired choice
than TFT1. However, it has also been shown previously that many operations
of interest in image processing including convolutions and correlations are easier
using TFT1 than TFT2, and hence TFT1 has been adopted in the current study.
Given a color image h(x, y), say an RGB with components R(x, y), G(x, y) and
B(x, y), by mapping R(x, y) to the real component of a trinion and G(x, y)
and B(x, y) to the two imaginary components, h(x, y) can be written: h(x, y) =
R(x, y) + iG(x, y) + jB(x, y).

As demonstrated in [8], one main advantage of use of trinions over the quater-
nions is the ability to see color spatial frequency spectra as a whole rather than
just its amplitude or phase. This is so as the TFT of a given three band image
itself has three components and hence both the input image as well as its TFT
can be plotted as color images. The case is different in the quaternion space
as the QFT of a given three channel color image, often represented as a pure
quaternion, has four components with generally non zero real part. In most
color applications ranging from a low level (non-linear) filtering to the higher
level ones such as segmentation, the extra fourth dimension in the quaternion
space is only redundant and use of the trinions should alleviate such redundancy.
In that regard, an efficient color edge detection scheme is proposed in the next
section making use of features extracted from a spatially localized application of
the TFT.

4 Trinion Edge Detection

The first step in our edge detection scheme utilizes a color space transformation.
Each component of a RGB image is first normalized to its maximum and then
the normalized RGB image is transformed to the Hue (H), Saturation (S) and
Luminosity (L) color space. The reason for RGB to HSL conversion was based on
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Fig. 1. Original color image (left), trinion edge map (middle), and quaternion edge
map (right).

recommendations in previously published works suggesting the superiority of the
HSL space in many useful image processing applications [28,29]. Following this
step, the resulting color image in the HSL space is mapped to a trinion. The issue
of the order of the mapping of a given three component color image to a trinion
has been raised in the previous study [8]. The study already showed the order
should not affect many image processing applications including texture analysis,
pattern recognition and other spectral analysis applications. This is so as the
conversion doesn’t actually alter the color wavenumber spectra. The proposed
edge detection scheme in the current study relies on robust features (texture,
pattern) generated through holistic analysis of color pixles, and hence the issue of
order of the mapping is not relevant, i.e. the order of the mapping from the HSL
to the trinion space shouldn’t affect our color edge detection. Then a spatially
localized analysis was carried out on a pixel-by-pixel basis by computing the
TFTs over a translating localizing window of size 3 × 3. On the resulting 3 × 3
trinion valued matrix, a second order feature was computed and assigned to the
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central pixel value. For the purpose of edge detection, the following feature F
was computed:

F = Metric
( log(1 + P (x, y))

log(1 + max
x,y

{P (x, y)})

)
(8)

where P (x, y) is the square amplitude (‘power’) of the TFT, and Metric is a
second order statistical feature (variance, standard deviation, etc.). The above
step is repeated across all pixels that are included in the color image under
consideration and the resulting matrix is plotted as an edge map. Note that all
discrete TFT calculations were performed using a repeated use of the 2D Fast
Fourier Transform (FFT).

The primary intent of the current study is to show the application and fea-
sibility of the above edge detection scheme on MP-MR image sets. The MP-MR
images in this study were taken from a cohort of 29 patients treated for glioblas-
toma multiforme(GBM), the most aggressive of the gliomas, and is the same
data set used in previous studies [9,10]. Contrast-enhanced T1W gradient-echo,
T2-Fluid-Attenuated Inversion Recovery (FLAIR) spin-echo as well as ADC MR
images of the patients acquired at baseline as well as within and after radiation
therapy were available for analysis. The MR trios came with distinct image slice
thickness and the number of slices were also different. Hence, for each patient,
the normalized mutual information algorithm was used on all serial MR volumes
and were registered to the orientation of the baseline T1W image volume and
trilinear interpolation was used to re-sample them to a common resolution. The
edge detection analysis on the MP-MR images was then carried out by combining
the T1W, T2-FLAIR and the ADC images (parameters) as three channel ‘RGB’
color images. However, two main issues have to be considered when applying the
proposed algorithm in edge detection of these data sets. Primarily, our scheme
assumes that the different MR parameters behave well so that our color assump-
tion and representation is acceptable. For example, not all glioma tumors show
elevated ADCs, which can be problematic when trying to detect tumor edges.
Hence such cases should be excluded from our analysis. This issue of course is
not present in actual color images. Another issue is possible registration inaccu-
racy, which in most cases is unavoidable, accompanied by the fact that we have
also applied interpolation as a pre processing step so that all MR image para-
meters assume a common resolution. These could potentially pose a challenge
in implementing our edge detection scheme.

5 Results and Discussion

We start with some standard test images to evaluate the performance of our
edge detection scheme. Note that only qualitative analysis is presented in this
work while a more quantitative evaluation awaits further validation steps. The
first two natural images in Fig. 1 contain horses with a grass background while
there is an increased degree of difficulty on the second compared to the first
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Fig. 2. Original color image (left), edge map using the max gradient method (second),
trinion edge map (third), and quaternion edge map (right).

Fig. 3. Columns 1 to 3 are original T1, T2-FLAIR and ADC images respectively con-
taining contrast enhanced glioma tumors; column 4 contains the respective combined
color images and column 5 contains the corresponding edge maps generated in the
trinion space.

(top) as the former contains more noise. In both cases, the edge maps generated
using the proposed scheme picked the edges effectively. For comparison the edge
map generated in the quaternion space (using QFT2) is also presented. We see
similar edge map results generated in the two distinct spaces while the amount
of computation involved and the memory requirement in the trinion space is at
least an order less than the corresponding operation in the quaternion space.
The next two images contain the standard lena image and another color image
with visible patterns. The corresponding edge maps identified the edges quite
well. Note that, in all the results presented in this paper, the statistical feature
computed (Metric in Eq. (8)) is standard deviation. Results found using other
statistical features like second order variance were generally similar.

One efficient color edge detection scheme proposed in the literature is the max
gradient method. Like the trinions, quaternions and other vectorial approaches, it
treats colors as vectors. The edge detection results we found using the max gradient
method were satisfactory for most of the test images we considered. Here we want
to show with demonstrating examples that the trinion/quaternion formulation is
much more powerful than standard vectorial approaches. The example shown in
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Fig. 2 show a case where the max gradient method fails to detect edges appropri-
ately. In this example what was mostly desired is to detect the bird sitting in the
middle of the grass field. Both the trinion and the quaternion schemes effectively
detected the bird and other visible edges while it was hardly with the max gradient
method. Note that the max gradient implementation was based on a recent ver-
sion of the algorithm by J. Henriques which is freely available on the Matlab Cen-
tral website. The original color scene in this example and many other natural color
scenes are freely available on the McGill calibrated color image database at http://
tabby.vision.mcgill.ca/html/browsedownload.html. All tests carried out showed
that the trinion/quaternion scheme is by far superior to other vectorial approaches
including the max gradient operator indicating that an effective color edge detec-
tion requires not just a vectorial scheme but a more systematic manipulation of the
inter correlation information that is embedded among the monochromes that make
up the color image.

Figure 3 presents typical edge detection results we found using the proposed
algorithm applied on representative MP-MRI slices. Only the trinion edge maps
are presented as the results in the quaternion space were very similar. The brain
tissue edges were very well detected with some difficulties around skull bound-
aries which may have resulted from some image registration inaccuracies. The
images also present identified contrast enhanced glioma tumors. The algorithm
performs well in detecting the tumor edges and surrounding edema. In most cases
that we considered, the scheme robustly showed well defined edges for tumors
and the surrounding edemas. However, only representative preliminary results
are shown in this paper while further investigation of the method is still under-
way including clinical validations. For example, two relaxation (T1 and T2) and
one functional (ADC) MR parameters are used in this study for the MP-MRI
edge detection. Looking at just one set at a time, i.e. three relaxation or three
functional parameters, could be an interesting case to try. Resolving these and
similar other issues is awaiting further investigation.

6 Conclusions

An automatic color edge detection scheme that makes use of statistical features
derived from locally computed trinion Fourier transforms (TFT) is proposed.
The scheme is holistic in the sense that it takes into account the inter-correlation
information that is embedded within color components. The various tests that we
performed both on synthetic and natural color images as well as MP-MR images
of the brain clearly showed that the proposed trinion/quaternion formulation
offered promising results proving that a systematic use of the inter-correlation
information that is embedded within the monochromes (separate color bands)
is useful for efficient and effective edge detection of color images. The study is
partly a continuation of our ongoing effort to find robust techniques that are
able to uniquely characterize different tissues in MP-MRIs and also study their
clinical significance. Though the edge detection results found were very similar
for both the trinion and quaternion based schemes, the trinion formulation is

http://tabby.vision.mcgill.ca/html/browsedownload.html
http://tabby.vision.mcgill.ca/html/browsedownload.html


240 D. Assefa and O. Krejcar

shown to be more efficient. It is also demonstrated with examples that the pro-
posed trinion/quaternion formulation is more powerful and efficient than other
vectorial approaches like the max gradient operator. However, there are still
rooms to improve the performance of our edge detection scheme particularly
when considering more complex color images. After computing the windowed
Fourier transforms, ways to extract more powerful features than the once used
in this study (second order variance, standard deviation, etc.) can be benefi-
cial. This for example could mean searching for statistical features which are
less sensitive to certain subtle changes within the color image and also noise.
Moreover, other than the trinion local amplitude/power, research on inclusion
of the other two attributes, the eigen axis and eigen angle (phase), is a work in
progress. In principle, other than MRIs, the proposed scheme can be applied to
images acquired through other modalities such as CT, PET, and also other color
medical images; this without implying that we have proposed an edge detection
scheme that can work for any given color image.
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of Hradec Kralove, Czech Republic.

References

1. Sonka, M., Hlavac, V., Boyle, R.: Image Processing Analysis and Machine Vision,
2nd edn., Thomson Asia Pte Ltd and PPTPH, Berlin (2001)

2. Canny, J.: A computational approach to edge detection. IEEE Trans. Pattern Anal.
Mach. Intell. 8(6), 679–698 (1986)

3. Trahanias, P.E., Venetsanopoulos, A.N.: Color edge detection using vector order
statistics. IEEE Trans. Image Proc. 2(2), 259–264 (1993)

4. Tang, H., Wu, E.X., Ma, Q.Y., Gallagher, D., Perera, G.M., Zhuang, T.: MRI
brain image segmentation by multi-resolution edge detection and region selection.
Comput. Med. Imaging Graph. 24, 349–357 (2000)

5. Lukac, R., Smolka, B., Martin, K., Plataniotis, K.N., Venetsanopoulo, A.N.: Vector
filtering for color imaging: opening a world of possibilities. IEEE Sig. Proc. Mag.
22(1), 74–86 (2005)

6. Zhu, S.-Y., Venetsanopoulos, A.N., Plataniotis, K.N.: Comprehensive analysis of
edge detection in color image processing. Opt. Eng. 38(4), 612–625 (1999)

7. Hamilton, W.R.: Lectures on Quaternions. Hodges and Smith, Dublin (1853).
http://historical.library.cornell.edu/

8. Assefa, D., Mansinha, L., Tiampo, K.F., Rasmussen, H., Abdella, K.: The trinion
Fourier transform of color images. Sig. Proc. 91, 1887–1900 (2011)

9. Assefa, D., Keller, H., Jaffray, D.A.: Signal analysis of multi-parametric MR images
in higher order Fourier Spaces. Int. J. Comput. Biosci. 4(1) (2013)

10. Assefa, D., Keller, H., Jaffray, D.A.: Multi-parametric MR image processing using
higher dimensional vector algebra. ACTA Press, Proced. IASTED, ISPHT, pp.
24–31, May 2011

11. Sangwine, S.J., Ell, T.A.: Hypercomplex Fourier transforms of color images. In:
IEEE International Conference on Image Processing (ICIP 2001), Thessaloniki,
Greece, vol. 1, pp. 137–140, October 2001

http://historical.library.cornell.edu/


Novel Edge Detection Scheme in the Trinion Space 241

12. Sangwine, S.J.: The problem of defining the Fourier transform of a color image. In:
IEEE Proceedings of International Conference on Image Processing (ICIP 1998),
Chicago, IL, USA, vol. 1, pp. 171–175, October 1998

13. Ell, T.A., Sangwine, S.J.: Hypercomplex Fourier transforms of color images. IEEE
Trans. Image Proc. 16(1), 22–35 (2007)

14. Chernov, V.M.: Some FFT-like algorithms for RGB-spectra calculation. Mach.
Graph. Vis. Int. J. 11(2/3), 139–151 (2002)

15. Labunets, V.: Clifford Algebras as unified language for image processing and pat-
tern recognition. In: Byrnes, J., Ostheimer, G. (eds.) NATO Sciences Series II
Mathematics, Physics & Chemistry, vol. 136. Kluwer (2003)

16. Sangwine, S.J., Ell, T.A., Gatsheni, B.N.: Color-dependent linear vector image
filtering. In: Proceedings of the EUSIPCO 2004, 12th European Signal Processing
Conference, Vienna, Austria, pp. 585–588, 6–10 September 2004

17. Denis, P., Carre, P., Fernandez-Maloigne, C.: Spatial and spectral quaternionic
approaches for colour images. Comput. Vis. Image Underst. 107(1–2), 74–87 (2007)

18. Sangwine, S.J., Ell, T.A.: Hypercomplex auto and cross-correlation of color images.
In: IEEE Proceedings of International Conference on Image Processing (ICIP
1999), Kobe, Japan, vol. 4, pp. 319–322, October 1999

19. Le Bihan, N., Sangwine, S.J.: Quaternion principal component analysis of color
images. In: IEEE International Conference on Image Processing, vol. 1, pp. 809–
812, September 2003

20. Pei, S.C., Chang, J.H., Ding, J.J.: Quaternion matrix singular value decomposition
and itsapplications for color image processing. In: IEEE International Conference
on Image Processing, vol. 1, pp. 805–808, September 2003
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Abstract. In this paper we report on a prototype program for laser-tissue
interaction simulation accelerated by graphics processing unit (GPU). We
developed a Monte Carlo (MC) model for photon migration in arbitrary shaped
turbid media which simulates the light flux inside biological tissues to solve the
thermal source term in Pennes’ bioheat transfer equation (PBTE). Since both
problems are highly parallelizable, we have transformed the underlying math-
ematical formalism into an OpenCL language code to reduce the computational
time-costs. Comparing to sequential implementation, speedup of 210 was
achieved in our simulation with GPU. Acceleration benefits are demonstrated
separately for MC and PBTE and also for single simulation with both models.
The simulation results were obtained in real-time allowing the effective usage in
laser interstitial thermal therapy for thermal damage evaluation.

Keywords: Monte Carlo � Pennes’ equation � GPU � Opencl � Biological
tissues

1 Introduction

The laser-tissue interaction and the possible biomedical utilization have been studied
since the invention of the laser. In medicine, specifically focused laser beam has
allowed surgeons to achieve necessary precision to destroy tumors, polyps, and kidney
stones, to seal nerve endings, blood vessels or to repair retinal detachment while
avoiding damage of the healthy cells in the surrounding tissue. Actually, various types
of photothermal therapy approaches have been introduced, for example, into surgical
cancer treatments, pain relieving, inflammation reduction, tissue healing, or dermato-
logical and cosmetic applications [1]. However, physical parameters like the laser
wavelength and radiant energy have to be properly tuned up in order to achieve the best
clinical results.

For better understanding and prediction of the physical effects that occur within the
laser photons’ propagation in the tissue, numerical analysis has been shown to be a
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valuable tool [2, 3]. Welch & van Gemert proposed 4-step model that describes the
whole interaction [4].

In the first step, light flux inside the tissue is calculated from the radiative transfer
equation (RTE). RTE can be solved numerically by diffusion approximation [5] or
stochastically by Monte Carlo calculation method [6]. In the next step, the rate of heat
generation is evaluated from the fluence and the absorption coefficient of the tissue.
Third step is to estimate heat distribution in the irradiated region. The calculation is
usually performed by solving Pennes’ bioheat transfer equation (PBTE) [7]. In last
step, the thermal damage caused to the tissue is evaluated. Processes that lead to the
damage are characterized by the damage integral, based on the first order Arrhenius
equation [8].

Visible and near-infrared radiation propagation in biological tissues is strongly
driven by the scattering events [9]. After few hundred micrometers the light becomes
diffusive and distributed in all directions. The fluence is usually calculated by the
diffuse approximation (DA) or the Monte Carlo (MC) method. DA is a method based
on the RTE with few simplifying assumptions reducing the accuracy [10]. On the other
hand the MC method is a gold standard with high accuracy and easy-to-implement
code. Due to its stochastic nature, the accuracy is redeemed with high computational
costs. The calculated fluence is used as a source term in the Pennes’ bioheat transfer
equation (PBTE). PBTE is the standard heat equation with the metabolic heat term and
the blood perfusion term [11]. Like other partial differential equations, PBTE can be
solved by various numerical methods e.g. the finite difference [12], the finite element
method [13] or the finite volume method [14]. The equation can be used to determine
temperature, size and location of tumors due to thermal properties change [14].

Unfortunately, even substantially simplified simulations of the light interactions
with complex biological tissues demand for enormous computational resources.
Nowadays, the simulations can take advantages of the parallel computation to reduce the
calculation time. Graphics processing units (GPU) containing a lot of computational
cores have become available at acceptable price and as such they represent promising
devices for acceleration of the biophysical simulations [15]. Soon after the release of the
Compute Unified Device Architecture (CUDA) tools, the acceleration up to 1000� of
the MC method was reported in comparison with non-parallel CPU code [16].

In this paper we report on a computational model for light propagation and thermal
response of the tissues coupled simulations using OpenCL. Section 2 describes the
algorithms used for modeling light propagation and heat transfer in tissues. In Sect. 3
the simulation parameters and the measurement setup are described. Section 4 com-
pares and discusses the results of the accelerated and non-accelerated code. Conclu-
sions are made in the last section.

2 Problem Definition

Although the MC method has been found to be the most accurate for solving extensive
coupled systems with many degrees of freedom, it is a considerably time consuming
technique which renders this type of random sampling simulations practically infeasible
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for ordinary desktops. GPUs are one of the possible ways to accelerate the code exe-
cuting at low expenses. Realtime photodynamic analysis can help physicians to design
for instance laser interstitial thermal therapy for a particular patient with a tumor or even
to determine the optimal parameters during the surgical procedure. Since the induced
heat production has to be carefully regulated to prevent the laser ray from insufficient
thermal impact on tumors or damaging the healthy tissue, a simulation program can be
integrated directly within the laser modulating unit to automatically control the laser
effect on the treated organs. Recently, such realtime feedback has been implemented
with MPI acceleration [17]. GPU accelerated codes were also presented separately for
both problems, light propagation and thermal distribution, respectively [16, 18, 19]. We
connect both problems into a single simulations giving new easy-to-implement possi-
bilities (time overlapping, laser intensity modulation etc.) accelerated by GPU.

3 Methods

In this section the algorithms for light propagation and modeling temperature distri-
bution are described.

3.1 The Monte Carlo Model

The MC algorithm for light propagation in biological tissues has been one of the most
popular ways to determine the light flux in the tissues since 1995. In that year the MC
model for steady-state light transport in multi-layered tissues (MCML) was released
allowing to model propagation in media with cylindrical symmetry [6]. The acceler-
ation of the MCML code was done soon after the release of the CUDA tools [16].

The algorithm is based on the generation of pseudorandom numbers and tracing
huge number of the photon packets (photons). Photons follow few basic rules and are
characterized by their position ~r ¼ ðx; y; zÞ, moving direction ~l ¼ ðlx; ly; lzÞ and
so-called weight w. First the random number n in range (0,1) is used for the calculation
of the step length s

s ¼ � log n
lt

ð1Þ

where µt is the sum of the scattering coefficient µs and the absorption coefficient µa.
Since the space is divided into voxels in the simulation, there are two possibilities that
could happen. If the step length is longer than the distance to the nearest border of the
voxel the photon is moved to the border. The nearest border is determined from the
shortest time-of-flight (TOF) from the current photon position to the borders. When the
photon hits the border remaining step is recalculated and lose weight according to
Lambert-Beer’s law [20]
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w ¼ w0expð�laLÞ ð2Þ

where L is the traveled distance. If the step length is shorter than the nearest border, the
position is updated according to

~r ¼ r0
!þ~l � s

and other random numbers are used for calculating new direction due to scattering. For
that purpose the deflection angle is calculated using Henyey-Greenstein phase function
[6] and the azimuthal angle, which is uniformly distributed over 2p, is determined. The
equations for the new direction vector can be found in the referenced literature [6].

On the interface of two media with refractive index, mismatch reflection/refraction
occurs. To predict the event, a random number is compared with the reflectance cal-
culated from Fresnel’s formulas [6]. If the random number is greater, then the photon is
refracted. Otherwise reflection occurs.

Time-resolved simulation is performed by recording photon’s TOF. During the
propagation, lost energy is recorded from all the photons into the matrix. When the
TOF exceed the chosen time gate another matrix is taken. The propagation continues
until the photon’s weight drops below certain value. In that case, the photon is
terminated.

3.2 The Pennes’ Bioheat Transfer Equation

PBTE is the most common model used for the temperature distribution calculation. The
equation in one of its form can be written as [14]:

qcp
@T
@t

¼ r krTð Þþxbqbcpb Tb � Tð ÞþQm þ laU ð3Þ

where q (qb) is the tissue (blood) density, cp (cpb) is the specific tissue (blood) heat
capacity, k is the thermal conductivity, T is the temperature, Tb is the arterial blood
temperature, xb is the blood perfusion rate, Qm is the volumetric metabolic heat
generation rate and U is the photon fluence. The equation has to be supplemented with
the boundary condition �k @T

@n ¼ hðT � TsurÞ, where h is the heat transfer coefficient,
Tsur is the temperature of the surrounding media (air, tissue). In our study we simplified
Eq. (3) to the condition that the temperature at the boundaries is equal to the body
temperature, i.e. 36.5°C. The initial condition at time 0 is similar, i.e. T ~r; 0ð Þ ¼ 36:5:.

The steady-state solution of Eq. (3) can be found if the left side is set to zero. Then
the equation is solved iteratively with finite difference method (n denotes n-th iteration)

Tnþ 1
i;j;k ¼ 1

6
ð Tn

iþ 1;j;k þ Tn
i�1;j;k þ Tn

i;jþ 1;k þ Tn
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i;j;kþ 1 þ Tn
i;j;k�1

� �
þ

xbqbcpb
k

Tb � Tn
i;j;k

� �
þ Qm

k
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k
Un

i;j;kÞ
ð4Þ
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where n denotes n-th time step, i,j,k denotes i-th, j-th, k-th voxel in x,y,z directions
respectively and other coefficients without an index remain constant. This calculation

runs until the condition e ¼ Tnþ 1
i;j;k �Tn

i;j;k

�� ��
Tnþ 1
i;j;k

\const: is satisfied.

4 Testing Setup

The main goal of this paper is to present benefits of the parallel code that is used in
laser-tissue interaction simulations. This section contains descriptions of the parameters
used in the model.

4.1 Validation with MCML

First a validation of the obtained results has to be performed. For that purpose the tissue
optics community tests various codes against the first and the most popular one,
MCML [6]. We compared the results of the absorption in three layered media of our
software with MCML code using parameters presented in Table 1.

4.2 Steady-State Simulations

For lasers running in the quasi-continuous wave regime, the thermal equilibrium is
established after few miliseconds. In this case, steady-state model can be used. In the
MC model the time resolving is turned off and the steady-state fluence corresponds to
the sum of the fluence in particular times. The steady-state temperature distribution is
calculated from Eq. (4) with the condition e < 0.05. Steady-state simulation was per-
formed with the same optical parameters as in Table 1. The thermal coefficients are
written in Table 2.

Table 1. A validation test. Parameters in the test: µa – absorption coefficient, µs – scattering
coefficient, g – anisotropy parameter, d – thickness of the layer, n – refractive index

µa [mm−1] µs [mm−1] g [-] d [mm] n [-]

Layer 1 1 100 0.9 0.1 1.37
Layer 2 1 10 0.0 0.1 1.37
Layer 3 2 10 0.7 0.2 1.37

Table 2. Thermal coefficients used in simulation: k – thermal conductivity, q – tissue density,
c – specific heat capacity, x – perfusion of blood rate

k [W m−1K−1] q [kg m−3] c [J kg−1K−1] x [ml s−1ml−1]

Layer 1 0.3 1200 2000 0.0
Layer 2 0.5 1050 3600 0.5
Layer 3 0.2 900 2350 0.012
Blood [22] 0.52 1060 3617
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4.3 Time-Resolved Simulations

When the pulse duration or the time resolution of a detector is less than tens of
nanoseconds, time-resolved modeling can be a useful tool providing new possibilities
e.g. in medical imaging. In our simulation we monitored the time-resolved MC model.
The parameters are the same as in the previous tests, i.e. Table 1. PBTE wasn’t tested
because of the similarity with the steady-state solution so the same results would be
obtained.

4.4 Speedup

The comparison of the simulation duration was done between all cores of AMD
FX-8320 and GPU AMD Radeon R9 290X. We individually tested the steady-state
MC model, the time-resolved MC model and the steady-state PBTE model. The
simulations run in the space made of 150 � 150 � 150 voxels. In MC simulations
1,000,000 photons were used. MWC64X was employed as a random number generator
for OpenCL [21].

5 Results and Discussion

In this section the results of the simulations with parameters described above are
presented. The main effort is focused on the comparison of the time consumption of the
accelerated and non-accelerated code.

5.1 Validation Test

The validation test was performed according to Sect. 4.1. Absorbed energy in the
center of the beam along propagation axis is compared in Fig. 1. As can be seen in
Fig. 1 the results for many-times experimentally validated MCML software and our
software (PPTT) are almost the same. So our obtained results have been assumed to be
valid.

5.2 Steady-State Simulations

First steady-state MC simulation duration was measured and compared in Fig. 2.
The MC method allows straightforward parallelization. Each photon packet can be
dedicated to one computational core due to its independent propagation. Theoretically
speedup (ratio between execution time of the sequential and parallel algorithm) rises
linearly with the increasing number of used cores. Since the absorbed energy is often
scored into the same address in memory we also included AtomicAdd operation that
synchronize threads during writing to avoid errors in results. We achieved 208 speedup
in comparison with single core CPU code without the usage of atomic operations. Even
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when all 8 CPU cores were employed the calculation time was 29 times slower than
GPU. Using atomic operation the speedup was 4.2. A previous work by Alerstam et al.
achieved 1080 speedup but only 1 layer was involved and only medium with cylin-
drical symmetry was considered [16]. Fang et al. achieved 300 times acceleration using
their own MC model with similar photon tracing algorithm as our software [18].
However both results were achieved on CUDA capable GPUs so our OpenCL software
can be launched on much wider range of devices. Also their programs lacked of heat
calculation capabilities.

Similarly steady-state PBTE is solved using GPU and CPU. One computational
core is dedicated for temperature calculation for every voxel. Since forward Euler

83.028

14.751

11.554

3.464

0.398

0 20 40 60 80 100

CPU C++

CPU (OpenCL 8cores) Atomic

CPU (OpenCL 8cores) 

GPU (OpenCL 44CU) Atomic

GPU (OpenCL 44CU)

Time [s]

Fig. 2. Calculation time of steady-state MC simulation comparison.

Fig. 1. A validation test with MCML; x-axis displays traveled distance in mm, y-axis represents
light fluence [W/mm3].
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method is employed every voxel is calculated in one iteration independent of other
voxels. The obtained calculation times are displayed in Fig. 3. The achieved speedup
was 340. Generally temperature calculation is much less time consuming than MC light
propagation.

The whole simulation (MC + PBTE) lasts in the slowest case 85 s on single-core
CPU and 0.4 s on the GPU in the fastest case which corresponds to a speedup of
around 210.

5.3 Time-Resolved MC Simulations

For time-resolved simulations similar results as for steady-state simulations were
obtained. Calculation time for MC simulations are displayed in Fig. 4. In time-resolved
MC model 222 speedup was achieved. These results are similar to steady-state solution
indicating that scoring time-of-flight is a negligible operation in terms of time con-
sumption. The GPU in time-resolved simulations is 30 times faster than the 8-core
CPU. Including the atomic operations the speedup 3.2 was achieved. It is important to
notice that atomic operations significantly slow GPU computation (8-9 times) in
comparison with CPU slowdown. The difference occurs due to much higher number of
threads that have to be synchronized simultaneously.

2.043

0.048

0.006

0 0.5 1 1.5 2 2.5

CPU C++

CPU (OpenCL 8cores)

GPU (OpenCL 44CU)

Time [s]

Fig. 3. Calculation time of steady-state PBTE simulation comparison.
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Fig. 4. Calculation time of time-resolved MC simulation comparison.
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6 Conclusions

We demonstrated that numerical analysis of laser-tissue interactions are quite suitable
for parallelization. The Monte Carlo method accompanied with Pennes’ bioheat
equation were employed and written in OpenCL language allowing acceleration on
modern multicore platforms in opposite to previously developed programs for only
CUDA capable devices. Speedup to 210 was achieved in comparison with standard
single core C ++ code. Atomic operations were found to significantly slow GPU
computation but for CPU the slowdown was negligible. Whole simulation can be
calculated in a fraction of seconds making a step towards real-time simulations usable
in clinical praxis. This approach offers a possibility to design patient-specific laser
interstitial thermal therapy much more effectively than current practices in the clinics,
e.g. in cancer therapy.
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Abstract. Introduction: During a creation of an agent based simula-
tion is important to choose appropriate tools suitable for simulated topic.
Large scale agent based simulations with a wast number of agents are
very demanding on computational resources.

Aim: Aim is to compare two approaches (1) Object oriented written
in C# and (2) low level in Rust for creation of agent-based simulation
and point out pros and cons of these tools.

Methods: Simulation with over 500 millions agents is created in
RUST and C#. Performance results from repeated simulation runs
are compared. Runtime, memory consumption, multithreading, random
number generation and agent synchronization is discussed.

Results: Significant savings of computational resources were observed
in Rust simulation. It’s advanced options of memory management and
concurrent programming options resulted in fractional execution time
and memory consumption compared to C#. However, implementation
in C# took less time to create and can be easily understood by domain
experts.

Keywords: Agent-based · Simulation · C# · Rust · Programming
language comparison · Alzheimer’s disease

1 Introduction

Choosing appropriate language and tools for creating a simulation can save
significant amount of time during creation process as well as computational
resources necessary for the simulation run. Programing languages and their
libraries offer different levels of syntactical complexity allowing different level
of control over exact instructions processed by computer, called level of abstrac-
tion. With higher levels of abstraction, resulting code become shorter and more
c© Springer International Publishing Switzerland 2016
N.T. Nguyen et al. (Eds.): ICCCI 2016, Part II, LNAI 9876, pp. 252–261, 2016.
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problem-oriented, however user’s ability to influence exact simulation program
behavior is reduced.

In large-scale simulations with many agents, the resulting program, or more
specifically the machine code, may not perform in an optimal way in terms of
simulation speed and memory usage if non-optimal modeling language, tool,
algorithm or model architecture is used [7,8]

In simulation of Alzheimer’s disease spread prediction in the European Union
population (500 millions), two programming languages: (1) C# .NET Framework
4.5 [18] and (2) Mozilla’s Rust [2], with different complexity and level of control
were used. More computationally optimal model was written in Rust. Rust allows
precise control of memory management [1] and overall simulation flow, resulting
in complex, less problem-oriented syntax with many optimization-specific parts
present in code. Parallelism without additional performance cost in a form locks
and other thread synchronization can be achieved in Rust [9], further reduc-
ing execution time. Although C# programming language was used as a more
problem-oriented alternative, enabling it’s user to create formal description of
the problem without the necessity of declaring low-level operations directly in
code.

2 Model Background

Aim of the simulation is to predict number of patients with Alzheimer’s disease
(AD) in European Union(EU) until year 2083. Model was created based on data
from Eurostat [11] and characteristics of AD [10,13,15,16]. Results of model
which has been created using system dynamics modeling approach can be found
at [24]. Gained results can be used for determining economic burden of AD in
ongoing years [17]. In current research agent-based modeling approach has been
used. Each citizen of EU is modeled as an agent and its age and AD occurrence
is monitored. Population of EU is predicted between 507 and 525 millions in
years 2013–2083. Basic simulation characteristics are in the Table 1.

Table 1. Model description

Characteristics Values

Initial population: based on Eurostat

Number of agents: 507–525 millions

Simulated years: 70 (2013–2083)

Observed parameters: Age, AD occurrence

2.1 RUST

Rust is a new language started by Mozilla Research with an open development
process. It is intended to be a drop replacement for low level C-like languages.
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Rust offers compile-time memory and thread safety with no sacrifices to control
and speed [2].

2.2 C#

C# (C sharp) is a simple, modern, type-safe, object-oriented programming lan-
guage developed by Microsoft within its .NET framework technology. both C
and C++ were used as a source material for C# thus knowledge of these two
languages might be helpful for basic understanding. There is strong base of
developers using C#. Also intensive development, constant support and docu-
mentation are strong advantages of this language [6,23,25]

C# has been chosen as a typical objected-oriented language that provides its
user very convenient balance between easily build model based on real system
and control over usage of computer resources. Agents in model are represented
by objects of standard class that offers necessary variables regarding each agent,
that has to be stored.

3 Evaluated Model Areas

In the following part different aspects of simulations created in RUST and C#
are compared. Final results can be found at conclusion in a Table 3.

3.1 Agent Invocation and Synchroniztion

In real world, every agent performs it’s behavior in parallel, having exactly the
same amount of time to perform their behavior. In a computer simulation, guar-
antee of parallelism for each agent is impossible. Agent’s behavior is represented
as a routine in the simulation program, sharing limited computing resources
with other agents and most likely other programs. [22] This results in inability
of all agents to operate at once. Valid simulation requires agents to have equal
opportunity to perform their defined behavior at simulation runtime.

Different agent simulations require different level of agent synchronization.
Presented simulation with Alzheimer’s disease prediction has agents with behav-
ior that doesn’t directly affect environment or other agents. Therefore, simple
approach of sequential agent execution in each step was used, which later proved
to be beneficial in agent invocation optimization. Sequential execution presumes
agent’s behavior and success in environment is invariant to agent invocation
order. Some agent simulation programs like AnyLogic provide random agent
execution mechanism in every simulation [14]. More complex methods exist, e.g.
rating time-consumption of atomic tasks performed by agents [12].

In Rust, the ability to virtually split the population into n chunks and invoke
agents in those chunks sequentially in separate thread results in big performance
gain due to lack of locks or any thread synchronization in general. Simulation
uses CPU only. Due to approximately half a billion of agents present in this sim-
ulation, further improvement by using GPU computation is possible [5]. Similar
results can be achieved in C#, however compiler checks related to thread safety
make Rust better choice for highly parallelized agent-based simulations.
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Rust. In presented AD simulation, there is no need to order agent invocation.
Agents are stored as one logically continuous array (operating system handles
physical memory allocation) on the heap. Pointer to the beginning of such array
is copied and held in each function’s stackframe. Each year, array of agents is
splitted into n logical chunks of even size (if possible), where n is the number
of threads used by the simulation. Each thread than iterates all agents from the
chunked linked to it. This behavior is achieved with an pointer to the very first
agent of the chunk, which is in fact a pointer to nth agent in original array. No
copying is performed.

Each thread has it’s own random number generator, as stated in previous
chapters. All threads read from common statistical data gathered at the end of
every year, represented by separate block of memory. Threads access statistics
in read-only regime, therefore no locking mechanism is necessary and no thread-
safety overhead is introduced.

Each year, dead agents are removed from the population. This is the only
action performed sequentially by one thread. Agents marked as dead are removed
from memory and whole array is shrinked into a continuous logical block of
memory.

C#. All agents are stored in standard List collection, thus invocation would
also be performed with standard C# collection item invocation syntax. Due to
demand of storing more than half a billion of agents, manual invocation of every
single one would be inefficient at least. Therefore the Parallel. ForEach loop [19]
was used. Not only that this method taking care of list items invocation, it is
also providing multithreaded execution to the code within.

Comparison. One logically continuous array of agents can be achieved both in
Rust and in C#. In C# however, implementing population as an array of struc-
tures takes away simplifications given by build-in system for parallel approach
presented in Sect. 3.4 and forces the programmer to abandon object-oriented
code. In Rust, optimal solution can be achieved with thread safety guaranteed
by the compiler and less code.

3.2 Agent Memory Footprint

Both C# and Rust programs perform memory allocation differently. In AD
simulation, environment memory footprint is minimal and predictable compared
to total amount of memory allocated by agents. Each agent in AD simulation has
following parameters defined Age, AD occurrence, Is alive, Total size of objects.
Agent’s memory requirements are not the same for C# and Rust. See Table 2.

Memory allocation and deallocation strategies differ. Both languages offer
multiple ways to achieve optimal storage. However, simulation in C# was cre-
ated with emphasis on program simplicity. Rust provides environment more suit-
able for absolute control over memory allocation in terms of size. Agents were
identified as the main source of memory consumption. Memory requirements M
of simulations with large numbers of agents can be accurately predicted.
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Table 2. Datatype representation in different models

Property C# Rust

Age Int32 (32 bits) byte (8 bits)

Has AD Boolean (8 bits) bool (4 bits)

Is alive Boolean (8 bits) bool (4 bits)

Total size of object 24 bytes 3 bytes incl. padding

Agent Memory Requirement. The total memory footprint M can be calcu-
lated as follows.

M = n · (Pa + Pi + A)

Pa represents pointer size in bits for each agent. Pointer size depends on
target platform and it’s typical size is 32 or 64 bits. If no pointers are used to
address agents, then the value is zero.

Pi =
k∑

1

ps

Pi represents total size of pointers used to address agent’s properties in bits,
where k is number of properties of an agent addressed using a pointer and ps is
target platform-dependent pointer size.

A = (
k∑

1

ak)

A is total size of agent’s properties in bits, where k is number of agent’s properties
and ak is k’th property size in bits.

Memory Prediction Limits. Memory prediction doesn’t consider environ-
ment and presumes agents are the main source of memory allocation. In AD
simulation, environment is represented by previous year’s statistics gathered at
the end of each year. It’s size is constant and is not affected by agent quantity.

Agent memory footprint is measured with average number of 520,000,000
agents. Table summarizing memory consumption of both simulations is presented
in Table 3.

Rust Memory Consumption.

M = 520000000 · (0 + 0 + 24)

Pa = 0
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Pointer size in bits for each agent, where ps is the target platform pointer size
(typically 32 or 64 bits) and pe represents whether separate pointer is used to
address each agent.

Pi =
2∑

1

4

Rust’s bool datatype allocates 8 bits of memory (8 bit pointer).

A = 8 + 1 + 1

Age is represented by an unsinged integer, one byte large, called u8. Two boolean
states allocate one byte each.

M ≈ 1560MB

Total simulation runtime memory overhead varies from 1630 MB to 1650 MB,
depending on used operating system and number of threads. This corresponds
with expected memory allocation M = 1560MB plus simulation overhead.

C# Memory Consumption.

M = 520000000 · (64 + 0 + 192)

Pa = 64

In C# class is a reference type of variable. That means a variable itself contains
only reference to real location of object. Therefore not only data size of object
but also size of reference to object must be considered especially with this much
agents used in simulation. Size of reference depends on used platform. Reference
size for x64 platform is 64 bits.

Pi = 0

Unlike class the Int32 and Boolean are values types. Therefore no pointer or
reference is needed and variable contains targeted value itself.

A = 32 + 8 + 8 + 144

Age is represented by an 32 bit integer. Two boolean variables, 8 bits each.
Additional 144 bits is consumed by object structure itself.

M ≈ 16640MB

Comparison. In Rust, creation of one logically continuous block of memory
containing agents is easy to achieve. Additional of the memory savings come from
Rust’s zero cost abstractions [3]. These are hard to achieve in C#. One option to
reduce C#’s memory footprint is to use arrays of structures, this however reduces
programmer’s comfort. The resulting code of C# is more domain oriented with
less optimization-specific details.
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3.3 Random Number Generation

Different simulations need different random number generators. Often, congruent
generators are used due to the need of result reproducibility. In AD simulation,
agents are invoked in parallel. This implies the need for a thread-safe random
number generator or usage of multiple generators, one for each thread.

C#. There is class Random [20] that servers as a standard random number
generator for majority of purposes. Unfortunately combination of multithread
approach and just one instance of Random class causing very unpleasant behav-
ior such as returning 0 value each time. The reason is that method Next that
supposed to return randomly generated value is not exactly thread save and the
ThreadLocal must be used in order to revive correct sequence of random values.
Although this solution has significant effect on simulation performance. Next
solution could be to create own Random class object for each thread separately,
but this solution also seem inefficient for bigger amount of threads.

As acceptable solution the RNGCryptoServiceProvider class [21] that inherits
Random was chosen. Finally, this type is thread safe and can be used without
any additional locks adjustments. On the other hand resource consumption of
RNGCryptoServiceProvider is still very high.

Rust. Multiple pseudo-random number generators approach is used in Rust.
Each thread responsible for executing chunk of n agents takes ownership of
single generator with approximately uniform distribution.

Different thread synchronization and management are known to be utilized
for different problems. Thread joining, different kinds of locks and their use cases
related to agent modeling. This approach was chosen to avoid need for locking
and thus increase performance at the cost of storing state of n random number
generators in memory, where n is number of threads created by the simulation.
Rust provides no random number generator as a part of standard library. Used
library in a form of an external crate provides [4] random number generator
seeded by OS-dependent source of randomness. Every 32 KiB of generated ran-
dom data, generator is seeded again automatically.

Generator used in Rust was tested with Kolmogorov-Smirnov distribution
test against uniform distribution. Generator passed at 5 % level of significance.

3.4 Multithreading

Rust. Each year, rust creates n threads to iterate chunks of logically continuous
memory with agents. Gathering statistic for each year is not performed in a
parallel way, as well as giving birth to new agents. Giving birth to new agents is a
simple calculation with advantage in parallelism. Rust simulates following agent
behavior in parallel: (1) Probability of starting Alzheimer’s disease (2) Death
probability.



Comparison of RUST and C# 259

Both steps need read-only access to previous year’s statistics. This implies
that every thread in both steps needs read-only access to these statistics. This
is simply solved by each thread having a copy of a pointer to the statistics
structure.

Before death probability calculation may start, probability of Alzheimer’s
disease outbreak calculation must be successfully finished for all agents. First, k
threads are created, iterating chunks of approximately n

k agents, where n repre-
sents total number of agents each year. During this process, all agent’s behavior
is invoked. Before function’s stack frame is deleted, all threads are joined and
destroyed. This process is then repeated for death probability calculation.

Agents are distributed among simply by diving number of agents alive n by
number of current threads t, always rounding up to the nearest integer. This
results in one thread possibly operating with lower number of agents. Perfor-
mance effect of equalizing number of agents invoked in each thread was not
examined.

C#. Creation of multiple threads was supported by .NET platform from its
beginning. Framework used for this application is version 4.5, therefore naturally
also multithreading was highly improved since first version. Currently developer
has several possibilities how to provide several threads to his application depend-
ing on what level of control over these threads he need.

In our case, we chose one of the latest approaches that is also one of the
easiest ones, sacrificing developer’s control. Parallel. ForEach loop works similar
to standard ForEach which goes through every single object in collection or
array. Advantage of Parallel. For Each if that without any additional settings,
it use multiple threads for going through collection, thus it is very useful if the
collection has a large number of items or action code within loop is demanding.
Despite the fact that developer does not have to manage threads run by himself,
there is still issue with non exclusive access to objects by multiple threads,
therefore the “lock” politics must be applied in that case to avoid additional
complications.

Comparison. Agents in Rust language are iterated by n threads, splitting the
agent population into n chunks. Chunks do not overlap. Each threads sequen-
tially iterates over it’s chunk of agents. This ensures no locking mechanism is
needed, resulting in much faster execution. In C#, locking mechanisms and ref-
erence counting is necessary, slowing down agent iteration process.

In Rust, no JoinGuard mechanism ensuring all spawned threads must be
finished before function’s is implemented yet. This implies usage of raw pointers
and blocks of code marked as unsafe, operating with raw pointers. This way,
threads are harder to work with.



260 R. Cimler et al.

Table 3. Average simulation performance results

Property C# Rust

Time of run 15 804 sec 1028 sec

Memory consumption 19 722 MB 1 650 MB

Average mem. cons. of agents 12 493 MB 1 560 MB

Max num. of agents 524 787 161 524 818 205

4 Conclusion

Non-trivial agent-based simulation models require a programming language
involved in the process of model creation. Often, the behavior of agents and
simulation environment is difficult to express using WYSIWYG (what you see
is what you get) editors.

Immense impact on performance and resource usage was observed when effi-
cient algorithms were utilized, however model creation complexity and time
were increased. With Rust, efficient algorithms provided performance increase
and lower resource usage, however the time needed for simulation creation was
increased and code became less problem-oriented.

Major cause for Rust’s shortened execution time is control over memory
management and the way threads work with agents in memory. Each thread
iterates over a fix-sized chunk of agents. Set of agents iterated by each threads
are unique, therefore no synchronization is needed when threads are reading
from and writing to the large, logically continuous array of agents.

C# as a higher level language, abstracting memory management and provid-
ing easy to use concurrency utilities resulted in significantly shorter code that is
easier to read, understand, repair and is more domain oriented.

In Rust however, more low-level problems have to be addressed directly in
code, making the final domain oriented code interfere with thread synchroniza-
tions, reference checking and other low-level mechanisms. Time needed to create
the simulation is hardly quantifiable due to differences among programmer skills,
but the absolute time required to build the simulation in Rust was considerably
higher. Rust’s compiler’s approach to concurrency, enforcing compile time thread
safety with optional unsafe blocks provides better assurance for the programmer
that the final simulation works correctly. Although C# is a good and easy choice
when the relatively high resources consumption is not an issue.
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Abstract. Dorsal hand recognition is a trending topic in biometrics and human
computer interactive systems. The characteristic and unique shape of the dorsal
side of users’ hands could be identified and discriminated for continuous
authentication or could be tracked for second security option as a keyboard
passwords. Therefore we propose a novel recognition system that deals with
users’ hands on the keyboard using adaptive YCbCr color space. The images are
extracted from a video recorded by a camera mounted on the monitor and the Cb
and the Cr color intervals of the dorsal hands are identified and stored. In
contrast with the common algorithms that deal with the static interval, we
propose an adaptive system which initially identifies the Cb and Cr values of the
users’ hands and subsequently recognize the dorsal hands throughout the frames
of the video.

Keywords: Dorsal hand � Identification � Ycbcr color space � Image
processing � Video processing

1 Introduction

Hand recognition is a mutual topic of biometrics and human-computer interaction
though recognition and identification of the palm region is mostly researched instead of
dorsal. The main reason is the uniqueness of the palm prints consisting of principal and
secondary lines that can be extracted and discriminated, in biometric authentication and
forensics. Additionally, the palms are which enables the usage of the palms in
human-computer interaction. Moreover, hand gesture recognition algorithms start with
the identification of the hands, yet generally deal with the palms as well [1–6].

However, if we consider continuous authentication of the users, realized by
extraction of unique characteristics of hands or password entering style validation, the
dorsal hand recognition is a promising methodology. Through the identification, it is
possible to validate the biometric features of the users which could be either physical
(hand shape, finger shape, hand geometry, finger ratios) or behavioral (key-pressing
styles, finger choices, general keyboard usage characteristics). The basic feature of the
palm or dorsal hand is the skin color [7] and hand geometry characteristics [8] that can
be extracted for identification. Outside of the visible spectrum, it is still possible to
recognize hands by near-infrared lenses and multispectral imaging techniques [9–11].
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Most skin color searching algorithms lay their ground on computing color intervals
in a suitable color space such as red-green-blue (RGB), hue-saturation-lightness (HSL),
or luminance-blue difference Chroma-red difference Chroma (YCbCr) as used in the
current study. YCbCr color space actually is a manipulated RGB that is gathered by
encoding red green and blue data on corresponding layers of images and yet it is
simpler to search for the required color component in the layers of Cb and Cr,
regardless of Y. However, the skin colors may vary so the confidence intervals should
be determined as wide as possible. Even in this case, some misidentification may
happen, on the contrary if the interval is too narrow, it sometimes is impossible to
recognize the hands.

Therefore we propose an adaptive algorithm that firstly calculates the Cb and Cr
values of the user’s hand and subsequently assigns confidence intervals for each. To
recognize the skin color, assuming that it is homogenous, the unoccupied keyboard is
captured in the very first frame of the RGB video process and one more snapshot is
taken when the hands of the user are on the keyboard. The common differentiation
methods won’t have successful results considering the structure of the keyboards so the
matrices of each RGB layer is compared to find the region of interest.

Afterwards, since the ROI revealed by RGB layer comparison is noisy, the hands
on the corresponding grayscale image are eroded until achieving only the skin tissue.
Mapping the grayscale pixel coordinates to Cb and Cr layers will give us the Chroma
values of the user’s hand. The values subsequently stored to be the reference point for
the rest of video processing. The final algorithm searches the interval, designated by the
Cb and Cr values, on each frame of the video for recognizing the hand.

Different researchers have previously proposed mechanisms on how to use the
YCbCr color space for various image processing applications: Qiu-yu et al. [12] dealt
with YCbCr imaging as well and used this imaging technique with k-means clustering
for segmentation purposes. Kaur and Kranthi [13] proposed a comparison between two
color spaces YCbCr and CIE-Lab for skin color segmentation to be used in face and
hand recognition. Chitra and Balakrishnan [14] made a similar comparative study but
with HSCbCr and YCbCr color spaces for skin color identification. Shen and Wu [15]
presented a system that can segment lips using YCbCr color spaces.

Considering the new developments on authentication methodology and novel
methods, we previously presented four various articles [16–19]. These proposed
methods could be combined with the dorsal hand recognition to have an extra security.
For instance in [17], we presented a novel methodology for keystroke recognition using
inter-key durations. The authentication system proposed in that paper could be
enhanced by adaptive dorsal hand recognition for a new fusion layer in biometric
authentication systems.

This study proposes a novel adaptive YCbCr imaging technique which only
focuses on dorsal hand recognition of users’ hands on computer keyboard. Mainly we
narrow down the interval of Cb and Cr values of the dorsal hands by identifying the
skin color and subsequently our system manages to recognize dorsal hands based on
these values stored.
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2 Methodology

Three major subsystems are introduced in this paper namely: identification, Cb/Cr
extraction, and continuous recognition as shown in the schematic presented in Fig. 1
below.

The continuous recognition system starts with 640 � 480 resolution in RGB for-
mat video recording by A4tech PK-333E LED Lighting Web Cam, mounted on Dell
Inspiron 15R laptop. In the first frame of the video F1, the camera captures the key-
board without the hands. Within a desired duration, in this project it is 5 s, the camera
takes one more photo F2 including the dorsal hand or hands on the keyboard. Any pixel
on these frames could be expressed as follows:

p1i;j;k 2 F1
i;j;k i ¼ 1 : w½ �; j ¼ 1 : h½ �; k ¼ 1 : 3½ �ð Þ ð1Þ

p2i;j;k 2 F2
i;j;k i ¼ 1 : w½ �; j ¼ 1 : h½ �; k ¼ 1 : 3½ �ð Þ ð2Þ

where all of the parameters are integers, w is the width, h is the height of the image; i
represents the row number, j the column number and k is the layer of color channel.
Figure 2 presents two sample images.

Capturing the empty frame 
F1 consisting of keyboeard 

only

KEYBOARD CAPTURE

IDENTIFICATION

Capturing the dorsal hand 
frame F2 consisting of 
keyboeard and hand

HAND CAPTURE

Localization of the dorsal 
hands and finding the 
region of interest ROI

DIFFERENTIATION

Eroding the ROI to 
achieve a plane that only 

includes skin tissue

EROSION

Cb/Cr COLOR SPACE EXTRACTION

Comparing eroded ROI 
with the corresponding 

YCbCr color space image

YCbCr

Computing the intervals 
for Cb and Cr values 

calculated

INTERVALS

Controlling Cb and Cr 
intervals of the users as 

reference points

STORAGE I/O

CONTINUOUS RECOGNITION

In each video frame, the 
intervals are checked and 

identified

IDENTIFICATION

Coloring the dorsal hands 
revealed by identification 

step

RECOGNITION

Fig. 1. Workflow of adaptive YCbCr color space recognition methodology of dorsal hands of
computer keyboard users. (Color figure online)
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However, F1
i;j;k and F2

i;j;k themselves don’t enable the extraction of Cb and Cr
values, even if we manipulate the color layers or grayscale images. Therefore we define
a binary layer Bi;j as:

bi;j 2 Bi;j i ¼ 1 : w½ �; j ¼ 1 : h½ �ð Þ; bi;j 2 ½0; 1� ð3Þ

where w ¼ 640 and h ¼ 480 for this research. So that if the change in color layers is
greater than a threshold (for this project T ¼ 50) the corresponding pixel in the binary
layer turns to 1, otherwise remains zero

bi;j 2 Bi;j
1; p1i;j;k � p2i;j;k

���
���[ T

0; otherwise

(

ð4Þ

The threshold T ¼ 50 is determined after pre-analysis of the image processing in
Fig. 2. However it is still not possible to achieve a perfect identification of ROI, and
therefore, in the binary layer, a kind of erosion is applied for noise removal. Erosion or
dilation is made by eroding the corresponding neighborhood pixels for all pixels on the
binary image produced by subtraction. For each pixel on the image, all 4 left and right
neighbors are compared with the current pixel, the lowest which means the black one is
chosen and replaced and new eroded image Ei;j including the skin tissues is gathered as
follows:

_bi;j 2 Ei;j ¼ min I i� 1; jð Þ; I i; jð Þ; I iþ 1; jð Þð Þ ð5Þ
_bi;j 2 Ei;j ¼ min I i; j� 1ð Þ; I i; jð Þ; I i; jþ 1ð Þð Þ ð6Þ

The main reason for the sub-algorithm mentioned above is noise removal due to
pixel differences between the reference and final image. The iteration number could be
adjusted yet for a resolution of 640 � 480, we figured out that 50 as the epoch number
is enough for noise removal and reveal only the skin tissue. The example images of
creating the new binary layer and erosion is shown in Fig. 3.

Fig. 2. Unoccupied Keyboard on the left, Hands on the keyboard on the right
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Although Fig. 3 (right) looks like an image, it actually is a binary matrix consisting
zeros and ones, nd therefore if this matrix is multiplied by Cb and Cr layers of the
original image F2

i;j;k we get the Cb and Cr values of ROI. The RGB images are turned
into YCbCr format as follows:

p2i;j;k 2 F2
i;j;k i ¼ 1 : w½ �; j ¼ 1 : h½ �; k ¼ Y ;Cb;Cr½ �ð Þ ð7Þ

Afterwards, the corresponding pixels are accumulated to achieve the average of Cb
and Cr values of the users’ hands.

HCb ¼
X640

i¼1

X480

j¼1

p2i;j;Cb: _bi;j=
X640

i¼1

X480

j¼1

_bi;j ð8Þ

HCr ¼
X640

i¼1

X480

j¼1

p2i;j;Cb: _bi;j=
X640

i¼1

X480

j¼1

_bi;j ð9Þ

The average of the HCb ¼ 106:3763 and HCr ¼ 150:3123 are calculated for the
images. For HCb � 5, - HCr � 5 and HCb � 10, - HCr � 10 confidence intervals are
tested for these images and results are presented in Fig. 5. The confidence intervals are
chosen just to give idea about the results of the methodology (Fig. 4).

Fig. 3. Binary layer, before erosion (left), after erosion (right)

Fig. 4. Cb (left) and Cr (right) color space images,
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Based on the algorithms presented above, the experiments are made with different
hand colors to calculate the Cb and Cr values for identifying the dorsal hands of the
subjects.

3 Experiments

The experiments are conducted with 6 subjects in the University of Hradec Kralove. In
each experiment, the process started over from the beginning of unoccupied keyboard.
Afterwards the subjects are told to put their hands on the keyboard as if they are writing
something. The second snapshot is taken in the fifth second of the video to identify the
Cb and Cr codes of the subject’s hands by our algorithm. The results for HCb � 5 -
HCr � 5 and HCb � 10 - HCr � 10 intervals are shown in Table 1.

It seems that the Cb and Cr values are significantly different within the subject
group which is the main feature that could be extracted. This hypothetical approach is
based on tailor-made adaptive dorsal hand recognition therefore the methodology uses
the Cb and Cr values of the specific user under the current illumination conditions.
Given this fact, the intervals are adaptive and determined by the average values which
makes the difference significant enough since there are no equal values. Further pro-
cessing is just alike that after the proposed second the camera captures the dorsal hands
again to compare with the original image.

4 Evaluation of the Results

The results of the experiment are greatly encouraging that our algorithm perfectly
calculates the Cb and Cr values of the dorsal hands for adaptive recognition along the
video. The Chroma codes of the subjects’ hands are correctly estimated and the con-
fidence intervals around the average Cb and Cr values fit the requirements while
identifying the hands.

Furthermore, the shapes are so apparent, mostly in HCb � 10 - HCr � 10 interval
that enables the segmentation easier, when necessary. On the other hand, the algorithm
of HCb � 5 - HCr � 5 interval doesn’t recognize every pixels yet the shadows and

Fig. 5. HCb � 5 - HCr � 5 (left) and HCb � 10 - HCr � 10 (right)
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highlights are more evident. Therefore it could be easily stated that, narrower intervals
reveal more characteristic features of the hands while wider intervals identify more
pixels and entire shapes of the hands better.

Although the HCb � 10 - HCr � 10 could be considered as a very wide interval, our
experiments show that there could be more gap between some Cb and Cr values of the

Table 1. Experimental results
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subject’s hands. In other words, within a range of computed Cb and Cr values, hands of
some users wouldn’t be identified since their values are out of the range. Illumination
change is not affecting the process at all unless it happens in the same video recording
session.

After recognition, the eroding algorithm we used in (5) and (6) could be reversed
for filling the black pixels on the hands. Therefore the black pixels will turn into white
if they are surrounded by white pixels. This kind of erosion is crucial when the whole
hand image will be used in the related systems.

5 Conclusions and Discussions

The adaptive approach in this paper resulted in promising identification methodology
of the dorsal hands yet the parameters or the methodology could be changed based on
the requirements. The results of this research could be used in identification of users
through hand geometry or the skin colors. Moreover it is possible to implement a new
type of keystroke authentication by identifying finger-key matches along an alphanu-
meric password.

As the future research possibilities, the imaginary lines could be sketched to esti-
mate the fingers’ length and width of the hand for biometric purposes. Using wider
intervals, the hands are identified better therefore biometric systems consisting of hand
geometry could utilize the outputs of this research so easily.

Regarding the hand shapes and habits of using the keyboard, it is very clear to see
the differences among the subject group. The ratios are useful to be computed to train a
classifier that controls the users’ hands for authentication. On the other hand, with
adaptive dorsal hand recognition, habitual biometrics could be processed.

In medical point of view, dorsal hand recognition could be utilized for avoiding
nerve entrapments in the wrists. It is also possible to combine the outcomes of this
research with other types of user identification to have a multimodal biometric
authentication system. Besides, various features could be extracted from the video
processing mentioned in the article, like the behavioral or habitual traits of the users.
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for Ubiquitous Computing Environments” FIM, University of Hradec Kralove, Czech Republic
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Abstract. Undoubtedly, computer aided drug design (CADD) has gained
important position in medicinal chemistry thanks to balancing random approa-
ches to discovery of new drugs by prioritizing rational insight into the devel-
opment process. From many CADD methods, quantitative structure activity
relationships (QSAR), which are able to exploit chemical and biological
information hidden in chemical structures through utilization of numerous
machine learning and artificial intelligence methods, are expected to provide the
necessary assistance in mechanistic interpretation and prediction of biological
activities. In the present work, 56 derivatives of a natural adjuvant euodenine A,
which occurs in Euodia asteridula, were selected for a QSAR study with the use
of artificial neural networks (ANN). Since building of robust QSAR models is
still a challenging research area, several methods had to be utilized to achieve a
robust solution. Among various backpropagation based algorithms, much effort
has been devoted to research of an optimal brain surgeon (OBS) method, which
attempts to prune unimportant ANN elements according to the second derivation
of the output signal error with respect to the weights. Herein, the performance of
OBS in QSAR analyses is discussed and compared with other ANN learning
methods.

Keywords: QSAR � Euodenine A � ANN � Pruning � OBS � Molecular
descriptors

1 Introduction

Eodia asteridula (Rutaceae, synonym: Melicope denhamii) is an understorey tree or
shrub growing up to 25 meters in mixed dipterocarp and swamp forests especially in
Borneo, the Philippines, Papua New Guinea. Mainly, its wood is used as building or
decorative material for construction of local houses, although leaves of the tree have
been well known for its beneficial effects against numerous skin diseases and bacterial
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infections for ages [1]. Recently, it has been discovered that E. asteridula leaf oil
exhibits significant activity against Gram positive and negative bacteria, and shows also
noteworthy anticancer in vitro activity towards Dalton’s lymphoma ascites (DLA) cells
via nuclear damage and apoptotic cascade induction. Importantly, Neve et al. published
in 2014 a high throughput screening (HTS) of 750 pure natural products which has led
to identification of euodenine A as a potent and selective small-molecule agonist of
human toll-like receptor 4 (TLR4) [2].

TLR4, as the most studied TLR, is a trans-membrane receptor present in human
immune cells that is able to recognize microbe-associated molecular patterns (MAMPs)
attached to bacteria cell surface or damage-associated molecular patterns (DAMPs)
produced within inflammation or tissue injuring processes and to start efficient immune
response. Through activation of signaling cascades triggering cytokines and
chemokines production, TLR4 agonists may stimulate pathologically insufficient
immune response and help to tackle such diseases as asthma. Accordingly, it was
experimentally proved that the immune response in the acute phase of asthma is ruled
by a strong activation of Th2 lymphocytes which can be counterbalanced by an ade-
quate response of TLR4. At present, euodenine A derivatives are important pre-clinical
candidates for TLR4 agonist due their high biological potency and selectivity which
outperform current adjuvant drugs such as Tak-242, (+)-naloxone or dimethyl
2-(2-nitrobenzylidine)malonate.

Herein, we will focus on development of quantitative structure activity relationship
(QSAR) model for known euodenine A derivatives as TLR4 agonists. The principles of
QSAR were established in 60’s of 20th century by Hansch and we can simplify them as
an assumption of a continuous and neat mathematical relationship between quantitative
molecular descriptors and biological activity [3, 4]. Once the function, i.e. QSAR
model, is established and properly validated, novel drug candidates belonging to the
same structure class as the training compound set can be proposed. Currently, many
supervised and unsupervised machine learning methods such as multiple linear
regression (MLR), partial least square regression (PLS), principal component analysis
(PCA), support vector machines (SVM), random forests (RF), k-nearest neighbor, etc.
have been employed in QSAR analyses utilizing plethora of various in silico molecular
descriptors as the data input.

In the present paper, we have developed a QSAR model for 39 + 17 euodenine A
derivatives by artificial neural networks (ANN). 4883 molecular descriptors as inde-
pendent variables have been generated by molecular modeling in HyperChem and
descriptor calculations in Dragon. The objective of the work is to design a pruning
algorithm for building a robust ANN QSAR model. As a source of inspiration we have
recycled the concept of optimal brain surgeon (OBS) pruning technique developed
originally by Hassibi and Stork and improved by Magnus Norgaard [5]. The efficiency
of the pruning algorithm is compared to other 10, more or less, classical backpropa-
gation based algorithms for ANN training.
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2 Variable Selection and Pruning in ANN

ANN represent a powerful tool for approximating unknown and generally nonlinear
QSAR models from excessive and highly inter-correlated input variables. Even though
many linear QSAR or quantitative structure-property relationships (QSPR) models
have been described in the literature, biological processes are often very complex being
composed of various consequent and parallel physico-chemical interactions which can
be linearized only for a limited range of cases. Commonly, the issue of ANN QSAR
designing is solved empirically either by letting ANN grow from a minimal size to the
least model complexity that provides acceptable robustness or, conversely, by starting
with a large network which is gradually simplified by eliminating useless elements.
Recently, numerous algorithms for removing uninformative, noisy, irrelevant, or
redundant input variables have been described and recommended for utilization in
statistical and data mining methods. The taxonomy of input variable selection algo-
rithms can be divided into three main classes [6]:

Wrapper algorithms – the model optimization algorithms select the whole input
variable set, or a subset of it, evaluate the performance and continue with different set
of variables until the best generalization is yielded. The machine learning method used
is handled as a black box, only the output is decisive. Examples are: forward selection,
backward elimination, nested subsets, systematic exhaustive search, heuristic genetic
search, single variable ranking, generalized regression neural network input determi-
nation algorithm (GRIDA), etc. Embedded algorithms – a model involving the whole
set or a combination of input variables is evaluated by a machine learning method and
the redundant or irrelevant variables are indicated through analysis of the resulting
model parameterization. For example, variables multiplied with low weights or
near-zero regression coefficients have only minor effect on the model outputs and, thus,
they can be eliminated, while variables associated with significant parameters can be
prioritized. Embedded algorithms consider the effect of each individual variable on the
model performance. They are represented by: recursive feature elimination, stepwise
selection, genetic and evolution algorithms, optimal brain damage (OBD), Lasso, etc.
Filter algorithms – input variables are investigated with additional calculations which
attempt to measure their predictive relevance. Currently, bivariate or trivariate statistics
are frequently employed to rank the input variables. The first main subclass of filter
algorithms is based on the calculation of linear correlations with the target variable(s),
the second one is derived from information theory measures such as mutual infor-
mation. After the irrelevant input variables are filtered out, the model is built up from
the remaining data. Filter algorithms are exemplified by: Pearson and Spearman
maximum correlation ranking, forward partial correlation selection, minimum entropy
ranking, mutual information ranking and feature selection, partial and joint mutual
information, input variable selection by independent component analysis (ICA), etc.

All the mentioned algorithms have their merits and drawbacks, although they may
be combined to improve the final model quality. In the present work we particularly
deal with pruning algorithms for ANN which consider the effect of each involved input
variable, and, therefore they belong to the class of embedded algorithms. In simple
terms, ANN can be introduced as a complex mathematical function ŷ which depends on
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xi, activation function f, weights w, biases b, and provides a mean square error
(MSE) function E (Eq. 1). Pruning in development of ANN can be characterized as
determination and elimination of such network units which do not contribute signifi-
cantly to the solution. Lately, several pruning approaches such as local sensitivity
analysis, local variance sensitivity analysis or cross validated pruning algorithms have
been developed to reduce the ANN size while to maintain satisfactory accuracy and
performance of the model [7].

ŷj ¼ f aj
� �

; aj ¼
X

j

wijxi þ bj; xi ¼ f aið Þ;E ¼ ŷ� yð ÞT ŷ� yð Þ
n

: ð1Þ

A simple pruning technique is based on deletion (i.e. zeroing) of those neural
interconnections which have lower weights comparing to an arbitrary defined thresh-
old. However, Hassibi and Stork pointed out that elimination of low weights is a
problematic approach which does not necessary lead to decreasing the overall network
error due to the effect of surviving higher weights which may enhance the influence of
noisy input variables and increase wrong output bias [8].

The optimal brain damage (OBD) pruning algorithm developed by Le Cun et al.
relies on calculation of second order derivation of the error function, which radically
challenges the idea that “magnitude equals saliency” [9]. OBD approximates the error
network function E by a truncated Taylor series and analytically predicts the effect of
the weight vector perturbation dW (Eq. 2):

dE ¼
X

i

gidwi þ 1
2

X

i

hiidw
2
i þ

1
2

X

i 6¼j

hijdwidwj þO dWk k3
� �

; ð2Þ

where dW has dwi components, the gradient G of E with respect to W has gi com-
ponents and the Hessian H of E with respect to W has hij components (Eq. 3):

gi ¼ @E
@wi

; hij ¼ @2E
@wi@wj

: ð3Þ

The aim of OBD is to find those parameters whose deletion would bring minimal
increment of the error function E. Due to enormous computational demands imposed
by calculation of the H matrix, simplifying approximations like neglecting cross terms
perturbations dwidwj, assumption that E is nearly quadratic with the parameters trained
to a minimum of E had to be introduced. Thus, Eq. 2 can be reduced to the second term
which can be solved by evaluating only the diagonal elements hii of H (Eq. 4):

dE ¼ dwTgþ 1
2
dwTHdwþ . . . ! ¼ 1

2

X

i

hiidw
2
i : ð4Þ

It was proved by experiments that OBD can substantially improve the speed of ANN
and increase predictive accuracy on the test set. Unfortunately, the diagonal approxi-
mation of H in OBD has been criticized as it enables elimination of wrong weights.
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A slightly more complex version of OBD, named optimum brain surgeon (OBS),
focuses on a recursive calculation of the inverse Hessian H−1 to take into account the
off-diagonal elements. Basically, elimination of the ith weight wi is expressed as a
constrain eTi dwþwð Þ ¼ 0 that is introduced into the optimization of E (Eq. 5):

min
1� i� I

min
dw

1
2
dwT @

2E
@w2 dw

� �
jeTi dwþwð Þ ¼ 0

� 	
; ð5Þ

where ei is a unit vector with the ith element equal to 1 and other components being 0.
OBS also supposes the first gradient term in Eq. 2 to vanish in a local minimum of
E and ignores third and higher terms of the Taylor expansion, but through a Lagrangian
transformation L of the reduced E function (Eq. 4) it introduces a general term of
“weight saliency” based upon weighting the weights by H−1 elements (Eq. 6) [10]:

L ¼ 1
2
dwTHdwþ eTi dwþwð Þ� �

; ð6Þ

where k is an undetermined Lagrange multiplier. The weighting of weights is a key
concept of OBS which allows not only to establish a saliency criterion Li for wi but also
to adjust the other weights w to reach the least increase of E. According to Hassibi and
Stork, the iterative weigh adjustment and Li saliency of wi are given as follows (Eq. 7):

dw ¼ � wi

H�1

 �

ii

H�1 � ei; Li ¼ 1
2

wi

H�1

 �

ii

: ð7Þ

Therefore, OBS does not assume the Hessian matrix nor its inverse to be diagonal
but it correctly evaluates all off-diagonal elements. Due to weight recalculations, OBS
processes need not theoretically be followed by a training phase. It was proved that
OBS is able to eliminate more than 50 % of weights while stably decreasing the error
of ANN. Comparing to OBD, OBS is more general providing more robust network
complexity reduction but it itself is highly complicated and quite demanding for
computer time and memory.

3 Proposed Solution for QSAR Analyses by ANN

For the QSAR analyses, the chemical structures of 56 euodenine A derivatives were
taken from the literature and processed in computational chemistry programs to obtain
molecular descriptors for building ANN model [2]. As a supervisory signal, concen-
trations causing 50 % activation (EC50) of human TLR4 receptor expressed by
HEK-293 cells were used. All the studied compounds were synthesized and biologi-
cally evaluated according to a standardized laboratory protocol, which is one of the
necessary conditions for establishing unbiased QSAR analyses [2]. Since EC50 were
quantitatively determined only for 39 euodenine A derivatives, 27 compounds were
randomly chosen for the training set in each training iteration, similarly 6 compounds
for the validation set, 6 compounds for the test set, and the remaining 17 compounds
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with unknown biological activities towards TLR4 were taken as an external set for in
silico prediction.

The objective of the present work is to design a pruning algorithm based on OBD
and OBS, and to develop QSAR models for euodenine A derivatives. The OBD/OBS
based ANN QSAR analyses are compared with other ANN training algorithms based
on backpropagation. Reliability of the ANN QSAR models is estimated by prediction
of EC50 for the validation and test set compounds.

3.1 Data Input Preparation

Chemical structures of 56 euodenine A derivatives were manually drawn in
HyperChem 8.0 program and then geometrically pre-optimized in vacuum by semi-
empirical quantum chemistry PM3 method with the use of Polak-Ribiére conjugate
gradient technique. In order to obtain as accurate 3D chemical structures as possible,
the resulting chemical models were resubmitted to an advanced geometrical opti-
mization by a DFT/m062x/6-311 ++G(d,p) method with implicit simulation of aquatic
environment by a Self Consistent Reaction Field (SCRF) model at 323.15 K in
Gaussian 09 program. The demanding quantum chemistry calculations on the density
functional theory level were performed distributively over 4 physically different
computer machines employing 4CPU/10 GB RAM per node. The resulting chemical
structures, corresponding to a local energy minimum with no imaginary frequencies, as
well as the calculated Mulliken partial atomic charges were converted into a suitable
file format and imported into Dragon 6 program for calculation of molecular
descriptors.

In Dragon 6, 4885 molecular descriptors were calculated for each optimized
structure of the euodenine A derivatives. The calculated molecular descriptors can be
classified into 29 different blocks such as constitutional indices, topological indices,
charge descriptors, drug-like indices, etc. Nonetheless, 1945 molecular descriptors (e.g.
number of triple bonds) assumed zero/constant values and, thus, they were removed
from the input variable X matrix by a script developed in Matlab 8.3. The experi-
mentally determined EC50 values were taken from the literature and stored as a
supervisory signal variable (y) [2]. For QSAR analyses, 2940 input independent
variables in real number format were utilized.

3.2 ANN Development and Pruning Algorithms

For the QSAR analyses, we decided to utilize the assets of Matlab 8.3 (2014a) program
suite with the support of Parallel Computing and Neural Toolboxes. The calculations
were carried on a machine with 16 logical CPU cores (2 � Intel Sandy Bridge E5-2470,
2.3 GHz, 96 GBRAM) and oneNVIDIAKepler K20 card (2496 shaders, 5 GBVRAM)
to achieve a higher performance. In theMatlab editor, severalM-script were developed to
import the data file, to remove constant descriptors, to extract the compounds without
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measured biological activities, to initialize ANN, to train ANN with 10 different training
algorithms: (Broyden–Fletcher–Goldfarb–Shanno quasi-Newton backpropagation –

BFG, conjugate gradient backpropagation with Powell-Beale restarts – CGB, conjugate
gradient backpropagation with Fletcher-Reeves updates – CGF, conjugate gradient
backpropagation with Polak-Ribiére updates – CGP, gradient descent with adaptive
learning rate backpropagation – GDA, Gradient descent with momentum backpropa-
gation – GDM, gradient descent with momentum and adaptive learning rate backprop-
agation –GDX, resilient propagation – RP, scaled conjugate gradient backpropagation –
SCG, one-step secant backpropagation – OSS) with ten random resampling, and to
evaluate the performance stability of re-trained ANN QSAR models. The following
simplified code summarizes the undertaken technical and mathematical operations:

clean (X, Y, [const, NaN]);
process_input (mapminmax);
net = feedforward (user_defined_topology(2 or 3 layers));
algorithms = {BFG,CGB,CGF,CGP,GDA,GDM,GDX,RP,SCG,OSS};
for i=1:size(algorithms, 2)

for j=1:10
net.trainFcn = algorithms{i}
net_configured = configure (net, X', Y');
net_configured = init(net_configured, GPU);
[net_trained,tr] = train(net_configured, X', Y', useGPU);
Y_pred = (net_trained (X', useGPU))';
correlation (Y_pred, Y);
evaluate_performance (tr);

end
end

import_data (X, Y);

By means of the above script, 10 training algorithms were examined for opti-
mization of a three-layer feedforward perceptron network with 2940 neurons in the
input layer (i.e. number of descriptors in X matrix), 59 neurons in the hidden layer, and
with one linear neuron (i.e. pureline transfer function) in the output layers. For the input
and hidden layers, hyperbolic tangent sigmoid as the transfer function was chosen. To
control the training process, the input dataset containing 39 cases with known EC50

values was randomly split in every loop initialization into training, validation and test
set in ratio 70-15-15. To achieve an insight into the stability of the found solutions,
each training process was repeated 10 times and the resulting performance spectrum
was statistically analyzed. Regarding the training process, MSE was taken as the
objective function of the performance. The training stopped after 6 consecutive
increases of validation error, selecting the iteration with the lowest validation error.
Other parameters such as gradient threshold, learning rate, etc. were used in the default
mode.

Similar conditions were used for a next experiment where the hidden layer was
removed, that is a two-layer feedforward perceptron network having only one input
layer with hyperbolic tangent sigmoid transfer function and one output neuron with
pureline transfer function was examined. The overall setting, training methods and
other parameters were kept the same.
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In order to evaluate the effect of OBS pruning algorithm, a methodology developed
by Magnus Norgaard was adopted in the present work (http://www.iau.dtu.dk/*pmn/).
Marking OBS as the most important strategy in regularization of ANN, Magnus
Norgaard suggested a subtle improvement on handling neurons whose input connec-
tions are very weakly weighted while having significantly weighted connections toward
the output layer, or vice versa. The approach therefore extends the concept of weight
saliences to neuron saliences giving a rule for removing the entire neuron. The saliency
Lk of neuron is a product of all weights wk leading to and from it (Eq. 8):

Lk ¼ 1
2

Y

k

wk

H�1

 �

kk

: ð8Þ

Nonetheless, obtaining neuron saliences becomes very demanding if the inverse
Hessian matrix is to be calculated for many thousands weights like in our case.
Therefore, we transformed the original code suggested by Norgaard for calculation on
GPU using Parallel Computing Toolbox in Matlab. A simplified code for implemen-
tation of Norgaard OBS approach was developed as outlined below:

import_data (X, Y);
clean (X, Y, [const, NaN]);
[Train, Test]=split_set (X, Y);
process_input (mapminmax);
net = define_layers (tansig, pureline, 6, 1);
[W1, W2]=backprop(net,Train,maxiter,1000,eta,0.01);
initialize_parameters (Train, Test);
for i=1:max_iterations
net_retrain (Train, LMB);
calculate the derivative of y with respect to W1, W2;
calculate the Hessian inverse matrix with GPU; 
eliminate weights and neurons with low saliences (P);
update the inverse Hessian;
if evaluate_net (Train, Test)=!1;

break;
end

end

To make OBS approach feasible on available hardware, only a two-layer feed-
forward network consisting of one input layer (6 neurons) with hyperbolic tangent
sigmoid transfer function and one output neuron with pureline transfer function was
designed. Within the OBS, the ANN was retrained by Levenberg-Marquardt back-
propagation (LMB), which is a very time-consuming Jacobian based technique. Within
the while loop, it was set to remove 5 % (i.e. P parameter) of low saliency elements in
maximally 200 iterations. The pruning efficiency of OBS on ANN QSAR model was
properly analyzed and compared with result of previously mentioned experiments.
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4 Results and Discussion

ANN QSAR analyses of agonistic activities of 39 euodenines for TLR4 with a
2/3-layer network revealed significant differences with respect to the training algorithm
used. Although each training showed considerable instability after resampling the input
sets, the optimal prediction in terms of high positive Pearson R was achieved through
CGF, CGB, and CGP, all of them being conjugate gradient backpropagation variants.

From Fig. 1. it is evident that 2-layer ANN QSAR models provided lower mean R’s
and, therefore, 2-layer models can be regarded as a less efficient topology for the studied
data, though the conjugate training algorithms still retained relative best performance.
Accordingly, the records on MSE values in the validation set after 10 training repetition
revealed that CGF and CGB, particularly along with a 3 layer ANN topology, outper-
formed the other training algorithms (TA), and several times very drastically (i.e. GDM,
RP, GDX, GDA) (see Table 1). According to the lowest MSE in the validation sets,
CGF algorithm provided the best ANN QSAR model if 3-layer ANN was used
(MSE = 0.53 ± 0.45). On the other hand, OBS algorithm revealed, trough iterative
pruning the total 17 653 weights, that the global minima of MSE in the validation set
was reached in the 149-th iteration with 5 938 weights remaining in the ANN model.
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Fig. 1. 3- and 2-layer ANN QSAR models trained by 10 different algorithms, characterized by
mean Pearson R correlation coefficients and standard sample deviation bars after 10 repetitions.

Table 1. Mean MSE’s and their sample standard deviations s after 10 training repetitions

Performance in validation set – 2 – layer ANN QSAR
TA BFG CGB CGF CGP GDA GDM GDX RP SCG OSS

MSE 337.5 26.4 60.9 22.6 1.2e + 3 6.3e + 32 1.5e + 3 1.8e + 6 20.9 89.6

sðMSEÞ 309.4 26.1 76.8 29.5 2.0e + 3 6.8e + 32 1.9e + 3 1.4e + 6 23.9 81.9

Performance in validation set – 3 – layer ANN QSAR

MSE 4.53 0.68 0.53 0.72 185.51 2.26e + 11 25.58 1.07e + 3 1.13 2.50

sðMSEÞ 5.07 0.56 0.45 0.97 554.47 3.93e + 11 21.50 2.13e + 3 2.86 3.00
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Thus, 11 715 weights with low saliencies were eliminated by OBS providing the best
ANN model with MSE = 0.5236 in the validation test (Fig. 2). Accordingly, the OBS
pruning algorithm has proved itself as a strong optimization technique to provide sig-
nificant QSAR models comparably to the performance of sophisticated conjugate gra-
dient algorithms like CGF or CGB. However, due considerable computational demands
of OBS pruning, the standard sample deviation of MSE has not been determined yet. But
the present results have demonstrated that OBS does not diverge to dramatically escalate
MSE in the validation set, and it is able to provide a good ANN QSARmodel employing
simpler network topology, that is 2 – layer feedforward ANN.

Finally, we used CGF and OBS ANN QSAR models for EC50 prediction of the 17
compounds in the external set. Interestingly, the results for external test prediction by
both algorithms are quite different. Since CGF provided more negative values of EC50

(which is unphysical) than OBS, OBS seems to provide more reasonable QSAR results.
However, further investigations must be done to evaluate OBS and to improve its speed.

5 Conclusions

OBS represents an efficient regularization method for improving pre-trained ANN. As a
backward type elimination approach based on mathematical analysis of the error func-
tion, OBS starts up with the most complex ANN structure which is systematically
reduced to reach the global minimum of MSE. Application of OBS to QSAR analysis of
euodenine A derivatives proved that OBS is a well suited optimization technique for
establishing robust QSARmodels with predictive potency. A comparable performance to
OBS was exhibited mainly by GCF algorithm. Currently, the OBS ANN QSAR model
obtained in the present study is used for evaluation of a virtual compound library to
propose novel TLR4 agonist lead structures. Regarding further perspectives,
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Fig. 2. Performance of OBS pruning in building a 2-layer ANN QSAR model for euodenine A
derivatives. According to MSE_Valid, the best model resulted in the 149-th iteration.

280 R. Dolezal et al.



hybridization of OBSwith conjugate gradient methods aswell as powerful parallelization
may be very beneficial to drug research and discovery by ANN based QSAR analyses.
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Abstract. Autoimmune disease is a group of pathological events identified by
abnormal reactions of the immune system against self-structures of the organism.
Pathogenesis of autoimmune diseases is multi-factorial. Genetics, infections, and
environmental factors can support the progress of the autoimmunity. We inves‐
tigated this mechanism using in vivo or in vitro approaches. Main aim of this
manuscript is to explore the autoimmunity with in-silico approach - multi-agent
systems. The preliminary research finds out which results can be acquired using
factual data applied for building the multi-agent-based model. Preliminary
computational model integrates one of the common aspects of autoimmune
diseases - abnormal behaviour of B-cells during their organogenesis.

Keywords: Autoimmunity · B-cell organogenesis · Multi-agent system

1 Introduction

The biological immune system (BIS) is an adaptive system which plays a substantial
role during homeostasis. The maintenance of homeostasis is very important for
sustaining life of humans. BIS disposes of wide spectrum of “weapons” against self and
foreign objects (antigens) that initiate the activity of the BIS and can cause serious
injuries. Specific types of immune white blood cells (lymphocytes) are called B-cells.
Production of antibodies directed against antigens is the characteristic feature of these
cells. B-cells also remember encounters with antigens, thereby being able to react faster
and eliminate antigens effectively during the next encounter. Direct elimination of
pathogens is realised by T-cells which are also able to regulate functions of other immune
cells, especially B-cells. Investigation of the BIS is difficult due to the complexity and
ambient nature of the BIS. Complexity of the BIS is caused by the amount of players
which sustain homeostasis of the body and interactions between them. BIS is highly
interconnected with other biological subsystems, such as the endocrine, neural and the
reproduction system. Computational immunology (CI) is a subarea of computational
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biology exploring amazing world and complexity of the BIS using in-silico-based
approaches. It interconnects biology, medicine, chemistry, immunology, modelling,
simulations, mathematics, physics, statistics, and computer science (artificial or compu‐
tational intelligence) to create efficient strategies for influencing behaviour of the BIS.
The paper presents the preliminary research that applies multi-agent systems (MAS) for
investigation of the autoimmune diseases. The investigation is mainly focused on
modelling development of B-cells and their behaviour which is deviated during the
majority of autoimmune diseases. The paper is structured as follows. Section 2 intro‐
duces applications of multi-agent systems in computational immunology. The Sect. 3
presents the most important facts about the autoimmune diseases. Section 4 demon‐
strates systematic framework for building of the multi-agent model trying to represent
and simulate particular aspects of the autoimmune diseases. Future directions are
mentioned in the Sect. 5 and Sect. 6 concludes the paper.

2 Multi-agent Systems in Computational Immunology

Multi-agent systems (MAS) are stochastic systems consisting of autonomous entities
called agents able to solve particular problem and interact with each other to achieve
required goals. They are mainly used for modelling interactions that occur in the cellular
and tissue level of organisation of a biological system in the view of the CI. This fact is
not so surprising, because the nature of the MAS predestine them for modelling aggre‐
gate, cooperative or coordinate behaviour, where the emergence phenomena occur. We
can find really huge amount of MAS-based applications used in the CI. We focus only
on the applications of MAS that are the most relevant to our research interest, i.e. auto‐
immune diseases and development of cells.

Experimental autoimmune encephalomyelitis (EAE) is complex autoimmune
disease occurring in mice. The disease plays the role of a murine model for the multiple
sclerosis in humans. EAE is caused by the decomposition of the myelin covering the
axons of neural cells. UML-based domain model of the EAE is presented in [1]. Explo‐
ration of the EAE is extended in the [2, 3] where the EAE is modelled with the multi-
agent-based approach. The Agent Modelling Language (AML) is the UML-based
conceptual language used for modelling immune cells and interactions between them
which occur in the lymph node [23]. Overview and comparison of various conceptual
languages and computational approaches used in the CI are presented in [24]. Simulator
ARTIMMUS (Artificial Murine Multiple Sclerosis Simulation) is built for doing experi‐
ments with the in-silico model of the EAE [4, 5]. Agent-based approach is also applied
for modelling autoimmune diseases where the immune response on the viral infection
is investigated [6]. Model represents T-cells, B-cells, dendritic cells, tissue cells, macro‐
phages and infectious agents (viruses) together with interactions between them in the
level of the innate immunity. The agent-based model simulating autoimmune response
in Type 1 diabetes is presented in [7]. Interactions between B-cells and macrophages,
in pancreas of a mouse and motility of cells are explored in this preliminary study.

Hematopoiesis is a process of production and maintenance of all types of blood cells
which are differentiated into various blood cell types of myeloid or lymphoid lineage.
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This complex process is also modelled by MAS in [8]. The research mentioned in [9]
advocates the usefulness of cellular automata and MAS for modelling development of
blood cells where the UML is applied for visualization of the most important “players“ of
hematopoiesis. Normal and pathological hematopoiesis (leukemia) is simulated and
presented in [10]. Epitheliome project is focused on modelling normal formation of
epithelium and investigation of possible anomalies in behaviour of cells leading to path‐
ologies during epithelium formation [11, 12]. The agent-based approach is used and
integrates stem cells, transit amplifying cells, (post)mitotic cells and dead cells in the
model. Cell cycle is modelled in the initial studies on the basis of data received in-vitro.

3 Autoimmune Diseases

There is a vast range of autoimmune diseases of different origin among the population.
It seems that their incidence has increased, but it is difficult to assess the increase because
they might have been formerly underdiagnosed. The overall prevalence in Western
countries ranges from 4.5 % to 9.4 %. Various autoimmune disorders have not only
different origins but also prevalence, gender predominance, and age-of-onset [14–16].
Hayter and Cook identified 81 types of the disorders with more than half being rare [16].
These researchers also characterised the most common structures at which autoim‐
munity is aimed: they include repeated and coiled-coiled structures. In some autoim‐
mune diseases the immunodominant structures have not been determined. Rheumatoid
arthritis, systemic lupus erythematosus, Sjögren’s syndrome, celiac disease, Crohn’s
disease, diabetes mellitus 1, and multiple sclerosis are among the most prevalent auto‐
immune diseases, although sometimes the classification could be difficult. It is an inter‐
esting point that there may not be a discrete border between some of the symptoms as
well as autoimmune mechanisms behind them. As an example, diabetes mellitus 1 is
associated with autoimmune thyroiditis and celiac disease.

As the BIS protects us against invaders, it has to recognise foreign and self-struc‐
tures. Deviations of the recognition could lead to detrimental outcomes, either in
sense of insufficient protection or harmful attack on the body. Although there are some
characteristic features of foreign structures, the border between them and self-struc‐
tures might be rather blurry for more reasons; often there are similarities between
antigens or tactics that an invader uses to disable differentiation between self and non-
self. Broken tolerance of self-antigens causes autoimmunity, thus the body of auto‐
immune patients is damaged by the reaction which can have diverse backgrounds.
Some deviations in the function of their immune system and the mechanisms that are
behind these deviations are well-known, other mechanisms or even deviations are the
mystery. Prevailing mechanisms that damage the body can be either cellular, medi‐
ated by T-cells, or humoral which are based on production of autoantibodies.
Although innate immunity and T-cell-mediated immunity were found disturbed in
diseases such as systemic lupus erythematosus, ankylosing spondylitis, and rheuma‐
toid arthritis, it is now presumed that the main mechanism which destroys tissues and
organs of these patients involves autoreactive B-cells.

284 R. Cimler et al.



4 Development of Multi-agent Model of Autoimmune Disease

Investigation of complex biological systems requires systematic approach. CoSMoS
(Complex Systems Modelling and Simulation) is a process and infrastructure used for
the exploration of complex systems using modelling and simulation. The framework
has been proposed within the CoSMoS project with the aim to support analysis, design,
development and validation of models dealing with complex systems [13]. CoSMoS
process is applied for building of the MAS-based model that investigates the autoim‐
munity.

4.1 Discovery Phase – Research Context

As the immune system protects us against invaders, it has to recognize foreign and self-
structures. Deviations of the recognition could lead to detrimental outcomes, either in
the sense of insufficient protection or harmful attack on the body. Although there are
some characteristic features of foreign structures, the border between them and self-
structures might be rather blurred for more reasons; often there are similarities between
antigens or tactics that an invader uses to disable differentiation between self and non-
self. Broken tolerance of self-antigens causes autoimmunity, thus the body of autoim‐
mune patients is damaged by the reaction which can have diverse backgrounds. Some
deviations in the function of their immune system and the mechanisms that are behind
these deviations are well-known, other mechanisms or even deviations are a mystery.
Prevailing mechanisms that damage the body can be either cellular, mediated by T-cells,
or humoral which are based on production of autoantibodies. Although innate immunity
and T-cell-mediated immunity were found disturbed in diseases such as systemic lupus
erythematosus, ankylosing spondylitis, and rheumatoid arthritis, it is now presumed that
the main mechanism which destroys tissues and organs of these patients involves autor‐
eactive B-cells. Therefore, we focused our preliminary research on the modelling of
particular stages of B-cell development.

This research is highly dependent on factual data and expert knowledge. The data is
extracted from scientific literature. Unfortunately, most data arise from mouse models
of autoimmunity and they are extrapolated to the human immune system. Based on this
data, our primary computational model helps to generate possible outcomes of B-cell
behaviour using MAS-based approach.

4.2 Discovery Phase – Domain Model

The preliminary model is focused on the investigation of particular phases of B-cells
development, see Fig. 1. B-cells mature in the bone marrow where they undergo several
phases during which a B-cell receptor (BCR) is formed on the surface of all B-cells. It
is suggested that B-cells in the bone marrow are taught not to recognise self-structures.
Therefore only B-cells which recognise foreign structures are released into peripheral
blood; other B-cells are eliminated within the bone marrow. Yet, some B-cells maintain
a weak degree of autoreactivity because their BCR recognises self-structures. Partially,
the reason lies in the nature of released B-cells: B-cells that migrate from the bone
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marrow to the spleen have either a phenotype of naϊve B-cells or immature B-cells [17].
Both are considered to be transitional (T) B-cells, but immature B-cells have not expe‐
rienced the selection process in the bone marrow. It has been reported that the high
percentage of transitional B-cells are autoreactive, although it is difficult to test the
functional autoreactivity of these cells due to the enormous range of possible antigens.
Moreover, these autoreactive cells are thought to be mostly anergic which means that
they are set not to display their autoreactivity. Further development of transitional B-
cells continues in the spleen [18, 19]. B-cells undergo other stages at the end of which
they either become memory B-cells or plasmablast/plasma cells. These cells form highly
specific clones because their BCR (memory B-cells) or Ig (‘antibody’; plasmablast/
plasma cells) is capable of binding the antigen with high affinity. They can be found in
the peripheral blood and secondary lymphoid organs, such as individual lymph nodes,
tonsils, and gut-associated lymphoid tissue. However, many B-cells die during the
development in the spleen and other B-cells never leave this compartment but stay here
as marginal zone B-cells [20]. Considering autoreactivity, it is currently unclear which
cells could be the most dangerous ones; it is expected that memory B-cells and plas‐
mablast/plasma cells play the major role.

Fig. 1. Hypothetical states of B-cells development in the view of the research interest

The B-cell binds to the antigen using the BCR (B-cell receptor) that is placed on the
B-cell membrane. Level of signalling and the B-cell state determine the fate of the B-
cell. According to signalling, the T1/T2 B-cell becomes either apoptotic or survives and
transits into other stages; see Fig. 1. The survival depends on whether the T1/T2 B-cell
(mutated, anergic, or normal) recognises (self/foreign) antigens. Either strong or weak
signalling or no signalling are the results of the interaction between B-cells and antigens
in the preliminary domain model. Table 1 summarises hypothetical states of B-cells after
the recognition of the antigenic peptides.
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Table 1. Hypothetical states of transitional B-cells after the interaction with antigens

Type of antigen BCR-signalling Developmental states following transitional B-cells
T1/T2 mutated T1/T2 anergic T1/T2 normal

Foreign Strong Autoreactive cell Death Death
Weak Autoreactive cell Anergic cell Normal cell
No interaction Death Death Death

Self Strong Autoreactive cell Death Death
Weak Autoreactive cell Anergic cell Death
No interaction Death Death Death

4.3 Development Phase – Platform Model

Program AnyLogic has been selected as a tool for modelling the environment. Models
in AnyLogic can be created using system dynamics, agent-based or discrete event tools.
In this particular research, agent-based approach has been chosen. Each B-cell is
modelled as an agent whose life cycle can be observed from its creation till death. Life
cycle of each cell is created by state chart diagram where various conditions have to be
fulfilled in order to transit between states. The model has been created based on the logic,
see Fig. 1 which is described in the part 4 of this paper.

Time step of the model is 1 hr. Cells are created at a certain rate according to the
parameter “Generation rate”. In relation to this parameter, a specific number of new cells
enters the system each hour with a given probability to be one of three types: mutated,
anergic, or normal. As a cell enters the system (a state “T1”) and stays in the spleen,
there is a probability of an interaction between the cell and either self or foreign antigen
(0–100 %). These probabilities and efficiency of the BCR signalling (0–100 %) are also
the input parameters of the model. Possible results of the interaction with the antigen
can be found in Table 1. If there is no interaction between the cell and any given antigen
within 24-48 h, the cell dies. Following the interaction with the antigen, the cell transits
into the other stages. After 24–48 h the cell is transformed into either memory B-cells
(94 %) or plasma cells (6 %). 70 % of these cells move to the marginal zone and rest
goes to the peripheral blood. We can observe number of cells in different parts of the
system in experiments.

4.4 Model Calibration

Calibration of the model parameters is the first step before conducting experiments.
Table 2 shows results of medical research [17] which explores number of different
populations of B-cells in 1 μl of blood. The aim of calibration is to find such a
combination of input parameters that we obtain corresponding results in our model
environment.

Parameter variation experiment is used for testing different setups of the model.
Range of the concentration of self and foreign antigen is set from 0 to 1 with a step of
0.1 (1 step = 1 h). Range for the cell generation rate is set from 1 to 10 with a step of 1.
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Efficiency of the BCR signalling is set between 0 and 1 with a step of 0.1. Generation
rate of new cells is set to 3, as based on previous tests.

The result of the simulation is the death rate of cells, as well as the number of naïve
(and immature) B-cells, plasma cells, and memory B-cells in the blood and their autor‐
eactivity. In the literature, percentage of autoreactive naïve (and immature) B-cells that
has been measured varies. Based on the assumptions that central tolerance in autoim‐
mune diseases is broken-down and maximum of B-cells which escaped from the bone
marrow without being checked for autoreactivity is 10 %, number of abnormal B-cells
(termed “mutated” for the purpose of this experiment) is set to 10 % of the pool of B-
cells that leave the bone marrow. Other B-cells that make up this pool are anergic B-
cells (45 %) and normal B-cells (45 %), [17, 21, 22]. Each model run simulates 10 000 h
of bio-system activity.

Around 8000 different setups has been tested. Result are filtered according to the
values in Table 3. Number of immature and naïve B-cells differs ± 5 from results
observed by Perez-Andrez [17]. Resulting death rate and number of memory and plasma
cells in the peripheral blood is limited by upper and lower boundaries.

Table 3. Boundaries of variables

Mem. up 59 Plas. up 5 Death up 97%
Mem. down 45 Plas. down 1 Death down 70%
Immature + Naive  109,8 ± 5 

There are only 52 setups which fulfils all these conditions. Various system charac‐
teristics and dependencies can be observed. For example, BCR signalling and number
of autoreactive cells are correlated, as seen from Pearson’s product-moment correlation,
see Fig. 2. Confidence interval is 0.79-0.93.

Pearson’s product-moment correlation
t = 12.649, df = 50, p-value < 2.2e-16
Alternative hypothesis: true correlation is not equal to 0
95 % confidence interval: 0.7875755; 0.9253468
Sample estimates: cor 0.8728702

Similar experiments can be used for testing various scenarios and simulating
different setups of the system. Proliferation of autoreactive cells may lead to an

Table 2. Count of cells in 1 μl of the peripheral blood

Cell type Count
Immature 8.8
Naive 101
Memory 52
Plasma 3
SUM 164.8
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autoimmune disease. As proliferation of autoreactive B-cells may lead to an autoimmune
disease, experiments can be focused on parameter variations in which is the higher
probability that the number of autoreactive cells grows.

5 Discussion

Proposed multi-agent model is the preliminary research that is focused on exploration
of autoimmune diseases. The model is simplified. It observes only one type of lymphoid
cells - B-cells and their transitions into the particular states during their development.
Investigation of B-cells in the view of autoimmunity is crucial, because it is not known
why B-cells behave abnormally, i.e. as self-reactive cells in most of autoimmune
diseases. Transitions of B-cells into the next phases are influenced by various stimuli.
The main attention is paid to interactions of B-cells with (self/foreign) antigenic peptides
which can influence survival of the immune cells. The MAS-based model is based on
factual data received from the literature. The future research is going to substantially
extend the MAS-based model in a sense that it might integrate next stages of B-cells
development along with the interactions of B-cells and dendritic cells.

6 Conclusion

The paper investigates the autoimmune diseases with the application of the multi-agent
systems. Multi-agent systems bring added value into the exploration of complex

Fig. 2. Scatterplot - Signal vs. autoreactivity
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systems, especially biological systems, because MAS can visualise particular biological
(biochemical) processes that can be hardly studied in vivo or in vitro. The usefulness of
the MAS depends on the body of knowledge and accessibility of factual data that are
often hardly received from the biological system. Systematic approach is inevitable
when we build model of complex system. CoSMoS framework proposes series of steps
which helps with systematic development of multi-agent models and their management.
Our preliminary research is focused on understanding of the establishment of the auto‐
immunity and the type of stimuli that influence the behaviour of B-cells which may play
the key role in autoimmune diseases.
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Abstract. In designing a medical application, big emphasis must be
given on correct understanding of experts’ opinions. This article deals
with the decision making support based on Analytic Hierarchy Process
(AHP). Inconsistency measures of preference matrices and the prob-
lem of consistent optimization are studied. A new method for comput-
ing the optimal consistent approximation of a given preference matrix
is described. Furthermore, algorithms for finding a consensus of sev-
eral experts are discussed. The proposed methods are presented and
explained on numerical examples.

Keywords: Analytic Hierarchy Process · Inconsistency · Orthogonal
consistent optimization

1 Introduction

Smart technologies are nowadays an inherent part of human life. In the last
decades, the increase in computational power and miniaturization enabled to
create various devices simplifying human life. Health care is one of branches
where modern devices are widely used. There are various technologies for col-
lecting data [3,8,27], data processing and, based on the results, evaluating the
health status of a person. Complex algorithms are used to process the data and
built-in devices make decisions about actions. The devices may only be used as
an information source and as a support for decision making, or they can also
perform autonomous actions and operate without human interaction.

During creation of every application, there must be experts who share their
knowledge with the programmers of the application. The aim of every expert
system is to create an autonomous application which substitutes the expert’s
decisions, and is able to make decisions based on expert’s knowledge and expe-
rience, even without his/her personal presence.
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In designing a medical application, big emphasis must be given on correct
understanding and programming of experts opinions. Nobody is perfect, and
even an expert on a particular domain might be sometimes not 100 % sure.
The decision can be influenced by different perturbations. Creation of medical
applications requires that experts from different domains discuss the problem
and try to find consensus during the creation of the rules for an expert system.
Finding the right way to the optimal solution might be sometimes very difficult.
There might by different views on the same thing by various experts. This article
deals with the decision making based on Analytic Hierarchy Process (AHP).
Matrices used in this process are created by many experts. Algorithms for finding
a consensus of several experts are introduced.

The article is divided into the following sections. The Analytic Hierarchy
Process is introduced in the next section. Inconsistency of preference matrices
and ways to measure it are discussed in Sect. 3. Our proposed method for finding
the optimal consistent approximation of a given preference matrix is described in
Sect. 4. The problem of aggregation of multiple experts’ opinions is discussed in
Sect. 5. Proposed methods are presented on implementation examples in Sect. 6.
The last section of the article summarizes the results.

2 Analytic Hierarchy Process

In the AHP approach to modeling decision situations, priority scales are derived
formally after pair-wise subjective judgments are made. According to Saaty [26],
there are at least three reasons to make comparisons instead of direct measure-
ments:

1. the lack of instrument or scale to make a measurement,
2. our belief that the outcome of comparisons using our judgments would be

better than using some general scale of measurement,
3. a way to measure something at present - happiness, popularity or aesthetic

appeal.

Fig. 1. AHP model with criteria Ci and alternatives Aj
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Moreover, thinking about values in economics is mostly based on utility the-
ory, implicitly subsuming benefits, opportunities, costs and risks. The construc-
tion and evaluation procedure of the AHP model can be summarized as follows
[24], see Fig. 1:

– Model the problem as a hierarchy containing the decision goal, the alterna-
tives for reaching it, and the criteria for the alternatives evaluation.

– Establish priorities among the elements of the hierarchy by making a series
of judgments based on pairwise comparisons of the elements.

– Synthesize these judgments to yield a set of overall priorities for the hierarchy.
– Check the consistency of the judgments.
– Reach the final decision based on the results of this process.

Given alternatives A1, A2, .., An will be considered till the end of the paper.
N will denote the set {1, 2, . . . , n} and R the set of all real numbers.

For every pair Ai, Aj , the real number aij is interpreted as an evaluation
of the relative preference of Ai with respect to Aj , in the additive sense. The
matrix A = (aij), i, j ∈ N is called additive preference matrix (for short: prefer-
ence matrix) of the alternatives A1, A2, .., An. The basic properties of preference
matrices are defined as follows

A is antisymmetric if aij = −aji for every i, j ∈ N ,
A is consistent if aij + ajk = aik for every i, j, k ∈ N .

Clearly, if A is consistent, then A is antisymmetric, but the converse implication

is not true. E.g., A =

⎛

⎝
0 1 1

−1 0 1
−1 −1 0

⎞

⎠ is antisymmetric, but it is not consistent,

because a12 + a23 = 1 + 1 = 2 �= a13.
Another frequently used form for the relative preferences of alternatives are

multiplicative preference matrices. If M ∈ R+(n, n) is a multiplicative prefer-
ence matrix, then every entry mij with i, j ∈ N is considered as an multiplica-
tive evaluation of the relative preference. The multiplicative preference matrices
have analogous properties as the additive preference matrices. In fact, they can
be equivalently transferred to each other by the logarithmic and exponential
transformations.

The reason for which the additive form is used here for expressing the relative
preferences is that we work with the notions of linear spaces and with linear
methods, which are based on linear combinations of variables.

3 Inconsistency Measures

The fundamental question in the AHP decision making process is how to find
an appropriate preference matrix for a set of alternatives. The preferences given
by human experts are often inconsistent and do not reflect the deep relations
between the processed notions, see [6,16,20–22].
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One way of solving the inconsistency problem for a preference matrix is to
define the consistency index of A and the consistency ratio of A

CI(A) =
λmax − n

n − 1
, CR(A) =

CI(A)
ARI(n)

, (1)

where λmax is the principal eigenvalue of A, n is its size and ARI(A) is the
average consistency index of randomly generated reciprocal matrices of size n.
Then the preference matrix A is considered to be acceptable if CR does not
exceeds the empirical value 0.1, see [23,25]. Many further inconsistency measures
were defined like: simple normalized column sum, preference weighted geometric
mean, least square deviation and/or least absolute error deviation sum (see [2],
for a discussion on these and other inconsistency measures). Based on a numer-
ical study of several inconsistency measures, the authors in [4] point out that
there is no agreement in the research community on which measure of inconsis-
tency should be used, and moreover, little attention is paid to similarities and
differences of various measures.

When the preference matrix is not consistent, the decision maker faces a
dilemma: either to reject the preference matrix and replace it by a new preference
matrix or to modify the preference matrix in such a way that it becomes consis-
tent. This decision can be supported by the inconsistency measure of the matrix,
that is, when the inconsistency measure of the preference matrix is acceptably
low for the decision maker, then the consistent approximation of the preference
matrix can be reasonable. Put this way, the measure of inconsistency of a matrix
A can be interpreted as a measure of acceptability of the approximating matrix
X. The smaller the measure of inconsistency of A is, the more acceptable the
consistent approximation X to matrix A is for the decision maker, because it is
the nearest consistent matrix to A from all consistent matrices.

The search for consistent approximation of an inconsistent preference matrix
has been investigated in some previous works, see e.g. [10,13,17]. Inconsistency
measure may be based on distance of preference matrices (see e.g. [15]), but not
necessarily. For example, error-free correctness methods [7] give 0 for consistent
matrices and positive values otherwise, using some formula with the inconsistent
matrix as input value. In their work [5], Cao et al. propose an algorithm that
gradually modifies the given inconsistent matrix till the inconsistency measure
of the matrix drops below an acceptable value.

Another approach to the inconsistency problem is to take the values in the
expert’s preference matrix A as a starting point for computing a good consistent
approximation of A. Such computations have been suggested e.g. in [12,18,19].
Various distance metrics are used and compared in [18]. The additive form of
expressing the relative preferences is applied. The additive form is more conve-
nient for the optimization purposes than the multiplicative form, as the notions
and methods from linear algebra can directly be applied.

A new method for measuring the inconsistency of preference matrices is
described in this paper. The method is based on the orthogonal projection of



296 R. Cimler et al.

a given (possibly inconsistent) preference matrix to the linear subspace of all
consistent matrices.

In biomedical applications, usually more than one expert participates in cre-
ating the preference matrix. Every expert creates his/her personal version of
preferences and the individual judgments are then merged to make the common
preference matrix.

In practical applications, the preference matrix is created by a human expert
in the given field. While the antisymmetricity is easy to verify, the consistency of
a preference is not directly seen from the data. As a consequence, the preference
matrices given by experts are often inconsistent.

The following approximation problem is investigated in this section: given a
(possibly inconsistent) preference matrix A, find a consistent matrix X which
will be as close to A as possible. Matrix X is then called the optimal consistent
approximation of A.

Clearly, every approximation depends on the distance measure that is used
in the optimization. A general family of distances lp with 1 ≤ p ≤ ∞ is known
in the literature. For chosen value p, the distance of vectors x, y ∈ R(n) is

lp(x, y) =

(
∑

i∈N

|xi − yi|p
)1/p

(2)

For p = 1, p = 2, or p = ∞, (2) gives the so-called Manhattan distance l1(x, y) =
∑

i∈N |xi − yi|, Euclidean distance l2(x, y) =
√∑

i∈N |xi − yi|2, or Chebyshev
distance l∞(x, y) = maxi∈N |xi − yi|.

The optimal consistent approximation according to the above three distance
functions have been compared in [18]. In this contribution, the Euclidean dis-
tance will only be considered, and denoted simply by l.

4 Orthogonal Consistent Optimization

In the AHP theory, the consistent preference matrices are closely related with
preference vectors showing the importance for every of alternatives. In the addi-
tive notation, vector w ∈ R(n) is called a balanced preference vector (for short:
a balanced vector) if

∑
i∈N wi = 0. When alternatives A1,A2, . . . ,An are con-

sidered, then wi is interpreted as the preference degree of Ai for every i ∈ N .
The differences of preferences are the entries of the corresponding matrix of rel-
ative preferences A(w) with aij(w) = wi − wj for i, j ∈ N . We say that A(w)
is induced by w. The relation between preference matrices and balanced vectors
has been described in [19].

Theorem 1. [19] Let A ∈ R(n, n) be a preference matrix.

(i) If w ∈ R(n), then the induced preference matrix A(w) is consistent.
(ii) If w,w′ ∈ R(n) and A(w) = A(w′), then w′ = w + δ for some δ ∈ R.
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(iii) If A is consistent, then there is a unique balanced vector w such that A =
A(w).

We are interested in solving the following optimization problem:
OCA (optimal consistent approximation)
given A ∈ R(n, n), minimize

z = l(A,X) −→ min (3)

such that X ∈ C.
Suppose n alternatives A1,A2, . . . ,An are considered. Denote by B the set

of all balanced vectors w ∈ R(n), and by C the set of all consistent matri-
ces A ∈ R(n, n). C is sometimes called the consistency subspace. According to
Theorem 1(iii), any w ∈ B induces a uniquely determined consistent matrix
A(w). Moreover, any linear combination

∑
i∈K ciwi with ci ∈ R and wi ∈ B, for

every i ∈ K = {1, 2, . . . , k} induces the linear combination

A

(
∑

i∈K

ciwi

)

=
∑

i∈K

ciA
(
wi

)
(4)

of consistent matrices in C with the same coefficients. Using Theorem 1 (iii) and
(4), we get the following result.

Theorem 2. Suppose n alternatives are considered. Then

(i) B is a linear subspace of R(n),
(ii) C is a linear subspace of R(n, n),
(iii) (w1, w2, . . . , wk) is a base in B if and only if(

A(w1), A(w2), . . . , A(wk)
)

is a base in C,
(iv) dim(B) = dim(C) = k = n − 1.

In view of Theorem 2, the solution to the optimization problem OCA can be
found as the orthogonal projection X = P (A) of the input matrix A into C.

Assume B1, B2, . . . , Bk is a base in C ⊂ R(n, n). Then the solution can be
expressed as linear combination X =

∑
j∈K cjBj with cj ∈ R. The coefficients

must satisfy the orthogonality conditions

Bi ·
⎛

⎝A −
∑

j∈K

cjBj

⎞

⎠ = 0 for every i ∈ K (5)

where the dots in (5) indicate the sumproduct operation in R(n, n). By easy
modification we get

∑

j∈K

cj(Bi · Bj) = Bi · A for every i ∈ K (6)

If c1, c2, . . . , ck satisfy conditions (6), then Y = A − X is orthogonal to every
Bi from the base of C. That is, Y is orthogonal to subspace C and X is the



298 R. Cimler et al.

orthogonal projection of A to C. Therefore, X is determined uniquely, and does
not depend on the base B1, B2, . . . , Bk. On the other hand, for a fixed base,
the coefficients c1, c2, . . . , ck are determined uniquely, and (6) has exactly one
solution.

The above considerations are formulated in the following theorem.

Theorem 3. Assume A ∈ R(n, n) is a preference matrix. Then

(i) the optimization problem OCA with input A has unique solution X,
(ii) X is the orthogonal projection of A to the consistency subspace C,
(iii) if B1, B2, . . . , Bk is a base in C, then X can be computed as a linear com-

bination with coefficients satisfying (6).

The orthogonal consistent optimization method described in Theorem3 is
called OCO.

Remark 1. It is clear that if the input matrix A is consistent, then X = A.

Remark 2. Along with other optimization problems, OCA has been studied in
[18]. Solution has been found by the least squares method, under the assumption
that A is antisymmetric.

5 Methods of Aggregation

There are various approaches how to reach consensus from several (usually incon-
sistent) experts judgments in group decision making. Dong in [11] proved that
both consistency and consensus may not be perfect in general and so there is
a need of some measure or degree for them. The consistency measure is then
used to quantify the difference among individual decision makers and to help
in finding an acceptable solution of the consensus model. Considering AHP as
a platform for decision making support, opinions of individual experts can be
merged in several ways.

Aggregation of individual opinions can be done at the initial stage of the
decision making process by searching consensus on the given judgments (aggre-
gation of individual judgments AIJ) or at the last stage by individually induced
preferences with importance weights of the group members (aggregation of indi-
vidual priorities - AIP) [11]. Between these stages, other approaches, e.g. voting,
can be applied to the decomposed intermediate judgments aggregation [14].

We use the Synergy Aggregation Method (SAM) that takes preference matri-
ces (i.e. individual judgments of experts involved), approximates them by the
nearest consistent matrices if needed and produces an aggregated consistent
preference matrix (i.e. collective judgment). We furthermore suppose that each
expert excels in a particular part of the problem and therefore for every expert
we assign weights to pairwise alternative comparisons formulated by that expert.
These weights are then used in the calculation of the weighted arithmetic mean
of preference matrices. Because of the specific features of the problem, we can
suppose that experts work in synergy and they agree on the rank of alternatives.
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As a consequence, the preference matrices of all experts can be all transformed
into matrices such that they contain non-negative elements only in the upper
triangle matrices. In the case of discordance, other aggregation methods are
applied, see [1].

6 Implementation Examples

The same procedures as in [9] are used in the examples below describing a
health-monitoring application. We assume that experts, in our case doctors,
have prepared a preference matrix A. The submitted matrix may be neither
consistent nor antisymmetric.

Example 1 In the first example there is only one expert who created
an inconsistent and non-antisymmetric matrix A. For implementation into the
application we need to find a consistent and antisymmetric matrix which is as
close as possible to A. The method OCO described in Theorem 3, is used for com-
puting such a matrix. The alternatives in this example are the levels of alert:
Normal, Warning level 1, Warning level 2, and Alarm. The entries of the matrix
have been suggested by the expert to express which level of alert is the most
appropriate in the given situation (such as: blood pressure = increased, heart
rate = slightly increased, body temperature = high).

A =

⎛

⎜
⎜
⎝

0 −2 −3 1
2 0 −1 2
3 1 0 2
3 −2 −2 0

⎞

⎟
⎟
⎠

The computed matrix X is consistent and antisymmetric. The Euclidean distance
from the original matrix A is 3.

X =

⎛

⎜
⎜
⎝

0 −2.25 −3.0 −0.75
2.25 0 −0.75 1.5
3.0 0.75 0 2.25

0.75 −1.5 −2.25 0

⎞

⎟
⎟
⎠

Example 2 In the second example we assume that several experts are cre-
ating preference matrices related to the same problem. There might be different
opinions on the same problem thus preference matrices can be different. Using
the methods OCO and SAM described in Sects. 4 and 5, we can get one consis-
tent antisymetric matrix which will be the closest one to all matrices created by
the individual experts. According to the experts’ competences there are different
weights q of experts’ suggestions. In this example: q(1) = 4, q(2) = 3, q(3) = 1.

A(1) =

⎛

⎜
⎜
⎝

0 −2 −3 1
2 0 −1 2
3 1 0 2
3 −2 −2 0

⎞

⎟
⎟
⎠ A(2) =

⎛

⎜
⎜
⎝

0 −2 −3 −2
2 0 1 4
3 −1 0 4
2 −4 −3 0

⎞

⎟
⎟
⎠ A(3) =

⎛

⎜
⎜
⎝

0 −2 −4 −3
3 0 −3 −2
4 3 0 4
2 3 −4 0

⎞

⎟
⎟
⎠
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In the first phase of the solution we compute the approximations by consistent
and antisymmetric matrices using the methods described in Sect. 4.

X(1) =

⎛

⎜

⎜

⎝

0 −2.25 −3.0 −0.75
2.25 0 −0.75 1.5
3.0 0.75 0 2.25

0.75 −1.5 −2.25 0

⎞

⎟

⎟

⎠

X(2) =

⎛

⎜

⎜

⎝

0 −3.5 −3.125 −0.375
3.5 0 0.375 3.125

3.125 −0.375 0 2.75
0.375 −3.125 −2.75 0

⎞

⎟

⎟

⎠

X(3) =

⎛

⎜

⎜

⎝

0 −1.5 −5.0 −2.5
1.5 0 −3.5 −1.0
5.0 3.5 0 2.5
2.5 1.0 −2.5 0

⎞

⎟

⎟

⎠

By the aggregation method SAM, we then get from several consistent and
antisymetric matrices one merged matrix X, which can be used in the biomedical
application as a criterion matrix. The weighted average of experts’ individual
preference matrices based on the experts’ particular competences has been used
in our case.

X(final) ≈

⎛

⎜
⎜
⎝

0 −2.63 −3.30 −0.83
2.63 0 −0.67 1.8
3.3 0.67 0 2.47

0.83 −1.80 −2.47 0

⎞

⎟
⎟
⎠

7 Conclusions

The decision making in a medical application requires big emphasis on experts’
opinions and experience. Solving the inconsistency problem for preference matri-
ces is therefore of vital importance.

The euclidean distance of a given preference matrix to the linear subspace
of all consistent matrices has been suggested in the paper as the inconsistency
measure for preference matrices. Thus, the nearest consistent matrix can be
computed as the orthogonal projection of a given preference matrix submitted
by an expert.

For a group of experts, the individual consistent approximations are merged
into one final result, taking in view the experts’ competence levels. The proposed
methods have been illustrated by numerical examples.
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Abstract. The artificial neural network (NN) is widely use in pat-
tern recognition related area such as classification. After all this time,
the computational process of NN is done using central processing unit
(CPU). In recent years, the introduction of graphics processing unit
(GPU) has opened another way to perform calculations with the advan-
tage to speed up the calculation. In this paper, the computational process
of multilayer perceptron neural network be tested on GPU using classi-
fication datasets. The performance of NN model with different number
of input, hidden and output neurons are explored and compared based
on the computational between GPU and CPU. The experimental result
shows that the computational on GPU is much faster than CPU.

1 Introduction

Artificial neural network is widely used in pattern recognition based on the
concept of the workings of the human brain [10]. The basic computational unit
of NN is the artificial neuron consists of three main components such as input
synapses, hidden units and output value of the neurons [1]. The most basic
equation for a single neuron is given by Eq. 1.

f(x) = W •X + B (1)

where f(x) consists of multiplication of weight, w and input value, x with added
bias, b value. The basic Eq. 1 is still used as a part of a larger network model.
Multi layer perceptron (MLP) is the simplest neural network with single input
layer, several hidden layer and an output layer. It is usually trained by back
propagation (BP) algorithm. One of the most important advantages of training
NN using BP algorithm is the high degree of accuracy when used to generalize

c© Springer International Publishing Switzerland 2016
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over a set of unseen examples of the problem domain [13]. However, NN mod-
elling is not yet widely accepted in industry due to it slow learning process [2].
The introduction of GPU has attracted attention of researchers for performing
calculation from CPU to GPU. The calculation on GPU is said could give dra-
matic speedups over CPU for certain algorithms [11]. Instead, implementation of
NN on GPU has shown some improvements in term of speed for text detection
and handwritten digits recognizing systems [3,10].

Therefore, the objective of this study is to investigate the performance of
NN on GPU in terms of processing time. To achieve this goal, the comparisons
between GPU and CPU using two different classification dataset scales namely
large scale and small scale are carried out. After the Introduction section, this
paper continues with Sect. 2 which discusses the implementation of NN on GPU.
The next section describes the experiment setup together with the definition of
the datasets used throughout this study. The findings obtained from the exper-
iments are presented in Sect. 4. Finally, Sect. 5 concludes the work done and
proposes future works of this paper.

2 Implementation of Artificial Neural Network
on Graphics Processing Unit

The concept of NN is based on how human brain and functions. The NN’s
architecture consists of many types such as multilayer perceptron, self organizing
map and radial basis function network. However, the basic structure of NN
consists of input layer, hidden layer and output layer with various number of
nodes in each layer. Assume W is the weight, X is the input and B is the bias
term. Based on Eq. 1, the elements of W,X and B can be represented in matrices
form with row i and column j as Eq. 2.

f(x) =

⎡

⎢
⎣

w11 · · · w1,j

...
. . .

...
wi,1 · · · wij

⎤

⎥
⎦ •

⎡

⎢
⎣

x11 · · · x1,j

...
. . .

...
xi,1 · · · xij

⎤

⎥
⎦ +

⎡

⎢
⎣

b11 · · · b1,j
...

. . .
...

bi,1 · · · bij

⎤

⎥
⎦ (2)

The NN model usually use back propagation algorithm as a learning mech-
anism. The matrices operations as in Eq. 2 is usually done on CPU. A simple
calculation using small matrix does not really effect the performance in term of
processing time for CPU and GPU [7]. However, as the data complexity increase
in terms of volume and velocity, the structure of NN also become more com-
plex with the increasing number of neurons and hidden layers. Therefore, the
matrices operations becoming more complicated thus compromise the perfor-
mance on CPU which requires more processing time to accomplish the training
process [10]. Therefore, a solution is needed to overcome this limitation. The
graphic hardware was initially used for rendering the graphic within the last
few decades [10]. However, the advanced development of graphical hardware has
contributed to the creation of graphics processing unit for general purpose com-
putation, called GPU computing [5]. Figure 1 illustrates the architecture of Intel
Haswell CPU and Nvidia GTX 980 GPU.
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Fig. 1. The architecture of CPU and GPU

The GPU supports parallel process which can speed up the computational
time [4]. Hence, using this advantage of GPU, the problem in handling complex
matrices operations of NN on CPU can be done. Figure 1 demonstrates how
GPU solved the problems in CPU. Based on Fig. 1, the matrices on CPU will
be transferred to GPU. The calculation is done on GPU and the result will be
transferred back to CPU. The CUDA programming will be used to allow the
execution of calculation on GPU [9]. Figure 2 illustrates the representation of
NN on GPU.

Based on Fig. 2, the elements of the matrix are mapped on the GPU core.
We choose CUDA to fully exploit the available state-of-the-art GPU Maxwell
architecture. The concept is based on kernels (represented as the curly arrows),
which functions are executed in parallel by CUDA threads. All of these threads
are grouped together into blocks and will be distributed on the GPU core to
be executed independently. By default, the CPU architecture will process the
element using a single core processor or to one of the multi-core processor, and
it differs from the GPU which performs the parallel process on many core [6].

3 Experiment Setup

Thepurpose of this experiment is to simulate thedifferenceprocessing implementa-
tionbetweenCPUandGPU.Theperformance ofGPUandCPUare analysedusing
two different scales of classification datasets: large-scale and small-scale. The clas-
sification datasets are gathered from UCI Machine Learning website [8]. As been
suggestedby [12], conjugate gradient algorithmwill be used as the transfer function
between neurons because it more suitable for parallel processing and can provide
large speed-up. For a fair comparisons, both CPU and GPU will use conjugate gra-
dient algorithm.
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Fig. 2. Representation of artificial neural network on GPU

To utilize the parallelism of GPU, a lots of input and weight vectors will be
used. Based on Table 1, the datasets consist of difference size and dimension.
The small-scale datasets consist of the number of inputs less than 1000 whilst
the large scale-datasets consist of the number of inputs more than 1000. Each
dataset is divided into training and testing with the ratio of 80:20 respectively.
The experiment is conducted to compare the performance of artificial neural
network running on CPU (CPUNN) and artificial neural network running on
GPU (GPUNN). The Nvidia Gefore GTX970 is been chosen as the GPU and
Intel Core i7-4770 for CPU. The comparison results are discussed in the next
section.

Table 1. Datasets description [8] where NOI is referring to number of instances.

Dataset NOI Number of inputs Number of targets Description

PEMS 440 138672 7 The occupancy rate of different car lanes of the

San Francisco bay area freeways across time

Dorothea 1950 100000 2 Drug discovery dataset

Arcene 900 10000 2 Distinguish cancer versus normal patterns from

mass-spectrometric data

Gisette 13500 5000 2 Handwritten digit recognition problem

Thyroid 7200 21 3 Thyroid function dataset

Breast 699 9 2 Breast cancer dataset

Glass 214 9 2 Glass chemical dataset

Iris 150 4 3 Iris flower dataset
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4 Result and Discussion

For both CPU and GPU processing, the experiments are done for 500 epochs.
The experiments with various number of hidden neurons to diversify the com-
plexity of NN are carried out. The important point to be highlighted for compar-
ative performance between CPU and GPU is the processing time. The results of
processing time are given in form of line graph as in Fig. 3. For the graph, the
x-axis indicates the time in seconds(s) and the y-axis indicates the number of
hidden neurons.

Based on Fig. 3, the results indicate that the process of GPUNN is faster than
CPUNN for large-scale datasets namely PEMS, Dorothea, Arcene and Gisette.
For small scale datasets, two different results are obtained. First, GPUNN
processing time is faster than CPUNN for Thyroid dataset which has many
instances. However, the usage of GPU is less significant for small scale dataset
like Breast, Glass and Iris where the CPUNN is much faster than GPUNN. This
result indicates that it is enough to use CPU instead of GPU and the perfor-
mance of CPU is much better for small-scale datasets that have small number
of instances.

Based on the GPU architecture as in Fig. 1, many processing cores assist the
computational process because the elements of matrices can easily be mapped

Table 2. Comparison of testing accuracies between CPUNN and GPUNN on classifi-
cation datasets

Datasets Methods Number of hidden neurons

100 200 300 400 500

PEMS CPUNN 96.63 95.13 92.88 96.25 93.63

GPUNN 91.39 90.26 94.76 97.75 97.75

Dorothea CPUNN 90.88 90.50 90.50 91.13 90.38

GPUNN 90.75 90.50 90.75 90.00 92.88

Arcene CPUNN 93.00 90.00 94.00 89.00 87.00

GPUNN 95.00 88.00 96.00 94.00 89.00

Gisette CPUNN 99.33 98.27 98.62 97.83 99.02

GPUNN 98.90 99.00 98.78 98.55 98.80

Thyroid CPUNN 92.58 97.56 97.96 92.58 96.99

GPUNN 92.58 97.47 95.36 97.53 92.58

Breast CPUNN 97.71 98.28 98.71 98.57 98.86

GPUNN 97.85 98.14 97.00 99.28 98.00

Glass CPUNN 94.86 95.33 93.46 91.59 97.20

GPUNN 95.79 97.20 93.46 98.60 99.07

Iris CPUNN 97.33 98.67 98.67 98.67 97.33

GPUNN 94.67 99.33 97.33 96.00 97.33
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Fig. 3. Comparison results of processing time between CPUNN and GPUNN on clas-
sification datasets
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into the cores. The usage of GPU is really effective for large-scale datasets
because all the values can be mapped across the many number of cores. Hence,
the calculation can be executed in parallel. The parallelism of GPU has speed
up the process and reduced the computational time. However, for small-scale
datasets, the use of CPU to perform the calculation is more than enough since
there is no need to consider the transferring time between GPU and CPU. In
fact, the processing time of GPU on small-scale datasets are quite high because
of the transferring time encountered between CPU and GPU. The small-scale
datasets which can be processed on CPU alone will give much lowest processing
time because the calculation is done directly on CPU which mean that there is
no need to consider any transferring time. In order to validate the classification
performance, Table 2 shows the testing accuracy for CPUNN and GPUNN.

Based on Table 2, the accuracies of GPUNN and CPUNN on test datasets
are quite similar. Occasionally, GPUNN produced higher accuracy than CPUNN
and vice versa. Performance wise, in term of accuracy, both methods can achieve
highest accuracy for all kinds of datasets. However, in term of processing time,
GPUNN is faster than CPUNN for large-scale datasets.

5 Conclusion

The purpose of this paper is to investigate the performance of CPU and GPU
in training NN Therefore, the difference between processing of NN on CPU and
GPU in terms of architecture and implementation are discussed. Two different
kind of classification datasets namely large-scale and small scale are chosen for
testing the capability of both CPU and GPU. In order to assist the reader to
understand the process involved, the implementation of NN on GPU compared
to CPU is also given and explained. The results indicate that the performance of
GPUNN on large-scale datasets is much better than CPUNN where the process-
ing time is drastically reduced. For small-scale datasets, it is enough to use CPU
instead of GPU because the processing time of CPUNN is much better. How-
ever, if the small dataset consists of large number of instances, using GPU is
recommended. The purpose of processing using GPU is to reduce the processing
time of CPU when handling the complex data. The experiment results indi-
cate that the processing time of NN has been reduced by using GPU. When
the data become more complex, the NN needs more hidden unit and it will
increase the complexity of NN’s structure and force CPU to takes more time to
train NN. However, in GPU, the more hidden layers involved the more effective
performance produced. Or in other words, the parallelism concept in GPU is
suitable for training complex data and it can improve the processing time of
CPU. The extensive experiments of the implementation of NN on GPU includes
experiments on various domains with various scale of datasets is proposed as the
future works.
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Abstract. Crisis situations influencing human lives require fast and faultless
solutions. Decision making during emergency incidents is burdened with high
uncertainty, complexity and risks. These situations can be effectively solved on
the basis of complex knowledge that is received during education, training and
experience. Non-professional rescuers often have a problem to decide which steps
in which order have to be done in case of injured persons. Education of non-
professionals is crucial and inevitable because of saving human lives. The main
aim of the paper is to present the OWL ontology-based education support proto‐
type using SWRL rules suggesting suitable solutions for particular emergency
incident.

Keywords: Emergency incident · Education · OWL ontology · SWRL

1 Introduction

Emergency situations require fast and faultless solutions. Rescuers deal with various
events occurring suddenly and unpredictably during saving human lives. They often
have incomplete information about the actual situation. The sub-optimal solutions are
the outputs of their activities in most cases. Efficient decision-making, often under time
limits and stressful situations, is inevitable for ensuring quality of life. Emergency events
can be effectively solved with the intensive theoretical education and training for
receiving valuable experience. Fundamental knowledge of strategies for sustaining basic
life functions is necessary also for non-professional rescuers. Ontologies are knowledge-
based schemata playing an important role in modelling context and complex knowledge.
A lot of applications prove that they can be applied as knowledge bases for solving
emergency incidents requiring complex knowledge. The paper continues in the research
that has been introduced in [14] where the framework for development of the ontology-
based decision support system for solving emergency incidents is presented. This
conceptual framework is practically used for building of the OWL ontology-based
prototype supporting education in the first aid application domain. The paper is struc‐
tured as follows. The Sect. 2 introduces the ontologies in the context of education and
emergency. The Sect. 3 deeply investigates development of the ontology-based educa‐
tion support system for solving emergency situations. Future directions are mentioned
in the Sect. 4 and the Sect. 5 concludes the paper.
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2 Ontologies for Education of Solving Emergency Incidents

Ontologies have the origin in philosophy (metaphysic) where they are interested in
human being and answering the elementary questions related to living and non-living
things existing in our world. At present, ontologies are more frequently mentioned in
the context of ontological engineering as formal and explicit specification of shared
conceptualisation [3].

A lot of case studies and software solutions prove that ontologies are useful for
educational purposes. The ontology is able to visualise knowledge in graph-based format
that can be helpful for a learner if his (her) learning style is based on visual memory.
Various educational ontologies (focused on physics, maths or marksmanship) are
mentioned e.g. in [4]. The OWL ontology is developed for education of java program‐
ming language and presented in [5]. Ontologies can also be used for structuring content
of educational courses [6, 7] or for building e-learning web portals [8]. Ontologies are
not often cited in the context of emergency education, but they are frequently applied
in emergency management where the ontology-based applications can also be used for
educational purposes. Emergency management is a multi-disciplinary area applying
science, decision-making, planning and technology for reducing possible emergency
events and minimisation of losses. The paper [9] focuses on a design of general schema
for decision support in response operations during biological (biochemical) incidents.
OWL ontology-based conceptual framework is proposed for improving shared situation
awareness among teams of rescuers in case of emergency incidents in [10]. Mass evac‐
uation during tsunami event is the case study for framework demonstration. Han, Y. and
Xu, W. propose the framework-based decision support system used for solving crisis
situations. Framework combines four types of ontologies for provision of the final solu‐
tion [11]. Practical usage of the framework is demonstrated with the Tianjin Port Explo‐
sion case study. The paper [12] proposes ontology-based solution for resolving semantic
heterogeneity of data in case of emergency responses. The authors of the paper explain
how to build the ontology for the needs of the emergency management.

3 Development of Ontology-Based Prototype

Systematic approach is inevitable for building ontologies integrating complex knowl‐
edge. The approach is based on the six phases for building of the ontology-based educa‐
tion support prototype. These phases are the following: knowledge acquisition, concept
mapping, knowledge base development including building of an ontology, instance data
implementation together with integration of rules, and testing of the software solution
[14]. These phases are deeply explained in the following sub-sections.

3.1 Knowledge Acquisition

Knowledge acquisition phase is focused on the selection of the most important facts and
knowledge of the application domain. It has to be obvious which part of the reality is going
to be represented by the ontology. Provision of the first aid consists of many interrelated
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activities. Non-professional rescuers have a problem to decide about the order of rescue
operations. C-ABCDE algorithm offers concrete steps ordered according to the priority
with the aim to increase the chance for survival [1]. Concepts of this algorithm are
modelled with the OWL ontology for education of the first aid and support of decision-
making during emergency incidents. The algorithm consists of six phases in the extended
version. The first phase (C – Catastrophic Haemorrhage Control) is focused on the control
of the haemorrhage. Stopping of bleeding has the highest priority because loss of blood can
cause a shock or a death. If the blood stream is under control, it is necessary to check the
state of the air passages (A – Airway). If the air passages are free, but injured person cannot
breath sufficiently, the artificial respiration is applied (B – Breathing). The fourth phase is
focused on monitoring of blood circulation. Blood circulation is evaluated on the combi‐
nation of consciousness, breath and hearthbeat. If these characteristics are not present, the
indirect hearth massage is applied (C – Circulation). The fifth phase (D – Disability) is
aimed at the checking the level of consciousness. It is obvious that this characteristic is
often monitored during each of the previous phase. The final phase called Environment (E)
is the secondary examination where the global examination is applied. The SAMPLE
history system is used for this purpose where symptoms, allergies, medication, past
medical history, last oral intakes or events leading up to the illness or injury are investigated.

3.2 Concept Mapping

Concept mapping is a technique for non-formal knowledge modelling and knowledge
visualisation with the usage of graph-based structures – concept maps [2]. Concept maps
are applied for the analysis of the application domain - provision of the first aid. Four
concept maps are developed. Each one represents one central topic and related concepts
of the C-ABCDE algorithm, i.e. Heamorrhage, Breathing, Blood circulation and
Consciousness. Concept maps cover the first five phases of the C-ABCDE algorithm
(C-ABCD). Interconnections between these four concept maps are realised only in

Fig. 1. Concept map representing knowledge about haemorrhage
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human mind. One global concept map integrating these four partial maps is not easily
readable. VUE editor is used for concept mapping. The example of the concept map
modelling Haemorrhage concept is depicted in the Fig. 1 (see grey rectangle). The
general core of the all concept maps is identified during concept mapping (see bold
underlined concept Injured person, Symptom, State and Protection measure in the
Fig. 1). These concepts are used as a basis for the OWL ontology development in a
modified form.

3.3 Ontology Development

OWL ontology development is based on concept maps where concepts correspond to
OWL classes (or individuals) and relations correspond to object properties. Core of the
concept maps is the core of the OWL ontology with minor modifications, see the Fig. 2.
The state (the OWL class State) of the injured person (the OWL class Emergency
case) is judged according to the symptoms (the OWL class Symptom) (e.g. colour of
blood or skin, stream of blood, intensity of reactions on the stimuli, etc.). The state is
evaluated and the suitable protection measures (the OWL class Protection measure) are
applied. Core of the OWL ontology is extended with the OWL class representing a cause
of symptoms or states (the OWL class Cause), see the Fig. 2.

Fig. 2. Core of the OWL ontology and its extension

Causes cannot be immediately known, but they play important role during decision-
making about the selection of the most suitable protection measures. As the example,
discontinuous breathing can be caused by various events and not for all of them can be
applied Heimlich or Gordon manoeuvre. These ones can be applied only if the person
is fully conscious. The core of the OWL ontology is iteratively extended on the basis of
the crucial four concepts of the C-ABCD algorithm, but they cannot be represented
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without the relations with each other. This tendency appeared in the preliminary stages
of the OWL ontology modelling.

Protégé modelling tool is the most cited environment used in ontological engi‐
neering. Protégé 4.3.0 (build 304) is used in case of the conceptualisation of the C-ABCD
algorithm. Protégé 4.x offers the OWL 2 for knowledge modelling (in comparison to
Protégé 3.x) that is based on the real applications, use cases and experience of users.
OWL 2 extends the OWL 1 in the view of the more efficient processing in reasoners and
provides new “semantics constructs”, for more details see [13]. Protégé 4.3.0 is stable
and provides sufficient possibilities for visualisation knowledge structures (OWLViz,
OntoViz), supports inference with the open source reasoner HermiT and FACT++.
Structure of the normalised OWL ontology visualised with the OntoGraf plugin is
depicted in the Fig. 3.

Fig. 3. OWL ontology of the first aid visualised with the OntoGraf plugin (Protégé 4.3.0)

Structure of the OWL ontology is extended with the OWL individuals representing
particular symptoms, states, causes and protection measures. The statistics of the
ontology is the following:

• number of OWL classes: 32,
• number of OWL object properties: 12 (including inverse object properties),
• number of OWL individuals: 41.

3.4 Extension of Ontology with SWRL Rules

OWL ontology of the first aid integrates the most important concepts and relations of
the C-ABCD algorithm in a well arranged way, but this is not sufficient in the view of
the intended aim. The OWL ontology should recommend the suitable combination of
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protection measures for solving emergency events, but this cannot be done only by the
ontology itself. Rules are able to use and combine “ontological knowledge” for making
implicit knowledge visible and offer the solution(s) for particular situation. SWRL
(Semantic Web Rule Language) is a rules-based language based on the Datalog, the
RuleML and the OWL DL (Lite) languages. SWRL rules of the two types are proposed
for the OWL ontology of the first aid:

• SWRL rules facilitating to decide about the state of the emergency incident,
• SWRL rules facilitating to select suitable protection measures.

Systematic approach is not only applied for the OWL ontology development, but it
is also used for design of SWRL rules. SWRL rules are proposed with respect to the
four concepts of the C-ABCD algorithm, i.e. SWRL rules examine haemorrhage,
breathing, blood circulation and consciousness. Each SWRL rule needs input data for
each emergency case. These input data are assigned to the OWL individual of the OWL
class Emergency case representing particular emergency case. The user also specifies
facts about haemorrhage, breathing and consciousness. The OWL reasoner applies
SWRL rules on the knowledge base represented by the OWL ontology, evaluates the
state of the injured person (emergency case) on the basis of symptoms and propose the
solution (protection measures). SWRL editor (View Rules) of Protégé 4.3.0 is used for
modelling of SWRL rules and HermiT open source reasoner is applied for rule-based
inference. The following SWRL rule decides about the state of the injured person. Stasis
is indicated by impalmpable hearthbeat, irregular breathing, pale colour of skin and
presence of unconsciousness.

hasSymptom(?ec, ImpalmpableHearthBeat), 
hasSymptom(?ec, IrregularBreathing), 
hasSymptom(?ec, PaleColourOfSkin), 
hasSymptom(?ec, Unresponsive) 
-> 
hasState(?ec, Stasis)

The second example demonstrates SWRL rule using the information about the state
of the injured person and proposes the protection measures. Calling the emergency has
to be the first step during the first aid provision. The next steps should be done after that,
e.g. usage of the AED (automated external defibrillator) or application of hearth
massage.

hasRecommendation(?ec, AutomatedExternalDefibrillator), 
hasRecommendation(?ec, HearthMassage)

hasState(?ec, Stasis), 
hasSymptom(?ec, IrregularBreathing) 

 -> 
hasRecommendation(?ec, Emergency),

318 M. Husáková



3.5 Testing of Prototype

The OWL ontology-based prototype uses Protégé 4.3.0 as a “testbed” for design of the
first version of the knowledge-based system facilitating decision-making during emer‐
gency incidents. The actual version of the OWL ontology is extended by 19 SWRL rules.
The functionality and correctness of the inference process is tested with the HermiT –
open source OWL reasoner based on the “hypertableau” calculus.

The following two scenarios demonstrate correctness of the inference by the HermiT.
The first scenario solves the emergency case (Case01-NonSeriousHaemorrhage) where
the five symptoms are investigated: dark red colour of blood, non-massive intensity of
haemorrhage, alertness (according to the AVPU scale for evaluation of the conscious‐
ness level), normal breathing and continuous stream of blood. Definable class Serious‐
EmergencyCase helps to identify which emergency case is serious on the basis on the
following definition:

 EmergencyCase and 
  hasState value DisorderOfBreathing or 
  hasState value Stasis or  
  hasState value Unconsciousness or  
  hasSymptom value MassiveIntensityOfHaemorrhage  

The output of the inference process by HermiT reasoner is depicted in the Fig. 4.
HermiT reasoner correctly infers that vein haemorrhage is obvious according to the
symptoms. Consciousness and normal breathing together with vein haemorrhage lead
to the application of recovery position and usage of the pressure bandage, see the Fig. 4.

Fig. 4. Test scenario 01: emergency case with non-serious haemorrhage

The second scenario solves the emergency case (Case02-UnresponsiveBreathless)
where the two serious symptoms are investigated: injured person without the ability to
response on stimuli and breathless. The output of the inference process by HermiT
reasoner is depicted in the Fig. 5.
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HermiT reasoner correctly infers that this emergency case is serious according to the
definition of the OWL class SeriousEmergencyCase. Disorder during breathing and
unconsciousness is evident because of the breathless symptom and unresponsivity
(according to the AVPU scale for evaluation of the consciousness level). Calling of the
emergency is self-evident. If there is some problem during breathing, checking of the
oral cavity has to be done. Artificial respiration and hearth massage have to be applied
together until the emergency will arrive.

4 Future Directions

The main aim of the research is to investigate strategies for development of the software
solution for education of the first aid. The main reason for application of ontologies for
this purpose is the ability of ontologies to represent contextual knowledge, to model
semantics of particular concepts and to combine knowledge for the inference. Protégé
environment is used for testing selected strategies for development of the knowledge-
based system. Protégé is not suitable for building final user-friendly software solution
that could be immediately available to the final user. Protégé is mainly used for knowl‐
edge modelling where the ontology development is facilitated. The knowledge modeller
does not spend a lot of time during study of the structure and syntax of the ontological
language. Provision of the first aid is complex domain and this is the reason why the
presented OWL ontology requires implementation of more SWRL rules for efficient and
reliable support in decision making. OWL ontology is going to be used as a knowledge
base for building of more sophisticated educational software that is not going to be based
on the usage of Protégé environment. There are various semantic frameworks that facil‐
itate building of the semantic web-based applications. We can mention e.g. OWL API,
Jena, OWLReady, CubicWeb or Sesame. Two semantic web-based frameworks are
taken into account on the basis of the realised investigation of possible solutions. OWL
API is mainly used for building and managing OWL ontologies. Jena is the RDF-based

Fig. 5. Test scenario 02: emergency case with unresponsivity and breathless
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framework, but the usage of the OWL syntax is also possible. These two solutions are
going to be investigated more deeply for development of the semantic web-based appli‐
cation used for the educational purposes covering provision of the first aid.

5 Conclusion

The paper investigates strategies for development of the education support system where
knowledge related with the provision of the first aid is modelled in Protégé environment.
SWRL rules are applied for recommendation of the suitable combination of protection
measures according to symptoms and states of the particular emergency case. The OWL
ontology with SWRL rules is useful approach for intended educational application, but
the more sophisticated software solution has to be developed because Protégé environ‐
ment is not suitable for building the final semantics-based system. Two semantic web-
based frameworks are taken into account for building more sophisticated educational
tool – OWL API and Jena. Necessity to build this system is evident, because everybody
should be able to know what to do if someone encounters with sudden health incident.

Acknowledgements. The support of the Specific research project at FIM UHK is gratefully
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Abstract. The topic of software engineering has been emphasized in the curriculum
of the Faculty of Informatics and Management, University of Hradec Kralove, thus
reflecting the call for new knowledge and skills required from the graduates. The
quality of highly professional training programme was ensured by the cooperation
with IT companies so as to provide students with theoretical and practical profes‐
sional skills and prepare them for new positions recently created on the labour market.
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1 Introduction

The success on the labour market is one of the assessment criteria which reflect the
quality of the educational institution. In case of the Faculty of Informatics and Manage‐
ment, University of Hradec Kralove (FIM), the integration of graduates on the national
and international labour markets means to equip them with the latest theoretical and
applied knowledge in the software engineering area. Therefore, study programmes are
tailored to the requirements of specialists from the practical environment to teach
students in accord with needs of the labour market.

Reflecting the proposals of practitioners, the curricula of study programmes are
innovated to have a modular structure and appropriate professional competences were
developed with graduates to be easily employable. The proposal of a new design is
assessed by the HIT Cluster (Hradec IT Cluster), i.e. by the society of important IT
companies in the region, and by the University Study Programme Board. The main
objective is to create a transparent set of multidisciplinary courses, seminars and online
practical exercises which can provide students the opportunity to gain both theoretical
knowledge and practical skills, and to develop the key competences.

Subjects in each study programme are structured into five groups – data engi‐
neering, computer networks, software engineering, enterprise informatics and knowl‐
edge technologies.

2 Innovations in the Group of Software Engineering Subjects

As listed above, students of the Computer Science study programmes at FIM are
expected to have rather wide knowledge all five groups of subjects, including the field
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of software engineering. Most software development companies expect the graduates
to have both good theoretical knowledge and practical experience in this field, which is
the reason why changes have been made in the curricula and new knowledge required
from the FIM graduates.

The software engineering courses were embraced in the curricula of bachelor and
master study programmes of Information Management and Applied Informatics more
than 25 years ago.

Following subjects have been included in the group of software engineering:

• Algorithms and Data Structures,
• Programming I, II, III,
• Introduction to Object Modeling,
• System Programming,
• Advanced Programming,
• Computer Graphics I, II,
• Mobile Technologies
• Optimization of Web Applications,
• Theoretical Informatics.

This structure reflected the proposal designed in co-operation with companies AG
COM, ORTEX, GIST, FG Forrest and DERS.

2.1 Company Requirements on Graduates

The expert group consisting of 11 members of the Hradec IT Cluster set new compe‐
tences required from FIM graduates. The experts assessed the original state and designed
a new concept of subjects; the instruction of subjects was supported by online courses
in the Learning Management System (LMS) Blackboard. All the study materials were
created and uploaded there. Each online course was equipped with didactic instructions,
study materials, tests and communication tools [1–4].

The expert team was headed by the vice-dean for study affair. They defined 20 roles
of IT specialists (e.g. Analyst, Business Analyst, De-signer, Flash Developer, Internet
Marketer PPC/SEO, Programmer, IT Manager, IT Sales, IT Administrator etc.); for each
role the description of the working position was defined and consequent requirements
on the position described. The expert team detected following competences to be
required from graduates:

• problem analysis, i.e. to detect the width and depth of the problem, consider it in
consequences, to apply the abstraction, or decomposition;

• system approach, i.e. to have a general view of all aspects of the problem, to be able
to identify them and respect their mutual consequences and within the whole project;

• orientation towards output, i.e. to prefer the output to the process, to reach the objec‐
tive/s and apply the active approach;

• effective communication, i.e. to express thoughts explicitly and timely, to listen and
comprehend, to interact in an appropriate way;
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• co-operation and adaptability, i.e. to work in team, to bear responsibility, accept
changes and others’ opinions, cope with stress, negative states, accept other’s critical
evaluation, present own criticism in an appropriate manner, to have active approach
to lifelong/further education.

Further on, each graduate should have:

• general overview in the IT field, trends and latest ICT development;
• good knowledge of office software;
• good knowledge of technical (professional) English, particularly IT texts;
• good knowledge of Czech language;
• willingness to learn;
• flexibility;
• ability to work in team, to work autonomously;
• analytic thinking;
• creativeness, invention, innovation;
• presentation skills and good knowledge of presentation tools;
• communication skills;
• sharing and providing own knowledge;
• responsibility towards own work, consistency and an active approach;
• ability to analyze problems and generalize requirements.

Particularly in the field of software development experts emphasize:

1. analytic and system thinking;
2. knowledge of the UML notation for reading and modeling (e.g. in Enterprise

Architect);
3. knowledge of OOP and Java language (knowledge of other languages is appreciated

– Scala, Groovy, Ruby, Python, JavaFX);
4. Design Patterns (on the GOF level), MVC, AOP;
5. Java/J2EE-based technologies – Servlets, JSP, JDBC, Log4j, ORM (Hibernate/

iBatis),
6. web frameworks (Spring MVC/Stripes/JSF/others), Spring Framework etc.;
7. SQL, relational database – MySQL, PostgreSQL, Oracle, or others;
8. appropriate knowledge of web technologies – HTML, CSS, JavaScript,ASP.NET;
9. development techniques and tools (e.g. issue tracker, Ant/Maven 2, integration

server, source repository CVS/SVN/GIT);
10. knowledge of C++, platform Linux (Solaris, AIX are appreciated);
11. high level of knowledge of OOP principles; experience in application, we and

database servers is appreciated; knowledge of MS.NET platform and C# language;
12. knowledge of architecture and problems relating to web applications;
13. knowledge of principles of secure application development;
14. knowledge of mathematics, algorithmization and the applications;
15. knowledge of technical English;
16. creative thinking, graphic feeling, ability to create appropriate design for required

functionality
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17. focus on appropriate, functional but innovative design, accent on user friendliness
and intuitiveness of the design;

18. basic knowledge of typography principles;
19. and last but not least, knowledge of methodology of testing applications – the design

and preparation of testing scenarios and testing environments.

2.2 Innovative Contents in Single Subjects

As listed below, following learning objectives and innovative design and contents were
included.

The main objective of the ‘Algorithms and Data Structure’ subject is to develop
logical and algorithmic thinking and autonomously design the algorithms. The semestral
project was added to the syllabus, when students choose the topic/problem by their own
and introduce the algorithmic solution.

Reflecting the outputs within the HIT Cluster discussions, the learning content of
subjects of ‘Programming I, II, III’ was differentiated for students of Applied Infor‐
matics (AI) study programme and Information Management (IM). Whereas these subject
for AI students will provide them deeper knowledge in Computer Science, Information
techno-logy ACM, algorithmization and data structures, the IM students will undergo
basic courses of programming only (Algorithmization and Introduction to program‐
ming).

As resulted from the HIT Cluster discussions, the knowledge of C language was
added to the subject of ‘System Programming’. Therefore, excluding introductory
lessons, practical activities are running in the operation system GNU/Linux in C
language.

The subject of ‘Advanced Programming’ was supported by virtual desktop.
Reflecting the specific requirements of this subject the so called personalized desktops
were prepared for students, i.e. they have more source and data space available.

Within practical lessons of ‘Computer Graphics’ the object approach was empha‐
sized, as well as another topical paradigms of the software design (inversion of control
– dependency injection). It means with students the emphasis was paid on the develop‐
ment of analytic and system thinking, application of mathematics knowledge and deep‐
ening skills to design, implement, test and present solution of a particular problem.
Within the autonomous semestral project both the listed know-ledge and skills are
required, as well as to write a journal article on the topic.

The innovations within the subject of ‘Optimization of Web Applications’ reflected
fast development of this field, particularly according to recommendations of ACM
curricula for software engineering and information technologies.

Large innovations were applied within ‘Mobile Technologies’ which reflected the
latest development in the field. Topics of selected operation systems were omitted
(Symbian, Palm OS), and other parts were strengthened, e.g. OS Android, mobile OS
Microsoft (Windows Phone 7), updated parts on RIM Blackberry etc. Moreover, the
exploitation of new cloud services was implemented in the subject.

The subject of ‘Theoretical Informatics’ covers the field of automats and formal
languages and complexity theory. Reflecting the labour market requirements, the
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emphasis is paid on analytic thinking and autonomous problem solution. Therefore, the
semestral project was added to this subject, where students focus on a practical problem.

2.3 e-Learning Support to the Subjects

The whole programme is supported by e-learning lessons. All the study materials are
created and uploaded in the FIM LMS BlackBoard [5–7].

Each module in the e-learning course is equipped with its own guiding instructions,
study materials and modified tests with comprehensive sets of questions. Study materials
were developed not only as standard presentations; they contain audio-visual materials,
animations and instructional video-recordings. Students’ attendance in the courses and
lectures is monitored in order to evaluate not only the results of the individual tests but
also to detect the fields of students’ interest.

Since smart phones were launched, the mobile market has rapidly changed. As a
result, the field of education is concerned with delivery of knowledge through smart
devices (Smart Education). Smart Education mechanism can be seen as an integrated
educational environment in which cooperative, interactive, participative, sharing, and
intelligent learning are available through new forms of teaching–learning content, envi‐
ronment, and ICT.

2.4 Expert Evaluation of Subjects

The evaluation of e-learning software engineering subjects was provided by the HIT
Cluster, particularly companies ORTEX, GIST, GMC and DERS.

Experts had both the complex information available on innovated subjects and access
to e-subjects within the LMS BlackBoard. For the evaluation the questionnaire
consisting of 25 statements was applied. Their dis/agreement was expressed on the four-
level Likert scale (strongly agree – agree – disagree – strongly disagree), and they could
add any comments in the form of open answer. Totally 17 evaluation reports were
provided for the group of software engineering subjects. The results can be summarized
as follows:

• Learning objectives were clearly defined through measurable outputs. They reflect
the labour market requirements on graduates’ competences (knowledge and skills)
in the field of computer networks; they are available to students on several places
within the e-subjects.

• The learning content reflects the pre-defined learning objectives; it is structured into
appropriate modules and presented in logical order. Multimedia elements are prop‐
erly implemented into single parts and chapters. Students are expected deeper under‐
standing of the learning content which is explained via practical examples/models
and best practices.

• Each e-subject contains the didactic instruction on how to study the subject effec‐
tively.

• Clear assessment criteria are available to students from sample semestral projects
and each testing relates to the pre-defined learning objective.
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• Various methods of testing knowledge are applied (questions of different types,
projects, discussions etc.) and students have self-evaluation tools available providing
immediate feedback on their knowledge.

Experts also provided oral evaluation. Selected samples are presented below:

‘This group of subjects aims at “mastering the profession” to some extent, i.e. the content should
be more practically and less theoretically focused, as it really is. Nevertheless, the amount of
subjects and their content covers all common disciplines (algorithms, programming, graphics,
web), which are necessary for practice.’

ORTEX

‘Innovations reflect our requirements. Even before, the subjects focused on education for prac‐
tice. Through current innovations the usability of developed knowledge and skills was increased.
The learning contents of single subjects cover the methods and procedures of software produc‐
tion to larger extent and are much closer to activities of our company; which enables graduates
to faster adapt to conditions in the IT company. The highly positive for us is the fact that
requirements have been differentiated for AI and IM students; this will help better prepare the
graduates in both study programmes. Subjects are logically placed in single years of study.’

GIST

3 Success Rate in the Subject Versus Visit Rate to the Course

The research question was whether there exists any correlation between students’
frequency of the visits to the course and their success in the course (i.e. meeting the
requirements and passing the course) In other words, are students more successful, if
they more frequently access the course? Does the learner’s low frequency of visits to
the course correlate to poor study results, i.e. to failing the course?

All courses were taught for 13 weeks, and as mentioned above, all subjects were
supported by online courses in LMS Blackboard which pro-vides tracking services, so
it was easy to collect data on students’ performance in the courses.

The research process started in the online course Programming I (PRO I) where the
methodological guide containing didactic instructions was available to students, study
materials, assignments settings, tests, etc. Totally 186 students enrolled in this subject;
116 of them successfully passed the course (Fig. 1).

Fig. 1. Students’ assessment after the course of Programming I (n)

The correlation of getting the credit and the visit rate to the PRO I course is displayed
in Fig. 2. The visit rate oscillated from zero to 77; the mean visit frequency was 13.93;
median 9. These data show that (in average) students accessed the course once per week,
which demonstrates not very intensive use.
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Fig. 2. Correlation between the success rate and visit rate to the course of Programming I (1 = pass
the course, 0 = fail the course)

The received results prove the certain correlation was detected: whereas students
who successfully passed the course, accessed the e-courses 19× in average, the unsuc‐
cessful students who failed, reached significantly lower frequency – their mean visit rate
was 5.7×. Similarly to this, the identical correlation was detected in medians (Table 1,
line 4).

Table 1. Correlation between the success rate and visit rate to the course of Programming I

Passed Failed
Mean 19.0 5.7
Min 0 0
Max 77 45
Median 16 0

The research process continued in the online course Computer Graphics. Totally
106 students enrolled in this subject; 61 of them successfully passed the course.
Complete evaluation reflecting the ECTS is displayed in Fig. 3.

Fig. 3. Students’ assessment after the course of Computer graphics (n)

Most students failed (F) the subject. Approximately one quarter of them got B, C or
D grade, a few ones were excellent (A), or satisfactory (E). The frequency of the visit
rate to the course was different. As displayed in Fig. 4 and Table 2, the visit rate to the
course oscillated from zero to 753; the mean visit frequency was 132; median 123. These
data show that during the semester period of 13 weeks students accessed the course ten
times per week, which also demonstrates highly intensive use.

These results did not prove direct correlation; whereas the mean visit rate of students
having A (Excellent) was 172, the unsuccessful students who failed (F), reached three
times lower frequency (58×). Higher correlation was detected in medians (five times,
see Table 2, line 4).
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Table 2. Correlation between the success rate and visit rate to the course of Computer Graphics

A B, C, D E F
Mean 172.4 19.6 185.9 57,9
Min 84 3 29 0
Max 281 480 753 230
Median 161.5 196 137 38

The final phase of the research was conducted in the online course Mobile Tech‐
nologies. Totally 26 students enrolled in this subject; 18 of them successfully passed
the course. Complete evaluation is displayed in Fig. 5.

Fig. 5. Students’ assessment after the course of Mobile Technologies (n)

The most frequent assessment was the A grade, followed by F graders who failed in
the subject. As displayed in Fig. 6 and Table 3, the visit rate of the Mobile Technologies
course oscillated from zero to 40; the mean visit frequency was 14.3; median 11.5. These
data show that (in average) students accessed the course, which was also taught for 13
weeks, once per week.

Fig. 6. Correlation between the success rate and visit rate to the course of Mobile Technologies
(1 = A, 2 = B, C, D, 3 = E, 4 = F)

Fig. 4. Correlation between the success rate and visit rate to the course of Computer Graphics
(1 = A, 2 = B, C, D, 3 = E, 4 = F)
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The received results prove the certain correlation was detected: whereas students
having A (Excellent) accessed the e-courses 22× in median, the unsuccessful students
who failed (F), reached frequency was 15 times lower (1.5×). Similarly to this, the
identical correlation was detected in mean values (Table 3).

Table 3. Correlation between the success rate and visit rate to the course of Mobile Technologies

A B, C, D E F
Mean 22.5 9.2 – 4.0
Min 1 0 – 0
Max 40 26 – 17
Median 22 7 – 1.5

4 Summary of Results and Conclusions

New requirements for graduates’ knowledge and skills are appearing, as the Faculty of
Informatics and Management, University of Hradec Kralove (FIM) started the co-oper‐
ation with local IT companies within the HIT Cluster. The IT companies see a great
potential in curricula which reflect requirements of graduates’ potential employers.
However, the assessment of curricula is a long time and demanding process so the FIM
strongly appreciates the efforts the HIT Cluster companies devoted to this process.
Reflecting the expert recommendations, large changes were made in the group of soft‐
ware engineering subjects, i.e. in Algorithms and Data Structures; Programming I, II,
III; Introduction to Object Modeling; System Programming; Advanced Programming;
Computer Graphics I, II; Mobile Technologies; Optimization of Web Applications and
Theoretical Informatics.

To illustrate the educational process, three examples of subjects are presented –
Programming I, Computer Graphics and Mobile Technologies – where the visit
frequency to the e-subjects supporting the face-to-face instruction is monitored. In
subjects of Programming I (Pro I) and Mobile Technologies (MT) the mean visit rates
do not differ substantially (Pro I 13.93; median 9; MT 14.3; median 11.5), whereas in
Computer Graphics (CG) the mean visit rate reached 132 (median 123). The total number
of students enrolled in single subjects differ (Pro I 186; CG 106; MT 26). However, the
amounts of successful students are rather identical (Pro I 62.4 %; CG 57.6 %; MT 69.2 %).
As all subjects were taught in the form of blended learning (face-to-face lessons plus
e-learning support in LMS BlackBoard), there was no theoretical reason of such a high
visit rate in CG. CG is very difficult subject demanding on both the theoretical knowledge
and practical skills. Therefore, numerous interactive animations demonstrating single
principles are included in the learning content of the e-subject, and each practical task
is structured into several practical steps for easier comprehension. It is not comfortable
for students to download the study materials and work with off-line version; they access
each study material online for several times. That is the reason why the visit rate to this
course is so high.
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After all changes in learning contents of the subjects had been made, students’ feed‐
back was collected; it was positive - students having more experience from practice, in
agreement with the HIT Cluster experts, expressed high appreciation.
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Abstract. Students’ unconscious interactions can be estimated from their gaze
patterns. They signal who they are paying visual attention to, which is not neces‐
sarily conscious as they could express in surveys, but it reveals the students’
unconscious preferences and decisions. A student’s gaze reveals who captures
their attention among a class full of students. Using two months of video record‐
ings taken from a fourth grade class, where, every day, a sample of 3 students
wore a mini video camera mounted on eyeglasses, we analyzed students’ gaze
tendencies throughout the sessions. We found that low GPA students’ gaze to the
teacher decreases much more than high GPA students after 40 min. On the other
hand, popular students, high GPA students, attractive boys, and girls without
upper body strength receive much more gazes from peers systematically
throughout the sessions. However there are groups with some combinations of
these characteristics that unexpectedly receive more gazes. On the other hand, in
some cases there is a clear pattern on gender and popularity of the peers that do
more of the gazes to the previous groups than the rest.

Keywords: Students’ unconscious preferences · Interaction patterns · Visual
attention · Classroom practices · Video analysis · Educational process mining ·
Collective intelligence

1 Introduction

Student’s unconscious interactions are a powerful tool to improve teaching and learning
practices. Their point of view can give very important cues about what is happening in
the classroom. Analyzing their gaze patterns while they attend to their classroom activ‐
ities is even more powerful since there is no delay, and therefore there is much less
forgetting. For example, the Experience Sampling Method [8] uses a beeper or a smart‐
phone to periodically ask each student to complete a mini survey on their current subjec‐
tive experience and to state with whom they are interacting. This is performed several
times a day and continues for several weeks.

However, “What a person says is not necessarily an accurate representation of
what he/she thinks” [14]. Watching students’ behavior instead of listening to them can
be even more truthful. Since most of the students’ choices are not consciously
decided, most of the time, they are not aware of their own decisions. For example,
Gazzaniga [7] proposes the existence of a left hemisphere module that seeks explan‐
ations for internal and external events, but several of them are far from what really
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happens and Dennett [6] proposes a Multiple Draft Editor that interprets part of
distributed information and produces a narrative stream.

Surveys are powerful, but watching the students during classroom sessions can
give more information about their true interaction patterns. For several years video
recordings of classroom activities have been analyzed [2, 9]. However there is yet
another powerful form of obtaining information: we can watch the class as they see
it, from their point of view. This first person perspective can be obtained with
cameras mounted on students’ eyeglasses. With this kind of information it is much
simpler to compute who the students are visually attending to, and therefore get a
better estimation of their unconscious preferences.

There are some challenging data processing tasks to be performed to obtain reason‐
able estimations of the students’ focus of their visual attention. For example, the amount
of information that is rapidly generated or that students’ attention is constantly changing
between competing sources. The good news is that using digital technologies we can
get a reasonable approximation to their focus of visual attention. First person videos
captured from cameras mounted on eyeglasses can record students’ “unique” points of
view of classroom activities, providing precise information to understand what takes
place in the classroom and what they do.

1.1 What Features of the Focus of Attention Reflect Student’s Preferences
in Classrooms?

Understanding students’ collective behavior, decisions and interaction patterns is very
important to improve classroom practices and education quality. According to Cuban
[5] during the last decades “The ‘what’ of teaching has indeed changed, but when it
comes to the how- the pedagogy- few major changes have occurred”. Cuban says there
is a fundamental attribution error policy makers make. They focus on teacher’s charac‐
teristics and not in the situation. The context is important to understand what really
happens in the classroom, what the students do, their interactions, their preferences, and
how they depend on the strategies used by the teacher. Therefore we need to analyze
the class’s dynamics.

The main challenge of a teacher is to emotionally connect with the students [10].
The teacher has to consider not only the individual psychological motivational and
cognitive mechanisms of the students but also the constant and intense social interactions
present in the classroom.

Students’ attention is subject to a constant competition between evolutionary mean‐
ingful and evolutionary neutral features of people and objects [8, 9]. The evolutionary
meaningful features are biologically primary ones like fighting ability and sexual attrac‐
tion. In species with aggressive social interactions, natural selection selects cognitive
mechanisms for assessing physical formidability (fighting ability or resource-holding
potential) [15]. In the case of the human evolutionary history, upper-body strength has
been a major component of fighting ability [12]. Also, in the view of culture–gene
coevolutionary theorists, [4] humans possess several learning biases which robustly
enhance the fitness of cultural learners. In this work we propose to measure popularity
as a measure of sociometric status—the respect and admiration one has in face-to-face
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groups. According to Anderson et al. [1], in adults sociometric status is very important
and for example has a stronger effect on subjective well-being than does socioeconomic
status.

The evolutionary neutral features or biologically secondary features like peers’ GPA
or the subject matter being taught are product of recent cultural developments. Thus the
students’ social interactions in the classroom must be under the same evolutionary
forces. In this work we will consider the effect of three evolutionary meaningful features:
upper body strength, physical attractiveness and popularity.

In this work we continue the study [3] of the effect of these features on their uncon‐
scious preferences revealed on their focus of attention in their social interaction patterns
in classrooms. Particularly we analyze the dynamic flow of a session, divided in 9
segments of 10 min each.

2 Methodology

In this paper we studied the gaze patterns of students throughout their regular school
days. Particularly, we were interested in analyzing (1) if students pay the same amount
of attention on their teacher throughout an entire 90 min class period, and (2) if there
are students that attract more attention of their peers and are therefore more observed,
regarding five specific characteristics: gender, popularity, attractiveness, upper body
strength and grade point average (GPA). For this, we worked with one fourth grade class,
taught by one male teacher from Santa Rita School from Santiago, Chile, where, from
September 26th until November 27th of 2012, a sample of three students were asked to
wear a mini video camera mounted on eyeglass frames for the entire school day. The
parents of the students gave consent to wear these eyeglasses, as well as agreeing to
allow any information that was obtained to be disseminated both in professional confer‐
ences and in journal articles. The data has been anonymized.

By the end of the experiment, more than 150 h of video recording were obtained.
Considering that the videos had a recording quality of thirty frames per second (30 fps),
for each video, every second a frame was sampled and processed in order to detect the
presence of faces. In this project we define subject 1 as looking at subject 2 if the video
frame recorded by subject 1 reveals the face of subject 2 at a given time interval. With
this definition, a subject can be considered to be looking at several subjects at any given
moment. A total of 24,148 faces were detected and each face was saved as an image
file, along with the information of who observed that student at that precise moment.
Each facial image was then processed in order to identify the subject.

This fourth grade class had 36 students, 21 boys and 15 girls, and the average age
of the students was 10.5 years. The GPA of each student was handed to us by the school
for each subject, and in order to know each student’s popularity, the class was asked to
respond a survey (individually) where they were to grade the popularity of each class‐
mate on a scale from 1 (least popular) to 7 (most popular). Additionally, three inde‐
pendent teachers from the school rated each student’s upper-body strength and physical
attractiveness in a scale from 1(lowest) to 7 (highest). For these characteristics, we
averaged all the individual grades each evaluator gave each student, and obtained a final
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grade for each student respecting popularity, attractiveness and upper body strength.
Furthermore, we analyzed the obtained data in order to look for correlations between
the five characteristics in study, but found no correlations between each pair of variables,
meaning that the five characteristics are independent one from another. Therefore, we
categorized each student as: boy or girl, high GPA or low GPA, popular or non-popular,
attractive or non-attractive and finally, strong or weak. For this, we considered the
students as above or below the average class grade in each category.

Given that there are many more male students than female students, and that the
amount of time that each student wore the eyeglasses also varied from one user to
another, we normalized the data in order to estimate the intrinsic tendency to look at a
certain group of students. This is defined as the proportion an observer looks at the group
in the ideal case that each group comprises the same number of subjects. Finally, to
compute the tendency of a group of observers we average the tendencies of the individual
observers.

Also, each class period lasted 90 min. Therefore, we separated the periods in 10 min
intervals, in order to get a better understanding of what happens during each class.

3 Results

We obtained information about 36 students’ gazes during 22 entire school days. We
looked for all the gazes on the teacher during his lectures, and found that in the five
matters in study, students drop their visual attention on the teacher from the 4th to the
5th interval (minute 40 to minute 50 of his lectures),. When joining all subjects, this drop
is statistically significant with a p-value of 0.01, and if we separate the observers in high
GPA and low GPA, we found that this drop is only statistically significant in low GPA
students (p-value 0.04), meaning that both high and low GPA students loose concen‐
tration, but high GPA students don’t drop visual attention on the teacher as low GPA
students do from this precise moment of the class, as can be seen in Fig. 1.
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Fig. 1. Tendency to gaze at the teacher during 90 min classes according to the observers’ GPA,
with the 95 % confidence intervals
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Most studies of classroom activities gather information on student attention to the
teacher and the student’s learning. However, it is reasonable to suspect that there is an
intense social interaction dynamic even in classes where the teacher is lecturing and the
students are passively listening or taking notes. The students’ gazes are a very important
form of their unconscious interaction patterns. This type of information is signaling their
true interests, motivations, and focus of attention.

Regarding which students attract most the attention of their peers by being more
observed, for each pair of characteristics in study, we considered each student as a
crossing of these, resulting in four “types” of students for each observation. For example,
considering gender and GPA, a student could be a boy with high GPA, a boy with low
GPA, a girl with high GPA or a girl with low GPA, and the tendencies to look at these
four students must add 1 in each interval (moment).

When analyzing gender and popularity, popular boys and girls are more observed
than non-popular boys and girls in all intervals, and this difference is statistically signif‐
icant from minute 40 to 80 of the session. Also, non-popular boys are more observed
than non-popular girls in the 9 class intervals. Regarding gender and attractiveness, we
found that attractive boy students are much more observed than non-attractive boy
students, and this difference is statistically significant in 8 out of 9 intervals, whereas
girls are not more observed if attractive or not. We also discovered that attractive boys
are much more observed than attractive girls, and this difference is statistically signifi‐
cant in 5 intervals (consecutively from minute 21 to 60, and also the last 10 min of the
class), as is presented in Fig. 2. When crossing gender and upper body strength, we found
that strong boys are much more observed than weak boys, which is statistically signif‐
icant in 6 intervals, and weak girls are more observed than strong girls, which is also
statistically significant in 5 intervals, as can be observed in Fig. 3. Finally, regarding
gender and grades, we found that boys are more observed than girls at all moments of
a class indistinctly if they are high or low GPA students, and also that high GPA students
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are more observed than low GPA students at all moments of a class, indistinctly if they
are boys or girls, but neither of these differences are statistically significant.
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Regarding the student’s grades and popularity as can be observed in Fig. 4, popular
high GPA students are more observed than non-popular high GPA students, and this
difference is statistically significant in 8 of the 9 intervals (only the first 10 min of the
class are not statistically significant). Specifically, popular high GPA students are more
observed than popular low GPA students, and non-popular students with low GPA are
more observed than non- popular students with high GPA. These differences are statis‐
tically significant in 5 of the 9 class intervals, mostly in the middle and end of each
session. When crossing grades with attractiveness, we found that attractive students are
more observed than non-attractive students, indistinctly if they have a high GPA or a
low GPA. This difference is statistically significant in 7 of 9 intervals in low GPA
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students (only the first and last 10 min of the class are not statistically significant),
whereas it is only significant in 3 intervals in high GPA students, in the middle of the
session. Also, non-attractive high GPA students are much more observed than low GPA
non-attractive students throughout the entire 90 min classes.

When looking at popularity and attractiveness, presented in Fig. 5, we found that
popular attractive students are more observed than non-popular attractive students in the
9 class intervals, and it is statistically significant in 5 (consecutively from minute 21 to
70 of the sessions), and popular attractive students are also more observed than popular
non-attractive students, and this is statistically significant in 8 of the 9 intervals (only
the first 10 min are not significant). Regarding popularity and strength, popular strong
students are much more observed than popular weak students and non-popular strong
students, and both differences are statistically significant in 8 intervals (only the second
and first 10 min respectively of the class are not significant). Also, non-popular weak
students are more observed than non-popular strong students and popular weak students,
which is statistically significant in 6 and 5 intervals respectively, mainly during the
second half of the sessions.
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Finally, when analyzing attractiveness and strength, we found that strong attractive
students are more observed than strong non-attractive students, and also, that non-attrac‐
tive strong students are less observed than non-attractive weak students, and both differ‐
ences are statistically significant in 8 intervals (only the first 10 min are not significant).

4 Discussion

Prieto et al. [13] highlights the great value to study how the classroom process unfolds,
not only at the temporal scale of whole sessions but in more fined-grained episodes. This
type of information is critical to improve teaching, since it provides teachers with means
of controlling the flow of activities and how to adapt them.
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For the first 40 min of each class period, students’ attention on the teacher tends to
increase every 10 min, reaching its highest level after 40 min past the start of the lecture
in almost all subjects. But for the next 10 min after this peak, students lose their concen‐
tration drastically, especially low GPA students. This finding is a clear indication that
class lectures cannot last more than 45 min, or should always contain a break at this
moment if are considered as 90 min periods in order for the teacher to maintain his/her
students’ attention at the highest.

Fourth grade boys and girls are very different. Boys are still children, whereas girls
are beginning their adolescence stage. Throughout this study, boys are much more
observed than girls, and especially attractive and strong boys. When looking through
the data to find out who the observers are in these cases, we discovered that girls are the
ones that mark this difference. Boys look at boys indistinctly if they are attractive and
strong or not, but girls gaze much more at attractive strong boys than non-attractive weak
boys. On the other hand, weak girls are much more gazed at than strong girls, but the
observers in this case are both boys and girls.

Our findings reveal that if a student has a high GPA, than he/she will obtain more
attention at all moment if he/she is popular than if he/she is not. Moreover, non-popular
low GPA students have more gazes than non-popular high GPA students. This reflects
how much more important popularity is than grades in fourth grade students. Looking
into the data, we found that boys mark this difference more than girls, as well as high
GPA students.

Also, attractive high GPA students get more gazes from their peers than non-attrac‐
tive high GPA students. Interestingly enough, this difference is marked by low GPA
students, whereas they are the ones that look more at the attractive high GPA that the
non-attractive high GPA. Finally, if a student is non-attractive, than he/she will obtain
more attention at all moment if he/she is has a high GPA than if he/she does not.

Regarding popularity and attractiveness, it was quite obvious that we would discover
that popular attractive students would be more observed than popular non-attractive and
non-popular attractive. What we were not prepared to find was that the children that
gaze more at the popular attractive than the popular non-attractive are the popular
students, because the non-popular do not distinguish between attractive and non-attrac‐
tive when gazing at the popular. Also, the students that gaze more at the popular attractive
than the non-popular attractive are the attractive students, because the non-attractive do
not distinguish between popular and non-popular peers when gazing at the attractive.

Something similar was revealed with popular strong students. The children that gaze
more at the popular strong than the popular weak are the popular students and the girls.
Neither the non-popular nor the boys distinguish between strong and weak when looking
at the popular peers. Also, the students that gaze more at the popular strong than the
non-popular strong peers are the attractive students, because the non-attractive don’t
distinguish between popular and non-popular when gazing at the strong students of their
class.

Finally, the strong attractive students are more observed than the weak attractive
students, and this difference is marked mainly by the girls and not so much by boys,
which is consistent with our first hypothesis about the difference between fourth grade
boys and girls. In our previous paper [3] we stated that the tendency for male students
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to look at attractive female classmates was 0.537, higher than chance (0.5) with p-value
less than 0.001. When double checking these results during this analysis, we realized
that this finding wasn’t correct, whereas boys do not look significantly more at attractive
girls than non-attractive girls.

Most of the time awareness comes after unconscious decisions, and this can have at
least a quarter of a second of delay [11] in very simple decisions. In the case of more
complex cognition, the delay can be much longer. Siegler et al. [16] for example,
proposes a model for conscious discoveries of strategies that occurs much later (even
days or weeks) after the unconscious discovery of the strategies. Therefore, throughout
this project we have come to discover that student’s gazes can reveal part of their
unconscious collective preferences and interaction patterns.

Thanks to these results, teachers now have a better understanding of their students’
attention throughout a class period. Even more, teachers can now focus their attention
on students that are more gazed by their peers for some activities where they might need
the entire class’s attention, and also should consider paying special attention to those
students that are not gazed as much by their classmates, in order for them to feel more
welcomed in their class.

From the unconscious interactions in classrooms emerge important patterns that
affect the collective intelligence of the class and the effectiveness of the teacher. It is
critical to detect and identify these hidden patterns in order to be able to improve class‐
room management. The teacher has to connect with the students, attract their attention,
coordinate their actions, and make sure they follow his/her plan for the class. The
unconscious gaze patterns reveal a whole dynamic mostly hidden to the teacher and not
captured by surveys. In this paper we have identified some of them that show the dynamic
of students’ gazes to the teacher and classmates.
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Abstract. This paper introduces results of two surveys focused on the use of
smart mobile devices within the higher education. Data were collected by the
method of questionnaire in the research sample of 205 students of the Faculty of
Informatics and Management, University of Hradec Kralove, Czech Republic,
matriculated in IT and Management study programmes in 2013/14 and 2015/16
academic years.
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1 Introduction

Latest technological devices such as smart phones or tablets has provided strong impact
on the whole society. The young generation cannot imagine their living without them
anymore. All changes, which mobile devices bring to all spheres of human activities,
are also reflected in education.

Mobile learning can be defined as learning exploiting means of wireless technology
devices that can be pocketed and utilized wherever the learner’s device is able to
receive unbroken transmission signals [1].

In addition, Traxler lists the core characteristics that define mobile learning and
differ it from e-learning [2].

These include (in alphabetic order): bite size, connectivity, context awareness,
informality, interactivity, light weight, personalized device, privacy, portability, situ-
ation and spontaneity,

Furthermore, it is important to note that mobile device is a device which a user can
carry with all the time; and thus he can search for information anytime and anywhere as
been autonomous form electric supply [3] or [4]. Smart learning is not only education
supported by mobile phones, but in fact, by all types of mobile devices. Below the
authors of this article present the most suitable mobile devices for smart learning that
were also monitored in the surveys: notebook, netbook, smart phone, tablet, multi-
media player, e-book reader, portable playing console and others.

A few years ago, in the Czech Republic, traditional non-portable (immobile)
didactic means were widely explored in education. One of the reasons was that mobile
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devices were not largely available as in other technically developed countries. This
state changed substantially within last few years, when mobile devices and applications
have been applied on all levels of education, quickly moving from small-scaled to
important didactic means.

The authors of this article see smart learning as a natural technological and didactic
expansion of eLearning, which is gaining a new added value by this.

Therefore, the main objective of this article is to monitor the state-of-art in the use
of smart mobile devices, and consequently reflect it in the concept of mobile learning
(m-learning) at the Faculty of Informatics and Management, University of Hradec
Kralove, Czech Republic. Partial research questions were defined as follows. How did
the situation change from 2013/14 to 2015/16 academic years under these criteria:

1. Students’ ownership of mobile devices;
2. purposes students exploit the mobile devices:

(a) private communication compared to education related communication;
(b) private purposes (other than communication);
(c) entertainment;

3. mobile devices for higher education compared to further education;
(a) sources of information exploited within the higher education compared to

sources of information exploited within the further education;
4. social networks students exploit for the higher education (three most frequently

used networks were monitored)
(a) other social networks students exploit for the higher education

2 Theoretical Background

The paper deals with a current topic in education relating to the use of latest technologies
in higher education. Its main objective is to contribute to the m-learning didactics, i.e.
how to implement mobile devices in the process of instruction reflecting their advan-
tages and limits. In the research running in the sample group of students, first, the
ownership and use of mobile devices was detected, both for private and education
purposes; second, the collected data were compared to other related researches.

Nowadays learning, particularly the university learning, is supported with modern
information and communication technologies. Moreover, at present eLearning is being
taken over by the so-called mobile learning (m-learning), which is possible thanks to
the rapid growth of mobile devices such as notebooks, smartphones or tablets. In
comparison with eLearning, smart learning provides further opportunities for more
effective learning in the sense of its wireless connections, mobility and portability, full
ubiquity or instant information sharing. The aim of this article is to explore whether
university students at the Faculty of Informatics and Management in Hradec Kralove
are well-equipped for this new smart learning and whether they use mobile tech-
nologies for their studies or not.

Higher Education institutions exploit mobile services to improve students’ per-
formance and the quality of education by supporting various approaches to wireless
devices implementation in the e-learning process (e.g. [5, 6]).
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Nevertheless, at present thanks to the rapid development of wireless technologies
eLearning moves to mobile learning [7].

In fact, Park, Nam & Cha [8] see mobile learning (m-learning) as a new and
independent part of eLearning where the education contents are handled solely by
mobile technological devices. Table 1 below then presents paradigm shifts between
eLearning and m-learning.

Since 2012/13 academic year virtual desktops running on VMware tools have been
used at the Faculty of Informatics and Management, University of Hradec Kralove
(FIM UHK), the leader in the process of the ICT implementation in higher (technical
and engineering) education in the Czech Republic, to support the process of instruction
in selected subjects. Currently, all IT laboratories have had their “twins” in virtual
desktops, which enabled students to have anywhere/anytime access to specialized
software. From the FIM’s point of view smart learning is defined as such an approach
which uses portable information and communication technologies within the process of
instruction, and it does not matter what device is used - smartphone, notebook, net-
book, tablet, PDA, e-reader, mp3 player, or game console etc. The question is
whether/to what extent these devices are available to students and what purposes they
use them for. We expected the monitoring results would show us the mobile devices
were widely owned and used by students. It means students have both the mobile
devices and m-competences, and therefore the mobile devices can be used for edu-
cation purposes.

The process of ICT implementation into education started in 1997 at FIM; and it
became widely spread after 2000, when the LMS WebCT (since 2006 called Black-
board) started to be used. In this academic year, more than 250 online courses support
single subjects and are available to students, either for the part-time and distance forms
of education, or to assist the face-to-face teaching/learning process. Moreover, all
online courses are also available on mobile devices. It means the blended learning
model is applied which combines three approaches: (1) the face-to-face instruction,
(2) work in online courses and (3) individualized approach to them through mobile
devices. This solution satisfies learners’ time/place preferences and bridges formal and
informal learning [5].

Table 1. Paradigm shifts between eLearning and m-learning

eLearning m-learning
Wired Wireless
Static Mobile

Semi-ubiquitous Fully ubiquitous
Personalized Situation-based (solving real-life tasks)

Providing fast feedback Providing instant feedback
Delayed information sharing Instant information sharing

(Authors’ own source)  
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3 Methodology

3.1 Research Sample

Both surveys were held at the University of Hradec Kralove, Faculty of Informatics and
Management (FIM). In the institution students can enroll at three-year bachelor study
programmes in Applied Informatics (AI3), Financial Management (FM3), Tourism
Management (MCR3), Sports Management (SM3), or follow-up two-year master study
programmes in Applied Informatics (AI2) and Information Management (IM2), or
doctoral study programmes in Knowledge Management (IZM) and Applied Informatics
(AI). Totally 205 FIM students (male 60 %; female 40 %) participated in 2013/14
academic year and 270 students (male 46 %; female 54 %) in 2015/16. Reflecting the
study programmes and respondents’ age the research sample was structured as follows
(Figs. 1 and 2):

The figures show both research samples are rather similar, having 62 % of IT
respondents (AI, IM), 27 % of Tourism and Management (MCR) and 10 % or 11 % of
Financial Management (FM) students.

From the view of age, 70 % and 78 % of respondents were within the 20-24 year
olds, having 4 % and 3 % of those above 40 years and similar amounts of other age
groups.

Fig. 1. Research sample: study programmes structure

Fig. 2. Research sample: age structure
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3.2 Methods and Tools

Data were collected by the online questionnaire within the LMS Blackboard of Google
Doc. The questionnaire contained 12 items focusing on two main fields of interest – the
ownership, use and preferences of (1) mobile and other devices and (2) social networks.

Respondents provided answers of the multiple-choice type; four choices could have
been made in items 1 and 2, all choices could be marked in items 3–8, one choice was
in items 9 – 12. The NCSS2007 statistic software was used for processing the collected
data; the method of frequency analysis was exploited and the results were analyzed.

4 Results

The survey results are structured according to the criteria of partial research questions.
If two separate figures are displayed, the former one relates to 2013/14 academic year,
the latter figure to 2015/16.

4.1 Students’ Ownership of Mobile Devices

Intentionally, the respondents’ ownership is not expressed in percent but in absolute
amounts. As the total amounts of respondents differed (205: 270) in the academic years

Fig. 3. Students’ ownership of mobile devices
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but both figures have rather identical shape, we can conclude that there is no difference
in students possession of mobile devices - most students own notebooks and smart
phone. (See Fig. 3).

4.2 Purposes Students Exploit the Mobile Devices: Private
Communication, or Education/Work-Related Communication

Under this criterion, the decrease was detected in the use of notebooks for education
and work. On the other hand, smart phones were more frequently used in 2015/16
compared to 2013/14. (See Fig. 4).

4.3 Mobile Devices for Higher Education Compared to Further
Education

Identical changes can be seen under this criterion, i.e. the increase of smart phones and
tablets use for both the university and further education, as well as the decrease in the
use of notebooks. (See Fig. 5).

Fig. 4. Frequency comparison: mobile devices for private, or education/work-related
communication
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4.4 Sources of Information Within the Higher Education Compared
to Further Education

What is really surprising under this criterion is that in 2015/16 some respondents
declare they do not use e-subjects in LMS. Through these online courses the process of
instruction in each subject at FIM is managed, the study of materials in courses is
necessary for understanding the field (and passing credits and exams). So this result
does not correspond to the teachers’ requirements and general students’ practice.
Therefore, more detailed insight should be made in the future in this area (See Fig. 6).

4.5 Social Networks Students Exploit for the Higher Education

Three most frequently used networks were detected as frequently exploited, and
therefore monitored. (see Fig. 7).

Fig. 5. Frequency comparison: mobile devices for university and/or further education
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Both figures show very similar results; slight decrease was detected in ‘never’ use
of LinkedIn; however, the ‘never’ use increased with Google+.

From other social networks students exploit for the higher education only Twitter
(19 %) and Skype (8 %) were detected. The frequency of exploitation other than the
three above mentioned social networks was close to zero in 2013/14. In 2015/16 the
data were nearly identical with Twitter (17 %) and Skype (12 %; the increase was
detected with Whats Up only (12 %). Hardly any f other social networks were used by
the respondents.

(Exceptionally: fewer than twice times per month; Seldom: irregularly, approxi-
mately 4 times per month; Not frequently: 2-3 times per week; Rather frequently: 4-6
times per week).

Fig. 6. Frequency comparison: sources of information for university and/or further education
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5 Discussions, Recommendations and Conclusions

As presented above, the data show students equipment in the area of mobile devices is
sufficient; therefore these can be implemented in the teaching/learning process. Stu-
dents rather frequently use various types of mobile devices for both the private and
educational purposes. This result means the practical level of students’ literacy is high
and mobile devices can be implemented in the higher education to provide students the
access to social networks. However, this field has not been adequately worked out from
the didactic point of view in the Czech Republic.

There are hardly any researches; up to now only one valuable result of research on
mobile devices implementation into higher education has been published – in 2011 by
Lorenz [9] who analyzed the concept of mobile education under the conditions of
developing university environment, particularly focusing on the process of learning
enhanced by library services. He answered the research question dealing with students
and teachers learning/teaching skills to use the potential of mobile-assisted learning and
social networking for higher education. Particularly he focused on the criterion whether
they are willing and able to bear financial expenses to cover relating services and what
their attitudes to the mobile-assisted teaching and learning are. Been aware of the fact that

Fig. 7. The exploitation of three frequently used social networks
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his results were collected in 2010, they can be compared to those collected at FIM in
several criteria: ownership of mobile phone (students – 92 %, teachers – 85; smartphone:
students – 10 %, teachers – 27 % (in 2010); notebooks or laptops (students – 65 % and
the same number of teachers); mp3 players (students – 61 %, teachers – 46 %). These
data prove that not only students but also teachers are sufficiently equipped for
mobile-assisted learning implementation. However, only 65 % of students and 42 % of
teachers proclaimed sufficient readiness for mobile-assisted learning, i.e. they thought
they had appropriate learning/teaching skills for efficient use of mobile devices in
education.

This result contracts to Corbeil and Valdes-Corbeil results (from the sample group
of 107 students and 30 teachers the readiness to exploit mobile devices for educational
purposes was expressed by 94 % of students and 60 % of teachers [10].

In Lorenz’s research totally 57 % of students and 46 % of teachers were willing to
pay for education-related services and the same amount of both parties would
appreciate/were going to implement mobile devices into learning/teaching.

As widely expected social networks were mostly used for private purposes, par-
ticularly for communication and visualization of family, friends and items of interest.
So as this fact could be exploited for educational purposes, strong didactic effort and
motivation targeting at learners should be applied, and both the access rate to social
networks and their real use should be increased. As mentioned above, in practice the
access is made through mobile devices which provide various advantages (e.g. low
weight, small size, 7/24/365 access) and disadvantages (e.g. small screen), when pre-
senting the (learning) content. This fact means that study materials, tests, communi-
cation and other tools enhancing the process of instruction must be provided in formats
which are clearly displayed to the social networks’ users on small screens of mobile
devices. In practice it means e.g. long fulltext materials to be shortened, animations and
video-sequences should meet requirements of good technical and technological quality
and size on the screen, simple presentations with bulleted texts are preferred, as well as
tests in multiple-choice, true/false, yes/no formats etc. Thus the mobile-assisted
learning didactic principles are reflected within social networking. Thus they can be
considered an inseparable part of this phenomenon.

Currently, in the globalized world, differences in technical and technological
development are quickly fading in the field of mobile devices and Czech students and
teachers are sufficiently equipped with them. However, the scientifically-verified
methodology (didactics) on how to implement mobile devices into education, partic-
ularly how to start and apply mobile-assisted learning into the process of instruction, is
still missing.

In a world that is increasingly reliant on connectivity and access to information,
mobile devices are not a passing fad. As mobile technologies continue to grow in
power and functionality, their use as educational tools is likely to expand and, with it,
their centrality to formal education [11]. In addition, mobile devices are revolutionary
because they transcend the boundaries of the structural status of classrooms and lecture
halls and their associated modes of communication – they do not have to be confined to
one particular place and time in order to be effective [12, 13].

Furthermore, smart learning is fully student-center in comparison with traditional
classes and in some respect also with e-learning (cf. [8] or [9]).
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Further research should thus examine implication of smart learning for the design
of teaching and learning [14, 15].
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Abstract. Prediction Market serves as an alternative tool mainly
applied to gather the information widespread among the numerous
experts. This tool can be used as a supplementary teaching aid in the
financial engineering courses. The outcomes of selected markets give also
the useful continuous feedback to the teachers. The contribution is the
focus on motivational and incentive system. The prediction market infla-
tion is introduced as motivation tool. The participants’ activity is ana-
lyzed by the influence of inflation engagement. Two groups of market
participants are compared with respect to participants’ activity and infla-
tion administration in the experiment. The comparison is maintained on
the same market in the same conditions for all participants. The imple-
mented system of signals allows to apply inflation only to the selected
group and in the selected periods during the experiments. Finally, the
increased number of the active shares on the counts of the participants’
activity is considered.

Keywords: Prediction market · Motivation tools · Incentive system ·
Information aggregation · Financial engineering · Status quo bias ·
Endowment effect

1 Introduction

Prediction markets (PM) are speculative markets created for the purpose of
making predictions. Experts use them as alternative tools for the information
data gathering. Prediction markets simulate the activity of stock exchanges at
which such instruments are traded and are used to forecast the probability of
some particular event (e.g. Donald Trump will win the presidential elections), or
those, which are related to a value of an estimated parameter (e.g. the percentage
of votes won in the parliamentary election by a given political party). The value
of an instruments is determined by the extent of confidence of the sellers and
buyers in a given event or a value of a parameter. The current market price
can be interpreted as an estimate (forecast) of the probability of an event or an
estimated value of parameters. People who buy low and sell high are rewarded
for improving the market prediction, while those who buy high and sell low are
penalized for degrading the market prediction.

The prediction market described in this work is a supplement to the financial
courses at the Faculty of Economics in Pilsen. Experimental PM FreeMarket has
c© Springer International Publishing Switzerland 2016
N.T. Nguyen et al. (Eds.): ICCCI 2016, Part II, LNAI 9876, pp. 354–363, 2016.
DOI: 10.1007/978-3-319-45246-3 34
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become one of the new approaches in education not only in this type of courses,
but it can be put alongside other forms of education, such as e-learning, m-
learning etc. (see [1,2]).

In education process the prediction market can serve in two areas.

– Teaching aids - the students familiarize themselves with the basic principles
of financial markets. They have to analyze share prices and make decisions
whether to sell or to buy shares. Less obvious operations in the market trade,
e.g. short trade, can be clearly explained to the students. The failure in the
experimental market is a better personal experience than hours of reading.

– Tool for information aggregation - the principal goal of prediction markets is
to gather implicit information about the course management, training man-
agement, eventually exams management in any course. The gathered infor-
mation provide valuable feedback for the teachers. The instructor can set
up a new markets with different evaluation of lectures or practical lessons.
Students should buy the shares corresponding to their evaluation of course
activity. Prices of particular shares inform teachers about student evaluation.

The latter functionality is very useful in an interim teaching evaluation, i.e.
the course of lectures, seminars, the final tests and assessments. Unlike conven-
tional disposable evaluation of teaching quality, which often takes place after the
classes, used technology of predictive market enables not only evaluation of var-
ious educational activities during the semester, but the shares price of offered
predictions (teaching evaluations) allows the teachers to change the course of
these activities.

Quality of predictive market, especially the accuracy of forecasts and credibil-
ity of the ongoing teaching evaluations and the resistance to price manipulation
on the part of participants depends on the activity of market participants, i.e.
their willingness to trade actively. For these reasons, the activity of traders and
their motivation are the key factors the administration of predictive market is
focused on.

In prediction market implementation we follow the basic structure of market.
The setting of this structure designates the quality and fruitfulness of market.
According to [3] the construction of PM can be divided up to three areas: Choice
of Forecasting Goal, Incentives for participation and information revelation and
Financial market design. This contribution focuses on incentives and motivation
system.

We implemented several tools for the support of the activity participants.
These tools motivate the market participants to increase their trade activity.
One of the tools called PM inflation is introduced. The goal of the PM inflation
implementation is to increase the trading volume, trading frequency, and thus
the liquidity of the market. In this way, PM Inflation increases the accuracy of
embedded predictions, which evaluates the progress of education while simul-
taneously increases the system resistance to the price and as well as of match
predictions.

The main objective of this paper is to research the impact of proposed and
implemented tool on the behavior of market participants and its influence on
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market activity. The experiments investigate whether inflation in the form of
a cash penalty of inactive participants promotes more active participants in
trading on the market and thus increases the accuracy of teaching evaluations.

The first section provides a theoretical background and literature review
including the discussion of the existing motivation tools. The importance of
motivation and incentive system is shown. The following section introduces the
proposal and the application of the PM inflation as a possible motivation tool.
The influence of PM inflation application is illustrated on the comparison of
market participants with and without PM inflation on the same market. The
results of these experiments are presented and finally, the possible influence of
active shares count is discussed.

2 Theoretical Background and Literature Review

PMs were applied for the first time in the form of the political stock exchange to
forecast the results of the 1988 U.S. presidential election launched as Iowa Elec-
tronic Market (IEM) [4]. The principles of prediction markets are also described
in an article of R. Hanson [5]. The most famous example of PM is Iowa Electronic
Markets [6,7]. Since 1988 this market has forecast the American presidential elec-
tion results more accurately than traditional polls in 75 % of cases [8]. Pennock
[9] describes the principle of the dynamic pari-mutuel markets in his contribu-
tions, Hanson [10,11] presents the idea of combinatorial information markets.
The summarizing monograph “Information markets: A new way of making deci-
sions” by Hahn and Tetlock (Eds.) [12] provides an excellent guide to the issues
of prediction markets.

There are several studies dealing with the use of PMs in the area of education.
For example Ellis and Sami [13] in political science courses, or Damnjanovic
et al. [14] in project management courses. Buckley, Garvey, and McGrath [15]
use the PM principle in the social science and economics courses to develop the
orientation and decision making processes. Passmore, Cebeci, and Baker [16] use
PMs to solve problems of innovations in the technology of education.

2.1 The Existing Motivation Tools

In the history of the prediction markets the problems of incentives system have
been dealt with in various ways. R. Hanson [10,11] proposed and described
an automatic market maker (AMM) which enables the buyer (or the seller) to
trade without the necessity of the simultaneous online presence of the market
participants.

The Dynamic Pari-mutuel Market Maker (DPM) is solution introduced by
Pennock [9]. The principle of DPM links the advantages of the Continuous Dou-
ble Auction (CDA) and the principle of the pari-mutuel market. This way it
eliminates the disadvantage of the low liquidity CDA and also the problem of
the pari-mutuel market which does not enable to respond to the new information
by the price change.
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The problem of the low level traders activity according to their absence is
also dealt with by the introduction of records and keeping the book of orders.
This measure also enables asynchronous trading without the necessity of the
permanent presence on the market.

S. Luckner [17] analyzed the impact of different monetary incentives on the
prediction accuracy. The results show that payment schemes related to perfor-
mance do not necessarily increase the accuracy of predictions. Due to the traders’
risk aversion the competitive environment in a rank-order tournament leads to
the best prediction accuracy results.

However, the results of these empirical studies do not solve the main problem
we identified when using experimental PM with non-monetary award, i.e. status
quo bias.

3 PM Inflation as a Motivation Tool

In [18] the proposal and implementation of PM inflation was presented and the
influence of PM inflation on behavior of participants was analyzed. Participants
in experimental PM FreeMarket with non-monetary award, that were endowed
with a start portfolio, may have a tendency to stick to the initial endowment
(“status quo bias”) or their willingness to accept greatly exceeds their willingness
to pay (“endowment effect”) [19]. As the solution of this problem the inflation
factor was introduced. This factor would have to decrease the value of the free
uninvested virtual money in the participants’ accounts and encourages them
invest their money on the market. The inflation rate depends on the ratio of the
free and invested funds and motivates the participants to invest their funds into
the market assets. This motivation incentive is called the PM inflation.

The implemented PM inflation decreases the daily nominal value of the free
points of the traders. This process is illustrated by the following formula:

CM(t + 1) = CM(t) × (1 − Rf/360) (1)

where

– CM(t) - current free points on the participants’ accounts before the adjust-
ment of the PM inflation for the given period;

– CM(t + 1) - points on the participants’ accounts after the adjustment of the
PM inflation for the given period;

– Rf - PM inflation ratio.

With regard to the described reasons and setting the sources of the PM
inflation, the PM inflation ratio is constructed according to the following formula:

Rf = max(0, (TC − TD)/TS − 1) (2)

– TC - total volume of the funds on all accounts;
– TD - total demand = the number of demanded shares × the buying price;
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– TS - total supply = total value of the newly issued shares (number × the
current price) + total value of the shares kept (number × the current price).

– TC −TD - totaql volume of free funds on all acounts. TC includes the funds
that are blocked for active unfilled orders.

The defined ratio (2) was not too elastic especially at the start period of mar-
ket trading, when the total supply TS of newly issued shares markedly exceeds
funds TC of lower number of registered participants. The PM inflation ratio was
zero and it didn’t respond to low number of trading orders for demanded shares.
By this way the ration didn’t motivate participants to invest their free funds and
protect the value of funds. The next construction of ratio solves the described
problem.

Rf = ρ(TC−TD)/TS − 1 (3)

where
ρ - PM inflation weight.

The PM inflation weight is a corrective parameter that is set to a constant value
and it determines the rate of PM inflation increase. The weight is usually set to
values between 1.1 and 1.5.

In [18] the comparison of two groups of participants was presented according
to influence of PM inflation application. The PM inflation was applied only for
one group of participants. The trading volumes of both groups were compared
and the higher activity of group with PM inflation was detected. The deficiency
of this experiment was the disparity of both groups with respect to market
parameters. The main dissimilarity was in different markets, i.e. different shares
on market and different trading processes according to different trading periods
of both groups. This was corrected in a following experiment and the activities
of groups on the same market were compared.

4 Comparison of Groups on the Same Market

4.1 Methodology of Experiment

First of all the signals system was implemented on experimental PM FreeMarket.
This system allows to distribute different signals-messages to selected market par-
ticipants and to switch PM inflation on or off with respect to participant groups.

The experiment participants were the students of one of the Financial math-
ematics course. They were divided into two groups according to the campus
location (the campuses are located in two cities). The groups were designated
by letters P and C. The experiment extended over four periods. In the first
period the PM inflation was not applied to any group. It was switched on in the
second period only for the group P and it was applied in the third period to the
group C. In the fourth period the PM inflation was switched off in both groups.
The comparison focused on the first three periods. The Table 1 summarizes the
process of PM inflation application.
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Table 1. Inflation application in groups and periods (Source: own)

Group/Period 1.period 2.period 3.period 4.period

(14.2.-31.3.) (31.3.-24.4.) (24.4.-2.6.) (2.6.-20.6.)

Group P No inflation - P1 Inflation - P2 Inflation - P3 No inflation - P4

Group C No inflation - C1 No inflation - C2 Inflation - C3 No inflation - C4

The participants’ activity in particular groups is compared. The activity is
measured as the trading volume by group and period. The standard trading
volumes (TV) per participant and per day are compared for the three periods
with the help of statistical methods for parameters of groups (median, average).
The equal number of means tests were performed. The mutual comparison of
groups focuses mainly on groups P1, P2, P3 and on C1, C2, C3. The validity of
the following hypotheses: Trading volumes per participant and day in groups with
PM inflation are higher than trading volumes in groups without PM inflation.
was evaluated.

That’s why the P2 group trading volume would have to be higher than in
groups P1 and C2. Similarly the C3 activity after PM inflation application would
have to be higher than C2 group activity and at the same time it would have to
be comparable with the group P3. Described hypotheses are summarized in the
matrix in the Table 2. The symbol = denotes identical activities and symbols
<,> denote lower/higher activity. Shaded cells indicate three main hypotheses
that describe influence of the PM inflation.

Table 2. Hypotheses of activity comparison in particular groups (Source: own)

TV/TV TVP1 TVP2 TVP3 TVC1 TVC2 TVC3

TVP1 - < < = = <

TVP2 - - = > > =

TVP3 - - - > > =

TVC1 - - - - = <

TVC2 - - - - - <

TVC3 - - - - - -

When comparing the groups we have to take into account the dependence
or independence of particular groups in pairs. First of all we compare group
pairs from different locations (P,C) irrespective of the period, e.g. P2-C1, P3-C2
etc. For these comparisons we use average daily TVs per participant to elim-
inate the effect of different participants number. These groups are considered
as independent with the exception of groups in the same period and different
locations (P1-C1, P2-C2, P3-C3). The exploration data analysis of basic char-
acteristics and values recommended to use medians for statistical analysis and
non-parametric tests were employed. Mann-Whitney test was used for equality
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of means tests. In the case of dependent groups P1-C1, P2-C2 a P3-C3 non-
parametric Wilcoxon pair test was used for pairs of values in one day and in
both locations (P,C).

A different view is used for comparison of the groups in the same locations
and different period, e.g. P1-P2, P1-P3, C1-C2 etc. The members of these groups
are the same participants in different time periods and that’s why the groups
are considered as dependent. The used Wilcoxon pair test compared activity in
different time periods for every participants. The average daily trading volumes
in the period for every participants are used to consider different lengths of
periods in days.

4.2 The Results of Comparison

The results are summarized in Table 3. The cells show p-values and mutual posi-
tion of medians of groups. Not proved hypotheses are colored in the table. In
some cases the p-values indicate statistically significant differences in partic-
ipants activity however these hypotheses can’t be proved, because the result
shows contrary mutual position of medians (e.g. activity in P2 group with PM
inflation is lower than in P1 group without PM inflation and the equality of
medians is rejected p-value = 0.0023).

Table 3. P-values of mutual tests of medians equivalence in particular groups (Source:
own)

TV/TV TVP1 TVP2 TVP3 TVC1 TVC2 TVC3

TVP1 - 0.0023 (>) 0.0000 (>) 0.2387 (=) 0.0002 (>) 0.0001 (>)

TVP2 - - 0.0000 (>) 0.1078 (=) 0.0487 (>) 0.1902 (=)

TVP3 - - - 0.0008 (<) 0.3787 (=) 0.7332 (=)

TVC1 - - - - 0.7548 (=) 0.0019 (>)

TVC2 - - - - - 0.0014 (>)

TVC3 - - - - - -

The most of hypotheses were not proved (the cells are shaded). Only the
main hypothesis P1-P2, P2-C2 ev. C2-C3 describe the PM inflation influence.
These relations represent pair of one group with PM inflation and second one
without PM inflation. The core of experiment is pair P2-C2 that compares P2
group with PM inflation and C2 group without PM inflation in the same period.
Other factors, i.e. the number of newly issued shares, the number of actual shares
and the prices of shares, are identical for both groups. The hypothesis of mutual
relation was proved only for this pair P2-C2. The influence of PM inflation is
supported also by not rejected equality of medians for pairs P1-C1 and P3-C3,
i.e. similar activity in the same period and the same factors in groups on both
locations (non PM inflation in both groups in 1. period and applied PM inflation
in both groups in 3. period). On the other side the hypothesis of PM inflation
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influence on activity of the same participants in different periods P1-P2 a C2-
C3 were not proved. With respect to these results we cannot state a definitive
conclusion about the influence of PM inflation on participants activity.

The dependency graph of trading volume per participant on days offers
another possible view. Figures 1 and 2 depict the progress of trading volume
as a function of time with help of moving medians and averages. These figures
present a more detailed overview of trading volume progress per participant also
during particular periods.

Fig. 1. The progress of trading volume per participant - moving averages and medians
for 14 days and group P (Source: own)

On the figures the high TV at the start of experiment is detected and the
decreasing of TV during experiment to the end. The initial high TVs distort
averages and medians especially in P2 and P2 periods and by this way they
distort comparison with TVs in other periods. Nevertheless the exclusion of
these cases didn’t affect the results in Table 3. At the same time the graphs
show slight temporary TV increase in P group after 31.3. and in C group after
24.4. Next TVs increase follow increase of the active shares number after issue of
new shares. According to this view the prevailing influence of these two factors is
not purely clear. Only in C group the slight increase after 24.4. can be connected
only with PM inflation according to decrease of active shares number.

The possible connection between daily TV and per participant and the num-
ber of active traded shares were analyzed with the help of Pearson and Spearman
coefficients. According to these coefficients the TVs per day and participants
and the number of active shares show weak negative dependency, eventually no
dependency for the whole experiment period.
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Fig. 2. The progress of trading volume per participant - moving averages and medians
for 14 days and group C (Source: own)

5 Conclusion

This contribution describes design of the experiment that compares the activity
of prediction market participants in dependence on engagement of the PM infla-
tion. The previous experiments compared the activity of participants on different
markets with different parameters. On the contrary this experiment compares
participants activities on the same market in the same period, i.e. in the same
conditions. The system of signals was implemented on the experimental predic-
tion market and the participants in selected groups were informed about the PM
inflation by this signal system. This system allowed to compare the group with
PM inflation and no PM inflation group in the same period on the same market.
The main goal of experiment was to prove or reject the hypothesis about the
positive influence of the PM inflation on the increase of participants activity
measured with trading volumes.

Following the results of comparison we can consider the short-term influence
of the PM inflation on increase of the trading volume and on the participants
activity. On the other side we cannot except the influence of other factors in
full. One of them is the number of active shares on market. The impact of the
increase of shares offers in short term after issue of new shares has to be taken
into account together with PM inflation.

References
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Abstract. Smart learning environments can be naturally considered to
be a new challenging step of computer enhanced learning evolution, offer-
ing many new interesting facilities. Smart environments in general as
well as their special case smart learning environments can be studied as
being based on a sophisticated multi-agent based architecture, which is
behind all the decision processes that appear in the environment and
enable the environment’s functionality. The aim of this paper is to sum-
marize recent state of the art in the area, with strong focus on decision
processes in smart learning environments. We are not presenting any new
algorithms for these processes, but we discuss several various possibili-
ties and approaches instead. The paper intends to be a starting point
in looking for new ways or approaches for creating decision processes by
which smart learning environments cope with the problem of multiple
residents in a smart (learning) environment.

Keywords: On-line learning · Smart environments · Multi-agent archi-
tectures · Decision processes

1 Introduction

We are witnessing now a big effort focused on research in the area of technological
support of education. Most recent step in this effort resulted in the concept
of smart learning environments, illustrated by the number of interesting and
really implemented projects. Smart learning environments, based on approaches
and technologies deployed in related areas of Ambient Intelligence and Smart
Environments, certainly deserve considerable attention of the large community
oriented on technology enhanced learning. Smart learning environments can be
naturally considered to be a new challenging step of computer enhanced learning
evolution, offering many new interesting facilities. Moreover, a number of new
information technologies and approaches certainly will influence research in the
area of smart learning environments. Let us mention cloud based architectures
and applications as a representative.

As [1] pointed out, besides its technological perspective, social perspective,
or ethical perspective, it is possible to study the area of Ambient Intelligence
also from an educational perspective. This educational perspective deals with
problems and challenges related to proper education in relevant areas.
c© Springer International Publishing Switzerland 2016
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The famous ISTAG Report [2] started in 2001 a decade of various research
initiatives in the rapidly growing area of ambient intelligence. Among the four
basic scenarios described in the report, it introduced also a smart environment
example in the form of the Scenario 4: Annette and Solomon in the Ambient
for Social Learning. That was a vision of a learning environment, based on a
position that learning is a social process.

According to the original description in the ISTAG report [2], the Ambient
for Social Learning (ASL) is an environment that supports and upgrades the
roles of all the actors in the learning process, starting with the roles of the men-
tor and the students as most concerned parties. The systems that make up the
ASL are capable of creating challenging and interacting learning situations that
are co-designed by the mentor and students in real-time. Students are impor-
tant producers of learning material and create input for the learning ‘situations’
of others. In other words, the ASL is both an environment for generating new
knowledge for learning and a ‘place’ for learning about learning.

Of course, the Ambient for Social Learning should be also a physical space
(consisting of a room or even several rooms in a building) together with all of
its ambient facilities, including many linkages with similar places. Its layout and
furnishing has to be flexible and diverse, so that it can serve the learning purposes
of many different kinds of groups and individuals. Such an Ambient for Social
Learning could be an intelligent classroom supporting and upgrading roles of all
the actors in the learning process, with a special accent on the roles of the mentor
and students as the most important roles. The Ambient for Social Learning is
conceived as a ‘learning system’ that is growing and improving simply by using
it. Nevertheless, discussing the importance of the ISTAG Annette and Solomon
scenario, Alsaif et al. [3] pointed out, that if we took into account this ISTAG
scenario that could serve as an ideal case for a smart learning environment,
the popular view of anywhere and anytime learning should be considered as
impractically broad. We already discussed that in [4], where an agent-based
architecture for the original ASL was proposed.

An attempt to specify smart learning environments in a slightly detailed way
was published in [5]. A bit more general overview of the Ambient Intelligence
possibilities in education brings our recently published paper [6]. The aim of
the paper was to identify and analyze key aspects and possibilities of Ambient
Intelligence applications in educational processes and institutions (universities),
as well as to present a couple of possible visions for these applications. The con-
clusion of the presented research was that exploitation of Ambient Intelligence
approaches and technologies in educational institutions was possible and could
bring us new experiences utilizable in further development of various Ambient
Intelligence applications.

In the scope of a recent research project we intend to go deeper into the nature
and structure of decision processes conducted by autonomous multi-agent archi-
tectures that are behind intelligent environments of various kinds (e.g., intelli-
gent offices, intelligent workplaces, smart learning environments, etc.), enabling
their proper functionality. Structures of these decision processes are being
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investigated and new knowledge about their nature should be obtained. In this
paper decision processes of autonomous multi-agent architectures of smart learn-
ing environments are studied, with a special focus on their specific problems.

2 Related Works

2.1 Smart Environments for Learning

According to [7], a learning environment can be considered smart when the
learner is supported through the use of adaptive and innovative technologies from
childhood all the way through formal education, and continued during work and
adult life where non-formal and informal learning approaches become primary
means for learning. That is, Kinshuk supports the meaning of smart learning
environments as neither pure technology-based systems nor a particular peda-
gogical approach, but a subtle mixture of both.

In [8], a smart environment for learning is defined as any space where ubiq-
uitous technology informs the learning process in an unobtrusive, social or col-
laborative manner. Alsaif et al. [3] pointed out, that a smart environment can
be an aware room or building, capable of understanding something about the
context of its inhabitants or workers; it can be a digitally enhanced outdoor
space park, cityscape or rural environment; or it can be the environment created
when peoples meetings or interactions are augmented by wearable devices.

Another interesting opinion can be found in [9]. They understand Smart
Learning Environments as systems that apply novel approaches and methods on
the levels of learning design and instruction, learning management and organi-
zation, and technology to create a context for learning that provides learners with
opportunities for individualized learning and reflection in a motivating way, and
that allow teachers to facilitate learning, providing scaffolding and inspiration
based on the learners needs and a careful observation of her learning activities.
As a conclusion, they pointed out that approaches in the direction of Smart
Learning Environments cannot be restricted only on the technological level, but
should involve also another dimensions.

According to [10], a smart learning environment not only enables learners
to access digital resources and interact with learning systems in any place and
at any time, but also actively provides the necessary learning guidance, hints,
supportive tools or learning suggestions to them in the right place, at the right
time and in the right form. The features just mentioned should be essential
for smart learning environment. A smart learning system can be perceived as a
technology-enhanced learning system that is capable of advising learners to learn
in the real world with access to the digital world resources. A smart learning
environment aims to help students gaining knowledge even when they are doing
leisure activities. Hwang concludes that a simple incorporation of an intelligent
tutoring system into a context-aware ubiquitous learning environment is not
enough for obtaining a real smart learning environment.
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2.2 Decision-Making in Smart Learning Environments

Kinshuk and his colleagues [11] stressed, that there are three major features of
the development of smart learning environments that separates smart learning
environments from other advances in learning technologies. The three features
(or directions) are:

– full context awareness,
– big data and learning analytics,
– autonomous decision-making.

Another important feature of smart learning environments, which differ them
from other learning environments, is their autonomous knowledge management
capability that enables them to automatically collect individual learners life
learning profiles. Collected learning profiles can track the learning progress of
each individual learner over quite long periods and across the range of sources
of evidence about the learners progress. According to Kinshuk et al. [11], based
on individual life learning profiles and the techniques of big data and learning
analytics, smart learning environments can precisely and autonomously analyze
learners learning behaviors in order to decide in real time, for example,

– what interactions with the physical environment to recommend to the indi-
vidual learners to undertake various learning activities, as well as the best
location for those activities,

– which problems the learners should solve at any given moment,
– which online and physical learning objects are the most appropriate,
– which tasks are the best aligned with the individual learners cognitive and

meta-cognitive abilities,
– what group composition will be the most effective for each group members

learning process,
– and so on.

Such autonomous decision making and dynamic adaptivity has according to
Kinshuk the potential to generalize and infer learners learning needs in order
to provide them with suitable learning conditions. This capability of decision
making and the capability of being dynamically adaptive to the learners’ needs,
based on learning analytics utilization, seems to be essential for a really successful
smart learning environment.

As Spector [12] points out, it is necessary for a smart learning environment
to autonomously provide different learning situations and circumstances, as... a
human teacher or tutor... to help learners become more organized and aware of
their own learning goals, processes and outcomes.

2.3 Decision-Making in Smart Environments

Following the concept of ubiquity, Ambient Intelligence is focused on technologies
and approaches for development of intelligent environments aiming at supporting
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their users, that is, persons surrounded by these environments. Decision processes
in intelligent environments are, for the sake of simplicity, usually studied in
specific types of environments, like smart homes or smart offices.

Architectures of these environments are usually modeled by multi-agent sys-
tems, facilitating thus investigation of processes enabling functionality of the
environments. Therefore, in general it is possible to study decision processes
in smart environments as decision processes provided by the underlying multi-
agent system, that are usually focused on fulfilling requirements or needs of
users surrounded by the environment. The situation is relatively easy in the case
of a single user, as it is no need to solve different, frequently also contradic-
tory requirements of individuals, situated in the environment. The single user
case can be taken into account in such situations, like, e.g., a senior is living in
her smart household, or a smart hospital room is monitoring the only patient
recovering herself in the room.

Of course, there are some interesting exceptions also in the case of one human
situated in a smart room. As Becerra and Kremer presented in [13], also several
other types of inhabitants could be taken into account, especially non-human,
e.g., animals, plants, but even valuable paintings, or furniture requiring some
specific treatment. If these non-human inhabitants are considered to be nearly
equally important as their human house-mate, it would be necessary to take also
their requirements into account and include them into decision processes of the
respective smart environment. An example introduced in [13] could illustrate
the case: When the human inhabitant is not in the room, the environmental
conditions in the room (e.g. light, temperature and humidity) are not monitored.
This could have adverse effects on the other (non-human) inhabitants of the
room. A dark room could prevent the plants from growing; a cold room would
make the leather sofa uncomfortable to sit on when the human inhabitant returns;
a warm, bright room could damage the valuable paintings.

Just described case of one human and several non-human inhabitants of a
smart environment can certainly be solved as a case of single resident, with
several co-residents having just a restricted number of relatively standardized
requirements. It could be clear from the fact, that those other inhabitants are
important but are not able to interact with the environment. Their possible
requirements could be in a sense inserted into the smart environment decision
making facility. For instance, a plant do not like bright light and temperature
below 20 C. The smart environment, when monitoring the daylight and temper-
ature, could always take these restrictions into account.

The multiple resident case in intelligent environments, in contrary to the
single resident case, is very interesting and far more difficult. As Cook and Das
[14] pointed out, a lot of mobility tracking algorithms worked well just for single
resident case. The multiple resident case still has been not solved satisfactorily.
It was proven already that optimal location tracking of multiple residents is a
NP-hard problem [15]. Nevertheless, as Cook and Das [14] argued further on,
it can be supposed that each resident in an intelligent environment behaves
selfishly in order to fulfill her/his own preferences or objectives and to maximize
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her/his utility. Therefore, the appearance and activities of multiple residents in
an intelligent environment might lead to conflicting goals and serious problems
if not deficiencies in decision-making behavior of the whole intelligent system.
An intelligent environment must be intelligent enough in order to cope with such
kind of problems by striking a balance between multiple preferences, in many
cases having even contradictory nature. In [15], the problem of location tracking
of multiple residents was investigated from the perspective of stochastic game
theory; however, this solution seems to be just a theoretic result still without
practical application.

3 Decision Processes

3.1 Introductory Remarks

Decision processes as such are studied broadly with a focus on their nature and
usage in various organizations, see, e.g., [16] or [17], usually as Markov decision
processes. Decision processes in multi-agent architectures are studied as well,
see, e.g., [18,19], or [20], usually with a focus on a particular application. Quite
often approaches, as multi-agent reinforcement learning, are used [21]. There is
also possible to use modeling and simulations of multi-agent systems for studying
structure and actual impact of particular decision processes, see, e.g., [22].

Agent-based simulation is now a well established simulation modeling tool
in academia and on the way to achieving the same recognition in industry, as
Siebers and Aickelin [22] pointed out. Agent-based simulation is well suited to
modeling systems with heterogeneous, autonomous and pro-active actors, such
as human-centered systems. A special position among them have smart environ-
ments, which certainly are human-centered, their actors (agents) are autonomous
up to a very high level and their important task is to be pro-active in serving
the users residing in such an environment.

Luck et al. [23] made a distinction between two Multi-Agent System par-
adigms: multi-agent decision systems andmulti-agent simulation systems. In
multi-agent decision systems, agents participating in the system must make joint
decisions as a group. Mechanisms for joint decision-making can be based on
economic mechanisms, such as an auction, or alternative mechanisms, such as
argumentation. Multi-agent simulation systems are used as models to simulate
real-world domains where agent-based modeling is appropriate.

3.2 Decisions of Smart Learning Environments

First, let us go back to the ISTAG Scenario 4: Annette and Solomon in the
Ambient for Social Learning. According to the ISTAG group, a number of spe-
cific technologies would be needed for implementation of this Smart Learning
Environment, among others the following ones:

– Recognition (tracing and identification) of individuals, groups and objects.
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– Interactive commitment aids for negotiating targets and challenges (goal syn-
chronization).

– Natural language and speech interfaces and dialogue modeling.
– Projection facilities for light and soundfields (visualization, virtual reality and

holographic representation), including perception based technologies such as
psycho-acoustics.

– Tangible/tactile and sensorial interfacing (including direct brain interfaces).
– Reflexive learning systems (adaptable, customisable) to build aids for review-

ing experiences.
– Content design facilities, simulation and visualization aids.
– Knowledge management tools to build community memory.

An important problem in each smart environment is the problem of how the envi-
ronment evaluates users needs and how it assigns preferences to them. Actually,
when many users are involved in a ubiquitous environment, the decisions of one
user can be affected by the desires of others. This makes learning and predic-
tion of user preference difficult. To address the issue, Hasan et al. [24] propose
an approach of user preference learning which can be used widely in context-
aware systems. The approach based on Bayesian RN-Metanetwork, a multilevel
Bayesian network to model user preference and priority is used there.

According to [24], a real smart system should have the following three capa-
bilities:

1. A smart system should be able to do inference.
2. A smart system should be able to learn by itself. User and developers can act

like teachers, but the knowledge should be improved incrementally.
3. A smart system should be able to solve some difficult problems, such as the

conflict among the users.

When applying the first capability on the case of smart learning environments,
the environment should monitor the users (in this case the learners making use of
the environment), and on the basis of collected data and using inferences from the
data the smart learning environment should decide about such matters as what
learning activities could be recommended to individual learners, or what are the
problems the learner should solve in the given moment. Certainly this capability
is useful in the case when assessing learners’ skill should be provided by the
smart learning environment itself [25]. In this case decisions of the environment
could influence heavily the further study path of each individual learner.

If we think about the second capability, certainly it is expected that a really
smart learning environment has to learn important facts related to the learn-
ers’ progress by itself. If this is possible, then the environment would be able to
decide, e.g., what group composition will be the most effective for each group
members learning process (cf. [11]). Such a learning of the smart learning envi-
ronment could be achieved by using various modern knowledge management
approaches, see, e.g., [1,26], or [27].

The third capability seems to be most important from the research behind
this paper point of view. Solving difficult problems, as conflict among the users
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of the smart learning environment, is certainly a very difficult task. These con-
flicts usually are based on users’ preferences that are changing over the time.
It is clear that always there is certain set of preferences of the particular user,
which are nearly static, not changing in a long term period. For instance, if a
person does not like to strong light, it is unlikely, that a day after this preference
will change. Such preferences can be evaluated by the environment quickly and
possible conflicts with others could be solved simply by comparing the prefer-
ences and using some of simple comparative algorithms (the biggest one is the
winner, or something like that). However, usually this is not the case of a group
of learners residing in a smart learning environments and having very often con-
tradictory requirements as to use some resources, or collaborating mutually on a
project, which can be a source of numerous disputes and disagreements. There it
is still lack of methods for solving such conflicts, and new approaches should be
found and applied. According to [24], the preference of user changes over time
or based on situation. It makes online learning (or adaptation) a crucial require-
ment. Sometimes there is uncertainty in users temporary preference. User does
not always select the most weighted choice. Again, when there are many users in
the smart environment, the action of one user can affect others choice. It raises
the challenges of distinguishing the preference of each user as well as resolving
the conflicts among different user preferences. The introduction of probabilistic
model can handle these uncertainty and adaptive prioritization of users. This
adaptive prioritization of users seems to be a promising way for handling the
users’ preferences successfully, however, this is still not solved satisfactorily.

4 Conclusions

Studying decision processes in smart learning environments can be one of ways
how to understand their functionality and adjust the underlying multi-agent
based architecture accordingly. It seems, that one of the most important points
here lies in investigating various methods how the users’ preferences can be
represented, evaluated, and compared mutually aiming to give the smart envi-
ronment a possibility of as proper decisions about its future actions as it is
possible. Probabilistic approaches, as the one by [24] could be promising, how-
ever, it is necessary to elaborate them further on. There could be some promising
directions based on ontologies, see, e.g., [28], nevertheless, the referenced paper
was not written with that aim. So, a lot of further research seems to be ahead.
The acknowledged project DEPIES is one of such initiatives aiming to con-
tribute to optimization and better coordination of decision processes oriented on
smart environment activities focused on the multiple residents case. And smart
learning environments are typically used by a group of residents, so they are a
good target for focused research with the described orientation. In the project,
new approaches and algorithms for decision processes in suitable multi-agent
architectures are investigated using the multi-agent modeling and simulation of
these architectures. In order to enable proper investigation of various decision
processes in a typical multi-agent based architecture of an intelligent environ-
ment, the modeling and simulation environment AnyLogic [29] is used broadly.
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Some most recent results in this direction have been published already in [30].
We believe, that agent-based simulation will be a strong tool in our way towards
deeper understanding of decision processes in smart environments, with a special
accent on smart learning environments.

Acknowledgment. The support of Czech Science Foundation GAČR #15-11724S
DEPIES is gratefully acknowledged.

References
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Abstract. Social mediating technologies have engendered radically new ways
of information and communication, particularly during events; in case of natural
disaster like earthquakes tsunami and American presidential election. The
growing complexity of these social mediating technologies in terms of size,
number of users, and variety of bloggers relationships have generated a big data
which requires innovative approaches in order to analyse, extract and detect
non-obvious and popular events. This paper is based on data obtained from
Twitter because of its popularity and sheer data volume. This content can be
combined and processed to detect events, entities and popular moods to feed
various new large-scale data-analysis applications. On the downside, these
content items are very noisy and highly informal, making it difficult to extract
sense out of the stream. Taking to account all the difficulties, we propose a new
event detection approach combining linguistic features and Twitter features.
Finally, we present our event detection system from microblogs that aims
(1) detect new events, (2) to recognize temporal markers pattern of an event,
(3) and to classify important events according to thematic pertinence, author
pertinence and tweet volume.

Keywords: Big data � Microblogs � Event detection � Temporal markers �
Patterns � Social network analysis

1 Introduction

Recent years have revealed an important increase of online social networks and social
media platforms, which gave birth to a huge volume of data in blogs and more pre-
cisely microblogs. The importance of social media comes from the fact that each user is
henceforth a potential author and the language is closer to the reality than any linguistic
norm. However, this special kind of chaotic data creates an opportunity to improve
effective event detection models by taking advantage of patterns that is created from
big data analysis. During the « Arab Spring Movement », Twitter is considered as an
important information source to coordinate protests and to bring awareness to the
atrocities [1]. In recent world events, social media data has been shown to be effective
in detecting earthquakes [2]; rumors [3]; crisis and disaster [4], spam [5], and identi-
fying characteristics of information propagation [6, 7].
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A system that can extract this information from twitter big data and present an
overview of upcoming popular events, such as sports matches, national holidays, and
public demonstrations, is of potentially high value. This functionality may not only be
relevant for people interested in attending an event or learning about an event; it may
also be relevant in situations requiring decision support to activate others to handle
upcoming events, possibly with a commercial, safety, or security goal.

Nowadays, people often attempt to search for trending news and hot topics in real
time from microblogging messages to satisfy their information needs. Under such a
circumstance, a real demand is to find a way to allow users to organize a large number
of microblogging messages into understandable events.

Recently, several systems (e.g., [2]) have been proposed to detect events from
tweets, but most of them are missing the analysis component. In the literature, several
systems (e.g., [8, 9]) are proposed to analyze events from blogs, but they may fail in
processing tweets, which are short and noisy, and do not explore rich information (e.g.,
users’s network) in Twitter. This incites us to study the problem of event detection,
which is an interesting and important task in such circumstances.

While most existing work either ignore structured aspects of the information pre-
sent in Twitter, or transpose traditional approaches of NLP to extract these structures
(such as parsing), a peculiarity of this work is rather to make the maximum specificities
of Twitter (explicit and implicit links between tweets, redundant information, temporal
and spatial co-occurrence, metadata…) to rebuild these structures. So while very many
tweets cannot be the subject of parsing, because of their ungrammaticality, a structure
linking the events and entities mentioned in the tweet can often be still inferred through
the correlation between this particular tweet and others in the same field or a related
event. Making sense of social media content is not trivial. Big Data streams from social
media platforms usually contain much:

• Informal use of language: Twitter users produce and consume information in a
very informal manner compared with traditional media. Tweets are 140 characters
in length, forcing users to use short forms to convey their message. Many routine
words are shortened such as “pls” for “please”, “forgt” for “forgot”, also the use of
slang words, abbreviations and compound hashtags.

• Noisy information: While traditional event detection approaches assume that all
documents are relevant, Twitter data typically contains a vast amount of noise and
not every tweet is related to an event.

Social media platforms have empowered users to collaboratively create, distribute
and exploit information as soon as a real-world event occurs in a wisdom of the crowd
fashion. However, finding relevant events from an amount of noise and inter-personal
communication can be a challenging task, since the relevance of a post is dependent
both on its linguistic features and Twitter features. In this paper, we propose a novel
system that combines a big data analytics environment with Twitter analytics to
semantically analyze, detect and categorize events in real time by exploring rich
information from Twitter. It fully supports the four functions proposed above:
(1) handle the informality of language in a Twitter stream with a clustering stage to
decrease noisy information and a procedure to rank tweets that describe an event best
by their informativeness using NLP tools, (2) generating temporal patterns and cause
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consequence verbs for events, (3) detecting new events not precedently known, and
(4) categorising and ranking events according to their importance.

The remainder of this paper is organized as follows. In Sect. 2, we give an over-
view of related works. In Sect. 3, we present our system outline and discuss experi-
ments and obtained results in Sect. 4. Finally, Sect. 5 concludes this paper and outlines
future work.

2 Related Works

By definition, “Big data refers to data sets whose size is beyond the ability of typical
database software tools to capture, store, manage and analyse” [10]. In fact, nowadays,
we are in the dawn of the big data era, where people are concerned with how to rapidly
get the desired information, and Big Data analytics present suitable methods and
techniques to extract key information from massive data. Indeed, big data analytics is
where advanced analytic techniques are applied on big data sets [11]. Thence, those
analytics have as a goal to discover associations and understand patterns and trends
within a huge volume of data. Big data analytics are described by three primary
characteristics: volume, velocity and variety and it has the potential to take advantage
of the explosion in data to extract insights for making better informed decisions and
bring values for enterprises and individuals.

Previous work on event extraction [12, 13] have focused largely on news articles,
as historically this genre of text has been the main source of information on current
events. In the meantime, social networking sites such as Facebook and Twitter have
become an important complementary source of such information. The problem of event
identification in social media was introduced by Becker et al. [14] who presented an
incremental clustering algorithm that classifies social media documents into a growing
set of events.

Few existing approaches are designed for streaming Twitter data and even fewer are
scalable to real-time streams [16]. And most of these works or neglect structured aspects
of the information present in Twitter, or transpose traditional approaches of NLP to
extract these structures (such as parsing), a feature of this work is rather to exploit a
maximum of specificities of Twitter (explicit and implicit links between tweets,
redundant information, temporal and spatial cooccurrence, metadata…) to rebuild these
structures. So while very many tweets can not be the subject of parsing, because of their
ungrammaticality, a structure linking the events and entities mentioned in the tweet can
often be still inferred through the correlation between this particular tweet and others in
the same field or a related event. To achieve this, the use of sequence modules (e.g.
morphosyntactic analysis and syntactic and semantic roles in …) will not suffice, and
theoretical models well founded and optimized globally (e.g. algortithme of machine
learning) will be offered. To achieve these objectives, we propose an approach that
examines and highlights the poor performance of conventional NLP tools when applied
to microblogs, and we are developing a series of tools for this type of text, which have
very particular characteristics compared to other types of classical texts, especially in
terms of redundancy of information, new types of structures (retweets, mentions,
hashtags …) and new lexical conventions (abbrévations, emoticons …) which provide
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additional information to the traditional view of NLP and can contribute significantly to
compensate for deficiencies of traditional information sources, i.e. grammatical and
lexical in the context of microblogs. So, our goal is to extract and detect complete
structures in tweets, unlike Ritter in [6, 17] that operates this formalism to classify types
of events previously detected.

Processing within our system is divided in four stages. The first is tweet processing,
during which hashtags are normalized then gathered. The second stage is Tweet
Clustering, during which tweets are divided to two clusters: Cluster EVENT and cluster
NOT EVENT according to a set of features selection. The third stage is Tweet
Annotation during which potential key event information, temporal markers, and event
terms (cause effect verbs), are extracted from single tweets in the Twitter stream. The
fourth stage is event extraction, during which the strongest pairs of dates and event
terms which match with patterns are extracted as events. The fifth and final stage is
event presentation, during which additional event terms are extracted, the final set of
event terms is selected and ordered, and tweets that mention an event are ordered. We
describe and motivate the different components below. A separate evaluation of the
most important components is presented in Sect. 4.

3 System Outline

TEXEV extracts a 4-tuple representation of events which includes a named entity,
temporal markers such as calendar date, cause effect verbs and co-occurent hashtag
frequency. This representation was chosen to closely match the way important events
are typically mentioned in Twitter. An overview of the various components of our
system for extracting events from Twitter is presented in Fig. 1. Given a raw stream of

Fig. 1. Our system achitecture
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tweets, our system extracts hashtags in order to normalize and group them in a set of
clusters then our system gathered the stream of tweets in two clusters Positive Class:
tweet contain event and Negative class if not, according to a set o features selection.
Once we selected tweets containing event, we extracts named entities in association
with event phrases, cause effect verb and temporal markers which are involved in
significant events. Fourth step during which the extracted events are categorized into
types. We extend the approach with a clustering stage to decrease duplicate output and
a procedure to rank tweets that describe an event best by their informativeness. We
implemented TEXEV based on Java and PHP with support of MySQL, Twitter4J.

3.1 Tweet Preprocessing

Information shared in social media, especially in discussion forums, blogs and tweets,
is rich and vibrant. The application of the usual methods of NLP in this context, is not
done without difficulty because of the noise and the “unusual” spelling. Blogs, tweets
and statuses updates are written informally and look more like a “state of mind”. This
informality creates different challenges to the field of NLP.

Despite our filtered and focused crawling, many users use the hashtags popular and
keywords to spam the stream to get attention. Including these tweets due to the mere
presence of hashtags or keywords may bias the analysis, so a further round of denoising
is performed following a few simple heuristics as described below:

• Tweets which contain hashtags.
• Tweets with similar content but have different user names and with the same

timestamp are considered as multiple accounts.
• Tweets with same account and same content are considered as duplicate tweets.
• Tweets with same account and same content at multiple times are considered as

spam tweets.

3.2 Hashtag Processing

As we have argued in the introduction, the problem of classifying a stream of social
media data into events can be seen as an instance of stream data classification where the
set of classes is constantly growing and evolving. We consider an event as something
that happens in one day and in one place, such as event, or that spans several days or
locations such as epidemic. An event will be represented by a set of terms whose
frequency increases sharply to one or more times during the period analyzed. As
hashtags used to give a general idea about the topics discussed in a tweet, one of our
methods uses these elements to identify salient topics. Our first task is normalizing and
grouping hashtags to use them as an event indicator.

Normalization of Hashtags. In this section, we present the techniques that we have
applied to normalize terms. The microblogs users often make spelling mistakes creating
several variants for the same term. This problem was already addressed by spelling
systems using phonetic algorithms. These algorithms will index the words according to
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their pronunciation. The principle is to use the pronunciation of a misspelled word to
predict the correct word with the same pronunciation, which corresponds to it. We used
the algorithm of Soundex to normalize the terms that have a similar pronunciation.

Grouping of Hashtags. Our method is based on terms found in tweets to determine
the salient topics; whereas, a subject is often represented by more than one term.
Therefore it is important to group the terms referring same subject, if each term in the
corpus represent a different subject. The semantic relationship between two terms is
used to identify their degree of association. This information plays an important role in
several areas of NLP such as the automatic construction of thesaurus, information
retrieval… For example, it is useful to use terms similar to those specified in the user’s
query to retrieve relevant documents. Several studies have relied on bases manually
constructed by linguists (e.g. WordNet) to determine the semantic relationships
between terms. These databases contain information indicating the type of relationship
(synonym, antonym, hypernym…) between terms. However, they do not cover the
dialects or the writing mode (errors, abbreviations) used in social media. Furthermore,
the language used in social media is frequently enriched with new terms invented by
users (e.g., products, people, political party…).

We implemented a system based on co-occurrence hashtags to group a common
topic. Since the tweets are short, we considered the whole tweet like window. We
found that hashtags that frequently co-occur are similar or relate to the same subject. To
measure the degree of relationship between two hashtags, we used the measure
Pointwise Mutual Information (PMI). PMI measures the amount of information pro-
vided to the simultaneous presence of a pair of terms in our case the Hi hashtags.

PMI Hi;Hjð Þ ¼ log
P Hi&Hjð Þ
P Hið ÞP Hjð Þ

� �
¼ log ð N*a

ðaþ bÞ � ðaþ cÞÞ ð1Þ

P (Hf&Hj) is the probability that Hi and Hj appear together in one tweet. P (Hi) P
(Hj) is the probability that Hi and Hj appear together, if they are statistically inde-
pendent. Ratio P(Hi & Hj) and P (Hi) P (Hj) measure the degree of dependence
between Hi and Hj. PMI is maximized when Hi and Hj are perfectly associated. N is
the number of tweets considered; a is the number of times Hi and Hj appear together, b
the number of times that Hi is present but Hj is absent while c is the number of times Hj
is present, but where Hi is absent. In our case, the a priori determination of the number
of clusters is hardly en-visageable since each cluster represents a subject, which we do
not know the number in the corpus. Therefore we normalize PMI values using the
method.

NPMI ei; ejð Þ ¼ log
P ei&ejð Þ
P eið ÞP ejð Þ

� �
=�log P ei&ejð Þ ¼ PMI=�log P ei&ejð Þ ð2Þ

P (ei & ej) is the probability that ei and ej appear together. The value of NPMI is
comprised within the range [−1, 1]. NPMI (ei, ej) is 1 when ei and ej are completely
dependent and −1 if they are completely independent.
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3.3 Semantic Analysis of Tweet

Tweet Clustering. For most clustering algorithms, the user must have sufficient
knowledge of the data to determine the number of clusters. For example, the k-mean
algorithm requires specifying in advance the number k of clusters to use. Therefore, we
used k-means to classify tweets into two clusters: Positive class: if a user makes a tweet
about a target event and Negative class: if a user doesn’t make a tweet about a target
event. As features for this task we use the presence of date, of named entities and of
event terms by using dictionaries of event terms gathered from WordNet.

Pattern Matching. In order to extract event mentions such as temporal markers and
cause effect verb from Twitter’s noisy text, we first annotate a corpus of tweets, which
is then used to train sequence models to extract events.

Our pattern acquisition approach involves multiple consequtive iterations of ML
followed by manual validation. Learning patterns for each event-specific semantic role
requires a separate cycle of learning iterations.cf

After analyzing 100000 tweets; we noticed that they might have one of the fol-
lowing patterns:

(1) Calendar term followed by an event.
(2) Preposition followed by a calendar term.
(3) Event followed by a calendar term.
(4) Subject followed by a relative pronoun, followed by a verb cause-consequence,

and followed by event.
(5) Subject followed by a verb cause-consequence, followed by event.
(6) Subject followed by a verb cause-consequence, followed by event.

We sequence these linguistic markers according to their types.

(1) The calendar term class

• propo-num stands for preposition + number.
• Cal-num stands for: calendar + number.
• Prepo stands for preposition.
• Num-cal-num stands for number + calendar + number.

(2) The occurrence indicator class

• Adj_occ stands for adjective + occurrence.
• Adt_det_occ stands for tense adverb + determiner + occurrence.

(3) The relative pronoun class

• Prr_aux_ppa: relative pronoun + auxiliary + past participle.
• Prr_aux_adv_ppa stands for relative pronoun + auxiliary + adverb + past

participle.

(4) The cause-consequence verb

• Verbconsq_subject: event + verb + event.
• Verbconsq_argument: subject + verb + event.
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Tweet Ranking. The information to be extracted can target a specific event, or it can
involve a discovery process in which latent events and their associated information are
detected. We develop our ranking model based on our previous metrci measure for
tweet ranking that integrates different criteria namely the social authority of
micro-bloggers, the content relevance, the tweeting features as well as the hashtag’s
presence. [18] Among the most important tasks for a ranking system tweet is the
selection of features set. We offer three types of features to rank tweets:

(1) Content features refer to those features which describe the content relevance
between events and tweets namely how many tweets are similar to the tweet using
TF-IDF Formulas and after how much time was retweeted several times.

(2) Tweet features refer to those features, which represent the particular characteristics
of tweets, as URLs and hashtags in tweet. A tweet that contains a link or a hash tag
may have a broad coverage, which may be also important. Also we capture the
spread of a tweet through its re-tweet number and the number of favorites.

(3) Author features refer to those features which represent the authority of authors of
the tweets in Twitter. According to our previous work a tweet from an authority is
more significant than the one from a user with less credibility. Several signals can
indicate the credibility of a user such as whether a user is a verified account (e.g., a
news agent or a police department), how many followers a user has, the age of the
account, and the number of tweets that a user has.

Finally, we use a linear equation to estimate the importance of a tweet based on the
above features.

4 Experimental Evaluation

4.1 Data and Baseline

For evaluation purposes, we gathered roughly the 10 million most recent tweets on
February 2nd 2016 to March 20th 2016 collected using a Java program that used the
Twitter4J library. This library provides access to data (tweets, user information…)
Twitter via its programming interface, Twitter API. We mainly studied the content of
tweets (their sizes, the most frequents words,…), the preoccupations users based on
hashtags used, the behavior of users. … To demonstrate the importance of natural
language processing and information extraction techniques in extracting informative
events, We compare against a simple ngram baseline which does not make use of our
NLP tools. Note that the ngram baseline is only comparable to the entity + date pre-
cision since it does not include event phrases or types.

4.2 Results

To quantify the effectiveness of our approach in detecting events, we compute the F1
score which captures both the Precision and Recall.Precision is computed as the
number of detected events that match the ground truth including sub-events. Recall is
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computed as the number of events from the ground truth which were successfully
detected. The F1 Score for our dataset was 0.82 (Fig. 2).

However, when we included Twitter features, both precision and recall further
increased to 86 % and 78 % respectively, as shown in Fig. 3.

We analyzed each marker individually, to evaluate its performance, when we
included all markers both precision and recall further increased to 86 % and 78 %
respectively, as shown in Fig. 4.

5 Conclusion

In this work, we presented our novel approach and introduced our system TEXEV to
detect and extract real time events in informal and high volume Twitter streams. The
results demonstrate that the proposed approach can handle the informality of language
in Twitter streams, through the use of our NLP method to extract event markers.
Through experiments we demonstrated that the proposed approach is efficient and is
able to capture reasonable events in topic streams and random streams on Twitter.
Looking ahead, we intend to expand our system to categorize events of various kinds
using Twitter according to their topic and to propose a summary of each event.

Fig. 2. System evaluation

Fig. 3. Individual feature performance Fig. 4. Individual marker performance
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Abstract. Concept discovery is a multi-relational data mining task
where the problem is inducing definitions of a relation in terms of other
relations. In this paper, we propose a graph-based concept discovery sys-
tem to learn definitions of head output connected relations. It inputs the
data in relational format, converts it into graphs, and induces concept
definitions from graphs’ paths. The proposed method can handle n-ary
relations and induce recursive concept definitions. Path frequencies are
used to calculate the quality of the induced concept descriptors. The
experimental results show that results obtained are comparable to those
reported in literature in terms of running time and coverage; and is supe-
rior over some methods as it can induce shorter concept descriptors with
the same coverage.

Keywords: Concept discovery · HOC · Graph path counting ·
Support · Confidence

1 Introduction

Multi-relational data mining (MRDM) [1] is concerned with inducing patterns
hidden in multiple relations. One of the most commonly addressed tasks in
MRDM is concept discovery. Given a set of target instances and a set of related
facts, concept discovery aims to discover logical definitions of the target instances
in terms of related facts.

The concept discovery problem has long been studied under Inductive Logic
Programming (ILP) [2] research and promising results in various domains are
reported [3]. ILP-based concept discovery systems are vulnerable to the local
minima problem, where refine by one-literal-at-a-time operators of ILP fail to
improve concept descriptors quality. Graph-based approaches in concept discov-
ery were first proposed to overcome such situations [4]. Graph-based approaches
in concept discovery employ graph-theoretic approaches such as substructure
discovery and path finding to induce concept descriptors.

In this paper we present a path finding method for concept discovery for head
output connected relations. It inputs a relational database, represents each target
instance and its related facts as an individual graph and discovers paths that
frequently appear the graphs. Solution clauses are those concept descriptors that
c© Springer International Publishing Switzerland 2016
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satisfy user provided minimum support and minimum confidence. This paper
introduces a novel approach to calculate support and confidence of a graph
path. In the proposed support/confidence calculation method, target instances
that are modeled by a path contribute to the support of the path while instances,
either from target relation or background knowledge, that are modeled by the
path contribute to confidence of the path. The proposed method works on n-ary
relations and is capable of inducing recursive concept descriptors.

To evaluate the performance of the proposed method, we conducted experi-
ments on data sets that belong to the different learning problems. The experi-
mental results show that the proposed system can learn definitions of relations
that belong to different learning problems, and is compatible to state-of-the-art
systems in terms of running time and coverage.

The rest of the paper is organized as follows: in Sect. 2 we define the con-
cept discovery problem and provide an overview of various graph-based concept
discovery systems. In Sect. 3 we introduce the proposed method. In Sect. 4 we
present the experimental results and compare the obtained results to several
state-of-the-art methods. The last section concludes the paper with future direc-
tions.

2 Background

Multi-relational data mining (MRDM) is concerned with discovering patterns
hidden in multiple relations. One of the most commonly addressed tasks in
MRDM is concept discovery. Given finite number of concept instances and
related facts, concept discovery is the problem of inducing logical definitions
of the concept relation, called target relation, in terms of other relations, called
background knowledge. More formally, the target relation, E = E+ ∪ E−, is a
set of positive and negative instances generally expressed as ground facts; back-
ground knowledge, β, is intensionally or extensionally expressed observations
related to target instances; and L is a language bias, the problem is inducing
finite length Horn clauses where, in its disjunctive form, the positive literal is
from E, negated literals are from β and the clause grammatically satisfies L .

Completeness and consistency are two metrics to evaluate the performance
of concept discovery systems. A concept discovery system is called complete if
it covers all of the positive target instances, and consistent if it covers none
of the negative target instances. A concept descriptor, H, is said to cover a
target instance, e, if, with respect to background knowledge, it entails the target
instance, β ∪ H � e. As real world data is generally noisy, completeness and
consistency constraints are extended, respectively, to cover as many positive
target instances as possible and as few negative target instances as possible.
Concept discovery systems proceed in an iterative manner, at each iteration
they discover some concept descriptors that explain limited number of target
instances, and restart another iteration to discover concept descriptors to explain
the remaining target instances. The process terminates whenever (i) all target
instances are covered, (ii) number of uncovered target instances drop below a
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certain threshold, (iii) no more concept descriptors can be induced from the
remaining target instances.

Concept discovery problem has long been studied under ILP research. Such
systems represent the relational data within first order logic framework and uti-
lize logic operators to induce concept descriptors. Operators of ILP refine concept
descriptors by one-literal-at-a-time and fail to do so when concept descriptors
should be refined by two or more literals simultaneously. Graph-based approaches
for concept discovery were first proposed to overcome such situations.

Graph-based concept discovery systems are classified as substructure and
path finding-based approaches. Assumption behind the substructure-based sys-
tems is that concept definitions should be frequently appearing substructures
in the graph. The assumption behind the path finding-based approaches is that
concept descriptors should be frequently appearing paths that connect certain
nodes. Graphs provide a flexible framework for relational data representation.
In methods such as [5,6] vertices represent facts and edges connect vertices that
have some arguments in common. In [4,7] vertices represent fact arguments and
edges connect vertices that form a fact. Several graph traversal methods have
been employed in path finding-based concept discovery systems. [4] employs bidi-
rectional search, while [7] performs beam search, [8] performs depth first search,
and [6] traverses the graph in depth-limited manner. Graph-based approaches in
concept discovery also differ in the manner they evaluate the concept descrip-
tors. Substructure-based approaches generally follow graph compression ratio to
evaluate the quality of substructures [7,9]. [10] follows support and confidence
metrics to evaluate the quality of the induced concept descriptors. In [4,7] con-
cept descriptors with the highest accuracies are selected as solutions.

A definite clause, h ← b1, b2, . . . , bn, is called Head Output Connected (HOC)
if at least one argument of each body literal is an argument of the head literal or
is instantiated in a preceding body literal. [11] is an ILP-based concept discovery
system particularly designed for such learning problems.

The method proposed in this study is a path finding method for HOC type of
learning problems. It distinguishes from the state-of-the-art path finding meth-
ods by

(a) generating candidate concept descriptors while building the graph,
(b) modifying definitions of support and confidence to be applicable to graphs,
(c) handling n-ary relations and being capable of inducing recursive concept

descriptors,
(d) no need to represent the entire data as a graph,
(e) considering all of the target instances at once, hence avoiding concept descip-

tors shadowing discovery of other concept descriptors.

3 The Proposed Method

The proposed method is a path finding approach for concept discovery in graphs
for head output connected of relations. It inputs a relational database, mini-
mum support, min sup, minimum confidence, min conf, and maximum concept
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descriptor length, dmax ; outputs head output connected concept descriptors of
at most dmax literals and satisfy the min sup and min conf constraints. In the
proposed approach, relational data is represented as a labeled directed graph,
where vertices represent facts and edges connect those vertices that have at
least one argument in common. Support and confidence of concept descriptors
are calculated by counting paths in the graph. The proposed method consists of
three main steps, namely graph construction, concept descriptor extraction, and
concept descriptor evaluation.

– Graph Construction: In this step a graph for each target instance is con-
structed, with the target instance being the initial vertex of the graph. Starting
from the initial vertex, the graph is constructed by adding vertices that repre-
sent facts related to the those relations represented by vertices already in the
graph. Two facts are called related if they have at least one argument value
in common. Algorithm 1 outlines the graph construction step.

Algorithm 1. Graph construction

Require: Relational database, D
Ensure: D as graphs, Gi

1: for (each target instance ti in D) do

2: v = addVertex(Gi)
3: v.rn = ti
4: v.path.push(v)

5: toExpand.push(v)
6: for (d = 1; d<dmax; d++) do

7: while (!toExpand.empty()) do

8: v = toExpand.pop()
9: r = getRelatedFacts(v.rn)
10: for (i = 0; i<r.size(); i++) do

11: it = find(Gi, r[i])

12: if (it != NULL) then
13: it.path=v.path
14: it.path.push(t)

15: addEdge(Gi, v, it)

16: nodesAtLevel[i][d].push(it)

17: else
18: t = addVertex(Gi)

19: t.rn = rfs[i]
20: t.path=v.path

21: t.path.push(t)

22: addEdge(Gi, v, t)
23: nodesAtLevel[i][d].push(v)
24: toExpandTmp.push(t)

25: end if
26: end for
27: toExpand = toExpandTmp

28: toExpandTmp.clear()
29: end while

30: end for

31: end for

In the proposed method vertices are implemented with bundled properties.
The rn property stores the relation the vertex represents. The path property
stores the path to be followed to reach that particular vertex from the initial
vertex of the graph. The addVertex() function adds a new vertex to the graph.
The find() function returns a vertex descriptor if its second argument, a rela-
tion, is represented by a vertex in the graph. The toExpand list keeps a track
of nodes that need to be expanded at the current iteration, and toExpandTmp
stores the vertices that will be expanded in the next iteration. For a related
fact, a vertex representing it may or may not be present in the graph. If such
a vertex exists in the graph, then a directed edge from the currently expanded
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vertex to that vertex is added, else a new vertex is created and its proper-
ties are set. If the expansion introduces a new vertex to the graph, the newly
added vertex is added to a list called toExpandTmp. Once all the nodes in the
toExpand list are examined and the graph is adjusted accordingly, nodes in
the toExpandTmp are copied into toExpand list and a new expansion itera-
tion starts. This expansion is performed dmax times as more iterations will
produce paths of length longer that dmax which are out of interest. At each
iteration an array called nodesAtLevel is maintained to keep vertices that are
reachable at number of hopes indicated by the index of the second dimension
from the initial node. Due to the limitation on the maximum rule length, this
step does not convert the entire data set into a graph, but only the part of the
data set that will generate concept descriptors with desired length properties.

– Concept Descriptor Extraction: Algorithm 2 outlines this step. Firstly,
paths of length 2, 3, . . . , dmax are extracted from the graphs. This is a straight-
forward process as nodesAtLevel list keeps vertices reachable at each level
and vertices store their path information in the path property. Secondly, the
extracted paths are generalized by substituting constant arguments with vari-
ables. In this step a hash table is constructed to store generalized paths and
vertices whose generalization map to that generalized path is constructed.

Algorithm 2. Concept Descriptor Extraction
Require: Nodes reachable from initial node at most dmax hops, nodesAtLevel[][]
Ensure: Generalized HOC concept descriptors
1: for (i = 0; i < #TargetInstances; i++) do
2: for (j = 0; j < dmax; j++) do
3: for (k = 0; k < nodesAtLevel[i][j].size(); k++) do
4: s = generalizePath(Gi[nodesAtLevel[i][j][k]])
5: if (isHOC(s)) then
6: it = map.find(s)
7: if (it == NULL) then
8: map.insert(s, <i, nodesAtLevel[i][j][k]>)
9: else
10: map[i]→second.insert(s, <i, nodesAtLevel[i][j][k]>)
11: end if
12: end if
13: end for
14: end for
15: end for

In this step, generalized paths are also tested for being head output connected.
Algorithm 3 outlines this process. It follows a set theoretic approach for HOC
testing. For a concept descriptor to be HOC, at least on argument of a body
literal should be a subset of the head literals or be instantiated in a preced-
ing body literal. As concept descriptors induced by the proposed method are
paths, at least one argument of a body literal is instantiated in its immedi-
ate predecessor. The only case that may violate HOC property in our system
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is introduction of a new variable in the last literal of the path. Hence, the
arguments of the last body literals should be those that are introduced in the
proceeding literals and never used again. As an example consider the concept
descriptor elti(A,B):-wife(A,C), brother(C,D), husband(D,B). Following the
Algorithm 3 s changes as follows: literal examined elti(A,B) and s = {A,B},
literal examined wife(A,C) and s = {B,C}, literal examined brother(C,D) and
s = {B,D}. Final literal is husband(D,B) and s is s = {B,D}, hence the clause
HOC.

Algorithm 3. HOC test
Require: Path, p
Ensure: True / False
1: for (i = 0; i < p[0].arguments.size(); i++) do
2: s.insert(p[0].arguments[i].generalizedValue)
3: end for
4: for (i = 1; p.size() - 1; i++) do
5: for (j = 0; j < p[i].arguments.size(); j++) do
6: s1.insert(p[i].arguments[j].generalizedValue)
7: end for
8: s = s\s1 ∪ s1\s
9: s1.clear()
10: end for
11: for (i = 0; i < p[p.size()].arguments.size(); i++) do
12: s1.insert(p[p.size()].arguments[i].generalizedValue)
13: end for
14: if s\s1 == ∅ then
15: return true
16: else
17: return false
18: end if

– Concept Descriptor Evaluation: In this step support and confidence of
the paths are calculated. Number of target instances explained by a path con-
stitute the support set of a path. Number of facts, either from target relation
or background knowledge, contribute the confidence set of the path.

To calculate the support of a path, hash table constructed in step 2 is used.
To find the support set of a generalized path, for each vertex, v, in the paths,
distinct Gi[v].path[0] are counted. Support a path is calculated by dividing the
size of support set by the number of target instances.

To find confidence of a path, a method similar to support calculation is
followed. Vertices that contribute to a certain generalized path are retrieved from
the < generalizedPath, paths > hash table. For each such vertex v, vertices
connected to v are extracted from the graph. Arguments of Gi[v].path[0] are
replaced with the arguments of the arguments of the relation represented by
the related vertex. This modified path is generalized and is checked against the
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Algorithm 4. Concept Descriptor Evaluation
Require: Vector of < generalized, paths >, paths
Ensure: Frequent and strong concept descriptors
1: for (i = 0 i < paths.size(); i++) do
2: p = paths[i]→second
3: for (j = 0; j < p.size(); j++) do
4: supSet.insert(Gp[j]→first[p[j] → second].rn)
5: confSet.insert(Gp[j]→first[p[j] → second].rn)
6: vC = getConnectedVertices()
7: for (k = 0; k < vC.size(); k++) do
8: Gp[j]→first[p[0]].rn.arguments = Gp[j]→first[vC[k]].rn.arguments
9: if (paths[i]→first == generalize(Gp[j]→first[vC[k]])) then
10: confSet.insert(Gp[j]→first[vC[k]].rn)
11: end if
12: end for
13: end for
14: support = supSet.size()

#TargetInstances

15: confidence = supSet.size()
#ConfSet.size()

16: if (support ≥ min sup && confidence ≥ min conf) then
17: solution.push(paths[i]→first)
18: end if
19: end for

original generalized path. Exact match of these two generalized paths means that
the path also explains the related fact and this fact contributes to the confidence
set of the path. The confidence of a path is calculated by dividing the size of the
support set by the size of the confidence set. Algorithm 4 given below outlines
the support and confidence calculation step.

4 Experimental Results

In order to evaluate performance of the proposed method we conducted exper-
iments on three data sets. The first data elti consists of binary relations. The
second data set is Mooney’s kinship data set [12], which contains binary kinships.
The third data set consists of facts that define Fibonacci numbers. It includes
plus/3 and predecessor/2 relations as background knowledge, and fibonacci/2 as
the target relation. The properties of the data sets are given in Table 1. Minimum
support, minimum confidence and maximum concept descriptor length parame-
ters for elti data set are obtained from [13], for the family data set from [14] and
for the Fibonacci data set from [11].

The first data set is used to evaluate the performance of the proposed method
that includes facts indirectly related to the target instances. The second data set
is highly connected. The third data set is used to evaluate the performance of
the proposed method on n-ary relations with recursive definitions. All relations
in the data sets are from the categorical domain.
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Table 1. Data sets and experimental settings

Name # Relations # Instances Min. Sup. Min. Conf. Rule Length

Elti 9 224 0.2 0.6 3

Family 12 744 0.1 0.7 9

Fibanocci 5 30 1 1 5

In Table 2 we compare the results obtained for the Family data set to those
reported for RPBL [5] and a Hybrid Graph-based Concept Discovery System [14].
The #C.D column lists the number of concept descriptors discovered, the Av. L.
column lists the average length of the concept descriptors discovered, the Covr.
column lists the coverage of the concept descriptors, and lastly the R.T. column
lists the running time.

Table 2. Comparison of the Family Data set

Data Set Proposed M. RPBL Hybrid-GCD

#C.D Av.L Covr R.T #C.D Av.L Covr #C.D Av.L Covr

Brother 18 2 100 1.19 2 6 95 2 2.5 100

Niece 4 2 100 1.06 2 6 95 7 2 100

Nephew 4 2 100 1.06 2 6 95 7 2 100

Mother 4 2 100 1.44 2 6 95 7 2 100

Daughter 4 2 100 1.45 2 6 95 7 2 100

Wife 7 2 100 1.12 2 6 95 7 2 100

Uncle 4 2 100 1.14 2 6 100 9 2 100

Aunt 4 2 100 1.14 2 6 100 10 2 100

Son 4 2 100 1.45 2 6 100 10 2 100

Father 4 2 100 1.45 2 6 100 10 2 100

Sister 10 2 100 1.18 2 6 100 10 2 100

Husband 50 2 100 1.09 2 6 100 10 2 100

The experimental results show that when compared to Hybrid-GCD, the
proposed method discovers rules of almost the same length, while number of
concept descriptors found vary. This is due to the support and confidence cal-
culation method. Assume that p/2 is the target relation and ar1, ar2 are two
arbitrary argument values in the data set. In Hybrid-GCD replacing arguments
of the target relation with ar1 and ar2 is allowed while in the proposed method
such a replacement is allowed if and only if there exists a fact with these two val-
ues as its arguments. When compared to RPBL, the proposed method induces
shorter concept descriptors. Concept descriptors with large number of literals
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may be hard to interpret and such concept descriptors are subject to the over-
fitting problem. When compared by means of number of concept descriptors
discovered, the proposed method discovers larger number of concept descrip-
tors. RPBL performs search for predefined number of target instances and if
a concept descriptor is found to explain a target relation, this target relation
is removed from the instance set and new concept descriptors are sought for
remaining target instances. In such an approach, (i) ordering of target instances
alters the final solution set, (ii) removal of a target instance may prevent dis-
covery of some other concept descriptors due to support and confidence values.
As the proposed method considers all the target instances at once, it is possi-
ble to discover concept descriptors supported by the same target instances. The
proposed approach is capable of inducing much simpler concept descriptors with
almost the same precision and recall values. When systems are compared with
respect to running time, the proposed method induces the final concept descrip-
tors around 1 s, while it is reported that RPBL induces the concept descriptors
in 0.027 on the average and around 1 s for Hybrid-GCD.

For the Elti data set we compared the results obtained to those of Hybrid-
GCD. The proposed method found exactly the same solution clauses with full
coverage around 2 s, while running time of Hybrid-GCD is reported 0.51 s. This
is due to the fact that, Hybrid-GCD builds a single graph for the entire data set
while the proposed method builds a distinct graph for each data set. Although
this may seem to be a downside of the proposed system, such a design model
allows system to be parallelized.

To test the applicability of the proposed system on n-ary relations and rela-
tions with recursive definitions, we conducted experiments on manually gener-
ated Fibonacci data set. The proposed method discovered the following rule
around 1 s. This rule is the same rule reported in [11].

fib(A,B):-pred(C,A)fib(C,D)pred(E,C)fib(E,F)plus(F,D,B)

5 Conclusion

In this work we propose a path finding method for concept discovery in graphs
for head output connected relations. It inputs a relational database, creates as
many graphs as the number of target instances and outputs those paths that
satisfy user defined minimum support and minimum confidence values. Number
of target instances modeled by the path contribute to the support of the path,
and the number of facts modeled by the path contribute to the confidence of the
path. The method can handle relations with arbitrary number of arguments and
can learn recursive and non-recursive concept descriptors.

A major limitation of the proposed method is that it can not handle argu-
ments from continues domain. A future work includes implementation of a dis-
cretization method to handle such data sets. Another future work is implement-
ing parallel version of the proposed method. The proposed method is well-suited
for parallelization as operations performed on graphs are independent.
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Abstract. In last decade the terms related to Semantic Web become significant
elements in the efficient way of information retrieval, processing and supporting
availability of machine readable data. An ontology offers a wide spectrum of its
application for data access. Ontology-Based Data Access is regarded as a key
ingredient for the new generation of information systems, especially for
Semantic Web applications that involve large amounts of data. OBDA system
uses an ontology as a conceptual schema of the subject domain, and as a basis of
the user interface for SQL database systems. This paper presents the complex
overview of OBDA systems and a framework for analysis of selected tools for
OBDA system creation.

Keywords: OBDA � Ontology � Data access � Large data sets � OBDA
framework

1 Introduction

A huge amount of data is being generated every day, and it is an increasing trend. As a
consequence, it leads to information overload. Large amounts of data have been
accumulated by entities from a large variety of sources and in many different formats.
Data access is one of the determining factors for the potential of value creation pro-
cesses. It directly influences on decision-making processes, analysis and effective
exploitation of the data. The process of gathering data over disparate sources is
a time-consuming task. However, data access is still a major bottleneck for many
entities. The problem is how to make use of knowledge and other technical skills to
extract data from different sources. Another problem concerns the interpretation and the
practical usage of the data. In real life, decisions must often be made quickly, on base
of current and relevant information, without wasting time for analyzing unnecessary
data. The heterogeneity of documents published on the Web may provides some
obstacles. The existence of diverse input sources both structured, semi-structured and
unstructured poses new challenges for handling data. Another problem concerns the
linking between different types of documents available on the Web [2]. Furthermore,
the high importance is assigned to the data storage in triples independently of physical
scheme. The data are stored in heterogeneous systems, thus the access (by posing
queries over the data) is undoubtedly a challenging task. There is no simple way to
avoid heterogeneous data sources.
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The paper describes available ontology-based solutions to knowledge extraction
from different data sources. Moreover, the paper presents the complex overview of
OBDA systems and a framework for analysis of selected tools for OBDA system
creation. It considers the main features of OBDA tools, especially it describes drivers,
implementation, reasoning, used DL knowledge base, provided interface, compatibility
with ontology editors, extensions, mapping and others. Altogether, it contains 9 main
criteria and 30 sub-criteria. It is possible to add more information or update existing
ones.

2 Ontology-Based Solutions to Knowledge Extraction
from Different Data Sources

In last decade the terms related to Semantic Web become significant elements in the
efficient way of information retrieval, processing and supporting availability of
machine readable data. A close relation between ontologies and the Semantic Web is
noticeable, hence the role of ontologies and their application in knowledge extraction is
significant. Nowadays a number of ontology-based solutions is still rising up. It is
possible to indicate many methods, approaches, and tools supporting knowledge
extraction (e.g. automatic ontology construction from different types of input sources:
structured, semi-structured, unstructured, Question Answering Systems (QAS),
Ontology-Based Information Extraction (OBIE) systems, Ontology-Based Data Access
(OBDA), and different mining techniques) [2].

Ontology-based approaches provide a practical framework to address the semantic
challenges presented by distributed and large data sets. Moreover, they allow to add
metadata ontology for annotating data, and they bring benefits for search and retrieval
information. The key element is that they offer reasoning processes and understanding of
the obtained results. A significant role is assigned to mapping content to defined
ontology, and then convert content to triples according to defined ontology. The process
of combining the reasoning with large amount of data with ontological knowledge has
made a significant meaning. The main problem concerns the way of ontology storage
and effective reasoning, without losing out of sight the need of scalability [17]. The
fundamental issue is to ensure scalable reasoners for a huge amount of collected data.

Ontology-based solutions to knowledge extraction support the process of dealing
with heterogeneous data, and the access to relevant data, with regard to increasing
number of it [9]. Generally, an ontology offers a wide spectrum of its application in Big
Data context. It can be assumed that the combination of ontologies and Big Data can
solve some of the problems identified for large data sets [17]. The use of ontologies for
accessing data is one of the most exciting new applications of description logics in
databases and other information systems. The aim is to limit or reduce querying
relational databases. One of the most interesting usages of shared conceptualizations is
Ontology-Based Data Access (OBDA). OBDA provides a convenient way to deal with
large amounts of data spread over heterogeneous data sources [11]. OBDA allows users
to formulate queries in a single user-friendly ontology language. These queries are then
unfolded and executed on the data sources. It is a part of Ontology-Based Data
Management (OBDM).
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OBDA solutions provide a lot of opportunities to connect ontology with database,
but it is not only one way (Fig. 1). Interesting possibility is to convert database (e.g.
RDB) to ontology-based (Resource Description Format) database. RDF is the native
language of linked data. It is based on triples {Subject, Property, Object}, and it is
machine-readable. Then, RDF Schema provides the vocabulary for RDF, and it allows
to create class hierarchy and properties. Moreover, OWL format can be easily con-
verted into RDF, XML or other syntax. The RDF and OWL are used to integrate all
data formats and standardise existing ontologies.

The queries may be executed by SPARQL (SPARQL Protocol And RDF Query
Language) as RDF query language. SPARQL may be used to extract information from
databases as the semantic query language. It allows to retrieve and manipulate data
stored in RDF format. Moreover, more expressive languages exist, e.g.: RIF (Rule
Interchange Format) and SWRL (Semantic Web Rule Language). They provide sup-
port rules, and distinguish relations which are not directly described by description
logic in OWL.

2.1 Ontology-Based Data Management

The general aim of Ontology-Based Data Management (OBDM) is to separate the
conceptual model of data from the way of data storage. The architecture of OBDM is
composed of the three layers: data source on the bottom, and the ontology on the top,
mapping between queries over the sources and queries in the ontology language.
OBDM offers a support in reading the source data. Instead, OBDA is sufficient in
applications where the data sources located at the bottom layer are maintained inde-
pendently of the query framework at the top level [15].

2.2 Ontology-Based Data Access

OBDA is regarded as a key ingredient for the new generation of information systems,
especially for Semantic Web applications that involve large amounts of data. The
underlying idea is to facilitate access to data by separating the user from the raw data

Fig. 1. Different ways to knowledge extraction using databases and ontologies
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sources using an ontology that provides a user-oriented view of the data and makes it
accessible via queries formulated solely in the language of the ontology without any
knowledge of the actual structure of the data.

OBDA system uses an ontology as a conceptual schema of the subject domain, and
as a basis of the user interface for SQL database systems. OBDA offers the direct
access to data source [15]. The ontology defines a high-level global schema and pro-
vides a vocabulary for user queries. Moreover, the ontology gives the possibility to
hide details. It makes use of database expert knowledge when mapping relationships.
The queries are executed by mappings describing relationship between concepts in the
ontologies and their representation. The OBDA system transforms user queries into the
vocabulary of the data and then delegates the actual query evaluation to the data
sources (Fig. 2). Moreover, OBDA system offers the independence of how the data are
stored [11, 15–17]. The existence of mechanisms for reasoning on ontologies and for
processing data queries in the database system formulated in terms of ontologies (the
latter obviously implies necessity of mapping a query formulated in terms of ontologies
to a query specified in the SQL language) [3].

The OBDA is not deprived of disadvantages. Many efforts have been put in
defining the appropriate language for the semantic layer, defining the structure and
language of the mappings used to link the data and the semantic layer, studying the
complexity of offering a set of useful services such as query answering, database
schema extraction, inconsistency management, etc. Moreover, ontology and mappings
are expensive and take some time [4]. The efficiency for translation process and exe-
cution queries might be improved.

Fig. 2. OBDA main processes
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3 OBDA Specification and Query Answering

OBDA specification is composed of the following elements: the ontology, the
knowledge base, the source schema and the mappings.

3.1 Ontology

An ontology can be defined as an explicit representation of a shared conceptualization. It
enables defining concepts, relations and instances [21]. The one of the advantages of an
ontology is that it can copewith the realworld complexity and adaptwith the changes. The
common standard is OWL (Ontology Web Language). Description Logic (DL) is a
theoretical base forOWL language for expressing andmodeling ontologies. It was created
to help in achieving an acceptable compromise between its expressiveness, which
remains sufficient for many applications, and computational complexity of reasoning on
ontologies and processing queries to data stored in large databases. The general idea of
creation and using logical languages is to produce those semantic layers [17]. Develop-
ment of standards of ontology description languages and Semantic Web indicates a new
activity wave in developing tools for systems of semantic access to databases and a new
class of database systems, called Ontology Based Data Access (OBDA) systems [15].

3.2 Knowledge Base

Description Logic is commonly used to describe ontologies. It allows to express
axioms about concepts (unary properties), roles (binary relations) and individuals
(constants). DL offers a wide spectrum of expressive power and computational com-
plexity of complete reasoning [2]. A DL-Lite knowledge base (KB) is composed of two
components: an intensional level (TBox), used to model the concepts and the relations
(roles) of the ontologies, and an extensional level (ABox), used to represent instances
of concepts and roles. DL ontology (O) is a pair (T, A), where T is the TBox, and A is
the ABox. The aim of reasoning in DL-Lite is to provide computing subsumption
between concepts, and to check satisfiability of the knowledge base. DL used in OBDA
systems as a language of conceptual modeling of subject domains came to existence as
a result of synthesis of expressive means of the first order logic and structural languages
of knowledge representation (semantic networks and frames) [3, 18].

3.3 The Source Schema and Mappings

The source schema is a schema for the source databases. Then, the mapping links the
terminology of the ontology to queries over the source schema. A mapping assertion m
from a source schema S to a TBox T has the form u(x) *> w(x), where u(x), called
the body of m, and w(x), called the head of m, are queries over S and T, respectively,
both with free variables x, which are called the frontier variables. The number of
variables in x is the arity of the mapping assertion. In principle, u(x) and w(x) can be
specified in generic query languages. The literature on data integration and OBDA has
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mainly considered u(x) expressed in a (fragment of) first-order logic, and w(x)
expressed as a CQ - Conjunctive Query [16, 17, 19].

3.4 OBDA Formalization

From the formal point of view, a traditional OBDA system (O) can be viewed as
a triplet of the form: (T, M, D), where T is the TBox of the used ontology (a set of
OWL 2 QL axioms [14]), D is a relational database which is its ABox, and M is a set of
assertions of mappings between T and D. A mapping is a set of assertions, each one
associating a query u(x) over the source schema with a query w(x) over the ontology.
The intuitive meaning of a mapping assertion is that all the tuples satisfying the query
u(x) also satisfy the query w(x) [16]. The OWL 2 QL profile of OWL 2 ensures that
queries formulated over the T can be rewritten into SQL [15].

3.5 Query Answering

The process of query answering in OBDA is divided into three stages. In the first stage
called ontology rewriting, it is possible to rewrite an initial ontology query. The query
considers the set of data or data a user is looking for. The knowledge base is used in
this rewriting process. At the end, a collection of queries is provided. The next stage,
unfolding, allows user to replace the ontology vocabulary with database queries.
A base for unfolding is mapping. Finally, a collection of queries over the database
schema is provided. After the execution (the third stage) of the final queries it is
possible to quit DBMS. In literature, a number of rewriting techniques and algorithms
exists. It is possible to indicate the following solutions: CGLLR, Rapid, REQUIEM
(REsolution-based QUery rewrIting for Expressive Models), PerfectRef, Presto, the
tree-witness rewriting and its extensions [1, 16, 18, 20].

4 A Framework for Ontology-Based Data Access Analysis

4.1 Selected Tools for Creating OBDA Systems

The analysis presents the description of each of selected OBDA tools, including the
information about drivers, implementation, reasoning, used DL knowledge base, pro-
vided interface, compatibility with ontology editors, extensions, mapping and others.
This analysis encompasses different criteria, but it is worth to notice that they are not
equal for all of analyzed solutions.

4.2 A Framework for Analysis of Selected Tools for OBDA System
Creation

The necessity of framework construction of OBDA has received a lot of attention in the
last years. In literature, many theoretical studies have been taken for OBDA systems
[3, 4, 16], and the development of OBDA projects in various domains (e.g. Optique
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Table 1. The analysis of selected tools for OBDA systems [1, 3, 5–8, 10–15, 20]

Name Criteria

QuOnto (QUerying
ONTOlogies) system

Drivers: Oracle, DB2, SQL Server, MySQL, Postgres (and
others drivers); Implementation: Java; Reasoner: A reasoner
for the DL (DL Lite family); implemented query algorithm to
check consistency; data processing for large volume
ABox and ensures compatibility with OWL2 and SPARQL;
Interface: Extended DIG interface; DL knowledge base: The
intensional level of the knowledge base is simply a DL-Lite
TBox. The ABox is stored under the control of a DBMS.
The system allows to efficiently answer complex conjunctive
queries

DIG QuOnto server Implementation: An implementation of an extension of DIG
interface for the QuOnto system; Reasoning: Performance of
reasoning by means of offered reasoner on ontologies, and
rewriting data queries into a union of conjunctive SQL
queries; Mapping: Ontology mapping is provided by widely
accepted SQL DBMSs; Extensions: Required OBDA
extension for DIG for the client-server architecture

QToolKit Interface: Graphic user interface for system QuOnto;
Reasoning: QuOnto reasoner; Features The internal data
repository of QuOnto is used for storing the ABox; it allows
to represent DL Lite ontologies

DIG interface Description Logic: The descriptive logic SHOIQDn; it allows a
minimal set of messages that the reasoners equipped with
DIG interfaces exchange with their clients; Reasoner: CEL,
FaCT ++, Pellet, and RacerPro; a standardized HTTP/XML
interface to Description Logics (DL) reasoners (developed
by the DL Implementation Group); Interface: Specification
of the standard interface for interaction of various
applications with reasoners on the descriptive logics in a
network environment, created by the DL Implementation
Group (DIG). An interface is supported by the majority of
ontology editors and reasoners; Ontology editors:
Compatibility with the ontology editors (e.g. Protege,
SWOOP) and the Jena framework

OBDA extension for DIG OBDA extension for DIG: It extends functionality of the DIG
interface by possibilities of specification of the data source
parameters and mapping queries to ontologies onto queries
to data sources for reasoners of the OBDA systems

OBDA Plugin for Protégé Main features: It allows to describe the mappings connecting
the data source and the entities of the ontology; it enables
users describing the data sources of the OBDA system, and it
sends the descriptions of these components to an OBDA
enabled reasoner; Type: An open code plugin for the
ontology editor Protégé; Extensions: An extension of
capabilities of Protégé

(Continued)
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project, 7th Framework Programme). The deep analysis of selected OBDA tools allows
to create a framework for analysis. It includes the common features of analyzed set of
OBDA. The key features were indicated to compare the selected OBDA tools and
integrated algorithms supporting them. The set of criteria is reduced to the most
important ones, and on base on it, the main establishments of proposed framework are
created. The access to the selected OBDA tools is seamless. Most of presented tools for
OBDA systems is available on the Web. The main obstacles concern the proper
connection and integration data with ontology and creating mappings.

Table 1. (Continued)

Name Criteria

Ontop Connections with OBDA: Ontop starts its work by
constructing the semantic-based tree-witness rewriting of q
and T over H-complete ABoxes; It is available as a plugin
for Protege 4 and upper, SPARQL end-point and OWLAPI
and Sesame libraries

ROWLkit Main features: It uses QuOnto services augmented by means
required for operating by the OWL2 QL ontologies; it can
perceive OWL2 QL ontologies as input data owing to the
interface OWL API; it can operate by data stored in the
external memory; Implementation: The implementation of
the OWL2 QL profile; Reasoning: Reasoning on the
ontologies described by means of OWL2 QL and their
verification, as well as data query processing in ontology
terms; Extensions: A graphic user interface is provided;
Implementation: Java; it uses in Memory DBMS H2 Java to
store ABox

MASTRO Main features: The low computational complexity of
MASTRO, DIG-MASTRO is an attractive component of an
OBDA system, where the amount of data stored in the
sources is large, and efficient reasoning is mandatory;
Implementation: Java; Components: The OBDA-enabled
reasoner - DIG-MASTRO and the OBDA plugin for the
standard ontology editing tool Protege; Extensions: A
functional extension of the QuOnto system; A version with
the DIG interface - DIG MASTRO; together with the OBDA
Plugin for Protégé, it offers a complete cycle of the OBDA
system development and operation; Mapping:
DIG-MASTRO enables MASTRO to interact with any client
conforming to the OBDA extension of DIG. It provides
facilities to specify data sources and mappings; DL:
Ontologies in MASTRO are specified by means of the DL
LiteA, logic of the DL Lite family; Reasoning: It is possible
to specify and verify ontologies and to perform data queries
and reasoning on the ontologies
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The proposed framework includes selected tools and extensions for OBDA system
creation. (DIG Interface, DIG QuOnto server, Ontop, QToolKit, ROWLkit, Quest,
MASTRO, OBDA extension for DIG, QuOnto, OBDA plugin for Protege). The set of
criteria was build on base of the information presented in the Table 1. The 9 main criteria
(Description Logic, Mapping, Rewriting, Implementation, Reasoning process, Ontology
Editors, Interface, Extensions, Drivers) and 30 sub-criteria were defined (Description
Logic: DL Lite Family, DL LiteA, SHOIQDn; Drivers: DB, Oracle, Postgres, MySQL,
H2, SQL Server; Extensions: extension for QuOnto system, OBDA extension for DIG,
OBDAPlugin for Protégé; Implementation: Implementation OWL2QL, Implementation
Java; Interface: DIG interface, Extended DIG interface, user interface for QuOnto, OWL
API; Mapping: SQL DBMSs, DIG MASTRO; Ontology Editors: Jena Framework,
SWOOP, Protege; Reasoning Process: DIG-MASTRO, CEL, FaCT++, QuOnto, Pellet,
RacerPro; Rewriting: Semantic-based tree-witness rewriting). Due to limited space of the
paper it is not possible to include the detailed table with the set of criteria and sub-criteria
and their fulfillment by a given OBDA tool.

The framework was written in OWL/XML language. It exploits the ontology. The
ontology was created manually, on base of the data included in the Table 1. Protégé
software was used to support the process of the ontology construction. The procedure
to ontology construction was composed of the 8 steps: (1) defining a set of criteria,
(2) taxonomy construction, (3) ontology construction, (4) formal description, (5) de-
fined classes creation, (6) reasoning process, (7) consistency verification, (8) a set of
results. A domain of modeling encompasses the set of ODBA tools. The general aim of
the proposed framework is to provide the knowledge of selected OBDA tools and to
ensure a specified guideline supporting OBDA tool classification and selection pro-
cesses. A user interface is prepared. Ultimately, it is a part of the elaborated procedure
supporting ontology-based knowledge discovery (Fig. 3).

Fig. 3. Ontology-based knowledge discovery - a proposal of a procedure
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5 Case Studies: Practical Examples of an Application
of the Proposed Framework

The case study presents practical examples of the framework for analysis of OBDA.
DL query is used to extract the answers. It is supposed that a decision-maker is looking
for the OBDA tool that fulfils a set of pre-defined requirements. It is assumed that
preferable OBDA tool should have not all of the following requirements: (the first case
study) OBDA extension for DIG, or DIG-MASTRO, or Extended DIG interface. The
application of the reasoning mechanism provides a set of results (OBDA tools) with
regard to the pre-defined requirements. These requirements are fulfilled by 4 OBDA
tools: DIG QuOnto Server, MASTRO, OBDA Extension for DIG, and QuOnto. In the
second and third case studies, the set of criteria has been changes subtly. After the
reasoning process, the set of results includes: DIG QuOnto Server, MASTRO, Ontop
and QToolKit in the second case study, and DIG Interface in the third case study
(Fig. 4).

The exemplary queries are shown on the top of the figures. The query results are
submitted on the on the bottom of the figures. It is worth to emphasize that a
decision-maker may specify a non-limited set of queries.

6 Conclusions

The role of OBDA will increase due to a large number of data in various formats. This
process will not stop - this trend is increasing for years. The global digitalization
supports the data creation on a massive scale. Ontologies as Web 3.0 solutions should
help in the process of effective data management. Then DL-based machine learning
algorithms and application of logic rules add value to speed access and filtered
information. The general aim of this paper was to present and describe the possibilities
offered by OBDA solutions. Apart from that, the analysis of selected tools for OBDA

Fig. 4. Exemplary queries using DL query tool
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system creation was attached. Based on it, the framework for analysis OBDA was
constructed. The aim of it was to collate the tools for OBDA and to extract the
preferred solutions with regard to a pre-defined set of criteria. The framework was
written in OWL/XML language and it exploited the ontology. The queries were posed
using DL query. It has contained 9 main criteria and 30 sub-criteria. It is possible to add
more information or update existing ones. The aim is to provide necessary information
of OBDA tool for the end-user, especially with regard to his preferences. It is worth to
emphasize that the proposed framework for analysis of OBDA is a part of the more
complex procedure supporting ontology-based knowledge discovery.
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Abstract. During the recent years, new sensors and new methods of collecting
geospatial information emerged. This technological advancement is behind the
apparition of Big GeoData concept. The exploitation of such concept demon-
strates its effectiveness in various activity sectors. However, it poses new
challenges that cannot be overcomed using traditional solutions. We believe that
a good exploitation of Big GeoData can be guaranteed by establishing, first of
all, a good placing strategy yet called geolocation estimation activity. In fact,
generating efficient geospatial knowledge is closely linked to positional accu-
racy. Since that traditional geolocation estimation methods are not able to handle
Big GeoData variety, a new solution has to be proposed. This is the object of the
present article where the architecture of a real-time multimode approach is
described.

Keywords: Big GeoData � VGI � Geolocation estimation � Visual features �
Textual features

1 Introduction

In the literature, several studies emphasize the particularity of geospatial information.
For example, [1] considers that “space is special”. We approve these statements as we
believe that human activities are often linked to the space whether it is private or
public. These reasons highlight the need of determining geospatial aspects of objects to
understand human behaviors and then the real-world alterations. [2] thinks that posi-
tional accuracy is one of the most important quality standards of geospatial informa-
tion. Since then, the task of “geolocation estimation”, yet called “placing” can be a
good solution for inferring unspecified object location. Much efforts were basically
dedicated for text or image geolocation. In other words, each of the already developed
work is focused on a single modality [3]. Nowadays, the geolocation estimation task
becomes more and more complex. In fact, new sources of data have become available.
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The unprecedented amount of already geolocated data is generated in continuous
and exponential way giving rise to a new phenomenon: Big GeoData. A large part of
this trend consists of Volunteered Geographic Information (VGI).

[4] defines VGI as generated geographic information by volunteer contributors and
crowd-sourced data obtained essentially from social media and Web-based platforms.
The exploitation of such data is useful especially for geospatial applications. For
example, an elaborated study by McKinsey Global Institute (MGI) has shown the effect
of Big Geodata on economics. In fact, when exploiting the personal location data, it is
possible that consumers will save about $600 billion annually by 2020 [5]. As far as the
health sector is concerned, Big GeoData analysis presents a considerable asset. When
Ebola outburst, it was possible to predict the development of the areas of contagion
through the analysis of flows and displacement of populations [6].

However, another big part of data shared by social media and Web-based platforms
has no specified location. So they are less useful for geospatial application. In order to
ensure an effective generation of geographical knowledge, the preservation of the
spatial dimension of shared data is a primary need to create Big GeoData and VGI.

In this paper we propose a new multimode placing approach for shared data on
social media and Web-based platforms. This approach can operate on real-time and
support diverse VGI sources. The remainder of this article is organized as follows:
some related works to placing task are discussed in Sect. 2. In Sect. 3, we introduce the
Big GeoData phenomenon. Then, in Sect. 4 we propose the architecture of our
geolocation estimation approach. Finally, a conclusion and future works are presented
in Sect. 5.

2 Overview of Geolocation Task

According to [7], placing task is vital for geospatial applications. In the following, we
describe recent works related to this task. These works broadly fall into two basic
models: Text-based model and image-based model geolocation.

2.1 Text-Based Geolocation Methods

The volume of user-generated text shared, especially on social media, can be exploited
for many purposes (e.g. opinion analysis, targeted advertising and natural phenomena
detection). However user’s position is not declared in most cases. For example, it is
estimated that only 1 % to 3 % of tweets are geotagged. Thus, text-based geolocation
becomes of increasing interest [7]. A recent spike in this interest results in developing
several approaches. For example, [8] emphasizes the role of geoparsing techniques in
constructing gazetted expressions. Where, [9] creates a local lexicon of geographic
locations based on Wikipedia. These solutions were used in recent works and have
shown their sparsity in coverage. [7] proposes a new framework for tweets geolocation.
He starts by evaluating a subset of feature selection techniques in order to extract LIW
(Location Indicative Words). Then, he studies factors which impact placing accuracy
(e.g. temporal variance, user geolocability, non-geotagged tweets). In the same context,
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another approach is suggested by [10]. This approach is based on network prediction
model and unified text. For more precision, it consists of a label propagation approach
for the geolocation task based on “modified Adsorption”.

2.2 Image-Based Geolocation Methods

The emergence of advanced technologies leads to an exponential increase of imagery
shared on the Web. However, the amount of images with defined geo-coordinates is
estimated at only 5 % [11]. Thus, the need to estimate geolocation of images is in high
demand and is addressed by recent works. One of the most studied solutions is to
estimate a distribution over geographic locations from an image. This solution is
basically a purely data-driven scene matching approach. In this context, the Im2GPS
system is able to estimate image geolocation as a probability distribution over the
Earth’s surface [12]. By evaluating Im2GPS, [13] notes that this system has some
weaknesses. It cannot achieve a high accuracy. In fact, it is incredibly complex to
explicitly estimate images positions from only visual features unless they are charac-
terized by unique feature or they contain an explicit landmark. Less general approaches
are proposed by [14, 15]. They consist of full 3D models of landmarks which aim to
geolocate images with more precision. However, these approaches necessitate a large
set of training images per place. So they are only useful around popular landmarks.

2.3 Discussion

By studying aforementioned approaches, we appreciate dedicated efforts for the
geolocation estimation task. Nevertheless, we deduct their drawbacks which limit their
effectiveness. Principally, these approaches operate on batch mode. So, they are not
able to support current flows of objects. In addition, most described text and images
geolocation methods operate on objects from definite targets (respectively Twitter and
Flickr). However, other sources have demonstrated their richness and are able to
generate effective geographic knowledge. Note also that additional techniques, poorly
adopted by these works, must be applied to identify noisy tags (e.g., entirely non-local
indicative words (hello, summer, home, etc.), abbreviations, etc.) before applying text
placing solutions.

3 Era of Big GeoData

With the Big Data revolution, large quantities of geospatial data are generated. The Big
Data concept and geospatial data union are often denoted by: Big GeoData.

3.1 Definition and Features of Big GeoData

The Big GeoData can be defined as a set of spatial data that exceed the capacity of
traditional computing systems. Other definitions are even proposed, to express new
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viewpoints on this phenomenon in a more specified frame. [16] thinks that the Big
GeoData is not only a “business” but also a “big” science. [17] thinks in turn, that the
Big GeoData is a social opportunity. In fact, human beings are faced with new chal-
lenges (e.g. health issues, climate change, energy management, etc.). So, they can take
benefit from this phenomenon to resolve them. Thenceforth, we can consider the Big
GeoData as a multidisciplinary concept. The Big GeoData inherits Big Data features.
Obviously, size is the first thing that comes to mind when asking about the definition of
Big GeoData. However, other features have emerged recently to describe this phe-
nomenon. In fact, studying the expression “4 V” is jointly acknowledged:

• Volume: Much of Big Data is composed of location data and the rate of recent
increases is by 20 % each year [18].

• Velocity: It is estimated that 500 million tweets are daily generated. From 1–5 % of
this quantity is produced with explicit geographical information [19].

• Variety: The variety of sources introduces a variety of types of the generated data.
For example, tags on OpenStreetMap can be structured or unstructured and twitters
can include multilingual text, hashtags and URLs [19].

• Veracity: Much of Big GeoData is accumulated from unverified sources which are
characterized by a low or an unknown level of accuracy [20].

3.2 Relative Technologies to Big GeoData

In order to take advantages and to fully exploit Big GeoData as cited previously, some
motivations occurred. These motivations aim to extend emerging technologies for Big
Data and to propose new solutions which support geographical dimensions. For
example, SpatialHadoop [21] and GeoSpark [22] are respectively instance of Hadoop
and Spark. Furthemore, GeoMesa [23] is an hybrid approach which uses Hadoop and
cloud computing technologies at once. More precisely, Spatial analytics in GeoMesa
can leverage Hadoop to perform computations in parallel on a cloud [24].

Being an open source document database which belongs to NoSQL family,
MongoDB is also able to handle geographic information.

Alongside the studies that we carried out on these frameworks, we discovered that
they share a common flaw. They are devoid of geolocation mechanisms. In fact, they
operate only on data which are already geolocated as they offer to their users a defined
set of operations (e.g., KNN, Spatial join, etc.). Thus neglecting such a treatment can
lead to a lack of manipulation and analysis accuracy.

4 A Multimode Approach for Big GeoData Placing

In order to overcome limitations of previous Big GeoData systems, we propose a new
approach for Big GeoData geolocation estimation. We take benefit from both visual
and textual information to guarantee more accuracy. The planned architecture of this
system is described on Fig. 1.
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4.1 Building the Training Datasets

We start by selecting a large number of objects T (images and texts) whose geospatial
dimension is defined. Since these objects can be labeled with additional text (metadata
or keywords), establishing a connection among words and regions can be helpful for
the geolocation estimation task. In this context, extracting LIW (Location Indicative
Words) proves a good solution. We propose in the following, a simple solution to
extract LIW. This heuristic-based solution is derived from TF-IDF (Term Frequency-
Inverse Document Frequency) method. Let:

Weightw ¼ WFw � IRFw: ð1Þ

Where: WFw designs the Word Frequency and IRFw presents the inverse Region
Frequency. Note that IRfw is calculated in terms of:

IRFw ¼ logjRjð Þ = jfrj : wi 2 rjgj: ð2Þ

Where: R designs the number of regions and rj is the number of regions where users
use w in the training set. In other words, where nij 6¼ 0.

4.2 Acquisition and Pretreatment Phase

We think that a real-time acquisition of Big GeoData is of a great importance especially
to detect real phenomena. To do this Apache solutions like Storm and Kafka may be a
good candidate to process data from diverse sources. They consist of free and open
sources distributed computation systems. Note that additional sources can be supported
by such frameworks and then a larger range of data can be exploited. As for pretreatment

Fig. 1. The global architecture of our project
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process, it is of a great importance since a huge amount of objects (Oi for images and OT

for text) is acquired and have to be processed. So that noisy objects complicate posi-
tioning task, they have to be eliminated. For example, facial images have no spatial
dimensions so they are not useful for placing task. As for text, common words, prefixes
and suffixes must be removed.

4.3 Feature Extraction Phase

We aim through this phase to extract hidden informative features to perform
non-defined locations of objects OT. Based on these features, every object will be
positioned near than training datasets with similar features.

4.3.1 Textual Extraction Features Subsystem
In addition to LIW, we can refer to language models to determine a text geolocation.
We can define a language model as the probability distribution over metadata of all
positioned training dataset. Let hR a derived language model for each region R. Given
an acquired object OT (e.g. commentaries on blogs, tweets, etc.) with words Wo =
{w1,..,wn}, hR will be ranked based on their probability to generate Wo.

P hRj Woð Þ ¼ P Woj hRð Þ P hRð Þð Þ = P Woð Þð Þ / P hRð Þ �
Yn

i¼1
P wij hRð Þ: ð3Þ

P(wi |hR) is the maximum likelihood probability of generating wi from hR [25]. It is
smoothed by calculating the maximum likelihood of generating wi from the back-
ground language model. This latter is generated over all objects in the training dataset.

4.3.2 Visual Extraction Features Subsystem
We adopt the same strategy of Im2GPS system [12] to geolocate image objects Oi. So
the following features have to be extracted: colour histograms, texton histograms, line
features and Gist Descriptor. In addition to color histograms and line features, we
recommend the extraction of feature vectors for object detection in images. In fact, they
allow us to determine easily object shapes and types (built or natural) and to ameliorate
the geolocation task accuracy. For this purpose, we suggest the following additional
features to enhance Im2GPS performance:

• Grey-Level Co-occurrence Matrix (GLCM): It is also called “the gray-level spatial
dependence matrix”. It measures the occurrence of pairs of pixels with particular
values to characterize the texture in an image.

• Histogram of Oriented Gradients (HOG): It consists of a feature descriptor fre-
quently used in image processing to detect objects. It measures occurrences of
gradient orientation in localized parts of an image. Thus, each object appearance
and shape in an image can be measured in terms of distribution of intensity
gradients.

Note that we can also take benefit from textual features to geolocate Oi since they
can be accompanied with textual data (metadata keywords, etc.).
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4.4 Features Comparison

Given an acquired object A, objects T from the training datasets are ranked in function
of their scores S(A, T). The S(A, T) measures the similarity between A and T [26].
Then, it is estimated that an object T which is characterized by a high score, shares a
close geolocation in the space with A. Let:

S A; Tð Þ ¼ e�cDðA;TÞ: ð4Þ

Where: c = 1.0 and D(A,T) is a weighted sum of distances between extracted
features:

D A;Tð Þ ¼
XN

n¼1
wn � dn An; Tnð Þ: ð5Þ

Note that An, Tn, wn and dn design respectively: the nth feature of the acquired
object A, the nth feature of the training object T, the weighting coefficient and the
corresponding distance. We can apply the Maximum Entropy (ME) approach to obtain
appropriated feature weights. We think that this approach is more suitable than others
with the same finality. In fact, we deal with a variety of features and such an approach
supports independencies between features. This is useful in our case, especially for
shared images with additional textual components. We adopt the same strategy
deployed by [26] to measure weights of features based on ME. Given an acquired
object A, the objects T have to be classified to: relevant objects (RO) and irrelevant
objects (IO). The distances between the ith feature of A and T:

fi A; Tð Þ ¼ di Ai; Tið Þ: ð6Þ

We include a constant feature fi=0(A, T) = 1 to guarantee a prior probabilities.
Then, the scores S(A, T) can be replaced by the posterior probability for the RO class
and the ranking and combination of several objects A is done as the following:

S A; Tð Þ ¼ P ROjA; Tð Þ

¼ exp
X

i
kRoifi A;Tð Þ

h i� �
=
X

k2 RO;IOf g
exp

X
i
kkifi A; Tð Þ

h i
: ð7Þ

4.5 Storage Phase

Geolocated objects are transferred to the storage support which must be selected taking
into account Big GeoData features. In this context, we think that data centers can be
good candidates. Thanks to their interactivity, they can deal flexibly with an Apache
framework which is exploited to acquire Big GeoData streams. We aim by this inte-
gration to take advantage from both: long term storage and real-time accumulation of
data. This is useful for future use including detecting events and studying their evolution
over the time. For this purpose, we propose a spatiotemporal indexing mechanism.
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It consists of a simple method for encoding geo-time coordinates of objects into an index
entry. Note that geo-coordinates can results from features comparison phase while
timestamp can be determined as the moment of objects acquisition.

5 Conclusion

In this paper, we examined several methods for placing task. These methods demon-
strated their effectiveness for inferring geolocation for images or text. Despite of
emphasizing the power of location, they are not able to handle large amounts of
multi-types objects generated with high velocity. Then, they are not able to handle Big
GeoData. In our new research project, we aim to propose a multimode system for Big
GeoData positioning based on both visual and textual features. We aim to estimate the
geolocation of shared VGI on social networks and Web-based platforms whose power
still partially revealed using traditional solutions. We focus our future works to support
additional objects types like videos which can be treated as sequence of images. The
design of this system aims to fully take advantage from the placing task. Since
real-time objects features can be determined, we can go further and exploit them for
additional activity such as real phenomena detection. Finally, to evaluate our approach,
future efforts will be conducted to practically measure its effectiveness. It can be also
the object of some enhancements to guarantee a higher accuracy.
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Abstract. Feature selection is an important research topic in machine
learning and pattern recognition. In recent years, data has become
increasingly larger in both number of instances and number of features.
In fact the number of features that can be contained in a Big Data is
hard to deal with. Unfortunately, the number of features that can be
processed by most classification algorithms is considerably less. As a
result, it is important to develop techniques for selecting features from
very large data sets. However the efficiency of existing feature selection
algorithms significantly downgrades, if not totally inapplicable, when
data size exceeds hundreds of gigabytes. Traditional methods like Fil-
ters, Wrappers and Embedded methods lack enough scalability to cope
with datasets of millions of instances and extract successful results in a
finite time. Therefore, the main purpose of this paper is to propose a
new parallel feature selection framework that enable the use of feature
selection methods in large datasets.

Keywords: Feature selection · MapReduce · Parallel computing

1 Introduction

Over the last few years, dimensionality become a serious problem since data has
become increasingly larger in both number of instances and number of features.
Unbrokenly, existing algorithms of classification and clustering need less number
of features to work efficiently without a hitch [1]. Thus, data reduction is pro-
posed to reduce the number of features and increase the learning performance.
Two ways to reduce the number of variables exist: feature extraction and feature
selection.

In feature extraction we are interested in looking for new features that are
the result of transformation of the original data by using some transformation
functions [1]. In feature selection the goal is finding a minimum subset of non
redundant and relevant features from the original set. Although efficient, dimen-
sionality reduction methods are used in the absence of Big Data which means
that existing algorithms of both feature extraction and feature selection can be
used with large data sets but cannot deal with very large data.

c© Springer International Publishing Switzerland 2016
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The existing approaches of feature selection are grouped into three categories:
filter, wrapper and embedded methods. Filters concept consist of filtering the
undesirable features out before learning [1] which make them fast and indepen-
dent of the learning process. The goal of a wrapper approach is straightforward;
to achieve the highest accuracy rate by selecting features that accomplish that
for a specific algorithm. Although efficient, when the size of the data is very large
the wrapper approach become not suitable for Big Data. Embedded methods are
similar to wrappers since the features are selected during the learning process
[2]. Based on the comparison between filters and wrappers and our goal which is
the scalability of those algorithms for Big Data, we decided to work with filter
method using a univariate approach.

Some algorithms of feature selection that exist are considered as exhaus-
tive methods and cover the whole search space as Focus algorithm, Branch and
Bound, Best First Search [3,4]. Other algorithms are considered as heuristic
methods such as Set Cover and Mutual Information [3,4]. A third category
of algorithms are considered as nondeterministic methods known as stochastic
methods allowing a generation randomly of subsets. They uses several tech-
niques like genetic algorithm and simulated annealing for instance: Las Vegas
Filter (LVF) and Las Vegas Wrapper (LVW) [3,4]. For this paper, we focus on
Relief algorithm which belongs to a fourth category named Feature Weighting
Methods. Previous works have shown that it is effective with large datasets with
both high number of instances and of features.

It is obvious from literature that the performance of feature selection tech-
niques downgrade simultaneously with the increase of volume of data. The num-
ber of features and the number of instances affect the complexity of feature
selection algorithms so that for very large data sets with thousands of features
or instances, the efficiency can be reduced totally. For big data these traditional
algorithms are inapplicable too. This is due to the existence of all data in a single
memory that cannot be supported.

Machines are not able to process this huge amount of data and parallel solu-
tions are considered suitable mechanism for dealing with. We propose in this
paper using a parallel paradigm which allows to reduce the execution time of
feature selection by implementing Relief algorithm. The rest of the paper is orga-
nized as follows. Section 2 provides some background about MapReduce and the
state of the art about feature selection algorithms using the MapReduce pro-
gramming model. Section 3 describes the proposed approach for the Relief algo-
rithm using the MapReduce. The results are discussed and analyzed in Sect. 4.
Finally the summary of the paper is presented in the conclusion in Sect. 5.

2 Feature Selection Algorithms Using the MapReduce:
The State of the Art

[5] describes Big Data as having three main characteristics: Volume, Variety and
Velocity. This is the most known definition of Big Data, although many authors
add other V’s such as Value and Veracity.
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The huge volume of Big Data makes the processing with a centralized solu-
tion in a traditional way an impossible mission, that is why many distributed
approaches have been proposed in literature: Message Passing (MPI), threads,
workflow and MapReduce. The MapReduce is proposed by Google as a program-
ming model to process by parallel and distributed algorithms, large and scalable
datasets [6]. Those algorithms are distributed on a cluster which can contain
thousands of machines with reliable and fault tolerance manner. The job of the
MapReduce consists of three principle steps which are Mapper procedure, Shuf-
fle procedure and Reducer procedure. However, only the mapper and reducer
procedures need to be implemented since Shuffle is executed automatically by
the computer [6].

The input of the MapReduce is split into many blocks. Hence, the first step is
to process each block with a map. As a consequence the whole input is processed
in a parallel way and the output of the map procedure is a set of (Key, value)
pairs. After that, the shuffle procedure works automatically in order to group
the data with same key. The last step is the reducer procedure, and as output
of the shuffle we have several unique keys where each key has many values. The
goal of the reducer step is to obtain the best value according some criteria for
each key.

[7] proposed feature subset selection problem using wrapper approach in
supervised learning. It was a new Wrapper approach using Genetic Algorithm
(GA) as random search technique. [8] proposed a new parallel feature selec-
tion model based on MapReduce which is called Twister. By using this model,
The iterative MapReduce computation is useful to implement many parallel
algorithms with simple iterative structure. The client controls the program of
MapReduce assigning methods to the MR job, preparing keyValue pairs, prepar-
ing statistic data to the MR tasks through the partition file if required.

[9] proposed a parallel feature selection using positive approximation (FSPA)
based on MapReduce. In fact this proposition is an improvement for a previous
contribution which is a combination between rough set based feature selection
method and positive approximation. [10] proposed an iterative MapReduce for
feature selection. A method which consists in using parallel Kmeans on MapRe-
duce for clustering.

All the previous approaches are models or framework that have not been
implemented yet. However, only [11] implemented two filter algorithms: Ranking
based on Pearson correlation coefficient and mRMR.

mRMR is a feature selection algorithm which belongs to filter category and
based on Mutual Information measure for Maximum Relevance or Minimum
Redundancy. In one hand, the Maximum Relevance aims to maximize the rele-
vance between a feature and the target class. For this step features are sorted
in a descent way according to their mutual information. On the other hand,
the Minimum Redundancy tends to minimize the repeat between features by
maximizing the mean of all mutual information values (between each individual
feature with the target class).
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Two Map Reduce jobs are required: The first one calculates the mutual infor-
mation for each candidate feature. For this, the Map step achieve the parallelism
over records and the reduce step is for the parallelism over features.

The second job aims to select the best subset of features that have the highest
mutual information already done in the first job.

Ranking based on Pearson correlation coefficient is an algorithm of feature
selection that belongs to filter category too. Its principle consists in computing
a coefficient based on Pearson Correlation between each feature and the target
class. Thus best features are those with the highest coefficient. For this only one
job Map Reduce is required: The map step iterates over the training set records
to achieve the parallelism over records. As output of the map, the product of
each feature and the target class value constitute the value while the feature
index is the key. The reduce step is responsible of the parallelism over features
by summing up the values of map output. Table 1 resume the two existing algo-
rithms of feature selection that have been implemented where n is number of
instances, m the number of features, s the number of features to select and b the
number of nodes in a cluster.

Table 1. Summary of implemented algorithms of feature selection using Map Reduce

Algorithm Nb jobs MapReduce Post-processing Parallelism Complexity

mRMR 2 No Records-features O(n∗m
b

)

Ranking 1 Yes Records-features O(n∗m′′∗s2
b

)

3 Proposed Approach

Our proposed solution consists in implementing a Relief feature selection algo-
rithm using MapReduce. Relief algorithm is based on sampling the whole set of
instances. This is inspired from the idea that relevant features are those whose
values can distinguish from close instances to each other. Thus, for each instance
I, the algorithm find the two nearest neighbors which are called near hit H and
near miss J, belonging to two different classes (For binary classification). By using
Relief, a feature is considered as relevant if its values are the same between I
and H and different between I and J. This relevance is computed through dis-
tance. This distance between the instance I and each feature is accumulated in a
weight vector w which has the same number as the number of dimensions. Only
features which have a weight higher than a relevance threshold τ are selected. τ
can be statistically estimated. The samples have a size m. More the samples are
larger, more the approximation I is reliable. As mentioned above, our solution
is to implement this algorithm using the parallel paradigm MapReduce. The
following scheme explains the architecture of this programming model.

The following steps represent the details of the solution: First we split the
original set of features into many subsets of features. Then, many smaller
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Fig. 1. Mechanism of MapReduce

Fig. 2. Proposed approach

datasets from the original one are formed according to the created subsets of
features with adding the attribute class for each subset. In other words, the
generated datasets are the result of a vertical splitting of the big dataset.
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Secondly, for the map step, the generated datasets are the input value with an
input key which refers to the name of the generated dataset. Relief algorithm is
applied for each one of the new datasets. As output of the map, for each treated
dataset of m features we have m pair of <k, v> refer to the <feature, weight>.

Finally for the reduce step the weights are compared to an empirical threshold
τ in order to keep only features with a weight higher than τ . Thus, only relevant
features and their weights are generated from the reduce step as <k, v>.

Hence, we can handle the large number of features thanks to the vertical
splitting of the dataset. Moreover, each treated file for the map step is splitted
in an horizontal way by default. This allows to deal with the big number of
instances.

4 Results and Discussion

The experiments were conducted on two databases which are available at the
UCI machine learning repository. The first one is the Amazon Commerce reviews
dataset which is a large dataset derived from the customer reviews in Amazon
Commerce Website for authorship identification. This data set includes 1500
instances described by 10000 features. We consider also the Dexter dataset that
consists of 2600 instance which include 20000 features presenting frequencies
of occurrence of word stems in text. Table 2 displays the characteristics of the
datasets that have been used for evaluation.

Table 2. Datasets summary

Name of dataset Amazon Dexter

Number of features 10000 20000

Number of instances 1500 2600

Missing value Yes Yes

Type of variables Real Integer

Our algorithm was implemented with the MapReduce on Hadoop using R
language by Rstudio. Actually, using R with Hadoop is possible thanks to a
component of Hadoop which is Hadoop streaming. Thus, many packages in R
are required to implement the MapReduce with R: RMR package to execute the
job MapReduce and RHDFS package to enable the use of HDFS in Hadoop. The
feature selection algorithm Relief is already implemented in R available from the
package FSelector. Big memory package was also used in order to read large data
files. These are the main used packages.

The results in Tables 3 and 4 show that the running time of Relief algorithm
using our proposed approach decreases considerably compared to non parallel
results. Moreover, using parallel MapReduce depends on the number of used
nodes: Increasing the number of nodes decrease the running time.
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Table 3. Results given by Dexter dataset

Running time (s) Number of selected features

Non parallel (Weka) 11670 565

Parallel (MapReduce single node) 3580 570

Parallel (MapReduce two nodes) 2633 572

Threashold of Relief τ = 0.0

Table 4. Results given by Amazon dataset

Running time (s) Number of selected features

Non parallel (Weka) 3450 1198

Parallel (MapReduce single node) 2519 1196

Parallel (MapReduce two nodes) 2340 1205

Threashold of Relief τ = 0.5

The difference in the number of selected features (which is between 565 and
572 for Dexter and between 1196 and 1205 for Amazon) is explained by the
samples considered in Relief algorithm.

Tables 5 and 6 show the role of selecting features using MapReduce in improv-
ing the results of classification algorithms. Table 5 show that some algorithms
of classification like Bayesian Network are not applicable without selecting fea-
tures. This is due to the huge number of features that influence the scalability
of those algorithms. Here, feature selection is a crucial task for the classification
algorithm.

Table 6 shows that even when a classification algorithm is applicable for a whole
dataset, selecting features using MapReduce reduces the time for building mod-
els. It decreases from 36.44 s to 1.92 s. Moreover, our proposed approach helps to
improve the percentage of correct instances, Precision, Recall and F-measure.

Table 5. Comparison of classification results for Dexter dataset using Bayesian Net-
work

Time for building model correct instances Precision Recall F-measure

All features * * * * *

570 features 0.67 95.23 0.953 0.952 0.952

*model couldn’t be built

Table 6. Comparison of classification results for Dexter dataset using Decision Stump

Time for building model (s) % correct instances Precision Recall F-measure

All features 36.44 96.1 0.796 0.633 0.674

570 features 1.92 97.2 0.971 0.702 0.971
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Selecting features using Relief on MapReduce, reduces the time of Relief
algorithm on large datasets. In addition, it improves the quality of classification
by improving the main measures cited above.

5 Conclusion

In this paper we presented a new approach dealing with Big datasets using
MapReduce and consists in a parallel implementation of Relief algorithm. The
proposed approach was presented on two steps. The first one is a split phase in
order to reduce the complexity of large datasets. The second one is the parallelism
over records in the map step to apply Relief algorithm. Experimentations show
that the idea is applicable and gives good results for large datasets. Moreover,
we proved that we can improve the quality of classification algorithms either
for inapplicable ones on high dimensional data or for improving measures. For
future work, we aim to experiment our approach on massive data, and we want
to extend the number of nodes.

References
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Herrera, F. (eds.) Data Preprocessing in Data Mining, pp. 163–193. Springer, Hei-
delberg (2015)

2. Guyon, I., Elisseeff, A.: An introduction to variable and feature selection. J. Mach.
Learn. Res. 3, 1157–1182 (2003)

3. Arauzo-Azofra, A., Benitez, J.M., Castro, J.L.: Consistency measures for feature
selection. J. Intell. Inf. Syst. 30(3), 273–292 (2008)

4. Almuallim, H., Dietterich, T.G.: Learning with many irrelevant features. In: AAAI,
vol. 91, pp. 547–552, Citeseer (1991)

5. Kaisler, S., Armour, F., Espinosa, J.A., Money, W.: Big data: Issues and challenges
moving forward. In: 2013 46th Hawaii International Conference on System Sciences
(HICSS), pp. 995–1004. IEEE (2013)

6. HajKacem, M.A.B., N’cir, C.B., Essoussi, N.: Mapreduce-based k-prototypes clus-
tering method for big data. In: 2015 IEEE International Conference on Data Sci-
ence and Advanced Analytics, DSAA 2015, Campus des Cordeliers, Paris, France,
19–21 October 2015, pp. 1–7 (2015)

7. Karegowda, A.G., Jayaram, M., Manjunath, A.: Feature subset selection problem
using wrapper approach in supervised learning. Int. J. Comput. Appl. 1(7), 13–17
(2010)

8. Sun, Z.: Parallel feature selection based on mapreduce. In: Wong, W.E., Zhu, T.
(eds.) Computer Engineering and Networking, pp. 299–306. Springer, Heidelberg
(2014)

9. He, Q., Cheng, X., Zhuang, F., Shi, Z.: Parallel feature selection using positive
approximation based on mapreduce. In: 2014 11th International Conference on
Fuzzy Systems and Knowledge Discovery (FSKD), pp. 397–402. IEEE (2014)

10. Kourid, A.: Iterative mapreduce for feature selection. Int. J. Eng. Res. Technol. 3
(2014). ESRSA Publications

11. Reggiani, C.: Scaling feature selection algorithms using mapreduce on apache
hadoop (2013)



Machine Learning in Medicine
and Biometrics



Rational Discovery of GSK3-Beta Modulators
Aided by Protein Pocket Prediction

and High-Throughput Molecular Docking

Rafael Dolezal1,2(&), Michaela Melikova1,2, Jakub Mesicek1,2,
and Kamil Kuca1,2

1 Center for Basic and Applied Research, Faculty of Informatics
and Management, University of Hradec Kralove, Rokitanskeho 62,

50003 Hradec Kralove, Czech Republic
{rafael.dolezal,michaela.melikova,

jakub.mesicek,kamil.kuca}@uhk.cz
2 Biomedical Research Center, University Hospital Hradec Kralove,

Sokolska 581, 500 05 Hradec Kralove, Czech Republic

Abstract. Over the last three decades, computer-aided drug design (CADD)
methods have attracted increasing attention of medicinal chemists especially due
to their potential to penetrate into the molecular level of drugs’ mechanism of
action. So far, CADD techniques have significantly contributed to rational
development of more than two hundred novel drugs. Brute force of super-
computers has enabled chemists to screen virtual ligand libraries of millions of
chemical structures in affordable time span while indicating which compounds
should be prioritized in further preclinical research and which can be eliminated
a priori. A prominent position in CADD is held by structure-based methods that
analyze 3D structures of biological targets to find optimal small binding
molecules modulating the target’s bioactivity. In the current work, we have
performed a protein binding pocket screening on an X-ray model of human
Glycogen Synthase Kinase 3 beta (GSK3b) employing an algorithm based on
Voronoi tessellation. The found binding sites were analyzed and compared with
the results of surface screening of the GSK3b model by molecular docking
based calculations. Finally, the revealed binding sites were exploited in a
structure-based virtual screening supported by pleasingly parallelized calcula-
tions on a peta-flops-scale supercomputer. The most promising GSK3b modu-
lators resulting from the in silico screening have been proposed for in vitro
testing.

Keywords: Computational biology � Drug discovery � GSK3-beta � Virtual
screening � Protein binding pocket prediction

1 Introduction

Computer-aided drug design (CADD) methods have become an important strategy in
medicinal chemistry and pharmaceutical research since they allow in many cases to
notably reduce time and cost required for drug lead discovery and optimization [1].
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Classically, new drugs are developed in a tedious process starting with wet-chemistry
screening for unknown chemical compounds exhibiting high in vitro affinity towards a
selected biological target (e.g. enzyme, receptor, nucleic acid, cells, etc.). Conse-
quently, the identified hit compounds are chemically optimized by organic synthesis
methods in a trial-error manner until a chemical structure with optimal pharmacody-
namic and pharmacokinetic properties is obtained. Generally lacking sufficient logic,
such an approach can consume more than 1 billion dollars and take over 15 years on
average to introduce a novel drug into clinical practice, although sometimes luckier
drug discovery stories happen to chosen researchers [2]. Fortunately, due to the mas-
sive development of computer technologies in last decades, in silico drug discovery and
design techniques can considerably enhance, rationalize and streamline these classical
laboratory methods, as has been demonstrated, to mention a few, in the cases of
Dorzolamid, Captopril, or Saquinavir [3].

A specific tactic is employed in structure-based (SB) CADD methods where the
main task is to analyze 3D models of biological targets [4]. Novel drug candidates are
proposed depending on their ability to interact with the biological target model and to
elicit the desirable conformational changes from it. Generally, flexible molecular
docking, molecular dynamics or even hybridized quantum chemical and molecular
mechanical calculations (QM/MM) are employed in such simulations [5]. For SB
methods, both the ligand and the target structures are imperative. At present, several
approaches based on X-ray crystallography, nuclear magnetic resonance (NMR) or
cryo-electron microscopy are applicable to experimentally determine the active sites.
Once the 3D protein structure has been elucidated, numerous computational chemistry
analyses can be conducted to properly exploit the chemical information [2]. Especially,
looking for increased specificity of ligand-enzyme/receptor interactions due to binding
in allosteric active sites can bring desirable innovation in drug design towards more
potent and selective therapeutics.

Therefore, we focused in the study on computational analyses of a 3D model of
glycogen synthase-kinase 3 beta (GSK3b) enzyme with the aim to find its potential
binding sites. Herein, two approaches were employed: (1) geometric analysis of the
protein surface based on Voronoi tessellation, and (2) a molecular-docking based
method. Both approaches are discussed, compared, and eventually utilized in a high
throughput molecular docking for novel GSK3b ligands as candidates for
anti-Alzheimer’s disease drugs.

2 Problem Definition

In the current work, we have designed a computational analysis of human GSK3b
which is involved in several pathological processes such as diabetes mellitus (type 2),
Alzheimer’s disease, chronic inflammatory disorders, etc. Although the orthosteric
binding site of GSK3b is well-known from X-ray crystallography, there is an urgent
need for development of novel allosteric inhibitors binding to different parts of the
enzyme. Thus, the objective of the present study is to show how to identify other (i.e.
allosteric) binding sites in an X-ray model of GSK3b by means of geometrical and
molecular mechanical analysis of the enzyme’s 3D structure. The protein pocket
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binding prediction is performed by a Voronoi tessellation algorithm in Fpocket pro-
gram and the obtained results are compared with an energy-based active site search by
molecular docking in AutoDock Vina. The predicted binding protein pockets’ locations
are finally introduced as key parameters into SB virtual screening for novel GSK3b
modulators. Since the proposed virtual screening by high throughput flexible molecular
docking is highly time-expensive, we utilized a supercomputer of 2 PFlops perfor-
mance with 1008 compute nodes and 24 192 CPUs to perform the calculation in
parallel. The resulting top-scoring candidates for GSK3b modulators are suggested for
further in vitro investigations.

3 State of the Art

3.1 Pocket Binding Prediction Within Rational Drug Design

In order to discover novel lead structures in silico, 3D structure of binding sites in
receptors/enzymes are necessary to be known. Accordingly, co-crystallization of a
ligand with the target and a subsequent X-ray, NMR, or cryo-electron microscopy
analysis generally has to be carried out to reveal the active site as well as the target’s
whole structure. However, further effort needs to be made if new binding sites are to be
discovered. In this regard, computational methods are often used for identification of
allosteric binding sites on experimentally determined 3D target models [6]. Currently,
four main methods are used to determine and characterize protein binding sites:
(1) geometric analyses of the target’s protein surface to find concave pockets;
(2) computational chemistry screening of the target’s protein surface by a probe ligand
to reveal high binding energy regions; (3) molecular dynamic studies simulating
ligand-enzyme/receptor trajectories as a function of time; (4) protein sequence or
phylogenetic analyses to identify homologous parts with active site templates in a
profile library. The mainstream techniques are represented by geometric and
energy-based methods. Demanding molecular dynamics studies are generally used for
finding the thermodynamic equilibrium of solvated states when the binding sites have
already been localized by molecular docking. Finally, bioinformatics-based methods
rely on the databases of known binding sites’ sequences and similarity analyses and,
thus, they are not universally applicable for novel active sites discovery. For these
reasons, we hold forth only on the first two methods mentioned above.

Geometric Approach. As the ligand binding sites mostly form the largest pockets,
cavities or tunnels in the protein surface, geometrical methods for the active sites
prediction frequently utilize algorithms splitting the protein into regular segments with
a 3D grid box and finding the grid points at which a probe sphere does not coincide
with any protein atoms. This simple search protocol is employed, for instance, by
Pocket program. Since such algorithm for protein pocket detection is strongly
dependent on the protein input orientation relative to the coordinate reference frame,
further improvements have been introduced to the calculations. Briefly, Ligsite pro-
gram scans the protein structure in seven directions; Delaney program is optimized to
form a monolayer of particles covering the protein surface which is followed by cyclic
surface expansions and contractions to concentrate the probes in protein cavities; Pass
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program designates cavities by cumulating such probe spheres that are tangentially
connected with three atoms assigned to the protein surface, the algorithm of Del Carpio
program searches cavities in a growing process starting from the center of gravity of the
protein identifying atoms integrated within a concave surface, Apropos algorithm
represents the protein by a-shape triangle bodies (i.e. Delaunay models) to find the
cavities as steric differences to the convex hull formed when the a parameter
approaches infinity. Similarly, Cast program utilizes the Apropos’s algorithm which is
extended by a flow theory approximation to determine accessible protein pockets [7].
A relatively novel algorithm which attempts to face the problem is based on building
a-spheres and application of Voronoi tessellation. In the present work, we have focused
on investigation of this algorithm as it has been implemented in the open source
program Fpocket. Basic principles of Voronoi tessellation are introduced in the next
chapter.

Energetic Approach. The other approach which has found its way into protein pocket
predictions is based on molecular docking. The main objective of the technique is to
find the global minimum on the potential energy hypersurface representing the
Cartesian coordinates of atoms in a ligand-protein complex. Usually, molecular
docking calculations utilize experimentally determined 3D protein structures trying to
substitute the co-crystalized ligand with other compounds to estimate the best align-
ment in the active site and the resulting binding affinity or even Gibbs free energy.
Since the binding energy is closely related with drugs’ inhibition potencies towards
specific enzymes, molecular docking as an important part of CADD and lead opti-
mization can be employed to evaluate the binding properties of several drug candidates
or to screen extensive virtual ligand databases in high-throughput SB virtual screening.
Eventually, the process of molecular docking may easily be extended to search for
other binding sites on the whole protein surface by means of a suitable probe ligand
molecule. The only burden of the approach is higher computational strenuosity which
requires high performance computing (HPC) clusters or supercomputers.

Being developed from classical mechanics, the interacting molecular system han-
dled by molecular docking is approximated by rigid spheres and elastic bonds, the
positions (R: distance; h, u: angles) of which are governed by attractive and repulsive
forces.
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Given the high number of atoms, especially in proteins, and many degrees of
freedom, the system is often split in to a rigid part, which is not allowed to move, and a
flexible part, which can change its position and conformation during the simulation. In
molecular docking programs, the total potential energy is approximated by a scoring
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function consisting of several components responsible for: (1) bond stretching (Es);
(2) bond bending (Eb); (3) dihedral torsion (Et); (4) van der Waals interactions (EvdW);
(5) hydrogen bonding (Ehb); (6) electrostatic interactions (Ee) (Eq. 1) [5].

As a systematic sampling of the combinatorial space is very computationally
demanding, various stochastic approaches, Monte Carlo based methods or genetic
algorithms are often used for minimization of scoring functions. However, develop-
ment of accurate scoring function is an active area of research and, thus, the results of
molecular docking still have to be accepted cautiously. So far, several dozen of
molecular docking program with different scoring functions and search algorithms have
been developed (e.g. Dock, Gold, Glide, Icm, Molegro and FlexX).

In the present study, we have decided to utilize an open-source program AutoDock
Vina (shortened as Vina) to predict novel/allosteric binding sites on a 3D model of
GSK3b enzyme as well as to perform subsequent SB virtual screening aimed at dis-
covery of novel inhibitors of the enzyme. Among flexible molecular docking programs,
Vina is one of the favorite ones since it can employ multithreading on multicore
computers and provides relatively good ligand binding pose predictions in terms of
reproducing the observations determined by X-ray or NMR. Utilizing principles of
pleasing/embarrassing parallelization, Vina is ideally robust to serve as a molecular
docking engine in high-throughput screening in supercomputers. The program relies on
a memetic algorithm that interleaves global and local searches by stochastic and
deterministic techniques. Briefly, the global optimizing algorithm is based on Markov
chain Monte Carlo algorithm with restart disturbed by random mutation of the current
solution. The result of local search is accepted if it satisfies Metropolis criterion. In the
local search, Vina employs Broyden-Fletcher-Goldfard-Shanno (BFGS) algorithm
aimed at nonlinear unconstrained optimization. For further information on Vina pro-
gram, the reader is kindly referred to the literature [5].

3.2 GSK3b as a Target in CADD

Glycogen synthase kinase 3 beta (GSK3b; EC: 2.7.11.26) is an essential enzyme present
within nearly all human cells (i.e. in cytoplasm, nucleus, cell membrane) and as such it is
involved in the control of glucose metabolism, Wnt signal pathways, DNA transcription
processes and microtubules maintenance. The constitutive mechanism of GSK3b action
consists in serine/threonine phosphorylation of several enzymes like glycogen synthase
(GYS1, GYS2), CTNNB1/beta-catenin, APC, NFATC1/NFATC, MAPT/TAU and
MACF1. For example, by phosphorylation of GYS1, GSK3b inhibits glycogen synthesis
in skeletal muscles, by phosphorylation of MAPT/TAU on threonine 548 it suppresses
the ability ofMAPT/TAU to stabilize microtubules, through phosphorylation ofMACF1
it can restrict bulge stem cell migration, etc. Thus, GSK3b exhibits pleiotropic activity
which has made it a desirable target for the treatment of diseases such as diabetes mellitus
2, Alzheimer’s disease (AD), manic depressive disorders, neurodegenerative disorders,
chronic inflammatory disorders. Especially, a nexus between GSK3b and AD has
recently gained growing attention in drug design. According to current hypotheses,
increased activity of GSK3b contributes to hyperphosphorylation of tau proteins and the
formation of neurofibrillary tangles. Additionally, an up-regulated level of GSK3b has
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been suggested to be responsible for enhanced triggering of b-amyloidogenic processes
viamodulating c-secreatase. As hyperphosphorylated tau proteins and b-amyloid neural
plaques are the main hallmarks of AD pathology, modulators of GSK3b represent
important drug candidates for causal treatment of AD. Although human organism is
capable to restore declined GSK3b activity, it is not able to downregulate increased level
of this enzyme in pathological states.

At present, several dozen X-ray structures of GSK3b with co-crystalized inhibitors
are available in Protein Data Bank (a free online database) for computational chemistry
and biology analyses. In the present study, a model of GSK3b complexed with
NMS-869553A compound (PDB ID: 3DU8, resolution: 2.20 Å) was chosen for in
silico investigations in Fpocket and AutoDock Vina program. Finally, this model was
used for virtual screening.

4 Experimental Setup

4.1 Pocket Binding Search in 3D Model of GSK3b

Voronoi Tessellation. Fpocket is an open-source program which has been designed
for geometry-based search for pockets in 3D protein models [8]. Generally, the algo-
rithm is based on Voronoi tessellation and may be applied to spatial analysis of X-ray
as well as homology protein models. In simple terms, a Voronoi region Vi of an atom zi
can be defined as a domain of all points x which have shorter Euclidian distance in a
metric subspace X 2 RN to that atom than to other atoms zj…k (Eq. 2):

Vi ¼ x 2 Xj x� zij j � x� zj
�� ��for j ¼ 1; . . .; k; j 6¼ i

� �
: ð2Þ

If applied on all the protein atoms, the 3D space delimited by the protein structure
can be decomposed into a complex of Voronoi objects. Interestingly, the Voronoi
region of an atom includes the geometrical centers of all possible a-spheres that contact
the atom. As for a-spheres, they are defined as spheres touching at least 3 different
atoms of proteins and containing no atoms inside. The distribution of a-spheres
depends on: (1) the a-sphere radius, and (2) atom coordinates of the proteins. Large
spheres cover the external shape, while smaller spheres concentrate in densely popu-
lated protein pocket and cavities. Therefore, location of a-spheres with a suitable radius
leads to identification of potential active sites. Practically, the task of a-spheres dis-
tribution is solved through Voronoi tessellation of 3D space into Voronoi regions, each
of them being delimited by edges and vertices. Intersects of 4 Voronoi regions, which
are called Voronoi vertices, are then used as the centers of a-spheres. Generally,
perpendicular distances between atoms and a-spheres are determined instead of tan-
gential distances to make the calculation easier.

The solution of 3D space Voronoi decomposition, that is finding the Voronoi
vertices, is similar to the Delaunay triangulation. In case where the perpendicular
distance approximation is assumed, atoms which can be interconnected by a Voronoi
edge are taken as a Delaunay group that is consequently projected on a 4D paraboloid
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hypersurface. Finally, the Voronoi vertices are obtained as convex hulls of each
Delaunay group, which corresponds to finding a set of atoms coinciding with the
intersection of all half-spaces that involve the atoms [9]. To solve the convex hull
problem, Fpocket program utilizes Qhull source code, which is based on determining
the extreme points in the 4D paraboloid hypersurface fitted on the Voronoi intersec-
tions (Fig. 1) [8].

In order to find binding pockets in 3DU8 model of GSK3b, several parameters had
to be tuned up. At first, ligands and waters molecules were removed from the input file.
Then, pruning a-spheres to eliminate solvent inaccessible areas was done by adjusting
the sphere radius, affinity of a-spheres to protein pockets was increased through setting
condition on tight clustering of the spheres.

Thus, after scanning mutual contacts between a-spheres, relatively isolated clusters
are removed while larger complexes are aggregated into a single cluster. Additionally,
Fpocket program can also evaluate which atoms are touching a-spheres in terms of
differentiating the environment polarity. Close contacts with carbon and sulphur atoms
are registered as a non-polar surrounding, while contacts with oxygens and nitrogens
are interpreted as a polar area. Based on this simple chemical analysis, Fpocket
eventually ranks the found protein pockets according to their potency to bind small
drug-like molecules. Finally, an output with top-scoring binding sites is prepared
(Fig. 2).

Molecular Docking. Employing AutoDock Vina program, protein pockets can be
found when the gridbox for global search of the lowest potential energy binding mode
is set up to enclose the whole enzyme structure. As already mentioned above, a Monte
Carlo algorithm can evaluate the interactions between a probe ligand and the enzyme
throughout the complete protein surface including pockets, cavities and tunnels. In
order to accomplish such molecular docking task in reasonable time, common setting
of flexible aminoacid residues had to be omitted. Only molecular docking with flexible
ligand probe and rigid GSK3b model (i.e. PDB ID: 3DU8) could be performed.

Fig. 1. Voronoi tessellation for point generators in 2D space. To find the Voronoi vertices to
center a-spheres, Delaunay groups need to be defined and solved as convex hulls.
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Prior to molecular docking calculation, unbound ligands and water molecules were
removed from the GSK3b model. Then, the pdb input file format was converted to
pdbqt format in AutoDock Tools 1.5.4 program. As a ligand probe, five molecules
were used: the co-crystalized inhibitor NMS-869553A, manzamine A, a derivative of
thiadiazolidinone, and an aryl-substituted succinimide derivate. All these compounds
were reported in the literature as significant inhibitors of GSK3b [10]. The probe ligand
molecules were prepared for molecular docking in a similar way as the 3DU8 model.

The calculations were performed on a multicore machine with 24 CPUs with the
parameter exhaustiveness set to 124. The resulting binding modes and estimated
binding energies were analyzed and compared with the results of protein pocket pre-
diction by Fpocket program.

4.2 Virtual Screening

After completing the protein pocket predictions and molecular docking analyses of the
GSK3b model, a compromise between both solutions was proposed to define the
top-scoring active site of the enzyme. Unlike molecular docking search for potential
binding sites, the settings for virtual screening (VS) involved only a part of the enzyme
which was used as the target site for virtual screening of virtual ligand library by
flexible molecular docking on a Pflops-scale supercomputer Salomon in the Czech
Republic. The supercomputer employs approximately 1000 powerful compute nodes
with about 25 000 CPUs in total. For the virtual screening, we utilized online library
ZINC from which 5 000 chemical compounds were selected based on the structure
similarity indices with respect to the four ligand probes used for screening the GSK3b
model by molecular docking. Thus, the virtual ligand library was composed of
molecules sharing > 80 % structural similarity with the templates. The virtual ligand
library was prepared for molecular docking with AutoDock Tools 1.5.4 program.

Regarding the GSK3b model (PDB ID: 3DU8), 30 aminoacid residues surrounding
approximately the designed active site were set as flexible. The gridbox of V � 26
000Å3 was centered at x = 25.324, y = −10.807, and z = −9.471, which allowed to
encompass all flexible residues. Execution of 5 000 jobs was performed distributively
using 24 CPUs per node by our in-house shell program, which we described previously

Fig. 2. Workflow of protein pocket prediction in Fpocket program [8].
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[2]. The resulting binding energies were ranked and the top-scoring molecules were
considered for further investigations, for instance, in biochemical experiments.

5 Results and Discussion

Calculations in Fpocket were set to use a-spheres of R = 3.0–6.0Å, touching at least 3
apolar neighbours with maximal distance for sphere clustering of 1.73Å. All other
parameters were left in default mode. As a result, 23 potential protein pockets were
predicted on the GSK3b model, the top scoring one having the overall score of 44.32
and being composed of relatively polar aminoacids. According to literature, the pocket
no. 1. corresponds to the main ATP binding active site. The other pockets were
characterized by considerably lower scores. These secondary pockets may be consid-
ered as potential allosteric sites of GSK3b. The localization and basic properties of the
top 5 pockets are given in Fig. 3 and Table 1.

Searching for potential binding sites by molecular docking provided similar results
as the protein pocket prediction. Probing the GSK3b protein surface by the succinimide
derivative revealed only 1 site (−7.9 kcal/mol), manzamine A showed three binding
sites (−11.2; −9.6; −9.4 kcal/mol), NMS-869553A, two sites (−8.1; −7.2 kcal/mol),
and the thiadiazolidinone derivative, two sites (−5.6; −5.4 kcal/mol). After proper

Fig. 3. 5 top-scoring protein pockets detected in GSK3b model (PDB ID: 3DU8) by Fpocket.
(first top – red, second – green, third – blue, forth – yellow, fifth – magenta) (Color figure online)

Table 1. Properties of 5 top scoring protein pocket detected in GSK3b model (PDB ID: 3DU8).

No. Score Volume Å Hydrophobicity score Charge score Polarity score

1. 44.33 5352.44 23.95 8.00 25.00
2. 19.36 3732.92 47.39 1.00 10.00
3. 17.63 2121.04 21.53 −2.00 11.00
4. 11.82 2640.69 17.60 −1.00 10.00
5. 11.02 2537.91 20.86 3.00 10.00
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analysis of the resulting modes, it can be concluded that in the case of GSK3b model,
geometric and energetic approaches identified the same binding sites. In both methods,
the ATP binding site resulted as the best one. However, molecular docking seems to be
more accurate since it can evaluate intermolecular interactions and indicate the pre-
ferred binding mode for a particular ligand (Fig. 4).

Utilizing the results of abovementioned analyses, VS of 5000 compounds was
performed targeting the localized five binding sites. 7 compounds exhibited extraor-
dinary in silico binding affinity exceeding the level of −15.0 kcal/mol. At present,
further computational studies at a higher level of theory are being conducted to evaluate
the obtained results. With respect to the high affinity estimates, purchase or organic
synthesis of the top scoring compounds and in vitro tests for activity against GSK3b
will be suggested to appropriate laboratories.

6 Conclusions

Voronoi tessellation represents a straightforward technique for detecting pockets and
cavities on 3D protein surfaces. Such a geometrical approach is considerably less time
consuming than energy-based molecular docking which needs to evaluate multiple
interatomic forces within a large conformational space. From this study on GSK3b it
has become evident that the primary determinant of ligand binding is pocket geometry.
That’s the reason why geometric and energetic approaches provided similar results
herein, in case molecular dynamic (MD) forces were not taken into account. However,
it is a matter of further research whether demanding MD simulations can bring more
accurate results into this area. Being optimistic, we revealed 7 promising candidates for
GSK3b activity modulation which should shed more light on the quality of the protein
pocket predictions after in vitro experiments have been performed.

Acknowledgements. The support of the Specific research project at FIM UHK is gratefully
acknowledged. This work was also supported by long-term development plan of UHHK, by the
IT4Innovations Centre of Excellence project (CZ.1.05/1.1.00/02.0070), and Czech Ministry of
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Fig. 4. Binding sites identified by molecular docking with four different probes. From left to
right: succinamide derivate, manzamine A, NMS-869553A, and thiadiazolidinone derivate.
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Abstract. Medical ultrasound imaging is an important tool in diag-
nosing and monitoring synovitis, which is an inflammation of the syn-
ovial membrane that surrounds a joint. Ultrasound images are examined
by medical experts to assess the presence and progression of synovitis.
Automating image analysis reduces the costs and increases the availabil-
ity of the ultrasound diagnosis of synovitis and diminishes or eliminates
subjective discrepancies. This article describes research that is concerned
with the problem of the automatic estimation of the state of the activ-
ity of finger joint inflammation using the information that is present in
ultrasonography imaging.

1 Introduction

Chronic arthritis is a heterogeneous group of diseases that are characterised by
the long-lasting inflammation of joints, which can influence the general condi-
tion of patients and which may involve other organs besides the joints. Chronic
arthritis is estimated to affect up to 1.5 % of the population. Rheumatoid arthri-
tis is the most frequent and has an estimated prevalence from 0.5 to 1.0 % of the
population. The accurate measurement of disease activity is crucial to providing
adequate treatment and care to patients and a medical ultrasound examination
can provide useful information regarding this activity.

A medical ultrasound examination is a method for visualising the human
body structures with high frequency acoustic waves. The power Doppler method
uses the Doppler effect to measure and visualise the circulation of blood in tis-
sues. Ultrasound examinations using the power Doppler method is a validated
c© Springer International Publishing Switzerland 2016
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method for assessing joint inflammation [1]. This procedure, in which high fre-
quency transducers (12.5 MHz and above) are used, is standardised. Different
projections can be exploited to visualise the joints and joint inflammation, but
the dorsal medial line in the joints of the hand is used most frequently. Both
quantitative and semi-quantitative methods of activity measurement have been
evaluated in clinical praxis [2,3]. Both are considered to be reliable and repeat-
able. When quantitative methods directly measure different parameters such as
the intensity of a Doppler signal, the semi-quantitative method evaluates the
ultrasound image. The second one is performed by a human examiner, who
estimates the synovitis activity based on their own experience or standardised
atlases. The result is registered as a number from 0 to 3, where 0 means no
inflammation and 3 represents the highest possible inflammation activity. The
semi-quantitative method is used more often in clinical praxis and scientific stud-
ies [2]. Possible discrepancies between different examiners and different exami-
nations can influence the results in this method [4].

Developing a software system to automate these assessments can reduce the
number of human-dependent discrepancies in the evaluation of synovitis. Such
systems can be used in large clinical trials as well as in everyday clinical prac-
tice. Moreover, they can improve the quality of the results from large multicenter
studies in which comparability of assessments from different sources is crucial.
To the best of our knowledge, such a system does not exist and we have not
found any indications that one is being developed. Therefore, this work presents
studies concerning the development of a system to support the automatic evalu-
ation of joint synovitis activity. Ultrasound images that were obtained using the
standard procedure were analysed digitally to assess the stage of synovitis activ-
ity. To reduce any bias associated with different joint anatomies, we limited the
assessments to the metacarpophalangeal (MCP) and proximal intra-phalangeal
joints (PIP).

2 State of the Art

Brightness mode Doppler images together with colour and power mode imag-
ing techniques are affected by various kinds of noise, such as electronic noise,
which originates in the electronics of a system; speckle noise, which is a random
interference pattern in an image that is formed through the coherent radiation
of a medium that contains many sub-resolution scattering objects; noise that is
introduced by vibrations that result from moving tissues; audio sound distur-
bances that are generated within the human body, which are indistinguishable
from the Doppler shift that is produced from the blood and tissues and flash
artefacts that are generated by the movement of the transducer with respect to
the tissue [5].

Within the proposed research project, we intend to develop a family of novel
image enhancement techniques, whose goal is noise suppression and are aimed
at increasing the ability to extract relevant image features. The new noise sup-
pression algorithms, which will be developed within the research project, will be
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tuned to the noise characteristics that are found in ultrasound images and will
be based on the concepts of:

– Non-Local-Means, which are based on averaging the image pixels in such a
way that the new value of the restored image at a given location is estimated
as the weighted average of the intensities of all of the image pixels, whose
local filtering windows show a high degree of similarity [6];

– Total-Variation Regularisation inspired approaches, which minimise the
image variation, but which are subject to constraints that involve the noise
statistics [7];

– Anisotropic Diffusion, which reduces the noise component while preserving
the image details [8];

– Digital Paths extracting the features of the local image using digital paths to
explore the extended neighbourhood of the pixels being processed to deter-
mine the optimal connections between the central pixel of the filtering window
and its neighbours [9,10];

– Myriad Filters, which are able to suppress the noise modelled by alpha-
stable distributions, whose interesting feature is that it is possible to model
the Gaussian and heavy tailed distributions by changing their main coeffi-
cient [11];

– Bilateral Filters, which estimate the weighted average of the intensities of
all of the pixels that belong to the processing window, which then use the
information that is extracted from the local paths [12].

A review of the existing literature led to the conclusion that the current tech-
niques for the analysis of power mode images are still at an initial stage. As
was shown in [4], mostly gray-scale images are primarily being binarised using
a threshold that is chosen by the examiner and classified into three categories
that express the degree of the inflammatory changes that are observed [13,14]
as depicted in Fig. 1.

Only a few reports have concentrated on the overall number of pixels that
depict significantly increased values of the power signal [4,15]. This situation
leads to the large variability and subjectivity of the classifications and makes
the examination results highly dependent on the experience of the examiner and
the technical conditions of the examination.

Setting the global binarisation threshold is crucial for the analysis of power
Doppler images. If the threshold is too high, only a few small regions will be
detected, whereas a threshold level that is too low will cause large image areas
to be extracted and the analysis will be influenced by the non-uniformity of the
image background. This difficulty was addressed in [16], in which it was proven
that even simple, heuristic methods increased the efficiency of the examinations,
thus enabling the objective tracking of the patients treatment records over a long
period of time, especially when the composite Disease Activity Score (DAS) is
used [17].
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Fig. 1. Semi-quantitative grading of the power Doppler intensity with three levels: (a)
mild flow, single Doppler signals, (b) moderate flow, many Doppler regions detected,
(c) intense flow, many Doppler regions covering the synovium (Color figure online)

3 Research Goals

The main research goal was to develop a computer aided diagnostic system that
would permit the automated assessment of synovitis activity. To achieve this
goal, a collaboration of doctors, specialists in rheumatology and IT specialists
in the field of machine learning and image processing was established under the
Polish-Norwegian research project called MEDUSA. From one side, new image
processing techniques have been created, including new methods that are able
to detect multiple types of local features. The MEDUSA project provides a
reference frame that helps to normalise measurements that are performed on
ultrasound images with respect to changes in the probe position and the joint
articulation. Machine-learning methods were used to train the feature detectors
and the assessment function on the ultrasound images of synovitis cases, which
were annotated and scored by medical experts. An additional research result is
the novel visualisation methods for power Doppler images, which are intended to
aid examiners. The result of the MEDUSA project is a prototype of a software
system, which will be useful for medical personnel and will help in diagnosing
rheumatic diseases.

3.1 Data Collection and Verification of Results

Ultrasound images were collected from patients with chronic arthritis during rou-
tine visits at the rheumatology department of Helse Frde. Preliminary analysis
was conducted by trained, experienced personnel. Approval was obtained from
the Ethics Committee and the patients were informed and signed consent forms
before data collection. The medical usefulness of the automatic method was
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validated in clinical trials. Patients with diverse chronic types of arthritis were
included (primarily those with rheumatoid arthritis). The systems assessment
of synovitis activity was compared with the assessment prepared by the medical
personnel and the systems results were correlated with clinical parameters.

3.2 Image Processing

The subjectivity of the examination can be alleviated to a large extent by adopt-
ing a segmentation scheme that is able to eliminate the influence of image back-
ground non-homogeneity by incorporating local thresholding schemes combined
with the morphological features of the high-intensity of the power Doppler image
regions. These features can describe the shape parameters and granulometric dis-
tribution of the detected blobs and they can be successfully incorporated into a
novel segmentation algorithm that was developed within the research project.

Another research goal was the application of novel segmentation methods
that utilise the generalised distance transforms, combined with the elements of
the level-set theory developed by S. Osher and J. Sethian [18]. Part of the project
covered the application of the Local Binary Patterns technique to effectively
perform the segmentation by exploiting the textural image features [19].

The family of new segmentation techniques permit the fast and accurate
extraction of the high intensity regions of the power mode images, which
increases the objectiveness of the examination results and enables the progress
of the treatment to be tracked over a long time period.

3.3 Visualisation

The power mode Doppler technique is significantly more sensitive than the
standard colour mode and therefore is preferred when weak signals need to be
detected and visualised [13]. However, the colour Doppler displays tend to be
complex and confusing due to the strong colour variations that are caused by
changes in the Doppler shift and flow direction.

Another important aspect of the proposed research project focused on the
visualisation of the information that was acquired from the power mode images.
Typically, the image intensity is transformed into colour using the appropriate
pseudocolour look-up tables. The coloured regions are superimposed on a stan-
dard B-mode image, which completely occludes the information that is carried
by the reference image as is shown in Fig. 1.

A novel method was suggested that extends the approach developed within
the previous research project, which was focused on image colourisation [20]
and applied them in such a way that the information from the power-mode is
automatically embedded into the B-mode images. In this way, the examiner has
access to the fused information that is acquired from the two image modalities.
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3.4 A Machine-Learning Approach to the Automated Assessment
of Joint Synovitis Activity

The proposed approach can be used to construct an adaptable function that
is trained to assess the degree of synovitis activity from an ultrasound image
of a joint using machine-learning methods. We call this function a synovitis
estimator. The estimator was trained using ultrasound images of joints along
with their synovitis assessment activity scores, which were provided by expert
examiners, with the aim of the estimator being able to approximate the average
expert score. The estimator is built with the help of features that were extracted
from an image using processing methods such as those described above.

While many of the common techniques for image-based recognition use global
features that preserve only a small part of image information, one goal of the
proposed approach is to use as much of the relevant information as possible
from images in a form that is invariant to the transformations that result from
different probe placements, joint articulations and inter-patient differences. In
order to achieve this goal, we used an articulated model that contained the
image features that are related to parts of the skeleton, such as the bone edges
and joints. A method of registration that was appropriate for the articulated
models, such as the Constellation method, the optimisation of graph-cuts [21],
Laplacian eigenfunctions [22] or stochastic graphs [23] were the basis of the learn-
ing algorithm that was used for the inference of the class model for each joint.
This inference process is a supervised learning approach that relies on anno-
tations that identify the desired features, which are added to the test images
by trained examiners. Registration of an image of a joint with a class model
brings the image into a common frame of reference. The measurements that
are performed on the image relative to the class model reduce variability with
respect to different probe placements and joint articulations and intensity nor-
malisation with respect to inter-patient differences. The synovitis estimator was
constructed using the methods for learning multivariate functions, such as mul-
tivariate regression. To ensure a greater reliability, multiple partial estimators
were used, each based on a different type of image measurement. The final, inte-
grated synovitis estimator combines the outputs of the partial estimators into
the final assessment score using a method such as boosting [24].

3.5 Software Development

According to the requirements that were given, the proposed solution was based
on the client-server model. For performance reasons and to ensure flexibility, the
C++ programming language was selected. Multi-Core and GPU programming
was used for accelerated computation. This software runs in multiplatform envi-
ronments, in particular Linux and Windows platforms with possible extensions
to mobile platforms (data browsing on tablets and smartphones and inter-user
communication). The application has a modular structure, which permits its
capabilities to be extended easily using a dedicated plug-in system. Exchang-
ing/publishing plug-ins between users is also supported. This speeds up the
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diagnosis and elimination of problems and thus allows the development of the
dynamic platform to continue.

4 Results and Discussion

Before any algorithm for the automatic description of synovitis activity can be
evaluated, a database of ultrasound images, which has been annotated by expert
physicians, is necessary. It is crucial that the gathered data consists of images
that present ultrasound data, but that also contains the power mode Doppler
information. Additionally, each USG image should be supported by coefficients
for locating the skin border, bone areas and joint placement and a description of
the finger joint synovitis region. It is also indispensable that the inflammation
activity be classified and the images annotated with a number from 0 to 3,
where 3 means the highest possible level of inflammation and 0 stands for no
inflammation.

In order to simplify the work of expert physicians when collecting the data,
a system supporting such data acquisition was developed. Its details are given
in [25], while the database itself can be accessed at the MEDUSA project web
page. The available database consists of almost 1000 images with a 737×562
pixel resolution, which are divided into three groups: images where two bones
are visible, images with a single bone and images of low-quality data.

After the data was gathered, several methods for object segmentation were
introduced within the project. Their results may also find many interesting appli-
cations for visualisation purposes. The automatic image colourisation described

Fig. 2. Exemplary results of the segmentation of joint synovitis USG images: (right)
original grayscale USG image with the colour scribbles indicated, (middle) colourised
image and (right) the results of the colourisation-based segmentation (left) [26]. (Color
figure online)
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in [26] is a semi-automatic method for the detection of the bone regions. It
uses scribbles (lines) that are drawn in different colours by the user to distin-
guish between various tissues (see Fig. 3 left). These are then used as the starting
point for a colourisation method that colours the image using the forces that were
calculated from the original image content, thereby resulting in images such as
those presented in middle of Fig. 3. This method is very good for extracting the
bone region as is presented in Fig. 3 right. An alternative technique for auto-
matically locating the bone area was described in [27], where the concept of a
confidence map was exploited to extract the region that was of interest. This
approach is characterised by a very high correspondence between the annotated
bone regions and those that are found using this method, unlike the methodology
that was suggested in [28], in which the image content is analysed statistically
in order to segment the image into blobs. Then, using the placement informa-
tion of the blobs and exploiting some known topology of the USG image, the
location of the skin border, description of the bone area, calculation of the joint
coordinates and the estimation of the finger joint synovitis region are performed.
Figure 3. presents the implemented system along with its performance compared
to manual annotations. According to the experiments that were performed, this
solution performs very well and can work to support the manual annotation of
USG images.

Fig. 3. USGDataAnlyser software. The image in the middle presents the original data
with the annotations that were prepared by an expert physician. The image on the
right presents the automatically generated output of the statistical transformation. In
both cases, the red line represents the skin border, the pink line depicts the bones and
the green represents the joint synovitis inflammation [28]. (Color figure online)
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5 Conclusions

This work presents a brief overview of a computer aided diagnostic system that
allows the automated assessment of the severity of synovitis, which was accom-
plished during the realisation of the MEDUSA project. All of the aspects con-
cerning ultrasound image processing that were addressed in order to create soft-
ware for the automatic annotation and classification of USG data are discussed.
The presented software enables the ultrasound images presenting finger joint syn-
ovitis inflammation with the manual annotation prepared by an expert physician
to be collected. Details concerning the database are also given. Finally, several
algorithms that support the semi-automatic or automatic detection of the bone
region were described as well as a system that uses the statistical data processing
approach in order to automatically localise the regions of interest are presented.

The presented topics are only part of the research that is being conducted
within this project; however, they indicate how advanced the research is in com-
parison to the goals of the project. Future research will concentrate on the auto-
matic classification of the inflammatory state of finger joint synovitis.
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Institute of Computer Science, University of Silesia,
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Abstract. In this article a dispersed decision-making system, that was
proposed in the previous paper of one of the authors, is used. In the
system four selected fusion methods were used. The aim of the paper
is to compare the efficiency of inference of these methods for knowledge
base from the medical field. Two medical data sets from the UC Irvine
Machine Learning Repository were used. Note that these databases were
used in a dispersed form, which means that one knowledge base was
transformed into a set of knowledge bases. This application was intended
to reflect a situation in which many medical centers independently collect
knowledge from one field and then we want to use all of this knowledge
at the same time in the process of inference.

Keywords: Dispersed decision-making system · Fusion method · Inter-
section method · Union method · Product rule · Weighted average
method

1 Introduction

The use of dispersed knowledge is a very important issue. Sometimes knowledge
is gathered independently in different data centers. In order to use knowledge
stored in separate knowledge bases, special methods designed for this purpose
are needed. Issues concerning dispersed knowledge are also useful, when we have
access to a huge data set and it is possible to divide this set into smaller knowl-
edge bases in order to perform inference in a reasonable time. Such situations
often arise in the medical field, and therefore the use of dispersed knowledge is
so important in this area.

The concept of inference based on dispersed knowledge is being considered by
one of the authors for several years [10–14,16]. An approach that is used in this
paper was proposed in the article [12]. The aim of the paper is to examine the
use of four fusion methods - intersection method, union method, product rule
and weighted average method in the system. Comparison of the effectiveness of
inference of these methods is made on the basis of two medical data sets.
c© Springer International Publishing Switzerland 2016
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The issue of combining classifiers is a very important aspect in the litera-
ture [2,4–6]. The aim of the issue is to improve the quality of the classification
by combining the results of the predictions of the base classifiers. One of the
basic questions is what combination rule to use. In the literature, many different
methods have been proposed [1–7]. In this article four selected fusion methods
are considered. Also different methods of exploring knowledge are analyzed in
the papers [8,9,15].

The paper is organized as follows. The second section briefly describes the
dispersed decision-making system. The third section describes the fusion method
that are used. The fourth section shows a description and the results of exper-
iments carried out using two medical data sets from the UC Irvine Machine
Learning Repository: Lymphography and Primary Tumor data set are used.
Finally, a short summary is presented in Conclusion Section.

2 Basic Concepts of Dispersed Decision-Making System

A dispersed decision-making system, which is used in the paper, was proposed
by one of the authors in the article [12]. The main assumptions of the system
are very briefly described below. We do not give a detailed definition because
it is not the subject of this paper. A detailed description of the system can be
found in the paper [12].

The knowledge is stored in a dispersed form, which means in a set of decision
tables. Dispersion of the knowledge is not performed by the system, we assume
that the set of tables is accumulated in this way and pre-specified. However,
one condition must be satisfied by local decision tables - they must store the
knowledge from one domain, which is reflected by common decision attributes.
Each local decision table Dag = (Uag, Aag, dag) is managed by one agent, this
agent is a resource agent ag. Our goal is to determine groups of resource agents
that are homogeneous. These groups are formed from the agents who classify
the test object in a similar way. Two steps are carried out in order to cre-
ate groups. In the first stage initial clusters are defined. In the second stage
the negotiation process is realized. For more details, please refer to the paper
[12]. The final form of clusters are obtained when the second step is completed.
A superordinate agent is defined, if cluster contains at least two resource agents.
This agent is called a synthesis agent and is designated by asj , where j is the
number of cluster. The synthesis agent, asj , has access to a aggregated deci-
sion table which is determined based on the knowledge of the resource agents
that belong to its subordinate group. A formal definition of a dispersed decision-
making system is as follows.

Definition 1. A dispersed decision-making system with dynamically generated
clusters is WSDdyn

Ag =〈Ag, {Dag : ag ∈ Ag}, {Asx : x is a classified object},
{δx : x is a classified object}〉 where Ag is a finite set of resource agents; {Dag :
ag ∈ Ag} is a set of decision tables of resource agents; Asx is a finite set of
synthesis agents defined for clusters dynamically generated for the test object x,
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δx : Asx → 2Ag is a injective function that each synthesis agent assigns a cluster
generated due to classification of the object x.

Local decisions are generated based on the aggregate knowledge of one clus-
ter. When this is accomplished, inconsistencies in the knowledge stored in differ-
ent knowledge bases can occur. In order to resolve this problem the approximated
method of the aggregation of decision tables was proposed in previous papers
[10–12]. This method is also used in the paper. The aim of this method is to
aggregate the decision tables from one cluster in one coherent decision table. In
order to construct an aggregated decision table only the relevant objects from
the decision tables from one cluster are used. Then the fusion method is used
and global decisions are taken.

3 Fusion Methods

In the literature [6,17], fusion methods are classified into three types - Type 1
the abstract level, Type 2 the rank level and Type 3 the measurement level. In
Type 1 each base classifier generates a class to which the observation belongs. In
Type 2 each base classifier generates a set of classes ordered by the plausibility
that they are the correct labels. In Type 3 each base classifier generates a vector
that represents the probability of an observation belonging to different decision
classes. In this article, we explore two methods from the rank level (the intersec-
tion method and the union method), and two methods from the measurement
level (the product rule and the weighted average method). These methods are
discussed in the papers [3,5,6].

The results of prediction of synthesis agents have different forms - vectors of
ranks or vectors of probabilities, depending on the type of fusion method that
is considered. The results of prediction are generated as follows.

In both cases, for Type 2 and Type 3, in the first step a vector of values
[μj,1(x), . . . , μj,c(x)] is defined for each j-th cluster, where c is the cardinality of
a set of values of the decision attribute. The agents from the cluster j classify the
test object x to the decision class vi with a certain confidence factor, which is
expressed by μj,i(x). This value is defined based on the relevant objects that are
selected from the decision class vi of the aggregated decision table of cluster j.
m2 relevant objects are chosen, this parameter value is adjusted experimentally.
Then the average value of the similarity between the test object and the relevant
objects is calculated. The results of prediction in the measurement level are in
the form of these vectors.

In the case of the rank level a vector of the rank is specified. Ranks are deter-
mined based on the vector, which is defined above. The values of the decision
attribute that have the maximum value μ receive Rank 1. The next most certain
decisions receive Rank 2, etc. According to this description, for each j-th clus-
ter, the vector of rank [rj,1(x), . . . , rj,c(x)] will be specified based on the vector
[μj,1(x), . . . , μj,c(x)].
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Below the fusion methods will be described.

The intersection method. This method belongs to the group of reduction
methods. The aim of this method is to generate the smallest set of decisions
that have the greatest probability that the correct class belongs to this set.
This method requires a training process which is as follows. In the first stage
each resource agent classifies objects from the training set. For this purpose the
leave-one-out method is performed on the training set and the vector of rank is
defined for each resource agent. This vector is generated in an analogous manner
as was described above. At the beginning the vector of values μ is determined,
and then based on it ranks are generated. Then the ranks that were given to any
true class by the agent are analysed and the lowest rank are selected. In the next
step the minimum of the ranks assigned to the resource agents from one cluster
is chosen. This value is a threshold value for the cluster. The global decisions
determined for the test object by the dispersed decision-making system is equal
to the intersection of large neighborhoods taken from each cluster. The thresholds
that were calculated define the sizes of the neighborhoods. The neighborhoods
are designated by the worst-case behavior of the cluster and because of this
they may be very large. This causes that sometimes a very large set of decisions
is generated by the system. To overcome this drawback, the modification was
applied. Only when the worst rank is assigned to a certain small percentage of
cases (this percentage is designated by the parameter u) it can be the threshold
value.

The union method. Like in the intersection method, the aim of the union
method is to reduce the number of classes in the output without losing the true
class. The union method also requires training, which consists in determining
the threshold value for each classifier. This method relies on calculating the
union of small neighborhoods that contain decisions whose ranks are above a
threshold value. The thresholds on the ranks are selected using a max-min pro-
cedure. Note that the max-min procedure requires that the same sets of objects
must be included in the decision tables of the resource agents. The max-min
procedure is performed as follows. Firstly, each of the resource agents classifies
the training objects by the leave-one-out method in the same way as described
in the intersection method. Ranks that were assigned to the correct classes by
the resource agents are stored in a matrix. The columns of the matrix corre-
spond to the resource agents and the rows correspond to the training objects.
Another matrix is defined based on this matrix. Firstly, the minimum rank of
each row is selected. Only the minimum value is left in the rows of the new
matrix, while the remaining cells are set to 0. The maximum value of the j-th
column of the new matrix is the threshold value for the j-th resource agents.
Based on the thresholds of the resource agents the threshold on the ranks for
each cluster is determined by calculating the minimum thresholds on the ranks
that were assigned to the resource agents belonging to a cluster. The decisions
defined by the dispersed system for the test object is equal to the union of the
neighborhoods taken from each cluster and determined by the threshold value.
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The effectiveness of the union method is sensitive to outlying worst cases.
During the experiments, it turned out that in many cases generated set was too
large. Therefore, it was assumed that only when the worst rank is assigned to a
certain small percentage of cases (this percentage is designated by the parameter
u) it can be the threshold value. Another modification which aim is to reduce the
generated set is that only the synthesis agents that made unambiguous decisions
were considered. That is, all of the ranks above the threshold value were assigned
to only one decision value. In extreme cases in which all of the synthesis agents
made ambiguous decisions, we took into account only those agents who gave a
rank above the threshold value to the minimum number of decisions.

The product rule. The product rule belongs to the measurement level method.
In the product rule the product of the probability values μ is determined for each
decision class. The set of decisions that have the maximum of the products of
the probability values is the result that is generated by the dispersed system. As
it is known the most pessimistic prediction has large impact on the output of
the product rule. If one agent defines a probability equal to 0 for the decision,
then the value of the product for this decision is also equal to 0, regardless of
the values assigned by other agents. This is a veto mechanism because one agent
is decisive. In order to prevent such situations modification was adopted. All
probabilities equal to 0, were replaced by 10−3.

The weighted average method. In the weighted average method the value
is determined for each decision

L∑

j=1

ωjμj,i(x), (1)

where ωj is the weight for j-th synthesis agent. It was proven [7] that if the base
classifiers are independent, it is optimal to adopt weights that are proportional
to the expressions ωj ∝ 1−easj

easj
, where easj

is the individual error rate of the
j-th synthesis agent. The error rate of the synthesis agent is estimated based on
the error rates of the resource agents that belong to its subordinate cluster. At
first, the error rate eagi

for each resource agent agi ∈ Ag was determined based
on the training set. When the set of synthesis agents Asx was designated for a
test object x, the error rate of the synthesis agent asj ∈ Asx was determined as
follows: easj

= 1
card{δx(asj)}

∑
agi∈δx(asj)

eagi
. The set that is generated by the

dispersed system is a set of decisions that have the highest value calculated by
Formula 1.

4 Experiments

In the experimental part, a comparison of four fusion methods based on the
dispersed medical data is made. This comparison is carried out using a dispersed
decision-making system with a dynamic structure. The aim of the experiment is
to compare the methods individually as well as two groups of methods - from
the rank level and from the measurement level.
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4.1 Datasets

The experiments were carried out using data sets from the UC Irvine Machine
Learning Repository (archive.ics.uci.edu/ml/): Lymphography data set, Primary
Tumor data set. These data are from the medical field and were obtained in the
University Medical Centre, Institute of Oncology, Yugoslavia (M. Zwitter and
M. Soklic provided this data). In lymphography, a contrast dye is injected into
lymph vessels. These vessels can be visualized on X-ray picture. Lymphography
is especially useful for cancers of the lymphatic system diagnosis. In the Primary
Tumor data set the decision attribute specifies where (of 22 organs) the cancer
cells are located. These data sets from the medical field were chosen because they
have a lot of conditional attributes and a lot of decision classes. A large number
of attributes is essential in the dispersion process. The dispersed decision-making
system, which is used, sometimes generates a set of decisions, which is justified
when a large number of decision classes occurs.

Each data set was divided into two disjoint subsets: a training set and a test
set. The data sets have the following numeric properties: Lymphography: # The
training set - 104; # The test set - 44; # Conditional - 18; # Decision - 4; Pri-
mary Tumor: # The training set - 237; # The test set - 102; # Conditional - 17;
# Decision - 22.

The next step of data preparation consists in dispersion of datasets. The
training set was divided into a set of decision tables. Different divisions were
considered - with 3, 5, 7, 9 and 11 resource agents (decision tables). The fol-
lowing designations are used for these systems: WSDdyn

Ag1 - 3 resource agents;
WSDdyn

Ag2 - 5 resource agents; WSDdyn
Ag3 - 7 resource agents; WSDdyn

Ag4 - 9 resource
agents; WSDdyn

Ag5 - 11 resource agents. The dispersion of the data set was per-
formed as follows. The cardinality of set of conditional attributes in each decision
table of resource agent was determined, and the number of common conditional
attributes of decision tables was defined. Then attributes are distributed ran-
domly but in such a way that the above conditions were met. The decision
attribute in decision tables is the same as the decision attribute in the data
set. Each universe of decision tables includes all objects from the data set. We
assume that in the decision tables the identifiers of objects are not stored. Thus,
after dispersion, identifying of objects from different decision tables is not pos-
sible. This approach reflects a situation in which many medical centers collects
knowledge from the same field. Then the knowledge accumulated in several deci-
sion tables is used at the same time in the process of inference. The authors are
aware that the big bias based on random dispersion of attributes may occur in
the experiments. The influence of random dispersion of attributes on the results
will be investigated in a future work.

Some of the considered fusion methods have the property that the final deci-
sion may have ties. In order to analyze these properties the appropriate clas-
sification measures were applied. These measures are as follows: estimator of
classification error e - if the correct decision of an object belongs to the set of
global decisions generated by the system, then the object is properly classified;
estimator of classification ambiguity error eONE - if only one, correct decision

http://archive.ics.uci.edu/ml/
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was generated to an object, then the object is properly classified; the average
size of the global decisions sets dWSDdyn

Ag
generated for a test set.

The following designations were used in the description of the experimental
results: m1 - parameter which are used in the process of cluster generation, deter-
mines the number of relevant objects that are selected from each decision class
of the decision table; p - parameter which occurs in the definition of relations
between agents; A(m) - the approximated method of the aggregation of decision
tables; C(m2) - the method of conflict analysis (the intersection method, the
union method, the product rule and the weighted average method), with para-
meter which determines the number of relevant objects that are used to generate
decision of one cluster.

4.2 Results

The parameters optimization was performed at the beginning of experiments.
Tests for different parameter values were carried out: m1 ∈ {1, . . . , 13}, m,m2 ∈
{1, . . . , 10} and p ∈ {0.05, 0.1, 0.15, 0.2}. From all of the obtained results, one
was selected that guaranteed a minimum value of estimator of classification error
(e), while maintaining the smallest possible value of the average size of the global
decisions sets (dWSDdyn

Ag
). In tables presented below the best results, obtained

for optimal values of the parameters, are given. In the tables the following infor-
mation is given: the name of dispersed decision-making system (System); the
selected, optimal parameter values (Parameters); the algorithm’s symbol (Algo-
rithm); the three measures discussed earlier e, eONE , dWSDdyn

Ag
; the time t needed

to analyse a test set expressed in minutes. The tables show the results for four
different fusion methods, the best results in terms of the measures e and dWSDdyn

Ag

are bolded.
The results of the experiments with the Lymphography data set are pre-

sented in Table 1. Based on the results for the Lymphography data set it can be
concluded that the methods from the measurement level produce unambiguous
results (the average size of the global decision sets is very close to or equal to
1), while the methods from the rank level produce ambiguous results. Another
conclusion is that, the methods from the rank level (the intersection method and
the union method) produce better results than the methods from the measure-
ment level (the product rule and the weighted average method). However, the
improvement is usually achieved with greater ambiguity. Moreover, the weighted
average method is better than the product rule. The union method is better for
smaller number of resource agents, while the intersection method is better for
larger number of resource agents. To summarize, in the case of the Lymphog-
raphy data set, the best methods are the intersection method and the union
method. Among the optimal values of the parameters we have p = 0.05 but very
different values of the parameters m,m1 and m2 (as was shown in Table 1).

The results of the experiments with the Primary Tumor data set are presented
in Table 2. The Primary Tumor data set has 22 decision classes and because of
that even results with the average number of global decisions sets less than 4
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Table 1. Summary of experiments results with the Lymphography data set

System Parameters Algorithm e eONE dWSDAg t

Intersection method

WSDAg1 m1 = 5, p = 0.05, u = 7 % A(1)C(1) 0.114 0.205 1.091 0.01

WSDAg2 m1 = 10, p = 0.05, u = 5 % A(1)C(1) 0.114 0.409 1.295 0.01

WSDAg3 m1 = 10, p = 0.05, u = 3 % A(1)C(1) 0.136 0.295 1.159 0.01

WSDAg4 m1 = 13, p = 0.05, u = 1 % A(3)C(7) 0.091 0.500 1.432 0.03

WSDAg5 m1 = 13, p = 0.05, u = 3 % A(1)C(1) 0.136 0.500 1.364 0.26

Union method

WSDAg1 m1 = 13, p = 0.05, u = 4 % A(10)C(10) 0.045 0.409 1.386 0.01

WSDAg2 m1 = 7, p = 0.05, u = 1 % A(3)C(3) 0.091 0.455 1.364 0.01

WSDAg3 m1 = 10, p = 0.05, u = 1 % A(1)C(1) 0.136 0.364 1.227 0.01

WSDAg4 m1 = 1, p = 0.05, u = 1 % A(1)C(1) 0.136 0.409 1.318 0.01

WSDAg5 m1 = 13, p = 0.05, u = 1 % A(1)C(1) 0.159 0.523 1.386 0.25

Product rule

WSDAg1 m1 = 4, p = 0.05 A(1)C(2) 0.136 0.136 1 0.01

WSDAg2 m1 = 1, p = 0.05 A(2)C(3) 0.136 0.136 1 0.01

WSDAg3 m1 = 4, p = 0.05 A(5)C(9) 0.136 0.136 1 0.01

WSDAg4 m1 = 1, p = 0.05 A(6)C(10) 0.159 0.159 1 0.11

WSDAg5 m1 = 13, p = 0.05 A(1)C(3) 0.205 0.455 1.250 0.26

Weighted average method

WSDAg1 m1 = 2, p = 0.05 A(3)C(8) 0.136 0.136 1 0.01

WSDAg2 m1 = 4, p = 0.05 A(3)C(7) 0.114 0.114 1 0.01

WSDAg3 m1 = 12, p = 0.05 A(5)C(9) 0.114 0.114 1 0.02

WSDAg4 m1 = 12, p = 0.05 A(6)C(8) 0.114 0.114 1 0.02

WSDAg5 m1 = 1, p = 0.05 A(9)C(9) 0.205 0.205 1 0.27

are interesting. As can be seen, for the Primary Tumor data set all considered
methods (from the rank level and from the measurement level) generate ambigu-
ous decisions, which means that the average size of the global decisions sets is
significantly greater than 1. The averages are more or less equal for all methods.
It was noted that the number of ties depends on the number of classifiers used -
the more resource agents are present, the more ties occur. Based on the results
it can be concluded that the methods from the rank level achieved the best
results. Moreover, the intersection method produces much better results than
the product rule and the weighted average method. To summarize, in the case of
the Primary Tumor data set, the best methods are the intersection method and
the union method. Among the optimal values of the parameters most frequently
we have the values 1, 2 and 3 for the parameter m and the values 1 and 4 for
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Table 2. Summary of experiments results with the Primary Tumor data set

System Parameters Algorithm e eONE dWSDAg t

Intersection method

WSDAg1 m1 = 7, p = 0.15, u = 10 % A(2)C(6) 0.294 0.971 3.686 0.02

WSDAg2 m1 = 1, p = 0.05, u = 8 % A(3)C(5) 0.225 0.961 3.451 0.06

WSDAg3 m1 = 1, p = 0.15, u = 8 % A(8)C(3) 0.314 0.990 3.892 0.58

WSDAg4 m1 = 1, p = 0.15, u = 8 % A(2)C(4) 0.304 0.971 3.873 0.22

WSDAg5 m1 = 1, p = 0.15, u = 8 % A(3)C(4) 0.324 0.980 3.863 1.49

Union method

WSDAg1 m1 = 1, p = 0.05, u = 3 % A(3)C(8) 0.265 1 3.490 0.03

WSDAg2 m1 = 1, p = 0.2, u = 1 % A(2)C(5) 0.265 1 3.725 0.04

WSDAg3 m1 = 1, p = 0.1, u = 1 % A(2)C(4) 0.373 1 3.588 0.11

WSDAg4 m1 = 1, p = 0.2, u = 1 % A(2)C(2) 0.373 0.873 3.333 0.19

WSDAg5 m1 = 1, p = 0.2, u = 1 % A(3)C(2) 0.314 0.912 3.990 1.45

Product rule

WSDAg1 m1 = 1, p = 0.15 A(3)C(1) 0.382 0.794 2.627 0.01

WSDAg2 m1 = 1, p = 0.1 A(2)C(1) 0.333 0.824 3.294 0.02

WSDAg3 m1 = 10, p = 0.05 A(1)C(2) 0.353 0.892 3.882 0.03

WSDAg4 m1 = 1, p = 0.05 A(1)C(3) 0.324 0.882 3.951 0.04

WSDAg5 m1 = 1, p = 0.15 A(3)C(2) 0.314 0.912 3.990 1.45

Weighted average method

WSDAg1 m1 = 7, p = 0.15 A(3)C(1) 0.373 0.775 2.618 0.02

WSDAg2 m1 = 4, p = 0.2 A(7)C(1) 0.324 0.794 3.216 0.02

WSDAg3 m1 = 4, p = 0.1 A(1)C(6) 0.353 0.873 3.843 0.05

WSDAg4 m1 = 4, p = 0.15 A(1)C(5) 0.324 0.892 3.902 0.07

WSDAg5 m1 = 1, p = 0.2 A(2)C(2) 0.324 0.902 3.961 1.02

the parameter m1. The parameters p and m2 have very different optimal values
depending on the system, which is considered (as was shown in Table 2).

Based on the results of the experiments for both data it can be concluded
that the considered methods from the rank level achieve better results than the
considered methods from the measurement level. In most cases, the intersection
method produces the best results. In the group of methods from the measurement
level the weighted average method achieves better results than the product rule.
However, the weighted average method is more computationally complex.
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5 Conclusions

In this article, two fusion methods from the rank level and two fusion methods
from the measurement level were used in the dispersed decision-making system.
Dispersed medical data were used in the experiments: Lymphography data set
and Primary Tumor data set. The conclusions, that were reached based on the
results of experiments are as follows. The considered methods from the rank level
achieve better results than the considered methods from the measurement level.
From the measurement level the best method is the weighted average method.
In the rank level slightly better method is the intersection method.
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15. Simiński, R., Nowak-Brzezińska, A.: Goal-driven inference for web knowledge based
system. In: Wilimowska, Z., Borzemski, L., Grzech, A., Swiatek, J. (eds.) ISAT
2015. AISC, vol. 432, pp. 99–109. Springer, Switzerland (2015)

16. Wakulicz-Deja, A., Przyby�la-Kasperek, M.: Application of the method of editing
and condensing in the process of global decision-making. Fund. Inform. 106(1),
93–117 (2011)

17. Xu, L., Krzyzak, A., Suen, C.Y.: Methods of combining multiple classifiers and
their application to handwriting recognition. IEEE Trans. Syst. Man Cybern. 22,
418–435 (1992)



The Application of the Region Growing
Method to the Determination

of Arterial Changes

Ewelina Sobotnicka1, Aleksander Sobotnicki1(&), Krzysztof Horoba1,
and Piotr Porwik2

1 Institute of Medical Technology and Equipment,
118 Roosevelt Street, 41-800 Zabrze, Poland

{esobotnicka,aleksander.sobotnicki,

kris}@itam.zabrze.pl
2 Institute of Computer Science, University of Silesia,

39 Bedzinska Street, 41-200 Sosnowiec, Poland
piotr.porwik@us.edu.pl

Abstract. The paper discusses segmentation of medical images depicting aortic
aneurysms and atherosclerotic changes in coronary vessels. The region growing
method was deployed for segmentation. Before segmentation with the afore-
mentioned method, the images were subjected to edging in order to acquire
significant information, such as the size of the analyzed structure and pixel
distribution. Edging paired with the region growing method ensures proper
isolation of pixels with the same intensity, without the unwanted pixel overflow.
In order to verify the method, results obtained by various authors were referred
to, and a statistical analysis was performed to calculate the Dice coefficient.

Keywords: Segmentation � Region growing � Aortic aneurysms � Coronary
vessels

1 Introduction

Acute and chronic diseases of the aorta and coronary vessels are a significant diagnostic
issue in contemporary cardiology. The incidence of these diseases is growing due to the
ageing of the population on the one hand, and owing to the fact that their detection and
diagnostics are becoming more and more efficient on the other [2, 13]. Computed
tomography (CT) and magnetic resonance (MR) play a significant role in non-invasive
imaging diagnostics. Owing to the increasing accessibility of these methods, they are
also used in cardiology to detect aneurysms and atherosclerotic changes in coronary
vessels. Regardless of the applied imaging method each segment of the aorta must be
measured, and the irregular segments must be identified [1, 20]. The irregularities
within the segments may be evaluated with image processing based on commonly used
segmentation methods.

Proper segmentation of medical images faces several challenges [10, 18]. The first
issue that needs to be addressed is the fact that several anatomical structures are not
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homogeneous when it comes to the spacial repeatability of the pixels. It is also difficult
to assign pixels to specific regions. Poor quality and low contrast images are another
frequently encountered issue. What is more, 3D images contain varying shapes and
textures of the analyzed images as a consequence of acquisition of images which depict
the same dynamic structure for a period of time [12]. Hence, a specific segmentation
method may work for a single (specific) structure/sequence of images and may not
deliver the expected results for other structures/sequences [3–5]. Various segmentation
methods have been discussed and developed over the years in scientific papers in an
attempt to cope with these issues [7, 11]. Differing approaches were presented, con-
sisting in the detection of edges or regions. They resulted in images segmented with
varying precision and speed [15–17].

The paper demonstrates the results of segmentation of the aorta and coronary
vessels with the region growing method. An image database containing the discussed
structures was created for the purpose of the analysis.

The paper is mainly aimed at the preliminary evaluation of the usefulness of the
region growing algorithm for the automatic detection of atherosclerotic changes in
coronary vessels and aortic aneurysms. The article is divided into parts describing the
methodology, experiment and its results.

2 Methodology

Segmentation of images depicting aortic aneurysms with the region growing method
was build on images from 10 patients diagnosed with various imaging methods:
Computed Tomography Angiography (CTA), High-Resolution Computed Tomogra-
phy (HRCT), Multiplanar Reconstruction (MPR) and Volume Rendering Technique
(VRT). Table 1 presents the imaging methods along with the analyzed images from
two patients.

Images demonstrating atherosclerotic changes in coronary vessels were also seg-
mented. The images come from 10 patients diagnosed with various imaging methods:
digital subtraction angiography (DSA) and coronary angiography (CorCTA). Table 2
shows the imaging methods along with the analyzed images coming from two patients.

Based on scientific publishing [6, 8, 9], this paper divides the images showing the
aorta and coronary vessels into segments in order to isolate specific features from them
before the segmentation process itself. The edging technique was used to divide the
images into segments. As a result, outlines of objects can be obtained, within which an
analysis is carried out in the process of determining the pixels meeting the region
growing criterion. This approach minimizes pixel overflow during the operation of the
region growing algorithm. At the initial processing stage the images were subjected to
edging, and next to segmentation with the region growing method. Image processing
was carried out in the MATLAB environment with the use of algorithms developed by
the authors.
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2.1 Edging and Identification of Image Features

During identification of the features of the objects in the image, symmetry of the
analyzed structures must be determined. Shape coefficients [9] are applied to reflect a
selected object feature. The tested case under scrutiny uses the Blair-Bliss coefficient
which defines the level of separation of the region and is independent of the size of the
analyzed object:

RBB ¼ A
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p

P
i r

2
i

p ð1Þ

Table 1. Examples of imaging methods for two patients, presenting the examinations of aorta
used for the segmentation process with the region growing method.

Patient
Imaging method

Patient I Patient X

CTA
(Computed Tomography 

Angiography)

HRCT
(High-Resolution Computed 

Tomography)

MPR
(Multiplanar Reconstruction)

VRT
(Volume Rendering 

Technique)
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where:
A is the cross-section area of the object
ri is the distance of the pixel of the object from the middle of the analyzed structure.
Deblurring with the use of the Prewitt’s filter was applied to isolate the edges in the

analyzed structures. If the symmetry of the object is determined and its edges are
deblurred, matching pixels with the same intensity level can be isolated from the
background and thus the seed point necessary to initiate segmentation with the region
growing method can be selected. Figure 1 demonstrates examples of the edging pro-
cess results and identification of the features of the objects. Various colours in the
presented images stand for sets of pixels with various intensity levels and make it easier
to depict their distribution in examples of images.

2.2 Region Growing Method

The image is a certain distribution of intensity representing several objects or classes of
objects (multi-shaded images), and in the case of binary images an image is a set of
several separate homogeneous elements and the background [10, 19]. Segmentation is
used for the simplification of image description by reducing the excessive information
contained in the image.

Segmentation is also used for grouping the pixels with similar intensities or for
merging pixels which describe individual elements. The purpose of segmentation is to
process the data available in the image so as to obtain a division which will contribute
to the recognition and interpretation of the objects in the image. As a result of seg-
mentation, the pixels are divided into several separate classes. If the region growing

Table 2. Examples of imaging methods for two patients, presenting the examinations of
coronary vessels used for the segmentation process with the region growing method.

Patient
Imaging method

Patient XI Patient XX

DSA
(digital subtraction 

angiography)

CorCTA
(coronary angiography)
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method is deployed for segmentation, the classes are regions included or not included
in the analyzed structure during the intensity check for individual pixels at the region
growing stage.

First of all, the region growing method requires the middle of the segment in the
considered images of the aorta or coronary vessels to be provided. The middle is
understood as the segmentation seed point. Next, pixels are matched iteratively, within
the boundaries outlined earlier in the edging process. Neighbouring pixels
(4-neighborhood) are checked in each iteration. They are isolated from the analyzed
structure in such a way that pixels are matched with pixels with the same intensity
level. The valid similarity criterion requires a difference in intensity between the
neighbouring pixels and the average intensity value in the analyzed (current) region. If
the intensity of the neighbouring pixels is within the 5 % range of the average intensity
of the region, pixels are added to this region.

3 Experiments and the Results

The implemented region growing algorithm was tested for images from 20 examina-
tions. The analysis was carried out for images in the DICOM format. Images obtained
during a CT examination were used for the segmentation of the aorta structure, whereas
images obtained during digital subtraction angiography and coronary angiography were
used for the segmentation of coronary vessels. Altogether, 200 images were subjected
to segmentation with the implementation algorithm of the region growing method.

In order to verify the operation of the developed algorithm, the image analyzed in
paper [14], Fig. 2(a) was used as a reference. The obtained results of segmentation with
the region growing method for this specific image were compared with the results
obtained by the authors in paper [14]. Figure 2(a) depicts the original image used for

a)

b)

c)

d)

Fig. 1. Two examples of edging. (a) and (c) edging results. (b) and (d) enlarged image
fragments.
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segmentation in [14], in which the region to be segmented was marked. Figure 2(b)
demonstrates the segmentation result obtained by the authors in paper [14]. On the
other hand, Fig. 2(c) shows the result obtained with the use of the developed imple-
mentation algorithm of the region growing method. The region was enlarged to
improve visualization of the outlined region Fig. 2(d). The presented images indicate
similar segmentation results. If the region growing algorithm proposed by the authors is
used, an image similar to the original image is obtained, without blurred structures,
without pixel overflow and with precise indication of the pixels with the same intensity
level.

Moreover, the operation of the algorithm was verified with two images, belonging
to the authors, where clinical experts identified the position of pathological places,
Figs. 3(a)(c). The places segmented by means of the implementated algorithm of the
region growing method are marked in white and indicated with arrows.

An analysis of the obtained results proves that the applied segmentation algorithm
works correctly. The segmentation process delivered regions indicated beforehand by
clinical experts. Regions consisting of pixels with the same intensity level were
additionally included. After the correct operation of the algorithm was verified, 200
images showing aortic aneurysms and atherosclerotic changes in coronary vessels were
subjected to segmentation. Owing to a large number of images, the paper depicts only
two typical segmentation results, Fig. 4. A basic statistical analysis was carried out; the
Dice similarity coefficient was calculated. The Dice coefficient makes it possible to

b)

c)

d)

a)

Fig. 2. Comparison of the segmentation results. (a) The original image used for segmentation in
paper [14], (b) the final image obtained in [14], (c) the image obtained after segmentation, with
the use of the developed algorithm of the region growing method, (d) enlargement of the
segmented image.
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determine the precision with which the analyzed structures were segmented. The Dice
coefficient was calculated by means of the formula [18]:

Dice ¼ 2jim2 \ im1j
im2j j þ jim1j ð2Þ

where: im1 – the binary mask of the original structure;
im2 – the binary mask of the segmented structure.
The edging process delivered precise outlines of the structures in the images in

Fig. 4, which were subsequently subjected to segmentation with the region growing
method. It can be seen that the region growing method applied for the segmentation of
both coronary vessels and the aorta results in a precise isolation of the structure.

Similar results were obtained for the remaining images being tested. This is con-
firmed by the average value of the Dice coefficient calculated for all images. The
average value of the Dice coefficient for the segmented images of the aorta amounts to
0.8866, and for images showing coronary vessels it amounts to 0.8728. The calculated
average value of the coefficient is high, which provides evidence for the efficiency of
the developed implementation algorithm of the region growing method applied to the
segmentation of the structures in question. Tables 3 and 4 demonstrate the values of the
coefficient calculated for images obtained during 4 examinations.

a) b)

c) d)

Fig. 3. Results of segmentation with the region growing method. (a) and (c) Original images
with marked pathological places. (b) and (d) Images segmented with the developed algorithm of
the region growing method.
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a) b)

c) d)

Fig. 4. Results of segmentation with the region growing method. (a) Preliminary image
processing aimed at creating the edges: image for the segmentation of coronary vessels, (c) image
for the segmentation of aorta. (b) Results of segmentation: of the coronary vessels, (d) of the
aorta.

Table 3. Value of the Dice coefficient calculated for two examples of examinations
demonstrating aortic aneurysms.

Patient I Patient X
Image ID Dice coefficient Image ID Dice coefficient

1 0.9870 1 0.8471
2 0.8440 2 0.9032
3 0.9041 3 0.9032
4 0.9870 4 0.9065
5 0.8609 5 0.9038
6 0.8440 6 0.8471
7 0.8609 7 0.8452
8 0.9041 8 0.9054
9 0.8989 9 0.9054
10 0.9038 10 0.8471
Average value 0.89947 Average value 0.8814
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4 Conclusions

The developed implementation algorithm of the region growing method may be
applied to the segmentation of hardly visible pathological changes in the images of the
aorta and coronary vessels. Owing to the iterative pixel check, the probability of
omitting significant information has been reduced to a minimum. Depending on the
quality of the analyzed image, as well as the region subjected to the analysis, the
obtained results are characterized by varying levels of precision. In spite of differences
in the precision of the segmentation process, the obtained results are satisfactory, which
is confirmed by the average value of the Dice coefficient of 0.8866 for images showing
the aorta, and of 0.8728 for images of coronary vessels. Segmentation results make it
possible to reliably classify the outlined structure as a pathological or healthy region.

There are plans to create a larger set of images for segmentation at the next stages
of the works, as well as to expand the developed algorithm in order to further improve
the efficiency of segmentation and the application usability of the method.
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Abstract. In this work, the topic of applying clustering as a knowl-
edge extraction method from real-world data is discussed. The authors
propose hierarchical clustering and treemap visualization techniques for
knowledge base representation in the context of medical knowledge bases,
for which data mining techniques are successfully employed and may
resolve different problems. The authors analyze the impact of different
clustering parameters on the result of searching through such a structure.
Particular attention was also given to clusters description. The authors
examined how selected inter-cluster and inter-object similarity measures
influence clusters representatives.

Keywords: Cluster analysis · Clusters visualization · Rule-based
knowledge bases · Data mining · Cluster representatives

1 Introduction

The number of medical expert systems is growing and thanks to progress in the
key areas, such as knowledge acquisition, model-based reasoning, and systems
integration for clinical environments, their efficiency is getting better everyday.
It is essential for physicians to understand the current state of such research as
well as remaining theoretical and logistic barriers, before full potential of these
systems can be used and new patterns can be discovered. Among many other
methods, doctors can use the visualization and analysis of medical data for the
purpose of extracting new and potentially valuable knowledge, both common and
unusual. Issues that affect the difficulty of research are both an excessive amount
of available information and their complicated structure (both in terms of high
dimensionality and used data types). In this paper, a specific type of knowledge
representation - rules (denoted as Horn clauses) - is considered. Unfortunately,
if we use different tools for automatic acquisition and/or extraction of rules
[1], their number grows rapidly. For modern problems, knowledge bases (KB)
can count up to hundreds or thousands of rules, which results in an enormous
number of possible inference paths. In such cases, a knowledge engineer cannot
be absolutely sure that all possible rule interactions are legal and lead to the
expected results. The big size of the KB causes problems with inference effi-
ciency and interpretation of its results. Even for a domain expert it is difficult
c© Springer International Publishing Switzerland 2016
N.T. Nguyen et al. (Eds.): ICCCI 2016, Part II, LNAI 9876, pp. 472–481, 2016.
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to analyze the presented knowledge if the number of elements to examine is too
high. In such cases, clustering rules and a visualizing resultant structure can be
helpful. That is why the authors propose a method to change a KB from a set of
unrelated rules to groups of similar rules (using cluster analysis techniques). In
this approach, besides the information about the rules in each cluster, the visu-
alization of clusters is generated. Such representation of the KB, especially in
specific areas (like medicine), can be very helpful for an expert in exploring the
given domain. The paper consists of 5 sections. In Sect. 2, medical knowledge-
based systems are described. Section 3 contains the description of the software
created by the authors in order to achieve grouping and graphical representa-
tion of data, along with the descriptions of the cluster analysis idea for rules
and visualization methods for a hierarchical data structure. The experiments
with the analysis of their results are considered in Sect. 4. Section 5 contains the
summary of the paper.

2 Medical Knowledge Bases

Data mining in medicine is an important part of biomedical informatics (inten-
sive applications of computer science to these fields, whether at the clinic, the
laboratory or the research center). The healthcare industry produces constantly
growing amount of data stored in different forms (data matrices, complex rela-
tional databases, pictorial materials, time series etc.) and can benefit in var-
ious ways from deep analysis of data stored in their databases, which results
in numerous applications of various data mining tools and techniques in this
field. Efficient analysis requires not only knowledge of data analysis techniques
but also involvement of medical knowledge and close cooperation between data
analysis experts and physicians. Mined knowledge can be used in various areas
of healthcare (research, diagnosis, and treatment). One of the many possible
applications of the proposed idea (clustering a big set of rules and vizualizing
it) is to help knowledge engineers in managing the KBs. When rules are parti-
tioned into a smaller number of groups, and such groups are labelled with their
representatives, it is possible to explore very crucial knowledge about the given
domain. When these groups are graphically represented, it is easier to discover
some unusual or redundant cases as well as some patterns in rules. It is an
element of knowledge bases validation and verification tasks. When monitoring
a patient, computer-assisted support can be of significant help because some
dangerous events (for the patient) can be very rare and therefore difficult to
identify in the continuous stream of data. With the increasing number of clin-
ical databases it is likely that machine-learning applications will be necessary
to detect rare conditions and unexpected outcomes. Today, the most popular
applications utilize techniques based on different data mining algorithms from
which clustering (dividing a set of objects into homogeneous clusters) is one of
the most interesting. Very often doctors are confronted with unique situations.
Therefore, systems that are intended to support doctors have to take such cases
into account. Medical practitioners who work with time series on a daily basis
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rarely take advantage of the wealth of tools that the data mining community has
made available. Possible reasons for this discrepancy are the bewildering number
of parameters, the specialized hardware and/or software, and the long time of
learning required by the time series data mining tools [2].

Verification of KBs is a critical step to ensure the quality of a knowledge-
based system. The success of these systems depends heavily on how qualita-
tive the knowledge is. However, manual verification is cumbersome and error-
prone, especially for large KBs. Verification of completeness and consistency in
knowledge-based systems is a topic that was early recognized and elaborated
in many papers, e.g., [3,6]. In a knowledge-based system-engineering context,
verification of the KB is the process of ensuring the quality of the KB, while
validation is the process of checking that the knowledge of the human experts is
accurately represented in the KB (if there are any semantic or syntactic incon-
sistencies, they affect the completeness and consistency of the KB). The KB
needs to be complete, consistent (free of conflicting, identical, and subsumed
rules) and to avoid rare rules as well as redundant ones [6]. The use of dispersed
knowledge in medicine was considered in the paper [10]. If the KB contains a lot
of rules, it is difficult to analyze in this context. A data mining technique, for
example clustering methods with visualization techniques, also enables grouping
similar rules and visualizing the created structure. Thanks to this, knowledge
engineers can explore the domain knowledge with experts’ support and improve
the system’s performance.

3 CluVis

CluVis (Cluster Visualizer) [11] is an application designed and implemented by
the authors, which is meant to cluster rules and visualize the resultant structure
of the grouping. It was created because an overview of the literature revealed
that there is no application that would be able to group and visualize a large set
of rules (such as some KBs). There were, however, applications able to visualize
data (in the form of XML files or hierarchical ontologies) and some works like
[9], where authors used the DBSCAN density-based algorithm to discover trends
and relations between objects in databases and visualized discovered patterns
using treemaps. Unfortunately, no application was able to work on raw KBs
generated by RSES [1]. The main advantage of CluVis is that it not only works on
such raw KBs but also combines functionalities of data mining and visualization
applications.

CluVis implements the AHC algorithm described in Sect. 3.1 with every inter-
cluster and inter-object similarity measures described in it. It also features two
clustering validation measures based on popular validation indexes - Dunn’s
[8,11] and Davies-Bouldin’s. It can visualize the resultant structure of group-
ing using two different treemap algorithms Circular Treemap and Rectangular
Treemap both mentioned in Sect. 3.2. CluVis’s additional features were described
thoroughly in [8,11]. It is available in both English and Polish. Its code and any
other information are currently available at: https://github.com/Tomev/CluVis.

https://github.com/Tomev/CluVis
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3.1 Grouping Algorithm

Whenever any set of objects is examined, some kind of organization has to be
proposed. One of the oldest and most popular forms of organization is group-
ing/clustering. It is an unsupervised process, which means that the raw nature
of objects is the most important factor during clustering.

There are many different methods of grouping. In this work, the hierarchical
approach was used [16]. It seeks to create a tree-like structure that would repre-
sent the whole grouping process. In this paper, the most popular, agglomerative
approach was proposed, as it seemed more natural in the context of examined
objects (rules). The authors selected a clustering algorithm known as Classical
Agglomerative Hierarchical Clustering (AHC) Algorithm [8,11], which is based
on similarity analysis and merges two most similar groups into one during each
iteration step. It is well known in the literature and described in e.g. [8,11,16].

Main advantage of hierarchical clustering is that it doesn’t impose on any
special method of describing clusters similarity and thus can be applied to every
kind of objects. Many distance and similarity measures are already known in the
literature [7]. Considering complexity of examined objects (rules), in this paper
three most popular similarity measures used to handle data consisting of mixed
types (such as rules) were used: Gower’s similarity coefficient [11], SMC and
WSMC/Jaccard Coefficient [7,11]. Different inter objects similarity measures
will produce different results (hierarchies) in most of the cases. Therefore, it is
important to use more than just one algorithm parameters setting in the process
of extracting knowledge from data. Additionally, four popular inter-cluster sim-
ilarity measures - Single Link (SL), Complete Link (CoL), Average Link (AL)
and Centroid Link (CL) - were used. There is, however, one crucial difference.
In this work, centroid is considered to be cluster’s representative (described in
Sect. 3.1) as it aims to be the most average/centered rule. The reason for that is
non-trivial means to define the geometrical center of the cluster of rules.

Cluster’s Representation. It is very important for data to be presented in the
most friendly way. Sole visualization of clustering (described further in Sect. 3.2)
is not enough, as it would only reduce the whole pattern discovery to examining
an accumulation of shapes. There are many methods of creating representatives.
Its creation algorithm has been presented as pseudocode 1.

Pseudocode 1. Representative creation algorithm.
Input: cluster c, threshold t [%]
Output: cluster representative r

1. In the cluster attributes set A, find only these attributes that can be found
in t objects, and put them in set A’

2. FOR EACH attribute a in A’
3. IF a is symbolic count modal
4. IF a is numeric count average value
5. RETURN attribute-value pairs from A’ AS r
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In this work, each cluster is described by its representative. A representative
is simply an average object. As one can see, the representative created this way
consists only of these attributes that are considered the most important for the
whole cluster (they are common enough). This way the examined group is well
described by the minimal number of variables.

3.2 Visualization Algorithms

Considering that the resultant structure of the used clustering algorithm is tree-
like it is important to display not only groups, but also their hierarchies. The
most common structure that is capable of such a task is dendrogram. Unfortu-
nately, the authors were unable to use it due to its shortcomings [8]. There are,
however, many other methods of visualizing treelike structures, one of them being
treemaps. In this work, Rectangular Treemap (with the slice-and-dice deploy-
ment method) [12] and Circular Treemap [15] were used.

Many different visualization features can be used to represent information.
In this work, two factors were used: the size and the colour of a shape. The
bigger the cluster is (the more rules it contains), the bigger will be the shape
representing it. Moreover, sizes were divided into 6 groups: >= 75%, 75− 50%,
50−25%, 25−10%, < 10% of the whole set and separate group for single object.
Each of these groups has its own color, based on the colors of the rainbow: purple,
blue, green, yellow, orange, and crimson (red is used to highlight a hovered shape)
respectively. To distinguish different sizes of the same group (for example clusters
with sizes 95 % and 76 %) different shades were used - the bigger the cluster, the
lighter the shade. Sample visualization (using circle algorithms) can be seen in
Fig. 1.

It shows the partition of a Pima dataset with 457 rules in 10 clusters using
the following parameters: similarity measure - Gower, clustering method - com-
plete linkage, representative strategy - 25%). The biggest cluster (J448) contains
128 rules whereas the smallest (J441) only 7. Interestingly enough, there is no
singular (outlier) cluster (every rule was clustered).

Despite all the advantages that treemaps have (such as being able to visu-
alize large data structures, having multiple variations of shapes, and laying
algorithms) they also have some flaws. Just as the majority of other methods,
treemaps tend to become less readable as the size of the visualized dataset grows.
It is a common problem, hence few methods to deal with it have been invented.
One of them, used in this work, is responsive visualization, which means that a
user is able to interact with shapes displayed on the screen. CluVis allows a user
to visualize objects (or groups) that that selected cluster consists of by clicking
on it. Thanks to that operation, a smaller number of shapes is drawn, and less
objects must be visualized, which results in improved readability of the visu-
alization. Moreover, each treemap algorithm has some unique problems, which
was covered in [8]. Therefore it is important not to rely on one visualization
technique.
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Fig. 1. Sample visualization generated by CluVis.

4 Experiments

The main goal of this article is to demonstrate that clustering big datasets
and their visualization can improve interpretations of knowledge hidden in the
data, particularly medical data. It is worth mentioning that real medical KBs
usually contain a large set of rules and it is necessary to cluster rules before
any deep exploration. Such rules clusters are further visualized in a specific
structure (rectangular or circular one). Besides drawing of the groups, their
descriptions are even more important. Although the authors are familiar mostly
with medium-sized KBs, they had a chance to work with KBs consisting of over
4000 rules [13]. Created clusters may vary depending on the measure of similarity
or clustering method that is used. To make the groups well separated and their
representatives properly described, it is very important to use the exact measures
to testify the quality of the created structure of objects (measured using the
MDI and MDBI [8]). An interesting thing was to check whether some measures
or methods of inner/between clustering are typical for achieving more or less
unclustered rules (small, singular groups) or to get groups with better/worse
quality. During the experiments all these issues have been examined. It was
very important to check if different similarity measures (or different methods of
clustering) change the quality of clustering and the length of the representatives
of the created groups of rules. Representatives of groups are important because a
too short/general or too detailed representative may be difficult to interpret. The
authors are interested in verifying if certain measures (or clustering methods) are
typical for long representatives and some for short ones. The smallest number
of singular clusters is achieved when using the CoL method, while the largest
when using the SL method. The (average) shortest representative is achieved
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Table 1. General description of datasets

KB Spect Kruk Hepa Post Pima Soybean Echo

a 23 23 20 9 9 36 13

b 67 200 35 46 457 62 63

c 125,8± 1,8 385,0± 5,0 62,8± 3,0 84,5± 2,5 886,5± 17,6 116,1± 2,2 118± 2

d 42,2± 18,5 116± 55 17± 8,4 28,7± 11,2 280,6± 136,1 44,6± 12,1 36,7± 16,4

e 14,8± 8,7 1,9± 1,9 8,4± 4,5 6,4± 2,6 3,4± 2.0 23,3± 12,8 5± 1,5

f 4,8± 2,6 4± 5,8 2,5± 2,9 3,6± 2,4 9,4± 12,1 4,3± 2,7 3,1± 2,5

g 1,4± 5,8 2,9± 2,3 8,2± 2,4 5,5± 1,7 3,5± 1,5 9,8± 5 5,4± 1,3

h 13,7± 5,8 2,9± 2,3 8,2± 2,4 5,5± 1,7 3,5± 1,5 9,9± 5,4 5,4± 1,3

i 108,3± 113,3 66,0± 76,6 63,3± 64,3 66,6± 68,3 89,8± 90,5 105,3± 100,5 52,5± 53,2

using the SMC measure, the longest when we use the Gowers measure. The
shortest representative contains only two descriptors (a pair of the attribute
and its value) while the longest may contain 35 of the descriptors (maximum
in examined KB). The same analysis (for all the UCI datasets calculating the
average value) was prepared for the clustering methods. It is obvious now that
when the single linkage or centroid linkage method is used, the length of the
representative is the shortest and when the complete linkage method is used,
the representative is the most detailed.

At first, for 7 different datasets (Kruk, Spect, Soybean, Echocardio, Hepa,
Post oper, Pima), by multiple clusterings with different parameters, the authors
analyzed the influence of the data size (attributes number and rules) on different
parameters, like the number of the created groups of rules, the quality of such
groups, and the length of their description (representatives). The results (mean
± SD (standard deviation) and the interval of both the minimum and maximum
values of the analyzed parameters) are presented in Table 1 a - Attributes, b -
Objects, c - Groups, d - the size of the biggest cluster, e - representative’s length,
f - ungrouped objects, g − i - smallest/average/biggest representatives sizes.

One of the main goals of this research is to measure the influence of the size of
a cluster representative on many important parameters, like the biggest cluster
size and the representative’s length, the number of ungrouped objects. Also the
biggest, smallest and average representative sizes were calculated. The authors
proposed to change the % of features common for every rule in a given cluster
to be its representative using the algorithm presented in Sect. 3.1. It means that
the 50% method (in Table 2) is responsible for the case in which every rules
cluster has got a representative created in the way that at least half of rules had
a given part of the representative. It is obvious that the more % is necessary to
cover, the shorter the representative is and there are not so many such clusters
(and they are usually not so big).

We may see that the differences between the representative methods (pro-
posed in this research) are not statistically significant. It is worth mentioning
that the higher the % necessary to cover by features to be included in the clus-
ter’s representatives, the less is the number of single (loose, outlier) clusters.
It was also interesting for the authors to check the differences between similarity
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Table 2. Methods for clusters representatives

25% 50% 75% 100% p

BiggestClusterSize 81,5± 104,1 81,6± 105,1 80,3± 101,9 79,9± 104,0 0,998474

BiggestClusterRepLength 13,0± 10,2 11,7± 10,1 9,4± 8,5 1,9± 1,5 0,000000

Ungrouped objects 5,0± 6,2 4,7± 6,1 4,2± 5,6 4,2± 5,7 0,506154

BiggestRepSize 7,4± 3,8 8,1± 5,3 6,1± 4,2 5,0± 3,6 0,000000

SmallestRepSize 8,8± 5,4 8,1± 5,3 6,1± 4,2 5,0± 3,6 0,000000

AverageRepSize 78,2± 81,4 79,3± 84,4 79,9± 88,6 77,9± 88,0 0,996248

measures for rules (Gower, SMC, WSMC) and rules clusters (SL, CL, CoL, AL)
in the context of the biggest cluster size and its representative’s length as well
as the biggest and the smallest representative lengths (see Fig. 2).

Fig. 2. Similarity and clustering methods - analysis

The analysis confirms statistical significance of the differences between sim-
ilarity measures. The lowest number of small (single) clusters is created when
we use the WSMC measure and the highest number when we use the Gower’s
measure.

When rules are clustered into groups, many possible partitions may be cre-
ated. Some of them are optimal, the other ones are not. One of the most interest-
ing features to analyze was the number of unclustered (single) rules, which may
be an unusual medical case worth further analysis. The results of comparison of
average number of unclustered rules according to different similarity measures
(G, SMC or WSMC) or methods of clustering (SL, CoL, AL, CL) are presented
in Fig. 2. It was noticed that for CoL, the number of ungrouped rules is few times
smaller than for all other methods. It seems that it (CoL) generates many large
clusters and minimalizes the number of outliers. There is a correlation between
the number of small clusters created during the AHC algorithm in accordance
with the used method of calculating inter-cluster and inter-object similarity. No
matter which similarity measure we use, the number of small clusters is quite
similar. The only difference is that the CoL method provides a minimum number
of small aggregates (probably due to the fact that it allows at the same time for
creating a greater number of large clusters). Very preliminary consultation with
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experts allows us to hope that the rules discovered in the visualization of med-
ical data will contribute to the effective induction of knowledge in the examined
area. Detection of abnormal cases (visualized as small circles in Fig. 2 indicates
that there are rare cases and with different description from most of the accu-
mulated knowledge. This usually signals the need for a deeper exploration of the
examined areas especially in the part recognized as unusual.

5 Summary

The aim of this paper was to discuss the topic of applying data mining and
visualization techniques to medical KBs. The AHC algorithm and treemap visu-
alization techniques were introduced. In the author’s opinion, clustering a large
set of objects (rules in this case) is not enough when exploring such an enormous
amount of data in order to find some hidden knowledge in it. The extraction of
valuable knowledge from large data sets can be difficult or even impossible. Mod-
ularization of KBs help to manage the domain knowledge stored in systems using
the described method of knowledge representation because it divides rules into
groups of similar forms, context, etc. Cluster analysis produces groups of rules
naturally, using the similarity concept.

The authors proposed modifications of the known similarity measure WSMC
(based on the Jaccard coefficient) to improve the efficiency of grouping rules.

The experiments verified that proposed techniques enable a clear and com-
prehensible presentation of the medical knowledge hidden in the data. The para-
meters like inter-object similarity measures or inter-cluster similarity methods
(SL, CoL, etc.) influence the cluster size or its representatives length. They also
confirmed (it is known in the literature) that the SL clustering can produce
straggling clusters, called chaining, where clusters may be forced together due
to single elements being close to each other, even though many of the elements
in each cluster may be very distant from each other. CoL tends to find compact
clusters, however it suffers from a different problem. It pays too much attention
to outliers, points that do not fit well into the global structure of the cluster.
The authors propose to use clusters of rules and visualize them using treemap
algorithms and hope that this two-phase way of rules representation allows the
domain experts to explore the knowledge hidden in these rules quicker and more
efficiently than before. Using this solution in such a specific domain like medicine
brings hope that it will be easier to find some characteristics in presented dis-
eases or to discover unusual symptoms, which will lead to predicting some serious
diseases and preventing the development of distressing symptoms, often saving
human lives. In the future, the authors plan to extend the software’s function-
ality, especially in the context of parameters used in clustering and visualizing
procedures, as well as importing other types of data sources. It would be eas-
ier then to support human experts in their everyday work by using the created
software (CluVis) in work with many expert systems.

Acknowledgement. This work is a part of the project “Exploration of rule knowledge
bases” founded by the Polish National Science Centre (NCN: 2011/03/D/ST6/03027).
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7. Nowak-Brzezińska, A., Jach, T.: Wnioskowanie w systemach z wiedza niepewna.
Studia Informatica. Wydawnictwo Politechniki Slaskiej, Gliwice (2011)
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Abstract. A common problem occurring in medical practice is the local-
ization of veins and arteries. To determine the location of these elements,
it is not necessary to have a complete 3D model. A much better solution
is preliminary segmentation yielding the contour of veins, and further
search for stereo correspondence already in binary images. The compu-
tational complexity of this approach is much smaller, which guarantees
its fast operation. The disparity matrix is created according to the prin-
ciple that the most likely correct distance between the same elements
in the left and right images is the minimum value. Then, the adjacent
RGB components surrounding the elements aspiring to be homologous
are analysed. The operation of the method is illustrated on the basis
of the authors’ own images as well as standardized images. In addition,
its operation was compared with three recognized and widely used algo-
rithms for image matching. The effectiveness of the new method reaches
less than 94 % of correctly matched pixels with a standard deviation of
1.5 pixels and operation time of 90ms.

Keywords: Disparity · Stereo correspondence · Stereovision

1 Introduction

In medical practice, there is often a need for locating veins or arteries [1]. Subcuta-
neous placement of vessels often prevents their visual location. Angiography [2] or
a vein illuminator [3] allow only for the acquisition of a flat image of veins. Stereo
visual imaging can enable to create from such images the point cloud representing
the three-dimensional contour of veins or arteries. The three-dimensional image
obtained in this way enables to specify the depth and location of vessels, which can
be particularly useful in intraoperative navigation systems.

The problem of locating vessels can be solved by using appropriate segmen-
tation [4] and binary image matching. The contour of vessels is obtained during
c© Springer International Publishing Switzerland 2016
N.T. Nguyen et al. (Eds.): ICCCI 2016, Part II, LNAI 9876, pp. 482–493, 2016.
DOI: 10.1007/978-3-319-45246-3 46
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segmentation and stored as a binary image. The proposed method seeks cor-
respondence in the thus prepared binary images. Additional versatility of the
method will be tested on standardized images.

The methods based on stereovision [5] guarantee non-invasiveness and lack of
contact with the patient because they only use reflected light. Another advantage
of stereovision is fast measurement at proper illumination of the scene below
100 ms. Stereovision can also be applied in the examination of faulty posture
[6,7], metabolic diseases [8], and plastic surgery [9–11]. Stereovision builds a
three-dimensional object model based on the known geometry of the system of
two imaging devices. The key step is the search for correspondence between the
left and right images of a stereo pair in order to calculate the coordinates of the
point cloud on the basis of the coordinate differences.

Binarization of images, despite the loss of information about colour, greatly
simplifies the image [4], which accelerates the analysis. Relatively quick search
for stereo correspondence enables to implement the new method even on mobile
devices.

Given the above, it was decided to develop a quick method for binary image
matching. The next section presents the state of the art covering selected issues
of image matching significant for the new method.

2 State of the Art

Currently in stereovision, correspondence seeking is realized for rectified images,
which greatly speeds up the whole process of preparing the cloud of points.
The best optimized algorithm for image rectification was developed by Bouguet
[12]. Owing to the properties of the fundamental matrix [13–15], the search for
correspondence for an element in row m of the left image only involves searching
the row m of the right image, and not the whole right image as in the case of
rectified images.

The matrix D(m,n) coded as a Disparity Map or Parallax Matrix [16] con-
tains the result of seeking stereo correspondence. Each matrix cell contains the
difference in the position between homologous points.

Knowing the disparity matrix, the coordinates of the point cloud are calcu-
lated from the simple triangulation [16].

The early methods for correspondence seeking involved searching the right
image with a mask representing a part of the surroundings of an element in the
left image. The response of the similarity function determined whether the search
was successful. The best known early method is normalized cross-correlation
(NCC), which will be compared to the proposed new method [17].

A very interesting method for seeking stereo correspondence is the calculus
of variations (VAR), which is very effective in matching various types of images
[18]. It treats a stereo pair as a vector field. The method is based on minimization
of the energy functional by solving the corresponding Euler - Lagrange equation,
which is represented by a system of partial differential equations. The variational
algorithm optimized by Ralli [19] was used in the comparison.
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The quasi global method based on Information Theory (SGBM) exhibits very
high efficiency when it comes to image matching. The cost function was chosen
in such a way so as to take into account the Mutual Information carried by a
stereo pair [20].

These three methods for image matching, namely NCC, VAR and SGBM,
provide a platform for the comparison of the proposed new method.

3 Material

A set of 21 images borrowed from Middlebury College stereovision laboratory
acquired with the method described in [21] then published inter alia in [22,23]
were selected as standardised images. They provide a comparative basis for all
the new methods for seeking stereo correspondence. These images have disparity
arrays prepared by the authors, which are ground truth. The standardized images
used in the tests have a unified height of 370 pixels and various widths based
on theirs aspect ratio. The authors’ own images were also included in the tests
(Fig. 1). Veins is a segmented image of veins of the forearm acquired using the
AccuVein AV400 vein illuminator cropped to resolution of 113×84 pixels.

Models of solid figures were prepared from cardboard, i.e. a regular cube and
piramid. Then images were registered with the stereovision rig consisting of two
web cams. The object distance was adjusted to 50 cm. Both images were cropped
and resized to m × n resolution where m means number of rows and n means
number of columns. For a pyramid the most adequate resolution was 114×200
and for a cube 163×200. The clipping criterion was to preserve as many tiny
elements in the images as it was possible and, at the same time, minimize the
time spent on creating the disparity map DT .

Fig. 1. Examples of analysed images (a) Pyramid, (b) Veins, (c) Cloth4.

The stereovision head used to acquire authors’ own images consists of two
Logitech C920 HD Pro Webcams. They are able to acquire images with a maxi-
mal resolution of 1080×1920 pixels. Very good image quality is provided by the
Tessar lens system from Carl Zeiss factory. The horizontal arm with shiftable
carriages enables to move the cameras away from each other from 10 to 90 cm.
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4 Proposed Method

The proposed method (MEDRGB) is a modification and development of the pre-
viously proposed method [24] and includes the analysis of rgb components. The
rectified left O

(L)
z (m,n) and right O

(P )
z (m,n) images are binarized according to

[25] using the Sauvola adaptive method [26] modified by Shafait [27] (Fig. 2).
The resulting binary images O

(L)
b (m,n) and O

(P )
b (m,n) are the basis for cal-

culating the difference between horizontally adjacent pixels, calculated for each
row (1, 2).

Fig. 2. Left and right binarized veins images.

O(L)
r (m,n) = O

(L)
b (m,n + 1) − O

(L)
b (m,n). (1)

O(P )
r (m,n) = O

(P )
b (m,n + 1) − O

(P )
b (m,n). (2)

for n ∈ (1, N − 1),
where
m – number of the next row,
n – number of the next column,
N – number of image columns.

The resulting images O
(L)
r(m,n) and O

(P )
r (m,n) show the object edges repre-

sented by the values {−1, 1}. The values +1 are located on the edges resulting
from changes in the brightness from dark to light (as viewed from the left). The
values −1 are located on the edges resulting from changes in the brightness from
light to dark. Next, the image is modified in such a way that the values +1 only
remain, i.e.:

O
(L)
k (m,n) =

{
1 for O

(L)
r (m,n) = 1

0 the others
(3)
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O
(P )
k (m,n) =

{
1 for O

(P )
r (m,n) = 1

0 the others
(4)

for n ∈ (1, N − 1).

In the thus obtained images O
(L)
k (m,n) and O

(P )
k (m,n), the values +1 coin-

cide with the inner edges of objects with greater intensity. On this basis, the
matrices O

(L)
o (m,n) and O

(P )
o (m,n) were created, containing information about

the position of +1 in each row.

O(L)
o (m,n) =

{
n for O

(L)
k (m,n) = 1

0 O
(L)
k (m,n) = 0

(5)

O(P )
o (m,n) =

{
n for O

(P )
k (m,n) = 1

0 O
(P )
k (m,n) = 0

(6)

In order to calculate the distance of each element with all other elements in
the corresponding rows, the matrices O

(L)
o (m,n) and O

(P )
o (m,n) are modified in

such a way so that the zero elements in each row are removed. Then zeros are
added at the end of each row to equate it with the longest non-zero row.

Fig. 3. The successive stages of creating matrices O
(L)
w (m, i) and O

(P )
w (m, k), (a) zero–

one matrices, (b) early distance matrices, (c) final distance matrices

In Fig. 3 I, K are the numbers of the columns of the matrices O
(L)
w (m, i) and

O
(P )
w (m, k) respectively and

I = max
m

(
N∑

n=1

O
(L)
k (m,n)

)

. (7)
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K = max
m

(
N∑

n=1

O
(P )
k (m,n)

)

. (8)

Then the lengths on the right image are substracted from the lengths on the
left image for each epipolar line. The result is the distance between homologous
points in the left image and all the points in the right image.

Oodl(m, i, k) = O(L)′
w (m, i, k) − O(P )′

w (m, i, k). (9)

where
O(L)′

w (m, i, k) = [1, 1, . . . , 1]T(1×K) · O(L)
w (m, i). (10)

O(P )′
w (m, i, k) = O(P )

w (m, k)T · [1, 1, . . . , 1](1×I). (11)

It is assumed that disparity Dm corresponds to the minimum distance cal-
culated between the element in the left image and all the elements in the right
image for a given row.

Dm(m, i) = min
k

(Oodl(m, i, k)) . (12)

A disparity matrix of a size compatible with a stereo pair is needed for further
calculations.

D(m,n) =
{

Dm(m, i) for O
(L)
k (m,n) �= 0

0 the others
(13)

for m ∈ (1,M), n = O
(L)
w (m, i), i ∈ (1, I).

Then the vector components rgb are subtracted from each other for the
pixel preceding each element of the disparity matrix D(m,n) in the left image
O

(L)
z (m,n−1) and the right image O

(P )
z (m,n−1). Similarly, the same procedure

applies to the pixels following each element of the disparity matrix.

Δrgb(w) = |O(L)
z (m,n − 1) − O(P )

z (m,n − 1)|. (14)

where
O

(L)
z (m,n − 1) = (r, g, b),

O
(P )
z (m,n − 1) = (r, g, b),

w ∈ (1, 3),
r, g, b ∈< 0, 255 >

Then the vector R(w) is created in such a way that if the absolute difference
after a given rgb component is greater than the adopted threshold proxDiff ,
the value 1 is assumed for the component. Otherwise, 0 is assumed. In the tests,
it was assumed that proxDiff = 8.

R(w) =
{

1 for Δrgb(w) > proxDiff
0 Δrgb(w) ≤ proxDiff

(15)
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If the sum of the elements of the vector R(w) is greater than the threshold
winP

3∑

w=1

R(w) > winP. (16)

the disparity is considered erroneous and it is replaced in the matrix
Oodl(m, i, k) with the value symbolising infinity, and then the minimum distance
is recalculated according to the formula (12).

In another case, the value of disparity is considered to be adequate and is
recorded in the disparity matrix D(m,n). In the algorithm it was assumed that
winP = 0 and Infinity = 10000.

Similarly, the same procedure applies to the pixels following each element
of the disparity matrix D(m,n) in the left image O

(L)
z (m,n + 1) and the right

image O
(P )
z (m,n+1). The final decision is the logical sum of the analysis results

of the preceding and following elements of the disparity matrix.
Once all the elements of the disparity matrix D(m,n) are agreed, it is now

possible to establish the coordinates of the point cloud by similar triangles
according to [16].

5 Results

Three criteria were adopted to evaluate the results. The effectiveness of matching
δr according to [28] was formulated as:

δr =

√
√
√
√ 1

(M · N)

M∑

m=1

N∑

n=1

|D(m,n) − DT (m,n)|2. (17)

where D(m,n) – calculated disparity map, DT (m,n) – ground truth disparity
map.

The next criterion, called the percentage of mismatches δD, was formulated
as:

δD =
1

M · N

M∑

m=1

N∑

n=1

L
(L)
D (m,n). (18)

where

L
(L)
D =

{
1 for |D(m,n) − DT (m,n)| > pD
0 the others

pD − allowable threshold of mismatches.

The allowable threshold of the matching error pD was adopted arbitrarily as
2 pixels. The threshold value was determined based od the maximal real size of
the pixel, which fluctuates around 80μm.

The time t was taken as the third criterion characterising the algorithm.
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The algorithm was tested on a desktop computer with Intel Core i5 3.1 GHz
processor. Implementation was made in MATLAB R© Version: 8.6.0.267246
(R2015b) Image Processing Toolbox Version 9.3.

The results of the above three criteria for a total of 21 standardized images
as well as Pyramid, Cube and Veins are available at https://goo.gl/ZQQXnk.
Some selected representative values are presented in tables (Tables 1, 2, 3 and 4).
Although the implementation of the algorithm MEDRGB is made in the inter-
pretable code, due to low computational complexity, calculations were made very
quickly achieving times below 1 s for the authors’ own images (for the computer
specifications given above). The minimum time of 50 ms was observed for Pyra-
mid. For the standardized images, the times are mostly below 2 s, reaching a
minimum value of 1.84 s for Bowling1 and a maximum value of 2.44 s for Cloth4.

Table 1. Some selected representative results of matching images using the proposed
algorithm.

Pyramid Cube Veins Bowling1 Cloth4

δr [pix] 4.2 7.1 1.5 17.8 29.1

δD [%] 15.9 30.9 6.2 55.3 83.7

t [s] 0.05 0.12 0.09 1.84 2.44

The authors’ own images are focused on matching images after segmentation
with the extracted specific elements. An example is the image Veins, where the
location of the veins was of interest. Such images are characterized by only a
few edges which have to be matched. The image Cloth4 is characterized by
an extreme number of small items, in the form of a patterned fabric texture
that poses the greatest difficulty for the proposed method MEDRGB, which is
reflected in the longest time of operation.

The standard deviation reaches the lowest value of 1.5 pixels for Veins, where
only the outline of the veins remains after segmentation. The highest value of
29.1 pixels is again characteristic for the image Cloth4 with the patterned fabric
texture. The image Veins has the smallest area of mismatches, only 6.2 %. The
highest value of 83.7 % is characteristic for Cloth4. The patterned fabric tex-
ture with many small elements arranged next to each other effectively impedes
matching for the proposed method. Another factor that hinders matching is the
unevenly lit scene.

It should be borne in mind here that it is very difficult to obtain 100 %
matching efficiency. There are always areas in the left image that are not visible
in the right image, for instance, the area around the nose or along the shades
and edges.

https://goo.gl/ZQQXnk
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6 Discussion

In order to compare the proposed method MEDRGB with three commonly used
methods for seeking stereo correspondence NCC, VAR and SGBM, presented in
Sect. 2, the evaluation criteria used in Sect. 5 were adopted. VAR and SGBM
methods owe their speed to a compiled code, which interferes with the compari-
son of the test results. However, due to the significance of these methods, it was
decided to include them in the comparison. For NCC, a 3–pixel mask was used.
In terms of the operation time (Table 2), the best method is SGBM reaching
times of 100 ms and less. However, it should be noted that the uncompiled code
of the proposed method MEDRGB is characterized by slightly longer operation
times and takes second place. NCC, which for standardized images reaches times
of 200 seconds for a 3–pixel mask, is the slowest. In terms of the standard devi-
ations (Table 3), the proposed algorithm MEDRGB takes first place, reaching
1.5 pixels for Veins. However, for the standardized images the values of stan-
dard deviation are higher, but still comparable with other methods. The highest
values for standardized images are reached by the proposed method and NCC.

The comparison of the percentage of the mismatched area (Table 4) indicates
that the proposed method MEDRGB works best for the authors’ own images
and SGBM for the standardized images. The worst is NCC, where in the case
of the authors’ images, 100 % of the surface has a difference in disparity greater
than the adopted threshold of 2 pixels. For the standardized images, the highest
percentage of mismatches is reached by NCC and MEDRGB.

For the authors’ images, NCC, VAR and SGBM methods reach almost a
hundred percentage of mismatches. The segmented images consist of black and
white areas. As a result, these images as very homogeneous and it makes match-

Table 2. Comparison of operation times t with other algorithms in seconds.

Pyramid Cube Veins Bowling1 Cloth4

MEDRGB 0.05 0.12 0.09 1.84 2.44

NCC 18.81 26.83 2.44 201.91 210.93

VAR 0.40 0.55 0.51 4.04 4.31

SGBM 0.01 0.02 0.12 0.07 0.07

Table 3. Comparison of standard deviations δr in pixels.

Pyramid Cube Veins Bowling1 Cloth4

MEDRGB 4.2 7.1 1.5 17.8 29.1

NCC 16.6 22.1 10.0 23.9 15.7

VAR 14.9 15.2 10.0 13.1 7.4

SGBM 15.5 22.0 10.0 7.9 5.9
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Table 4. Comparison of the percentage of mismatches δD.

Pyramid Cube Veins Bowling1 Cloth4

MEDRGB 15.9 30.9 6.2 55.3 83.7

NCC 98.2 97.7 100.0 74.1 61.7

VAR 100.0 100.0 100.0 63.3 20.9

SGBM 98.6 98.1 98.3 19.2 4.2

ing impossible for methods based on the diversity of images. This explains such
poor results of these methods.

Large values of mismatches of the MEDRGB for the standardized images
arise from the nature of the method itself, which matches contours, outlines of
objects created in the process of segmentation. The elements significant from the
point of view of a particular method application are here subject to extraction.
An example here may be segmentation performed in order to determine the
position of the veins under the skin, coronary veins in angiography or the human
figure for the purpose of rehabilitation.

7 Conclusion

The proposed new method MEDRGB can be used in matching medical images,
where it is necessary to segment the elements significant from the point of view
of the performed medical procedure, such as the localization of invisible subcu-
taneous veins or angiography, obtaining a spatial image of the vessel contour.
Other methods match the whole flat images, which prevents the separation of
the spatial image of vessels only from the surrounding background. A special
feature of the method is its low time complexity so the presented algorithm is
fast.

Further work will be aimed at improving the efficiency of matching for binary
and standardized images, as well as accelerating the matching algorithm. It
should be noted, however, that in its current form, the proposed method can
achieve results comparable to the ones obtained using other recognised methods.
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Abstract. Medicine had been considered a good domain in which the
concepts of rule-based decision support system could be applied. The
early medical decision support systems were designed over forty years
ago. Since that time, many different methods were proposed in the
decision support area. Regardless of the development of different non
knowledge-based methods, the rule representation and inference on the
rules bases are still popular. In this paper the KBExplorator system
and KBExpertLib software library are introduced in the context of med-
ical decision support system implementation. The KBExplorator sys-
tem may be considered as tool for building medical knowledge bases.
This system is designed for knowledge engineers and domain experts,
which are responsible for creating the knowledge base for particular
problem. The software library KBExpertLib is a tool for programmers
to develop software which utilize the knowledge bases designed with use
of KBExplorator. The main properties and methods of practical usage
of KBExplorator and KBExpertLib are described as well as experiments
focused on the software effectiveness evaluation.

Keywords: Decision support system · Rule knowledge base · Inference

1 Introduction

Many of medical support systems arose out of earlier expert systems research,
where the aim was to build a computer program that could simulate human
thinking. Medicine had been considered a good domain in which these con-
cepts could be applied. The rules can then be used to perform inference in
order to reach appropriate conclusion or to confirm selected goals. The first
medical expert systems were designed over forty years ago. MYCIN which used
knowledge base and inference to identify bacteria causing severe infections, was
developed over five or six years in the early 1970s at Stanford University [1].
ONCOCIN was an advanced expert system for clinical oncology that has been
under development at Stanford University School of Medicine since 1979 [2].
Since that time, advances in both computer technology and software design
have permitted the development of more sophisticated and specialized medical
expert systems [3], most of them are designed as decision support systems. In
c© Springer International Publishing Switzerland 2016
N.T. Nguyen et al. (Eds.): ICCCI 2016, Part II, LNAI 9876, pp. 494–503, 2016.
DOI: 10.1007/978-3-319-45246-3 47
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the course of forty years, many additional artificial intelligence methods have
been employed [4]. Complete list of research fields applied in medical systems
is of course very long [5]. Unlike knowledge-based medical decision support sys-
tems, some of the nonknowledge-based decision support systems use a form of
artificial intelligence – artificial neural networks and genetic algorithms are two
well-known types of nonknowledge-based systems.

Regardless of the development of different nonknowledge-based methods, the
rule representation and inference are still popular. Recent years have brought
a renaissance of rules representation for knowledge bases. Currently, the rules
are considered as standard result form of data mining methods, rules are again
an important and useful material for constructing knowledge bases for differ-
ent types of decision support systems. This work presents practical results of
research focused on the development of the new method and tools for building
knowledge-based decision support systems. Current works are connected with
previous research, also in medical applications [6–8]. The KBExplorator sys-
tem and KBExpertLib software library are introduced in the context of medical
decision support system implementation. The main properties and methods of
practical usage are described as well as experiments focused on the software
effectiveness evaluation.

2 Related Works

When early medical decision support systems were constructed, their implemen-
tations typically began with classical, multi-purpose programming languages (C,
C++) or artificial intelligence dedicated languages (LISP, Prolog). Several tools
and languages are available for developing medical decision support systems [9].
The detailed discussion and comparison of modern tools goes beyond the scope
of this study. Some aspect of such review can be found in [10,11], in this work
only basic information is presented.

The Acquire system [12] provides an ability to develop web-based user inter-
faces through a clientserver development kit that supports Java and ActiveX con-
trols. The ExSys system provides the Corvid Servlet Runtime and implements
the Exsys Corvid Inference Engine as a Java Servlet. Developed at NASA, the
C Language Integrated Production System (CLIPS) is a rule-based program-
ming language useful for creating expert systems [13]. Jess is a popular rule
engine for the Java platform. JESS or Java Expert System Shell are the skeleton
of expert systems developed by Sandia National Laboratories. Jess is written
in Java, it is possible to run code in this language using Jess. It uses a syntax
similar to Lisp [14]. It is compatible with both the Windows and Unix systems.
Rules written using Jess are saved in the form of an XML file which must contain
a rule-execution-set element [15].

Another commercial expert system building tool is XpertRule, which offers
a Knowledge Builder Rules Authoring Studio. The eXpertise2Go’s Rule-Based
Expert System provides free building and delivery tools that implement expert
systems as Java applets, Java applications and Android apps [16]. Next sys-
tem is Drools, a Business Rules Management System solution. It provides a
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core Business Rules Engine, a web authoring and rules management application
(Drools Workbench) and an Eclipse IDE plugin for core development [17]. Still
the PC-Shell expert system shell can be used in medical applications [18].

This work introduces another decision support system building tool. The
KBExplorator system, it is the web application and it allows the user to create,
edit and share rule knowledge bases. The KBExpertLib is a software library, it
allows the programmers to use different kinds of inference within any software
projects implemented in Java programming language. This library is able to run
inference on rule knowledge bases stored in the KBExplorator database or saved
locally in the XML files. The KBExplorator system and the KBExpertLib have
been designed at the University of Silesia, Institute of Computer Science, in
2015–2016. This is rising software, at the current stage of software development
it is too early to perform comparative tests with other packages (eg. JESS). For
this reason, this work is focused on the current software properties, comparative
tests are planned at the end of the experiments focused on functional properties
and effectiveness of KBExplorator and KBExpertLib.

3 Methods

This section presents three main issues – the background information, main
properties of the KBExplorator system and KBExpertLib library and selected
practical issues related to their medical applications.

3.1 Background Information

The methodological assumption and theoretical description of research realized
within the KBExplorator and KBExpertLib project can be found in [6,10,19],
this section presents only summary of the necessary information. In the software
considered in this work, the knowledge base is a pair KB = (R,F) where R is
a non-empty finite set of rules and F is a finite set of facts. R = {r1, r2, . . . , rn}.
Each rule r ∈ R will have a form of Horn’s clause: r : p1∧p2∧· · ·∧pm → c, where
m—the number of literals in the conditional part of rule r, and m ≥ 0, pi—i-th
literal in the conditional part of rule r, i = 1 . . .m, c—literal of the decisional
part of rule r. We will also consider the facts as clauses without any conditional
literals. The set of all such clauses f will be called set of facts and will be denoted
by F : F = {f : ∀f∈F cond(f) = ∅ ∧ f = concl(f)}. The rule’s literals will be
denoted as pairs of attributes and their values. Let A be a non-empty finite set
of conditional and decision attributes. For every symbolic attribute a ∈ A the
set Va will be denoted as the set of values of attribute a. The literals of the rules
from R are considered an attribute-value pair (a, v), where a ∈ A and v ∈ Va. We
also consider numeric attributes and literals representation dedicated for them:
attribute-relation-value.

In the previous works, we introduced approach which assumes that the rule
knowledge base is decomposed into the groups of rules, called rules partitions [10,
19]. Rules partitions terminologically correspond to the mathematical definition
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of the partition as a division of a given set into the non-overlapping and non-
empty subset. The groups of rules which create partition are pairwise disjointed
and utilize all rules from R. The main results of the conception of rules partitions
mentioned above are modified forward and backward algorithm [10,19] as well
as the proposals for new algorithms [11,20]. The proposed modifications of the
classical inference algorithms are based on information extracted from the groups
of rules generated by the two selected partitioning strategy [10].

3.2 KBExplorator and KBExpertLib—General Description

The theoretical background presented in the previous section is the base for
software implementation. At the current stage of development process, two main
software components are implemented:

– The KBExplorator system is the web application. It allows the user to create,
edit and share rule knowledge bases. Each user can register his own account,
knowledge bases created by the users are stored in the KBExplorator data
bases and they are accessible from any standard web browser software. Stored
knowledge bases may be shared between registered system’s users, it is also
possible to download any stored knowledge base as the XML file. Currently
available system functions allow users to create and edit attributes and their
properties as well as rules and rules’ properties (Fig. 1 presents an idea of
KBExplorator role).

– The KBExpertLib is the software library, which allows the programmers to
use different kinds of inference within any software projects implemented in
Java programming language. This library is able to run different kinds of
inference (classical and modified forward and backward algorithms) on rule
knowledge bases stored in the KBExplorator database or saved locally in the
XML files (Fig. 1 presents an idea of KBExpertLib utilisation).

The KBExplorator performs their function irrespective of the operating sys-
tem and browsers running on the client side. Proposed system allows work-
ing without the need to be installed in user’s computer. The KBExplorator is
convenient for use, the knowledge engineers and domain experts can access it
in any part of the world at any given time. Unlike the desktop applications,
proposed system do not have to be installed as it runs on a dedicated web
server. The time and trouble required for installing a software are also done
away with. The KBExplorator works on multiple platforms, it only requires
web browser and it is compatible with most of the computer operating sys-
tems. Of course, KBExplorator requires access to the Internet, but this require-
ment does not seem bothersome. The package KBExpertLib may be used on the
server side, but the main scope of its application are client side desktops appli-
cation, implemented in Java, also on mobile devices. The KBExpertLib is object
oriented library, library’s classes are divided into the packages: kbcore—the
main, essential classes, kbinfer—classes providing classical and modified infer-
ence algorithms, kbpartition—classes allowing decomposition of rule bases,
and kbtools—additional tool classes.



498 R. Simiński and A. Nowak-Brzezińska

Fig. 1. The idea KBExplorator and KBExpertLib applications

We also began the work on the desktop, ready to off-line work version of
the KBExplorator called KBExploratorDesktop. This system uses KBExpertLib
library, it is implemented as JavaFX program. During the preparation of this
work, KBExploratorDesktop was in the early prototype phase and for this rea-
son its description is omitted. The KBExplorator system and the KBExpertLib
library were implemented and currently intensive tests and experiments are per-
formed. Public access to the system and software library is expected in the
summer of 2016.

3.3 Practical Issues

The KBExplorator offers functionalities typical for web applications (registra-
tion, login). Knowledge management functions are also implemented typically,
all operations performed on the rule knowledge base are intuitive. The limited
size of this publication does not allow the authors to present more detailed,
practical information about KBExplorator. Due its intuitive organisation, only
more detailed description of programming with the KBExpertLib issues will be
presented—two typical scenario of forward and backward inference. An example
of forward inference activation in the console IO Java program is as follows:

import kbcore.*;
import kbinfer.*;
...
// Create knowledge base object
KBKnowledgeBase base = new KBKnowledgeBase();
// Create knowledge base loader
KBDataBaseLoader kbLoader = new KBDataBaseLoader();
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// Load knowledge base from KBExplorator server
kbLoader.loadKnowledgeBase( "virus_infection", base );
// Add starting facts
base.addFactFromText( "cough", "=", "wet" );
base.addFactFromText( "temperature", ">=", "38.0" );
// Create object for inference
KBForwardInferer infer = new KBForwardInferer( base );
// Run inference with rules selection strategy
infer.classicInference( KBInferer.RuleSelStrategy.LAST_RULE );
// Chect out for new facts
if( infer.newFactInfered )

System.out.println( "New facts available" );
else

System.out.println( "No new facts" );

When we want to use local XML file rather than on-line knowledge base we
simply write:

kbLoader.loadKnowledgeBaseFromXML( "infekcje_wirusowe.xml", base );

Analogous example for the backward inference is as follows (some unimportant
lines and comments have been omitted):

KBKnowledgeBase base = new KBKnowledgeBase();
KBDataBaseLoader kbLoader = new KBDataBaseLoader();
if( kbLoader.loadKnowledgeBaseFromXML("infekcje_wirusowe.xml", base ) )
{

KBBackwardConsoleInferer infer = new KBBackwardConsoleInferer( base );
// Create inference goal
KBLiteral goal = base.makeLiteralFromText( "disease", "=", "flu" );
// Run backward inference
if( infer.classicInferenceWithGoal( goal ) )
{

System.out.println( "Goal confirmed" );
if( infer.newFactInfered )

System.out.println( "New facts available" );
}
else

System.out.println( "Goal unconfirmed" );
}

The KBExpertLib also provides modified forward and backward algorithms
[10,19], as well as the proposals for new algorithms [11,20]. Some of them
are intensively studied and practical result will be presented in the future
publications.

4 Experiments and Discussion

The KBExplorator system and KBExpertLib are actually extensively evaluated
on the real-world knowledge bases, consisted of 4438 rules. This rules base was
duplicated (with a random rules modification) to obtain a larger base, counting
22190. It was not possible to obtain any larger rule base for experiments. This
work presents only selected part of the experiments on KBExplorator system
and KBExpertLib library.
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4.1 KBExplorator—Selected Experimental Results

The main goal of the experiments concerning the KBExplorator system was
the evaluation of rules retrieving effectiveness for the forward and the backward
inference performed by the server side. The KBExplorator system’s rule bases
are physically stored in the relational database, each rule base’s data are divided
into the several entities. It should be noted that the size of the entities will grow
when the users will add new knowledge bases and will create the new rules for
particular knowledge base. Each rules searching request requires the execution
of a SQL queries, which retrieve data from proper entities. In order to evaluate
queries’ execution time, a server side script was made, which sends the SQL
query to the database engine and measures the response time using the proper
time measurement functions. To rate the effectiveness of information retrieval,
some descriptive statistics as the minimum, maximum or average as well as the
median and standard deviation values (of the time duration of obtaining every
rule from the knowledge base) were calculated.

The summarized results from the first experiment are presented in the
Table 1. We can observe that there is almost no noticeable time difference
between the two analysed rules sets, regardless of the rules set size or the order of
rules being retrieved. Surprisingly, the average and median time for larger base
proved to be lower than for small base. The relatively short rule retrieval time
is caused by the usage of several column indexes, the rule order has a noticeable
impact on maximal retrieval time.

Table 1. Rules retrieval time (in seconds) based on their identifiers

Case Rules count Minimum Maximum Mean Median σ

1 4438 0,00016 0,00091 0,00028 0,00024 0,00010

2 22190 0,00016 0,00335 0,00025 0,00020 0,00010

The experiment’s results presented in the Table 2 summarize the second
experiment, the main goal was to analyse the rules retrieval time based on
their conclusions, a list of rules’ conclusions was obtained from the database.
Therefore, the results presented in Table 2 concern the time from gathering the
relevant (to a given conclusion) rule identifiers to obtaining all information for
those rules.

Table 2. Rules retrieval time (in seconds) based on their conclusions

Case Rules count Minimum Maximum Mean Median σ

1 4438 0,00034 0,03927 0,00098 0,00061 0,00158

2 22190 0,00136 0,20918 0,00489 0,00270 0,00890
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It is worth to notice that results for rules sets counting maximum 22190 rules
were acceptable from the users point of view, especially when backward inference
was considered—rules retrieval time was negligible. Practical verification of the
proposed relational model confirmed findings from previous works which were
focused on inference control strategies. The selection of rules should be performed
with time efficiency adequate to the needs and requirements of the algorithms
implemented in such expert systems.

4.2 KBExpertLib—Selected Experimental Results

The main goal of the experiments concerning the KBExpertLib library was the
evaluation of effectiveness of the forward and the backward inference performed
by the client side, running within the desktop applications. The experimental
research is focused on the time efficiency of the basic KBExpertLib operations.
The estimation of the memory occupation of the library data structures is also
presented. The experiment was performed on the knowledge bases described in
the previous section, and two additional real-world knowledge bases were consid-
ered. Both bases are dedicated for supporting evaluation of sales representatives,
first base consisted of 416 rules, second consisted of 1199 rules. In contrast to
the previously described experiments, local copies of knowledge bases was used,
saved as text in the XML files.

The main goal of first experiment was the time efficiency evaluation of loading
the rules from XML files into the internal, object oriented data structures defined
in the package kbcore as well as the estimation of memory occupation for such
data structures. Second experiment was focused on the time efficiency of forward
inference, performed on the rules loaded in to the kbcore objects allocated in
the memory. Two forward inference algorithms were examined. All experiments
were run on a typical PC desktop computer: Intel i5 2.5 GHz processor, 16 GB
of RAM, classical mechanical hard disk, 64-bit Windows 10 operating system.
Each experiment was repeated at least ten times, results were averaged. The
Table 3 presents final results of the experiments.

The results of forward inference are satisfactory. Even for the largest knowl-
edge base, the average inference time was less than one second. It may be con-
sidered as acceptable for most typical applications of knowledge based systems.

Table 3. The summarized KBExpertLib experiment results

Case Rules count Base loading Memory Depth-first forward Breadth-first

time [s] occupation inference time [ms] forward inference

[B] time [ms]

1 416 0,312 95964 81,23 41,53

2 1119 1,487 285316 138,67 78,21

3 4438 27,39 1197148 186,69 372,36

4 22190 670,8 4646348 934,35 301,46
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The memory usage for data structures which hold the rules seems to be rea-
sonable. For 22190 rules the data structures occupy less than 5 MB of mem-
ory. Unfortunately, the XML parsing time efficiency is disappointing. Only for
small rules sets parsing time is acceptable, for 22190 rules parsing time exceeded
11 min—other format for local rule bases representation should be considered.

5 Conclusions

In the context of medical applications of KBExplorator system and software
library KBExpertLib, it is possible to point out two main scopes of their utiliza-
tion. The KBExplorator system may be considered as tool for building medical
knowledge bases. For this reason, this system is designed for knowledge engi-
neers and domain experts, who are are responsible for creating the knowledge
base for particular problem. The software library KBExpertLib may be consid-
ered as a tool for programmers to develop software which utilize the knowledge
bases designed with the use of KBExplorator. The main scope of KBExpertLib
usage is client side desktop application, implemented in Java. Programming with
KBExpertLib is easy, library provides simple classes which encapsulate all knowl-
edge oriented actions.

The package KBExpertLib may be used on the server side, but the main scope
of its application are client side desktop application. The experiments on the
forward inference allow to accept the efficiency of the current algorithms’ imple-
mentations. The implementation of RETE version of forward inference algorithm
and the comparison with JESS implementation is considered in the near future.
However, even for the largest knowledge base, the average inference time was less
than one second. Also, the rules loaded into memory consume a little amount of
the memory.

This is promising regarding the use of the KBExpertLib on mobile devices.
Mobile devices are especially helpful in regard to chronic health diseases because
it frees physicians from routine office visits while still providing data on patient
conditions. This helps doctors focus office care on those requiring more detailed
medical assistance. Embedded decision support subsystem remote monitoring
devices can be considered as an interesting tool for early warning and “first aid”’
until the patients need more detailed care. The implementation of the decision
support systems connected with the chronic diseases remote monitoring seems
to be a very important and interesting domain of applications.

Acknowledgments. This work is a part of the project “Exploration of rule knowledge
bases” founded by the Polish National Science Centre (NCN: 2011/03/D/ST6/03027).
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Abstract. Establishing the therapy of the juvenile diabetic patient at
onset is a challenge. We propose a new way for building medical guideline
to support physicians. The course of the treatment is mainly described
by the sequence of insulin dosage. However the daily insulin dose is pre-
scribed based on the glycemia levels from the previous day/days and
on the other hand is verified by the glycemia levels in the following
day. To generate medical guidelines we discover sequential patterns from
the treatment sequences and supplement them with patterns of medical
examinations and interventions. Before mining sequential patterns we
group the sequences with respect to patient’s medical data influencing
the course of the disease by applying k-means clustering.

1 Introduction

A medical guideline is usually a document with the aim of guiding decisions
and criteria regarding diagnosis, management, and treatment in specific areas
of healthcare [5,11]. There are many researches concerning the construction of
medical guideline in many fields of medicine. For example, medical guideline
are delivered by the World Health Organization (WHO). The other examples of
medical guideline for the disease of diabetes mellitus are given in [1,3].

In this paper we address the problem of generating medical guideline for
intensive insulin therapy of children with Type 1 Diabetes. We propose to build
medical guideline in the form of sequential patterns using the repository of his-
torical medical records.

The idea of mining diabetes data using sequential patterns approach was
proposed in [10]. The discovered patterns were applied to construct a decision
tree, expressing also the possible flow of medical events. The final interpretation
of the tree and the possible therapy was left to physicians. The limitation of that
approach is the lack of reliable evaluation of patterns with respect to individual
patients [10]. There are also other methods proposed with similar purpose, the
review of them is available in [7,12]. However, none of the available guideline is
able to accurately represent all features of diabetes mellitus disease.

In our previous works we have examined the application of the template-
based patterns for the decision support and prediction in the therapeutic proce-
dure [6]. The discovered template-based patterns were used to recommend the
c© Springer International Publishing Switzerland 2016
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insulin dosage on the basis of the known value of blood glucose level. Afterward
we extended the patterns into the whole initial period of therapy, we have intro-
duced the notion of differential sequences [4]. This approach allowed to discover
the pattern of therapy and recommend most suitable one for a new case.

In this study we advance our previous methodology. The proposed approach
consists of the following steps:

– clustering of patient’s data to obtain groups of patients with the similar med-
ical characteristics,

– discovery of sequential patterns within the sequences of the treatment course
separately for every of the previously obtained clusters,

The outcome of our approach is a medical guideline, specific for every group
of diabetic patients. In this way, the physician receives information about the
possible courses of treatment and the way it is changing.

1.1 Medical Background

At the first day of treatment the physician determines with a patient daily
energy requirements (meals sizes and number) and considering other factors
prescribes the daily insulin dose. The main factors influencing insulin dosage
despite the amount of meals are: the patient weight, age, sex, state at admission
(presence of ketoacidosis), additional infection, psycho-emotional condition etc.
[1,3]. Later on, the proper concentration of glucose level is adaptively obtained
mainly with modifying the dosage of insulin. The overall daily insulin dosage is
usually divided into two parts; first part is a long-lasting insulin so called basal
and the second part so called premeal insulin which is short acting one. It is
said that the proper ratio is 30 % to 70 % respectively [1]. The basal insulin is
usually served in the evening (one injection a day) and ensures the correct level
of glucose in the night and before meals.

Table 1. The attributes used in the study (static data)

Attribute Medical meaning

Age The patient age at onset

Sex Male (1) or female (0)

Weight The weight at onset

C-peptyde Insulin secretion

CRP Certificate of infection, 1 or 0

PH ACID based balance

Each day of hospitalization the treatment is verified and is changed up to
the patient stable state and finally the patient is released. The strict medical
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procedure cannot be defined mainly because of numerous factors that can influ-
ence the glycemia level [1]. Thus to the large degree it is based on physician’s
experience [3]. The factors (attributes) considered in the study are presented in
Table 1. The other data considered in the study concern the results of glycemia
measurements (blood glucose levels) and insulin doses - here are called treatment
data.

2 Building Medical Guideline

2.1 Data Preparation

In the first stage of our approach, we cluster static patients’ data presented in
Table 1 to obtain patient cohorts with similar medical characteristics. Numeric
values of those features are normalized to the [0, 1] interval. Min-max normal-
ization [8] is used assuming that the minimum and maximum values of every
feature are retrieved from data. Afterward, the data gathered from all patients
are clustered using k-means algorithm.

On the other hand the data concerning glycemia and insulin dose were gen-
eralized using the physician’s indication. The level of fasting glucose level was
interpreted in accordance with accepted medical standards [1,3]. The interpreta-
tion of the blood glucose level and the corresponding discrete values is presented
in Table 2.

Table 2. Blood glucose level and its interpretation

BGL [mg/dl] Interpretation Discrete value

<70 hypoglycemia 1

[70, 90] normoglycemia 2

(90, 200] mild-hyperglycemia 3

>200 hyperglycemia 4

The insulin dose was standardized by applying the patient weight: the given
insulin ratio is referred to every 10 kg of the patient’s weight and rounded. For
example the patient 566 was admitted 10 units of insulin. Since the patient
weight was 30 kg then insulin dosage is rounded to 3 unit (referred to 10 kg of
weight).

2.2 Clustering

As previously explained, the approach presented in this paper consists of two
steps: the clustering based of static data and mining sequential patterns. The
simple k-means clustering algorithm proposed by McQueen [9] has been applied.
The data used for clustering are described in Table 1. The number of clusters
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(the parameter of the clustering algorithm) has been deduced experimentally (see
Sect. 3). Choosing the cluster number we considered the following objective: from
one side having big number of small clusters can cover each patient specificity,
but from the other perspective the mined patterns from within such clusters are
of small generality.

2.3 Discovering Sequential Patterns

For discovering medical guideline we apply sequential patterns introduced by
Agraval in [2]. The Apriori algorithm is also the the bases for our approach. For
the purpose of our research we introduce the proper sequences notion.

The sequence for each patient is constructed from the set E of items that
are of two types: the glycemia levels denoted with g and the basal insulin
doses d. The set of items for a given day dt of therapy consists of five items
Edt = {g1, g2, g3, g4, d} e.i. four glycemia measurements and one basal insulin
dose. Thus the daily sequence adt is the sequence of items from Edt ordered
according to the event time. (Nocturnal glycemia considered in the study is usu-
ally measured at 0 A.M., 3 A.M., 5 A.M. and 7 A.M. The basal insulin dose is
delivered at 10 P.M. within the day.) Since we consider the whole therapy the
patient j sequence consists of m daily sequences sj = 〈aj1, aj2, ..., ajm〉, where m
is the number of days of hospitalization.

The sequence a = 〈a1, a2, ..., an〉 is properly contained in the other sequence
b = 〈b1, b2, ..., bm〉, i.e. a ⊆ b if there exist integer numbers i1, i2, ..., in such that
a1 = bi1 , a2 = bi2 , ..., an = bin . The sequence a is called a subsequence of b, and
the sequence b is called a supersequence of a.

The proper daily sequence is any subsequence that contains the insulin dosage
apdt = 〈e1, .., en ∈ Edt : ∃en = d〉. Similarly the proper patient sequence is any
subsequence consisting of proper daily sequences e.i. spj = 〈apj1, ..., apjm〉, where
apjk is the proper daily sequence of patient j in day k.

Suppose the collection of sequences S = {s1, s2, ..., sm} is available, where sj

denotes patient j sequence (consisting of sjdt daily subsequences). The support
(1) of sequence a is a fraction of sequences in S that contain a.

sup(a) =
card(sj ∈ S|a ⊆ sj)

card(S)
(1)

The objective is to determine such proper sequences a ⊆ sj that are sequen-
tially contained in any sequences from S , i.e., with the support sup(a) ≥ supmin,
where supmin is a threshold given by experts.

Let C = {c1..cn} denotes a set of clusters obtained using k-means algorithm.
According to the previously introduced notation, Scluster = {s1, s2, ..., sm}
denotes the set of patients sequences that belong to cluster cluster.

The goal is to mind sequential patterns a ⊆ sj in any sequences from Scluster

with the support sup(a) ≥ supmin, where supmin is a threshold given by experts.
The discovered sequential patterns constituting the medical guideline for the
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Algorithm 1. Building medical guidelines
input : P = {p1, p2, ..., pn} the set of vectors describing n patients by static

features,
S = {s1, s2, ..., sn} the set of patients’ sequences,
c - number of clusters.

output: A = {a1, a2, ..., am} the set of patterns
function GenerateGuideline(P , S, c) {
A ← ∅ ; /* set of sequential patterns */
C(P ) = Kmeans(P, c) ; /* clustering static data */
foreach cluster ∈ C(P ) do

/* discovery of sequential patterns */
Acluster = SequentialPatterns(Scluster);
/* accumulation of sequential patterns */
A ← A + Acluster ;

end
return A;
}

physician. The algorithm for building the medical guideline is described with
Algorithm 1.

The set of vectors describing patients (static data), the set of sequences
representing the treatment path and the number of clusters are the algorithm
inputs. The static data are used for patients clustering by applying k-means
algorithm. For each cluster we mine sequential patterns from the set of corre-
sponding sequences Scluster. The final outcome of Algorithm 1 is the set A of
all discovered sequential patterns returned by the SequentialPatterns function.
The details of this function are given as Algorithm 2.

We start with retrieving the building blocks of sequences i.e. retrieving the
proper subsequences for each day of the patient therapy. When the support of
that building block is greater than the required level psupmin the sequence is
stored in the collection apik. Then we create sequences by joining the building
blocks from different days enhancing their width w (the number of building
blocks used) up to the number of therapy days dt. We are verifying the support of
the sequence and only these with accepted support survive to the next iteration,
and they are stored in the patterns collection A.

The algorithm time complexity depends on the number of unique elements
(proper subsequences) N1, the number of therapy days dt and the minimal sup-
port. This threshold restricts the number of sequences that survive to the next
iteration. Let denote with Ni the number of elements in iteration i. Since the
complexity for generating set of size m is O(Nm) therefore, the total time com-
plexity would be calculated as O(N2

1 + N3
2 + .. + Ndt

dt−1).
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Algorithm 2. Discovery of sequential patterns
input : S = {s1, s2, ..., sn} the set of patients’ sequences,

psupmin - the acceptable support level
output: A = {a1, a2, ..., am} the set of patterns
A ← ∅;

foreach si ∈ S do
Let apik[] denotes the collection of proper subsequences for day k
Let numDt denotes number of days of the therapy of patient i
for k=1 to numDt do

apik[] ← find all proper daily subsequences for day k
foreach subsubsequence in the collection apik[] do

calculate the support level apik[]
if Support(apik[j]) > psupmin then

store its support level
end
else

remove the subsequence from collection
end

end

end

ai(1) ← apik;
for w=2 to numDt do

ai(w) ← build sequneces using w subsequences from ai(w − 1)
foreach sequence in the collection do

calculate the support level ai(w)[] ;

if Support(ai(w)[j]) > psupmin then
A ← A + ai(w)[j] ;

end
else

remove the subsequence from collection
end

end

if collection ai(w) is empty then
break ;

end

end

end

2.4 Application of the Guideline

The sequential patterns are applied in medical practice in the following way:

1. The patient newly admitted to the hospital is assigned to one of the discovered
clusters.

2. The sequential patterns for a given cluster are presented to physicians as the
medical guideline dedicated to the considered patient (that is the possible
course of the therapy).
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3. When the patient’s therapy is established the possible course can be limited.
Only the patterns that are supported by the already established initial part
of the therapy serve as a guideline.

3 Experiments

For the validation and evaluation of the proposed approach we collected data
of 102 children with onset of diabetes type 1 treated in Deptartment of Dia-
betology at the Silesian Medical University in Katowice, Poland. For each child
the hospital treatment course (several days) from the medical history has been
gathered and structured to form a database table.

3.1 Clustering

As previously explained, the number of clusters has been selected experimentally
considering two factors: the average support of the mined sequential patterns
through all the clusters, and the number of objects in the clusters.

The onset (static) data gathered from all patients has been clustered using
k-means clustering algorithm with different number of clusters (from 2 to 8).
Before clustering the data were normalized as described in Sect. 2. Then we
generated the sequential patterns as descried in Experiment 1 and calculated
the best support level for each cluster. Finally the partition is chosen with the
highest average of the support level and the minimum number of objects greater
than 5. The results of the experiments are presented in Table 3. According to
results the best partitioning is obtained when dividing into 6 clusters - we used
this partitioning in all further experiments. When dividing into 6 clusters the
distribution of cases with respect to the clusters varies from 5.8% for the cluster
5 to 45.1% for the cluster 3.

Table 3. Experiments with different clustering

No of clusters 2 3 4 5 6 7 8

Average support 0.27 0.25 0.28 0.30 0.35 0.34 0.35

Min. no of objects 23 23 6 6 6 6 5

3.2 Experiment 1

In the first experiment the sequences are created only from basal insulin doses
taken from the whole period of the therapy. The patterns not shorter then 3
items with the highest support for each cluster are presented in Table 4.

As expected the patients’ treatment differs between the clusters. In cluster 1
the patients are usually admitting the insulin dose around 3 units per 10 kg of
patient weight and in cluster 2 around 4 units. In clusters 3 and 4 the doses are
changing from 3 units to 2 during the treatment. Similarly in cluster 6 the doses
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Table 4. Treatment sequential patterns

Cluster Patterns Supp [%] Cluster Patterns Supp [%]

1 333 0.62 4 222 0.29

332 0.38 332 0.24

333333 0.25 211 0.24

2 4444 0.3 5 111 0.33

3 333 0.26 344 0.33

221 0.24 6 433 0.33

222 0.24 444 0.3

are changing from 4 to 3 units per 10 kg. In the cluster 5 we have the patients
that do not fit to the other clusters: either the patients doses stay at the level
of 1 unit per 10 kg of weight or they increasing during therapy from 3 to 4. It
is interesting to notice that the insulin doses are usually decreasing during the
therapy.

3.3 Experiment 2

In the experiment described above we considered the course of treatment
described with the insulin doses. In the current experiment we are trying to
find out how the glycemia level is influencing the therapy path. Thus the noc-
turnal glycemia measurements are generalized, converted into the sequence and
mined as described in Sect. 2. The mined sequential pattern for each cluster is
presented in Table 5

The set of longest patterns with support greater or equal to 0.06 are presented
in Table 5. It is obvious that the support of such patterns is lower than in the
previous experiment. Each pattern consists of the sequence of glycemia levels
and insulin doses marked with d. The glycemia levels are the discrete values of
blood glucose generalized as described in Sect. 2.

Table 5. Therapy patterns

Cluster Patterns Supp [%] Cluster Patterns Supp [%]

1 3 d3 2333 d3 0.09 4 2 d2 222 d2 0.09

2 d3 2 d3 0.09 2 d2 2222 d2 0.09

2 223 d4 2222 d4 0.08 5 3 d3 33 d4 2222 d4 0.09

3 2 d2 2 d2 0.08 6 2 d4 2 d4 0.09

222 d2 2 d2 0.06

22 d2 222 d2 0.06
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Unfortunately the mined patterns with the given minimal support level are
short. However we can observed the treatment path with the example of the
pattern from cluster 5. The patient nocturnal glycemia probably was vering but
initially was recognized in one of measurements as above normal (3 = mild-
hyperglycemia). In the next day the mild-hyperglycemia remained in two of
measurements, thus physician decided to increase the basal insulin dose from 3
into 4 units per 10 kg of patient weight. In the next day we could observe the
normal glycemia level in all measurements thus the dose remains the same for
the next day.

The mined patterns presented above afirm the patterns from Experiment 1.
The treatment path can be analyzed dipper and the process of taking therapeutic
decision is discovered.

3.4 Validation

The results of experiments have been validated. We divided randomly the set
of patients into the training set and the test set respectively (20 % of objects).
The training set was subjected of k-means clustering grouping objects into 6
clusters. The objects from the test sets were assigned to the clusters using lazy
classifier (object is assigned to the cluster with the shortest Euclidean distance
to the center of the cluster).

Using the training set the sequential patterns were mined as described in
Experiment 1 with the given minimal support level. For each patient from the
test set we build the sequence describing the patient therapy. We are then cal-
culating whether the patient sequence is supported by the mined patterns (i.e.
whether the guideline fit to the patient) for each cluster. The evaluation coeffi-
cient Ec can be calculated as the number of supported patients (with medical
guideline) divided by the number of patients from the test set for a given cluster.
The validation results for each cluster are presented in Table 6.

Table 6. Sequential patterns mined from training set

Cluster Pattern Support Cluster Pattern Support

1 333 0.71 4 344 0.33

3333 0.43 222 0.33

333333 0.29 5 33 0.5

2 332 0.27 43 0.5

211 0.27 6 3333 0.29

3 221 0.32

222 0.25

333 0.25

In Table 6 we presented the patterns with the highest support for each cluster
when considering the sequences of the therapy with basal insulin. The average
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Table 7. Test set evaluation

Cluster no.: 1 2 3 4 5 6

Number of test cases 1 5 11 0 3 0

Average Ec 1 0.25 0.82 - 1 -

evaluation coefficients Ec for each cluster are collected in Table 7. Thus 77 % of
new cases are supported with the patterns mined from the training set.

4 Conclusions

In this paper we presented the way the medical guideline has been build. The
idea was to support the physician in determining the therapy for children with
type 1 diabetes. First the new patient is classified into one of the cluster based on
his/her clinical data like weight, age, the level of insulin secretion etc. Based on
historical data we have mined the sequential patterns from the treatment path of
the similar patients i.e. belonging to the same cluster. The patterns consist not
only the insulin doses but also the nocturnal glycemia measurements. Assuming
similar cases are treated in a similar way the mined sequential patterns represent
the most probable treatment path for a new patient. After obtaining some initial
results from the new patient treatment (eg. after one day) the sequential patterns
are restricted to these supported by the patient sequence. We have found the
sequential patterns concept very useful in supporting the physician with the
probable treatment path for a new patient.
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Abstract. This paper focuses on automatic pattern-based extracting
of biometric features where finger-knuckle images are analyzed. Knuckle
images are captured by digital camera, and then by the image process-
ing techniques the most relevant features (patterns) are discovered and
extracted. Knuckle-based images were filtered by the Hessian filters. It
enabled to enhance image regions with image ridges. In the next stage
similarity of images were computed by the Normalized Cross-Correlation
algorithm. Ultimately, similarities were classified by the k-NN classi-
fier. The discovered features belong to so-called human physical features,
which involves innate human characteristics. Physical biometric features
can often be gathered with specialized hardware, needing only software
for analysis. That capacity makes such biometrics simpler.

We conducted a variety of experiments and showed advantages and
disadvantages of the approaches with promising results.

Keywords: Biometrics · Finger-Knuckle imaging · Cross-correlation ·
k-NN

1 Introduction

It is easily to show that utilization of biometric systems help in limitation of
access to different resources [1,7,8]. These systems can work in either verifica-
tion or identification mode. Security of systems is still problematic; therefore
single biometric modalities are insufficient in professional applications. For this
reason new modalities are constantly sought, or some well-known biometrics
are improved and modified. It leads to new biometric multi-modalities, which
have demonstrated in many researches [4–6,17,18]. The overall performance of
c© Springer International Publishing Switzerland 2016
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these recognition systems significantly improves accuracy of biometric applica-
tion compared to conventional single-based biometric modalities.

Some biometric techniques like fingerprint, iris, face or signature recognition
[4,8,18] are well known and their advantages as well as disadvantages are dis-
covered and announced in the literature. In this paper human finger-knuckle
based analysis will be described. This biometric feature is relatively new and
poorly understood, so it can be used in future as a primary technique as well as
multi-modal biometric technique.

The finger-knuckle analysis has been proposed in many papers. In [1] knuckle
based features were analyzed by both Hidden Markov Models (HMM) and Sup-
port Vector Machine (SVM) classifiers. In [9] knuckle images were represented
by own Author’s coding system, where Radon transform, Principal Component
Analysis (PCA), Independent Component Analysis (ICA) and Linear Discrimi-
nant Analysis (LDA) have been employed. In researches, devoted finger-knuckle
analysis, also other well known techniques have been previously proposed - the
Gabor filtering [23], surface curvature analysis [22], as well as texture analysis
[7] and SIFT method [12].

Knuckle-based analysis, in combination with advanced image processing tech-
nique, allows to recognize furrows and ridges on the knuckle skin surface [21].
These features are unique for each person - therefore it can be incorporated into
the new set of biometric features.

Image of the finger-knuckles can be captured by photo camera. Details of
such image have been presented in Fig. 1

Fig. 1. The finger knuckle image.

It should be noticed that it is contact less acquisition method. Because finger
knuckles belong to the physical features [8,21], temporary emotional states of
analyzed person do not affect the measurement - which is an important beneficial
phenomenon.

2 Proposed Method

In this paper we propose a new, based on knuckles, biometric features extrac-
tion method. Selected features will be used in the person verification process.
Proposed approach is realized in few stages:
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• Acquisition of the knuckle images by means of the specialized device. Images
are stored in the database.

• Finger knuckle patterns determination. This task will be conducted on the
basis of the Hessian filtering.

• Determination of the similarities between knuckle-based images. It will be
done by means of the Normalized Cross Correlation technique [10,19].

• Final verification decision. Decision produces by the k-NN classifier.

The proposed finger-knuckle based verification system is shown in Fig. 2.

Finger 
knuckle print
acquisition

Finger 
knuckle pattern 

extraction

Decision

Database

Finger 
knuckle print
acquisition

Finger 
knuckle pattern 

extraction

Classifier

Enrollment

Verification

match

no match

Fig. 2. Block diagram of the finger-knuckle based verification system.

The successive steps of the proposed method are described in detail in the
following subsections.

3 Finger-Knuckle Image Acquisition

The acquisition was carried out by means of the specialized device. This device
consists of box with limited space where camera and LED-type constant lights

Fig. 3. Finger knuckle measuring station.
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are installed. Additionally, the actual image can be observed in the on-line mode
on the computer screen. It was presented in Fig. 3.

Only index finger knuckle was fixed and then captured. Exemplary image of
the finger knuckle is presented in Fig. 4(a).

4 Finger Knuckle Pattern Extraction

The presence of joints in the finger region forms the flexion on the outer surface
of the skin, which creates the dermal patterns consisting of lines, wrinkles, con-
tours, etc. These patterns should be reliably extracted. As an extraction method
the Hessian filtering has been proposed [2,3]. The Hessian filter was applied
because it can detect the local strength and the direction of edges and lines
[14]. Adaptive binarization using Otsu method is used to extract patterns from
the Hessian image. In the Otsu’s method [15] the LDA tresholding technique is
employed. It assumes that there are two classes in an image, foreground (object)
and background, which can be separated into two classes by intensity. Otsu
method automatically searches for the optimum threshold that can maximize
the between-class distance.

After the binarization procedure, the skeletonization was performed. It con-
sists in the use of thinning algorithms that allows reducing the thickness of lines
in the image. It realizes by the Pavlidis’s thinning algorithm [16]. After thinning
the line thickness is equal to one pixel. All these stages are presented in the
Fig. 4. Finally, the extracted features are available (Fig. 4(c)).

(a) (b) (c)

Fig. 4. (a) Captured finger knuckle image, (b) knuckle patterns imposed on the skin,
(c) knuckle physical features which will be analyzed.

The result of the acquisition stage is to collect the reference knuckle image
patterns from each person. A registered image of a given person has assigned as
a unique identifier ID = A,B,C, ... and the set ΦID = {Im1

ID, Im2
ID, ..., Imn

ID}
of reference knuckle images is stored in the biometric database.
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5 Verification Process

The purpose of knuckle verification is to classify the input (test) knuckle as
a legitimated or not legitimated. The verification process involves two major
phases: training and prediction. An unknown person claims identity (let it be
ID = Q) and provides a knuckle image denoted as Im∗ to verify. After that,
the training process of the classifier is performed for person Q. The training
set consists of two sets: G and F . The set G contains values of the similarity
coefficients calculated between the pairs of all reference knuckle images from the
user Q.

G = {sim(Imi
Q, Imj

Q)}, i, j = 1, ..., n, Imi
Q, Imj

Q ∈ ΦQ, (1)

where, Imi
Q, Imj

Q represent images of the person Q, and the sim(Imi
Q, Imj

Q)
represents the similarity between these images.

The set F is constructed on the basis of both legitimated and illegitimated
knuckle images. The illegitimated samples are randomly selected from the legit-
imated users other than Q.

F = {sim(Imi
Q, Imj

E)}, i, j = 1, ..., n, Imi
Q ∈ ΦQ, Imj

E /∈ ΦQ. (2)

It should be noted that number of elements in the both G and F sets is equal
to n!/(n − 2)!.

In the next step all elements of the set G are assigned to the class c1, whereas
all elements of the set F belong to the class c2.

Similarities between images belonging to the G and F sets were computed on
the basis of the Normalized Cross-Correlation (NCC) technique [13]. The NCC
has been commonly used as a metric to evaluate the degree of similarity (or
dissimilarity) between two compared images [13,20].

Similarity sim(ImX , ImY ) between images was performed on the basis of
non-overlapping square images. Idea of this method is presented in the Fig. 5.
The image ImX is divided into sub-images. Length of the square’s side is a
parameter and can be changed. These changes impact on the accuracy of the
method and will be presented in this paper later. Each sub-image is treated as a
template Tk. Next, attempt to find the template Tk inside the image ImX was
taken.

Similarity between a given template Tk and image ImY was calculated as
follows:

ncc(Tk, ImY ) = max

⎛

⎜
⎝

∑
(i,j)∈Tk

ImY (x + i, y + j) · Tk(i, j)
√∑

(i,j)∈Tk
Im2

Y (x + i, y + j) ·
√∑

(i,j)∈Tk
T 2
k (i, j)

⎞

⎟
⎠ ,

(3)

x = 1, . . . , w, y = 1, . . . , h.
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Fig. 5. The template T1 searching inside of the image ImY .

where, ImY is the image under examination, of size w × h, the Tk is the tem-
plate of size m × m. The template size m × m is smaller than the scene image
size w × h. It should be noted that similarity coefficient is not symmetrical, so
sim(ImX , ImY ) �= sim(ImY , ImX).

The final similarity between the images ImX and ImY is determined from
the formula:

sim(ImX , ImY ) = mean{ncc(T1, ImY ), ..., ncc(Tk, ImY )}, (4)

where, Ti=1,...,k ⊂ ImX .
The verified knuckle image Im∗ is compared with one randomly selected

reference knuckle Imi
Q ∈ ΦQ belongs to the person who the verified person

claims to be (on our example Q):

dQ = sim(Im∗, Imi
Q), (5)

where, Im∗ is the knuckle image to be verified and Imi
Q is a randomly selected

original knuckle image of the person Q.
Next, the verified knuckle image Im∗ is classified as genuine or forgery by

means of the k-NN classifier. Classification of the image Im∗ is done by mea-
suring the Euclidean distance between classified objects dQ and training objects
from the sets G and F , respectively. The image Im∗ is assigned to the majority

Fig. 6. Classification rule provided by k-NN approach with k = 3 case. In this case,
the test point “?” would be labeled the class c1.
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class, what determines the k-NN classifier. The number k of the k-NN classifier
was established on the basis of the formula [11]:

k =
√

card(G) + card(F ). (6)

The k-NN classification principle was presented in Fig. 6.
If the object belongs to the class c1 it means that verified knuckle image Im∗

comes from legitimated person, otherwise this object is illegitimated.

6 Researches

Effectiveness of the proposed method was experimentally verified. During inves-
tigations 150 images of finger knuckles were gathered. For each person 5 knuckle
images were captured - it means that the database comprises images coming
from 30 persons (5 different images per person).

Training and testing was performed using a leave one out methodology. That
is, we leave one image as an example, train the classifier using the remaining, and
then verify the left-out sample. For each user in the database all experiments were
repeated 10 times to provide better statistical accuracy and then the average
values of evaluation metrics for all 10 trials are calculated. All tabulated data
show mean values and standard deviations for each experiment.

System accuracy was validated using four common factors: FAR (False
Acceptance Rate), FRR (False Rejection Rate), Overall Accuracy (ACC) and
AER (Average Error Rate):

FAR =
number of forgeries accepted
number of forgeries tested

· 100%, (7)

FRR =
number of genuine rejected
number of genuine tested

· 100%, (8)

ACC =
number of persons correctly recognized

number of persons tested
· 100%, (9)

AER =
FAR + FRR

2
· 100%. (10)

The aim of the first experiment was to determine the effectiveness of the
proposed verification method. For every user, the learning sets G and F have
been formed. These collections are built on the basis of the four image-patterns
come from a given person. Remaining images were used in the testing proce-
dure. Efficiency of the proposed approach was checked for different values of the
parameter T . This parameter was introduced in the previous section. The results
obtained are shown in Table 1.

In the next experiment it has been checked how the training set size, con-
taining knuckle images, affects the accuracy of the classifier. Taking into account
the size of the databases, the amount of knuckles was changing between two to
three. The results obtained are shown in Table 2.
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Table 1. Knuckle verification results for different pattern size, ± standard deviation.

Length of the square side
in the template T [px]

FAR [%] FRR [%] AER [%] ACC [%]

10 17.75 ± 1.63 27.61 ± 2.11 22.68 ± 2.90 82.05 ± 5.79

20 10.26 ± 0.43 15.00 ± 1.15 12.63 ± 1.47 89.64 ± 6.85

30 6.04 ± 0.37 10.95 ± 0.76 8.50 ± 0.88 93.85 ± 6.37

40 4.30 ± 0.23 8.19 ± 1.05 6.24 ± 1.09 95.96 ± 7.53

50 4.82 ± .29 12.38 ± 1.31 8.60 ± 0.75 95.02 ± 6.16

60 4.73 ± 0.33 15.47 ± 1.27 10.10 ± 0.89 95.05 ± 8.75

70 6.10 ± .57 18.80 ± 0.98 12.45 ± 1.11 93.65 ± 7.48

80 7.78 ± 0.53 22.61 ± 1.89 15.20 ± 1.85 91.92 ± 7.94

90 12.35 ± 1.07 30.23 ± 2.64 21.29 ± 1.72 87.29 ± 6.43

100 17.07 ± 1.27 36.90 ± 2.79 26.98 ± 2.20 82.53 ± 6.27

Table 2. The size of training datasets influence on the classifier accuracy.

Number of images in both
F and G learning datasets

FAR [%] FRR [%] AER [%] ACC [%]

2 and 2 7.56 ± 0.53 29.43 ± 2.85 18.49 ± 1.34 94.38 ± 6.86

6 and 6 4.00 ± 0.09 20.23 ± 1.86 12.11 ± 1.59 95.66 ± 6.12

12 and 12 4.30 ± 0.23 8.19 ± 1.05 6.24 ± 1.09 95.96 ± 7.53

The results of our experiments have been also expressed with detection error
trade-off (DET) curves (Fig. 7). In this curves the mutual correlation between
FAR and FRR errors is depicted.

Fig. 7. DET curves showing the verification results.
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Table 3. The average time of one object preparation in learning and testing mode.

Classifier mode Average time [s]

Training 0.182

Testing 0.037

In addition to performance of the proposed method, time complexity fac-
tor was computed. The average knuckle image verification time was measured
when conducting the experiments. This factor was calculated separately for the
learning and testing mode (Table 3).

In experiment, the measurement of time was estimated by a PC class com-
puter equipped with Intel Core i7-3770 processor, 3.40 GHz, 16 GB RAM, and
Windows 7× 64 operating system.

7 Conclusions

In this paper we proposed a new method of verification on the basis of the
personal finger-knuckle images. From the experiments carried out follows that
finger-knuckle based technique is a promising method for biometric solutions.
In contrast to other solutions, knuckle features extraction is based on Hessian
filtration and Normalized Cross Correlation. In future the larger database of
knuckles will be prepared and we will propose other features extraction methods
as well as other classifiers will be incorporated into investigations. It allows to
construct the efficient biometric classification method.

References

1. Ferrer, M.A., Travieso, C.M., Alonso, J.B.: Using hand Knuckle texture for bio-
metric identifications. IEEE Aerosp. Electron. Syst. Mag. 21(6), 23–27 (2006)

2. Iwahori, Y., Hattori, A., Adachi, Y., Bhuyan, M.K., Woodham, R.J., Kasugai, K.:
Automatic detection of polyp using Hessian Filter and HOG features. Procedia
Comput. Sci. 60(1), 730–739 (2015)

3. Jin, J., Yang, L., Zhang, X., Ding, M.: Vascular tree segmentation in medical
images using Hessian-based multiscale filtering and level set method. Comput.
Math. Methods Med. 2013, 502013 (2013)

4. Kasprowski, P.: The impact of temporal proximity between samples on eye move-
ment biometric identification. In: Saeed, K., Chaki, R., Cortesi, A., Wierzchoń, S.
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Abstract. In present scenario women’s are suffering from thyroid, diabetes and
high blood pressure and therefore early detection and diagnosis of fetal abnor-
mality can save lives and reduce cost of treatment. In this paper we propose an
artificial neural network (ANN) based method for the detection of fetal abnor-
mality in 2-D ultrasound images of 14–40 weeks. The accurate values of fetal
anatomical structures are found by segmentation techniques and these values
transferred to neural model for detection of possible abnormalities from 2D fetal
ultrasound images. The ANN model is able to find Intrauterine Growth Retar-
dation (IUGR) and abnormal fetus using head and abdominal circumference.

Keywords: Segmentation � Ultrasound imaging � Artificial neural network �
Fetus abnormality � IUGR

1 Introduction

Ultrasound (US) imaging is considered to be one of the safest, non- invasive nature
compared to other imaging modalities, such as Computed Tomography (CT) and
Magnetic Resonance Imaging (MRI) for an obstetrician and gynecologist [1]. The US
image is formed by the echoes received by the transducer. The image obtained might
not have the expected anatomical significance and can be distorted or incomplete. It can
be affected by signal dropouts, attenuation, missing boundaries, shadows and speckle
making it, one of the most challenging modalities in medical science. A great deal of
expertise is needed to get early detection of abnormality using this imaging technique.
In particular, delay in diagnosis and lacks of clarity of images, are major issues.

As per the records of Consortium on National Consensus for Medical Abortion in
India, every year an average of about 11 million abortions take place and around 20,000
women die due to abortion related complications [2]. Accurate fetal biometric parameters
measurements are one of themost important factors for high quality obstetrics health care.
The fetal biometric parameter is Biparietal Diameter (BPD), Head Circumference (HC),
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Abdominal Circumference (AC), Femur Length (FL). Fetal 2D US biometrics have been
extensively used to estimate its size and weight, gestational age and identify fetal
abnormalities [3]. Among these parameters, AC and HC are best correlated with the fetal
growth and has been found to be the first biometric measure to indicate Intrauterine
Growth Retardation (IUGR) as reported in [4–6].

Some semi-automatic segmentation methods previously developed in the fetal
imaging field for the estimation of biometric parameters [7–11]. These methods were
based on the morphological operator, active contour, Hough transform, deformable
models, or machine learning approaches. Some author also segmented fetal head [8–
14] and fetal abdomen [15–18]. Carneiro et al. [19] used a constrained boosting tree
classifier to segment structure of interest and to reproduce the standard biometric
measurement. A commercial system has developed and patented that integrated into
Siemens software, called Auto OB [20]. In clinical practice that system is used by the
radiologist for fetal biometry measurements. But presently, the radiologist indicates the
head and abdomen contour for measuring the circumference which is subjective,
tedious and time consuming task. In addition, manual contour as shown in Fig. 1,
extraction is influenced by the variability of the human observer, which limits its
reliability and reproducibility [19, 20]. In this work, an ANN model for early and
accurate detection of head and abdomen circumference has been proposed to identify
abnormal fetus. The abnormality of the fetus is detected by artificial neural network
(ANN) model. The block diagram of proposed approach is shown in Fig. 2.

The paper is organized as follows; Sect. 2 describes the methodology for detection
of fetal abnormality. Section 3 describes structure of ANN and Sect. 4 cover important
result and discussions. Finally, Sect. 5 concludes the work that is presented within this
paper and suggests further work.

2 Methodology for Detection of Fetal Anatomy

The US image is formed by the echoes received by the transducer, the image obtained
might not have the expected anatomical significance and can be distorted or incom-
plete. So first we have to filter and segment these images before use. These images are
in DICOM format as received from US. In this problem we are applying median filter,
Segmentation of ROI and Feature extraction for the primary treatment of US images
which are briefly described below.

2.1 Median Filtering Despeckling Filter

The reduction of speckle noise is an important process to increase the quality of US
images. Image variances or speckle is a granular noise that inherently exists in and
degrades the quality of the active images. Speckle filtering consists of moving a kernel
over each pixel in the image, doing a mathematical computation on the pixel values
under the kernel and replacing the central pixel with the calculated value. By applying
the filter a smoothing effect is achieved and the speckle becomes less obtrusive [22].
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Fðu; vÞ ¼
XM�1

x¼0

XN�1

y¼0
f x; yð Þe�2pðuxM þ vy

NÞ ð1Þ

gðx; yÞ ¼
XM�1

x¼0

XN�1

y¼0
F u; vð Þe�2pðuxM þ vy

NÞ ð2Þ

Where Fðu; vÞ is the image function having u and v is the spatial variable and g(x,y)
is the filtered image.

2.2 Segmentation of Region of Interest

Speckle free image is passed through the gradient vector flow (GVF) algorithm for
segmentation of fetal abdomen contour [23] as shown in Fig. 3. The Gradient vector
flow field is the vector field r(X, Y) = (p(X, Y) + q(X, Y)) that minimizes the energy
functional.

E ¼
ZZ

lðp2x þ p2y þ q2x þ q2yÞþ rfj j2 þ jr �rfjdxdy: ð3Þ

Where f(x,y) is the edge map of the image. When |∇f| is small, the energy is
dominated by sum of the squares of the partial derivatives of the vector field, yielding a
slowly varying field. On the other hand, when |∇f| is large, the second term dominates
the integrand, and is minimized by setting r = ∇f. The parameter l is a regularization
parameter, set according to the amount of noise present in the image.

(a)                                                                      (b)

Fig. 1. (a) Fetal Head Biometric Measurements: Manual Contour (yellow dotted line) for Head
Circumference (HC), (b) Fetal abdomen Biometric Measurement: Manual Contour (yellow
dotted line) for abdomen Circumference (AC). (Color figure online)
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2.3 Features Extraction

The AC and HC features of the fetus are extracted from 11 weeks to 40 weeks as
shown in Fig. 3. For normalize the data, statistical mean and standard deviations is
calculated. The variations of these statistical parameters give some intimation to the
presence of a fetal abnormality. These features can be found by the following set of
equations: The mean of the values x1,1, x2,2,…. x m,n is:

�x ¼ 1
MN

Xn

i¼1

Xm

j¼1
xi;j ð4Þ

Where M, N is the spatial row column variable. Mean indicates the tendency to
cluster around some particular value. The value, which characterizes around the mean
value, is the variance.

Var ¼ 1
N � 1ð ÞðM � 1Þ

X
ðxi;j � �xÞ ð5Þ

3 Artificial Neural Network (ANN)

The artificial neuron is inspired from real biological neuron model, which is formed by
dendrites (inputs), body, and axon (output), input neuron consists of inputs x = [x1
x2… xn]T (i.e., the features vector), the weight vector w = [w1.1,w1.2, w1.n], the bias
b, the summation which performs a linear combination of inputs and the transfer
function f which produces the scalar output y [26]. The neuron output is calculated as

y ¼ f wxT þ b
� � ð6Þ

In the multilayered neural networks (MLPNN), input layer is the first layer in which
the number of its neurons is equal to the number of selected specific features. The
output layer is the last layer, which determines the desired output classes as shown in
Fig. 4. The intermediate hidden layer may increase the MLPNN’s capability and is
most useful for nonlinear systems. An MLPNN trained in back-propagation mode can
be used detect the abnormality of the fetus. The generalized delta rule [27] involves
minimizing an error term defined as:

E ¼ 0:5 �
X

k
ðtk � ykÞ2 ð7Þ

In Eq. (7), tk and yk are the targets and actual output vectors corresponding to the
input vector k, respectively. The generalized delta rule implements a gradient descent
in E to minimize that error as follows:

Dwjk ¼ �a
@Ek

@wjk
ð8Þ
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Fig. 2. Block diagram of proposed approach

(a)            (b)

(c)                                                              (d)

Fig. 3. (a) Original 24 week fetus abdomen image; (b) Initial contour; (c) Contour at iteration
20; (d) Final result.
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Carrying the derivation, this expression can be rewritten as

Dwjk ¼ gdkzj ð9Þ

The value of local gradient (dk) at output node is

dk ¼ � tk � ykð Þf 0 netjk
� � ð10Þ

The value of local gradient (dj) at hidden node is

dj ¼ �
X

k
dkwjkf

0
netjk
� � ð11Þ

In which netjk ¼
P

k wjkyjk þ bj, is the total input to node j including a bias term bj
and the parameter g is the learning rate. The output of node jdue to input kis thus
yjk ¼ f netjk

� �
with f the activation function. A real function S : R €(0, 1) defined by:

S ¼ 1
1þ e�cx ð12Þ

The constant c can be selected arbitrarily. This function forces a neuron to output
+1, if its net input reaches a threshold. Otherwise, its output approaches 0. In order to
solve the problem of two classes (normal and abnormal fetus) of the input vector,
perceptron with two neurons are used. The value of local gradient (dk) at output node is

dk ¼ tk � ykð Þyk 1� ykð Þ ð13Þ

The value of local gradient (dj) at hidden node is

dj ¼ yk 1� ykð Þ
X

k
dkwjk ð14Þ

Fig. 4. MLPNN Architecture.
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Finally, an additional momentum term can be added to the learning equation
resulting is:

Dwji n½ � ¼ gdjkyjk þ lDwji n� 1½ � ð15Þ

Where l is the momentum rate and η is the learning factor. At each iteration, the
weights are thus modified as follows:

Dwji nþ 1½ � ¼ wji n½ � þDwji n½ � ð16Þ

4 Problem Formulation

Initially we collect US image from ultrasound in DICOM format. For the preprocessing
of these raw images we apply median filter, Segmentation of ROI and Feature
extraction. These process help us to find accurate noise free data. The data transferred
for the training and validation our ANN model. After proper training this model can
automatically predict accurate of fetus status. The real medical fetus ultrasound image
features are trained and tested by back- propagation algorithm. The data is collected
after applying the GVF segmentation algorithm [23–25]. Hence GVF snake converge
to the real AC and HC boundary precisely. The maximum diameter of that contour is
measured in pixels, then pixel count is divide by a factor, which depends on the
resolution of the monitor, to obtain the diameter in millimeter. The AC and HC
parameters of the fetus from 14 weeks to 40 weeks is given to the ANN model. After
the training of neural network, data is tested for AC and HC parameters of 36 to 40
weeks and compared the results of actual and target output. The output value of the
ANN’s detects the normal and abnormal (IUGR) fetus.

5 Result and Discussion

Total 120 US images used for the evaluation of the training and testing of ANN model.
The data set is obtained by proper preprocessing of US images and then measuring the
features from images. The target and the actual output of ANN model are compared
and the error is calculated as given in Tables 1 and 2. The error minimization curve at
each epoch of the neural network during learning is shown in Fig. 5. As the number of
neurons exceed then the mean square error is reduced. Table 3 presents certain final
parameters of the successfully trained neural network. The experimental data sets were
divided into corresponding two fetus state (abnormal and normal) by one expert
radiologist physician with full accuracy. Experimental results proved good precision
and effectiveness of our recognition algorithm in clinical studies. After the proper
training ANN model distinguish normal and abnormal fetus very rapidly.
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Table 1. Neural network final training parameters.

Input nodes 2

Hidden nodes 100
Output nodes 1
Learning rate 0.4
MSE 0.0001
Iterations 6000
Training time (seconds) 2015
Run time (seconds) 0.01
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Fig. 5. Neural network learning curve.

Table 2. Examples of the values corresponding to the Head Circumference.

S. No Gestational age
(weeks)

Head
Circumference
(mm)

Target output
(1- normal
0-abnormal)

Actual
output

Error

1 14 80 0 0.047 −0.047
2 15 108 1 0.789 0.211
3 16 128 1 0.656 0.343
4 18 120 0 0.021 −0.021
5 20 170 1 0.612 0.387
6 22 188 1 0.797 0.202
7 24 220 1 0.923 0.076
8 25 231 1 0.894 0.105
9 26 200 0 −0.129 0.129
10 30 210 0 −0.125 0.125
11 32 288 1 0.752 0.247
12 34 305 1 0.912 0.087
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Abstract. The given research paper describes modern approaches of solving
the task of sentiment analysis of the news articles in Kazakh and Russian
languages by using deep recurrent neural networks. Particularly, we used
Long-Short Term Memory (LSTM) in order to consider long term dependencies
of the whole text. Thereby, research shows that good results can be achieved
even without knowing linguistic features of particular language. Here we are
going to use word embedding (word2vec, GloVes) as the main feature in our
machine learning algorithms. The main idea of word embedding is the repre-
sentations of words with the help of vectors in such manner that semantic
relationships between words preserved as basic linear algebra operations.

Keywords: NLP � Sentiment analysis � Deep learning � Machine learning �
Text classification

1 Introduction

In recent years, there is an active trend towards using various machine learning tech-
niques for solving problems related to Natural Language Processing (NLP). One of
these problems is the automatic detection of emotional coloring (positive, negative,
neutral) of the text data, i.e. sentiment analysis. The goal of this task is to determine
whether a given document is positive, negative or neutral according to its general
emotional coloring. We don’t perform sentiment analysis related to particular object,
i.e. it is not an aspect based sentiment analysis. Therefore, we deleted from our dataset
document with mixed sentiment. Nevertheless, analyzing general sentiment of a doc-
ument is difficult task by itself. The difficulty of sentiment analysis is determined by the
emotional language enriched by slang, polysemy, ambiguity, sarcasm; all this factors
are misleading for both humans and computers.

The high interest of business and researchers to the development of sentiment
analysis are caused by the quality and performance issues. Apparently the sentiment
analysis is one of the most in-demand NLP tasks. For instance, there are several
international competitions and contests [1], which try to identify the best method for
sentiment classification. Sentiment analysis had been applied on various levels, starting
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from the whole text level, then going towards the sentence and\or phrase level. In
general, importance of solving this problem is considered in [16].

It is obvious that similar sentimental messages (text, sentence…) can have various
thesauruses, styles, and structure of narration. Thus, points corresponding to the similar
messages can be located far away from each other that make the sentiment classifi-
cation task much harder [2]. The scientific novelty of the paper is in applying
Word2Vec algorithm [3] in the sentiment classification task for Kazakh and Russian
languages and use this word vectors as input to deep recurrent neural networks to deal
with long term dependency of the textual document.

2 Related Works

The study of sentiment analysis has relatively small history. Reference [4] is generally
considered the principal work on using machine learning methods of text classification
for sentiment analysis. The previous works related to this field includes approaches
based on maximum relative entropy and binary linear classification [5] and unsuper-
vised learning [6].

Most of these methods use well known features as bag-of-words, n-grams, tf-idf,
which considered as the simplest one [7]. But as show the experiment results the simple
models often works better than complicated ones. Reference [7] use distant learning to
acquire sentiment data. Additionally, since they mostly work with movie comments
and tweets, they used additional features as ending in positive emoticons like “:)” “:-)”
as positive and negative emoticons like “:(” “:-(” as negative. They build models using
Naive Bayes, Maximum Entropy and Support Vector Machines (SVM), and they report
SVM outperforms other classifiers. In terms of feature space, they try a Unigram,
Bigram model in conjunction with parts-of-speech (POS) features. They note that the
unigram model outperforms all other models.

The other feature is syntactic meta information. It’s obvious that the recursively
enumerable grammar describes the most complete of any natural language. The
computational performance of the best syntactic parser of context free grammar is
linear, so syntactic information is expensive for the sentiment analysis task. However,
those experiments that involved dependency relations showed that syntax contributes
significantly to both Recall and Precision of most algorithms. For the task of text
classification in general see [8–10] deal with a task sentiment classification based on
syntactic relations. In reference [11] it was shown that POS-tagging and other linguistic
features contributes to the classifier accuracy. The experiments were conducted on
feedback data from Global Support Services survey.

Sentiment analysis using recurrent and recursive neural networks described in
[17–19]. Important fact is that authors could not find previous works related to
automatic sentiment classification for Kazakh language.
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3 Dataset

The labeled by human data set consists of *30,000 news articles in Russian language,
specially selected for sentiment analysis, which consist of 11,286 neutral, 10,958
positive and 7756 negative articles. The sentiment of each document can be one of the
following: positive, negative, neutral. 18,000 reviews from this dataset were chosen as
training data, 6,000 as cross validation dataset and 6,000 as test dataset. Further-
more, *10000 (3021 positive, 2548 negative, 4431 neutral) news articles in Kazakh
language were labeled in order to train sentiment classifier. Each entry on this dataset
consists of the following field:

• Id - Unique ID of each review.
• Sentiment - Sentiment of the review: 1 for positive reviews, 0 for negative reviews,

2 to the neutral reviews.
• Text - Text of the document (on Kazakh or Russian language).

The goal is to increase the accuracy (precision and recall) in sentiment classification
of test dataset.

Furthermore, we used *70 GB of plain text data in Russian language and *10
GB plain text data in Kazakh language in order to train word embedding by unsu-
pervised method. These texts we obtained from open electronic libraries, news articles,
crawled web sites, etc.

4 Learning Model

The first step of learning model is unsupervised training of word embedding.
Word2vec, published by Google in 2013, is a neural network implementation that
learns distributed representations for words. Distributed word vectors, i.e. word
embeddings are powerful and can be used for many applications, particularly word
prediction and translation. It accepts large un-annotated corpus and learns by unsu-
pervised algorithms. There are two different architectures of Word2Vec algorithm. At
Fig. 1 continuous bag of words (CBOW) architecture presented, the purpose of such
network topology assumes mapping from context to particular term and vice versa at
Fig. 1 skip-gram architecture that maps particular term to its context.

We used “gensim” [13] python library with build-in Word2Vec model. It accepts
large textual dataset for training. As was mentioned above, 70 GB and 10 GB raw data
in Russian and Kazakh languages, respectively. The following options were used while
training for Word2Vec: 300 dimensional space, 40 minimum words and 3 words in
context. The vector representation of word has a lot of advantageous. It raises the
notion of space, and we can find distance between words and finding semantic similar
words. The simple result that can be obtained for such vector presented in Table 1.

Finally, map with a word as key and N dimensional vectors as value is obtained
from abovementioned word2vec algorithm. Next, these vectors will be used in clas-
sification task. But before, each article should be preprocessed.

The preprocessing includes the following: (1) The all HTML tags, punctuations,
were removed by “Beautiful Soup” python library. There are HTML tags such as
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“< br/>”, abbreviations, punctuation - all common issues when processing text from
online. (2) Moreover, numbers and links were replaced by tags NUM and LINK,
respectively. (3) Removing stop words. Conveniently, there is Python package -
Natural Language Toolkit (NLTK) [12] that removes stop words with built in lists.
(4) Lemmatization of each word. For Russian language was used lemmatization tool
“Mystem” [23], which was developed by Yandex. For Kazakh language there is no
lemmatization. In future works we plan to implement morphological lemmatization
tool for Kazakh language.

Next, each word is mapped to vector and for one document we get a sequence of
N dimensional vectors which will be given as input to LSTM recurrent neural network.

Long Short-Term Memory (LSTM) is a special type of recurrent neural networks
which was invented to consider sequential dependencies as a set of words in some text.
Furthermore, LSTM overcomes common problems of RNN as exploding gradient or

Fig. 1. The architectures of Word2Vec model. The CBOW architecture predicts the current
word based on the context (left). The skip-gram predicts surrounding words given the current
word (right). Taken from [3].

Table 1. Semantic similar words to Russian word - ‘man’

Words cos dist

Woman 0,6056
Guy 0,4935
Boy 0,4893
Men 0,4632
Person 0,4574
Lady 0,4487
Himself 0,4288
Girl 0,4166
His 0,3853
He 0,3829
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vanishing gradient. To overcome this drawback LSTM uses additional internal trans-
formation, which operate with memory cell more cautious represented in Fig. 2. For
detailed information how LSTM works you can refer to [20].

For sentiment classification task we compared several model architectures with
LSTM, which are presented in Figs. 3, 4, 5 and 6. General idea for all schemes is the
same – input word vectors are processed via LSTM units, and then outputs from these
units go further via vanilla neural networks or logistic regression unit. Below, in results
section we give comparison of results of these various neural networks architectures.

Training algorithm was implemented using Theano [21] and Lasagne [22] packages
for python language. C-extension for python (cython [15]) and GPU were used for
acceleration and efficient calculations. In our experiments, using GPU gives up to 6–7
times faster calculation compared with CPU usage with multithread. Abovementioned
packages give opportunity to easily implement various deep learning algorithms

Fig. 2. The architecture of LSTM. Instead of one output it uses three gates: input, forget, output.
Taken from [24].

Fig. 3. Mean pooling from each output of LSTM followed by logistic regression (left).
Stacked LSTM where the last layer is sliced and proceed to logistic regression unit (right).
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Fig. 4. Stacked LSTM where the last layer is sliced and proceeded to multilayer perceptron
(Neural Network) unit (left). Stacked two layer LSTM where the last layer is sliced and
proceeded to logistic regression unit (right).

Fig. 5. Stacked two layer LSTM where the last layer is sliced and proceeded to multilayer
perceptron (Neural Network) unit.
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including LSTM, multilayer perceptron, etc. Also they have extension to use GPU to
optimize computations.

Sigmoid and tanh functions were used as LSTM internal activation functions.
Similarly, softmax was used as activation function for logistic regression and Neural
Networks units. Advantage of softmax functions is that it gives correct generalization
of the logistic sigmoid to the multinomial case:

hi ¼ eai
PN

j¼0 e
aj

ð1Þ

We used categorical cross entropy to define the loss function which should be
optimized while training:

J ¼ �
XN

i¼0

Xm

j¼0

yðiÞj � logðhðiÞj Þ ð2Þ

5 Results and Discussions

Table 2 summarizes the results on sentiment classification. As mentioned above there
are 30,000 news articles in Russian language and 10,000 news articles in Kazakh
language were chosen for train and test data.

It can be seen that the best model for Russian sentiment analysis is - “Stacked two
layer LSTMwith one hidden layer Neural Networks” (Fig. 5) and for Kazakh language is
- “LSTMwithmean pooling and logistic regression unit” (Fig. 4). Another important fact
is that sentiment analysis for Kazakh language shows worse result. Probably, it can be
explained due to relatively small amount of training data set and lack of lemmatization.

Fig. 6. Stacked bidirectional LSTM where the last layers of each direction are concatenated and
proceeded to multilayer perceptron unit.
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The given work shows that deep recurrent neural networks can be efficiently
applied to the task of sentiment classification. Particularly, LSTM shows stable results
even for long sequential data as words or sentences in a news article. Additionally,
word embedding helps extract semantic relations between words which have effect to
training process. Future works will be dedicated to improvement of sentiment classi-
fication by studying deeply long term dependencies in the text document and by
extracting syntax relations. Neural Turing Machines, adversarial neural networks will
be considered instead of or jointly with recurrent relation. Moreover, aspect based
sentiment classification task will be studied.
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Abstract. This paper describes the development of finite state morpho-
logical transducer for Mongolian and presents some issues in Mongolian
morphology, linguistic issues encountered and how they were dealt with.
The work done here includes all the morphophonological rules needed for
all Mongolian nominal and verb. Nominal morphotactic is implemented
completely and verbal morphotactic covers one level continuation lexica.
An evaluation is done via analysis on two separate corpora, which shows
high-level and medium-level coverage respectively. It is more elaborate
and accurate than previous implementations of its kinds.
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1 Introduction

The morphological transducer is an important part in modern applications. It
is particularly important for morphologically complex languages [2]. Morpho-
logical transducer is researched broadly and implemented in most languages.
However, in less-studied and low-resource languages such as Mongolian, there
is not enough research and implementations. There were some works on the
morphological analyzer with smaller scale in both lexicon and tests. This paper
describes the development of morphological transducer using free/open-source
platform HFST.

The paper is composed of five main parts, which similarly follows the struc-
ture of [9]. First, background section gives some information about Mongolian
language, and morphological transducers. Subsequent sections talks about issues
encountered with the morphotactics and morphophonology. Finally, evaluation
results are given.

2 Background

2.1 The Mongolian Language and Scripts

Mongolian is an agglutinative language that a word is inflected for rich suffix
chains in the verbal and nominal domains. As to its origins, the Mongolian lan-
guage belongs to the Altaic language family, and is most closely related with
c© Springer International Publishing Switzerland 2016
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Turkish, Manchurian-Tungus, Korean, and Japanese. In terms of structure and
an agglutinative paradigm, Turkic languages are most closely related. Mongolian
nominal is inflected in several cases, as well as in number and possessive. Due to
the language’s agglutinative nature, each of these cases is expressed with a dis-
tinct bound morpheme suffix, forming in some cases chains of 5 or more suffixes.
On the other hand, nouns are never prefixed. Mongolian verbal is inflected with
aspect, voice, personal, temporal endings, subordinating conjunctives, as well as
noun inflections.

There are a number of closely related varieties of Mongolian: Khalkha or
Halha, the official language of Mongolia, and Oirat, Chahar and Ordos, spo-
ken mainly in the Inner Mongolia, a part of China, and Buryat and Kalmyk,
spoken in the Russian Federation. Today, Mongolian has approximately 8 mil-
lion speakers around the world including Mongolia (2.7 mln), Inner Mongolia in
China (3.38 mln) and Russia (0.5 mln).

According to Tsevelyn Shagdarsuren [8], the scripts created and used by the
nomadic Mongols date back to ancient times. There are at least nine or ten such
scripts. Following Fig. 1 shows examples written in those scripts.

Fig. 1. Word “Mongol” written in Mongolian scripts.

Nowadays, Mongolian is written on two official scripts: the (new) Cyrillic
Mongolian Script and the (old) Mongolian Script. But, today, the first one is
predominately used in everyday life and also in digital environment. Thus, it is
used also for most of research on local language processing and resource devel-
opment including works described in this paper. Here after we refer new Cyrillic
Mongolian as Mongolian.

The (old) Mongolian alphabet was adopted from the Uighur alphabet in the
12th Century and was used in Mongolia until 1941 when a new Cyrillic-based
alphabet was adapted. In 1990, the Mongolian Government decided to bring
back the (old) Mongolian alphabet to official use. Throughout this period, the
(old) Mongolian alphabet is still used in Inner Mongolia. Currently, Mongolian
grammar follows the orthographic dictionary of Damdinsuren Tsend which was
compiled in 1983. It has categorized nominal into 29 sub lexicon, and verbs into
18 sub lexicons, according to their inflectional behavior.
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2.2 Morphological Transducers

Here we give general overview on transducers and previous implementation
attempts in Mongolian. Since the first introduction of morphological transducers
with two level rule formalism, it has been successfully implemented to many lan-
guages several different languages such as Finnish, English, Turkish, Japanese,
etc. [2–4].

The very first attempt to use two level rule formalism in Mongolian was
[7], where authors applied Mongolian morphophonologic rules with non-Unicode
tool PC-KIMMO. A C++ program is developed to map the 8 bit 1 or 2-byte
Cyrillic Mongolian codes into corresponding English alphabet characters. With
36 morphophonological rules and 6,199 nouns, 18,551 verbs, 4,516 adjectives, it
had about 63 % of coverage on small corpus.

Afterwards, this work was extended by adding 84 rules containing 25 subsets
[1]. It was tested only on 2,000 dictionary entries, but not on real world data. It
lacked to handle ambiguous word forms (see more detail on Sect. 4.2).

These works were relatively small according to their lexicons, rule sets and
also size of the test corpus.

3 Description

The tagset consists of 84 group tags, 16 covering the main part of speech and
68 morphological subcategorizations such as case, number, possession, tense-
aspect-mood etc. Each group tag can have several sub-tags to different forms. For
example commutative case has two different forms , each of which
has its own tag. Number of sub-tags sums up 195. Tag boundary is represented
by plus ‘+’ symbol.

4 Morphotactics

We have focused on only inflectional suffixes in this work. Morphotactics for
derivational suffixes are left untouched, since derived words can be put into
the lexicon directly. Another reason is adding morphotactics for derivational
process is complex and needs further development. Note that the fundamen-
tal morphophonological rules needed for derivational morphotactics are already
defined.

Morphotactics for Mongolian nominal and verb are shown in Figs. 2 and 3
respectively [5].

The nominal includes a large word classes, namely nouns, proper nouns,
adjectives, adverbs, numerals and pronouns. With this morphotactic, one nom-
inal can have about 300 different inflections, which is complete for a nominal.

Mongolian verb is inflected with aspect, voice, conjunctive, personal, tempo-
ral endings, as well as determining suffixes, followed by noun inflections. Without
derivational suffixes, this morphotactic is complex enough, which can produce
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Fig. 2. A Simplified FSA for the nominal morphotactics. Here is Pl : plural, C : case,
Pos-E : possessive ending and Pos-S : possessive suffix

about 24 thousand possible inflections for a single verb. If we include deriva-
tional suffixes the complexity becomes very huge. This paper implemented only
one level inflection on a verb, which means continuation lexicon is not complete.
We think this is pretty enough for initial steps on real world data. Because,
statistics on corpus shows the low percentage of verbs inflected with more than
one suffix among all verbs (65,299 verbs were inflected with more than one suffix
among 516,246 verbs in NUM corpus [6]).

Fig. 3. A Simplified FSA for the verbal morphotactics. Here is As: aspect, Vo: voice,
SC-E : subordinating conjunctive ending, P-E : personal ending, T-E : temporal ending,
Pos-E : Possessive ending, Det-S : determining suffix, ER-S : emotion representing suffix,
Der-S : derivational suffix and N-inf : noun inflection
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4.1 Morphological and Orthographic Words

A typical tokenization strategy to take white space to be the delimiter between
‘words’, is applicable to Mongolian. There are morphophonological processes
work across the ‘white space’ boundary, which include vowel harmony within
suffix word such as directional case: Mongolian language has no cli-
tics which can be considered as separate words, but are written together with
previous words.

4.2 Ambiguities of Orthographic Word Forms

One of the morphotactic challenges met in defining a finite-state transducer for
Mongolian is that it is even impossible to rely only on orthographic word forms.
For example, theoretically, two words and should have same
behavior on the same inflectional suffixes, but they don’t. For example, with
dative case , the first word has the form , whereas the latter
word has with extra . This is because of their original old script
forms differ, where is written as “daruG-a” and is written as
“ciruGa”.

Also, semantically different words have same word form, such as . This
word has two different forms when it is affixed with genitive case (+Gen). The
first one becomes and other one becomes . The first form
corresponds to the meaning of “the felt for covering the roof-ring of a tent/ger”.
The latter form corresponds to the meaning of “household, family”. These kind
of words arranged with appropriate continuation lexica.

5 Morphophonology

Mongolian has seven short vowels, seven long vowels, five diphthongs, five ‘y’-
vowels, two signs and twenty consonants. Table 1 lists archiphonemes used in the
morphophonological description.

Table 1. Archiphonemes in Mongolian
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5.1 Vowel Harmony

In Mongolian, there are several vowel archiphonemes
and . According to rule of vowel harmony, final vowel in a root of a word
harmonizes vowels in a suffix (Tables 2 and 3). For example, underlying form

realizes into surface form .

Table 2. Vowel harmony for archiphoneme {Y}

Table 3. Vowel harmony for archiphoneme

5.2 Voicing Assimilation

In Mongolian archiphonemes and are defined for voicing assimila-
tion. These are not realized by two-level rules, since separate continuation lexica
are defined.

5.3 Vowel Dropping

There are two cases to drop a vowel. First case is for an epenthetic vowel. But, it
is not possible to identify epenthetic vowels with two-level rule. This was dealt
by defining it in the lexicon and then it is then decided to drop or leave by
appropriate two-level rules. For example, word with the underlying
form realizes into surface form .

Second case is to drop final short vowel of root when suffixed by suffix which
starts with a long vowel. For example, underlying form realizes
into surface form . This process is implemented with two-level rules.
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5.4 Soft Sign Changing

In Mongolian soft sign changes to in several cases. When a suffix starting
with a vowel is added to a root which ends with a soft sign, it changes to .
For example, underlying form realizes into surface form .

5.5 Sign Symbol Insertion

When ‘Y’-vowel starting suffix is added to consonant ending root, one of two sign
symbols is inserted as a buffer, considering vowel harmony rules. For example,
underlying form realizes into surface form .

5.6 Irregular Plurals

Because of historical base, some words have irregular plural forms.
. They are also arranged by directly

adding to the lexicon. .

6 Statistics

Morphotactic contains a total of 221 continuation lexica, modeling the morpho-
tactics. The phonological rules file contains 55 rules. Table 4. gives approximate
number of stems in each main word class.

Table 4. Number of stems in lexicon by major part-of-speech.

Part of Speech Number of stems

Nominal (noun, adjective etc.) 26,077

Verb 13,800

Others (closed class words) 1,907

7 Evaluation

It is practically efficient to measure the quality of morphological transducer over
the real language data. Hence, we have evaluated the analyzer by calculating the
näıve coverage and mean ambiguity on two corpora of Mongolian. The first one is
NUM corpus, which is manually spell checked, POS tagged corpus, available for
research purpose. NUM corpus includes texts on various styles, such as online
news, literature, law, newspaper etc. Second one is a database dump of the
Mongolian Wikipedia, dated 2016-03-05. Two test corpora are not touched, with
the exception of non-Cyrillic word removal from Wikipedia corpus.

To calculate verb coverage in test corpora, POS tagger [10] is used.
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7.1 Coverage and Ambiguity

To calculate the näıve coverage of the analyzer, above mentioned two corpora
was used. The Wikipedia corpus was processed with Wikipedia Extractor1 to
extract sentences and removed all the non-Cyrillic entries.

The transducer couldn’t analyze 261,015 words out of 2,638,6221 words and
found 1.60 mean ambiguity in NUM corpus. 2.37 morphemes are found per word
on average. In Wikipedia corpus mean ambiguity was 1.42 and morphemes per
word was 3.25 (Table 5).

Mean ambiguities on both corpora have not much differences.
The reasons of lower naive coverage 81.2 % in Wikipedia than naive coverage

90.1 % in NUM corpus might be misspelled variations of words, out of vocabulary
words such as proper names, recently entered words into usage etc., since it is a
community created corpus.

The reasons for average morphemes per word is higher in Wikipedia are: (a)
that its verbal coverage was lower than NUM’s, (b) Wikipedia has more inflected
words.

Table 5. Naive coverage and mean ambiguity of the analyzer over two test corpora

Corpus Tokens Known Näıve coverage(%) Mean ambiguity Verb coverage(%)

Mongolian Wikipedia 4,258,510 3,458,739 81.2 1.42 14.5

NUM corpus 2,638,621 2,377,606 90.1 1.60 19.0

8 Conclusion and Future Work

In this paper we presented morphological transducer for Mongolian. The cover-
age on the two real-world test corpora is adequate. Except for a few known cases
such as out of vocabulary and misspelled words, transducer is analyzing pretty
well. Future works include enriching vocabulary with mainly proper nouns, and
completing verb morphotactics.
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Abstract. In this paper we consider the approach of automatic extrac-
tion of domain keywords from the Kazakh Text based on statistical
methods of natural language processing. The proposed approach can
be used to build domain dictionaries and thesauri without manual work
of domain experts. Results of experiments on a corpus of texts from
a Kazakh book and online websites demonstrate that applying latent
semantic analysis to keywords extraction significantly decreases infor-
mation noise and strengthens the words relations.

Keywords: Natural language processing · Latent semantic analysis ·
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1 Introduction

Automatic extraction problem of keywords and collocations from the text arise in
many areas like information retrieval, information extraction, sentiment analysis,
word segmentation, ontology engineering, etc. Volumes and dynamics of infor-
mation in these areas was making actual this problem. Extracted keywords and
collocations can be used to build and improve terminological resources and effi-
ciently process documents in information retrieval systems (indexing, summa-
rization and classification).

Keywords extraction problem have been investigated by many authors during
the last years and several method have been suggested [1–5], well known two
approaches are linguistic, statistical, spectral and hybrid methods. Also in the
last few years several term extraction tools have been developed, but most of
them are language-dependent [6]. And we still don’t have such tools for texts in
Kazakh language. But many investigations have been made related to natural
language processing tasks for Kazakh texts (e.g., [7–9]).

The basic idea of statistical methods lies on the assumption that words differ-
ently distributed among relevant and irrelevant documents of the certain domain.
For example, in [10], the method based on a measure of mutual information was
used to identify collocations (to compute the co-occurrence of words). In [11],
χ2 statistical criterion of co-occurrence was used for the same purpose. In [12],
the likelihood ratio criterion was used for extraction of collocations. Statisti-
cal methods have well proven themselves in automatic extraction of terms and
collocations.
c© Springer International Publishing Switzerland 2016
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The objective of this work is to study possibilities of statistical methods for
automated extraction of keywords from domain texts. To achieve this goal we
need to perform the following tasks:

1. Preparing a training collection that contains two classes of documents - rele-
vant and irrelevant to domain;

2. Creating the dictionary on the basis of training collection;
3. Identifying keywords from the dictionary of the domain;
4. Building the semantic relations between extracted keywords;
5. Checking the validity of the created dictionary (to assess its applicability for

the automatic classification of domain documents).

2 Keywords Extraction and Identification of Their
Relations

2.1 Preparing a Training Collection of Documents

Preparing collection of documents is a selection of documents from a variety of
documents available to the researcher. The important point of preparation of
this collection is to split documents to the relevant and irrelevant ones. Since
from quality of this collection depends the result of whole work, formation of
collection may be an iterative process. During the experiments our collections
can be replenished and adjusted, which corresponds to the increasing nature of
the training, it is the accumulation of knowledge through trial and error.

2.2 Creating the Dictionary of Words

By dictionary from the collection of documents we mean the set of all words
of the collection reduced to canonical form without affixes. The construction
of the dictionary consists of two stages: tokenization, i.e. the breaking of the
texts of documents on the minimum lexical components of words (tokens), and
lemmatisation, that is bring the highlighted words to normal forms (lemmas).
Tokenization is the initial step in automatic text processing and it is known,
that errors made at this stage significantly affect the further processing.

2.3 Identifying Domain-Specific Keywords

For pruning uninformative terms we use the χ2 criterion, the value of which
allows to know how independent a certain term and domain. The choice of this
criterion due to its simplicity and versatility allow to use it in large quantities of
various tasks associated with verification of agreement of model and experimental
data.

χ2 =
|Cd| · (P1 · N0 − P0 · N1)2

∏1
i=0(Pi + Ni)

∏N
X=P (X1 + X0)

, (1)

where |Cd| is number of documents in collection;
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Pi are number of relevant documents, for i = 1 there documents contain
certain term and for i = 0 conversely;

Ni are number of irrelevant documents, for i = 1 – documents contain certain
term and for i = 0 conversely.

This criterion we will calculate for each incoming words into the dictionary.
We will include the word in the dictionary, if the criterion value exceeds a certain
positive number, which we will call threshold. The value of the threshold can be
varied, the higher the value, the better the dictionary.

2.4 Building the Semantic Relations

We will establish associative links between the extracted keywords based on
latent semantic analysis [13]. Latent semantic analysis is a method of identify-
ing relations between text collections and terms found in these documents. The
method is based on the principles of factor analysis: identification of latent rela-
tionships between the studied objects and reducing their number by combining
groups of interdependent objects. This method is purely statistical-algebraic one,
because it does not use any ontologies to analyze links.

To perform latent semantic analysis on a set of document collection, we build
the matrix “terms-by-documents”, where rows correspond to keywords in the
dictionary and columns to the documents. At the intersection of rows (word) and
column (document) we assign the frequency of occurrences of this word in this
document. Each word in the matrix will be a row vector and each document -
column vector. According to the theorem about singular decomposition this
matrix can be represented as the product of three matrices:

A = U S V T , (2)

where A is original matrix (m×n, m > n), U is an m×n orthogonal matrix, S is
a n×n diagonal matrix, which elements on main diagonal ordered in descending
order.

Such decomposition has the property that if in matrix S in (2) we keep only k
largest singular values, and in matrices U and V we preserve just correspond to
these values of columns and rows, the product of the resulting matrices (matrix
A′) would be the best approximation of a matrix of rank k to original matrix A
(Fig. 1).

Fig. 1. Approximation of the original matrix by a matrix of a smaller rank
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The resulting matrix A′ (Fig. 1) more accurately reflects the structure of rela-
tions in the original collection [13]. On the basis of this matrix we can evaluate
the proximity between words in the collection as distance between the corre-
sponding vectors using cosine measure

cos(x̄, ȳ) =
x̄ · ȳ

|x| · |y| (3)

or Euclidian measure

|x̄ − ȳ| =
√∑

i

(xi − yi)2, (4)

where x, y are rows and columns of matrix A′.

3 Validation of the Dictionary and Experiments

To check the validity of the obtained keywords we use it to automatically classi-
fying documents into two classes: the class of domain documents and documents
which not relevant to the domain. As the classification method we use Rocchio
algorithm [14]. The essence of Rocchio algorithm lies in calculating proximity
between the document vectors and centroid of the class of documents relevant
to domain. As centroid we understood the average vector of the class

μ̄D =
1

|TD|
∑

i;d∈TD

d̄i, (5)

where TD is subset of documents collection which relevant to the domain, di is
documents from the set TD.

The document will be considered as belonging to the domain, if the distance
between the class centroid and the document vector will be less than a certain
value, which we shall call the radius of the class. The distance between vectors
we understand Euclidean measure calculated by the formula (4).

The main indicators of quality of classification are the error of the first and
second kind. First kind error or false pass (false negative) is registered when
document relating to a specific class incorrectly not detected. Second kind error
or false detection (false positive) is registered when document is not relevant
to domain mistakenly relies as related. Let the experimental sample contains S
documents, including SD documents related to the domain and SN documents
do not belong to it. It is obvious that S = SD + SN . Using these values, one
can calculate the percentage of error levels of the first and second kind.

nFN =
FN

SD
× 100%, nFP =

FP

SN
× 100%

where nFN and nFP are the percentages of error levels of the first and second
kind respectively; FN and FP the number of false passes and false detection
respectively.
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For experiments we have selected the domain “Computer science”. We pre-
pared a training collection of 500 documents, which are chapters of textbooks
and pages published on the website. Half of documents belong to subject “Com-
puter science” and another half about biographies of peoples from other domain.

As a result of tokenization and lemmatization from the texts of the training
collection was generated dictionary with 12643 reduced to canonical form of
words. To this words was applied χ2 criterion, which allowed us to identify 384
keywords of a subject domain “Computer science”. The threshold value of χ2

criterion was taken equal to 22. In the Fig. 2 you can view first 10 words with
the highest value criterion and the last 10 words with the lowest criterion value.

Fig. 2. First and last 10 keywords of a subject domain

Then we fulfilled the search of associative links between words in the dictio-
nary. There was formed the matrix “terms-by-documents” dimension 384 (the
number of terms in the dictionary) to 250 (by number of documents collection
related to domain). In the cells of the matrix were recorded in the frequency of
occurrence of terms in documents. With the help of singular value decomposition
the obtained matrix was approximated by matrix of rank 165. In Figs. 3 and 4
you can see a part of matrix “terms-by-documents” before and after singular
value decomposition.
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Fig. 3. Part of matrix “terms-by-documents” before singular value decomposition

Fig. 4. Part of matrix “terms-by-documents” after singular value decomposition

As it can be seen from the Figs. 4 and 5 we are able to get rid of noise and
increase significant relationships between terms and documents by approxima-
tion of the original sparse matrix of “terms-by-documents” with a smaller rank
matrix. After this using the cosine measure, we calculated pairwise similarity
between the terms which represented by the vectors and rows in the new matrix.
A fragment of the matrix of pairwise proximity are presented in Fig. 5. Then we
selected all word pairs from the resulting matrix which proximity value more
than 0.5. Also selected pairs can be joined into semantic clusters to distinguish
key concepts of domain and construct thesaurus for subject area.

Fig. 5. Part of matrix “terms-by-terms” of pairwise proximity

We used obtained dictionary to classify 150 messages posted on the the-
matic forums. 75 posts are belonged to the category “Software” and another 75
posts – to the category “Miscellaneous”. As we noted before we used the method
of Rocchio with a radius of the class equal to 0.002. Number of false pass was
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7 documents and number of false detections was 8 documents. Thus, the per-
centage of errors of the first kind was 10 %, the percentage of the second kind
errors - 11 %.

4 Conclusion

Despite the fact that the training document collection was not too large in size
the generated dictionary is fairly well correlated with the selected subject area,
which is confirmed by experiment.

In the further works we are planning to classify semantic relations identified
between the terms of a thesaurus through the use of lexical and grammatical
patterns.

Acknowledgements. In this work for tokenization and lemmatization of texts we
used the morphological analyzer, courtesy of our colleague Kairat Koibagarov from
Institute of Informational and Computational Technologies of Science Committee Min-
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Abstract. In this paper we propose method of constructing a set of machine
translation rules associated with the transfer of word’s morphological structures
of the rich morphology source language, such as the Kazakh language, into a
syntactic structure of the inflectional target language, such as Russian or Eng-
lish. The proposed method is based on the definition of a complete set of
endings types of the source language, on the base of which a complete set of
structural transfer rules of source language word’s morphological structures into
target language phrase syntactic structure is constructed. The proposed method
of the morphological chunk transfer rules inferring is shown in the examples of
the Kazakh-Russian and Kazakh-English machine translation.

Keywords: Inferring � Machine translation � Chunk � Transfer rules � Endings

1 Introduction

The question of the sentences structural transfer in the rule-based machine translation
(RBMT) can divided into two groups: the syntax structural transfer and the transfer of
word’s morphological structure into a phrase syntax structure. The second group of
transfers usually occur when made machine translation of languages with complex
morphology into languages with a simple morphology, for example, the Kazakh lan-
guage into Russian or English. In this case, some source language word’s morpho-
logical structures transformed into target language phrase’s syntactic structure. We call
this second group of structural transfers as “morphological chunk transfers”.

This problem of morphological chunk transformation significantly affects to the
quality of statistical machine translation, known as the problem of morphological
segmentation of the SMT [1].

In this paper, we propose an approach of the inferring of the morphological chunk
transfer rules based on a finding of complete set of endings for one of the languages in
a pair language of machine translation. Then, the system of obtained morphological
chunk transfer rules of machine translation will also be complete. The proposed
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approach to the inferring of the complete system of morphological chunk transfer rules
considered for Kazakh-Russian and Kazakh-English languages pairs of machine
translation.

2 Related Works

The question of automatic inferring of the structural rules of machine translation from
one language to another are rather actual for machine translation systems based on
grammatical rules (RBMT). This is due to the time-consuming process of drawing up
the rules for RBMT.

Tasks of automatically inferring the structural rules of machine translation based on
processing parallel corpora are considered in [2–5]

Probst K. in 2005 created method which release transfer rules from limited bilin-
gual phrases [2]. Bilingual annotator collected segments and translated, and all seg-
ments will be analyzed that there are examples of important grammatical structures.
This method needs analyzed hand-processed corpus of target language. In 2006 Caseli
and others created method getting shallow transfer rules and bilingual dictionary from
parallel corpora [3]. Sánchez-Martínez F. and Forcada M. L. in 2009 described auto-
matically inferring of shallow-transfer machine translation rules from small parallel
corpora [4]. The method of automatically derive shallow-transfer rules for sentences is
realized by Victor M. Sánchez-Cartagena, Juan Antonio Pérez-Ortiz, Felipe
Sánchez-Martínez [5].

The challenges of using an approach based on the alignment of parallel corpus,
automatically generating the structural rules of machine translation, consist in the
following:

– for obtaining sufficiently complete set of machine translation rules it is need to
process very large parallel corpora;

– there are difficulties in the adaptation of existing methods for deep difference level
languages such as Kazakh and English languages;

In this paper proposed the approach to a construction of machine translation rules,
in particular, the structural transfer rules on the base of the endings complete set of one
of language in a language pairs of machine translation [6, 7]. This approach allows
generating a complete system of morphological chunk transfer rules for deep difference
level languages pair of RBMT.

3 Complete Set of Kazakh Endings

Consider a system of Kazakh word endings: nominal endings (nouns, adjectives,
numerals) and verbal endings (verbs, participles, gerunds, mood and voice). In this
section, we consider the complete set of endings of Kazakh [7].

The nominal endings of the Kazakh language have four types base affixes: Plural
affixes (denoted by K); Possessive affixes (denoted by T); Case affixes (denoted by C);
Personal affixes (denoted by J).
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Consider all types of base affixes placements (affixes sequence) variants: of the one
type, of two the types, of the three types, and of the four types. Number of placements
determined by the formula: Ak

n = n!/(n-k)!.
Then, the number of placements will be determined as follows:
A1

4 = 4!/(4-1)! = 4, A2
4 = 4!/(4-2)! = 12, A3

4 = 4!/(4-3)! = 24, A4
4 = 4!/(4-4)! = 24.

All possible placements number is 64.
Consider what placements are semantically valid. The endings placements of one

type (К, T, C, J) are semantically valid.
The endings placements for two types are the following:

KT, TC, CJ, JK KC, TJ, CT, JT KJ, TK, CK, JC.

The analysis of the semantics of the two types of endings placements shows that
bold placements are valid, and the remaining placements belongs to unacceptable.

Thus, the number of valid (correct) placements of two types of endings is 6.
The semantic permissible endings placements of the three types is 4 from possible

24 endings placements:

KTC, KTJ, TCJ, KCJ.

The semantic permissible ending’s placements of the four types will be 1 (KTCJ)
from possible 24 endings placements.

Total permissible ending’s placements of one type of - 4, of two types - 6, of three
types - 4, four types - one. So, the total number of valid types of ending’s placements in
the nominal words is 15.

The set of endings of Kazakh language to the verbal stems includes the following
types: - system of verb endings; - system of participles endings; - system of verbal
adverbs endings; - system of moods endings; - system of voices endings.

The system of endings of verbs include the following types: - tense (9 tenses); -
person (4 types). Then, the number of possible types of verb endings is - 36.

The system of participle endings includes the following types: - participle’s base
affixes (denoted R); - plural affixes (denoted K); - possessive affixes (T); - case affixes
(denoted C); - personal affixes (denoted J).

Then, having considered possible variants of affixes types sequences (participle’s
base affixes for all variants is the same) on the semantic permissibility:

– from one type affixes permissible sequences: RK, RT, RC, RJ;
– from two type affixes permissible sequences:

RKT, RTC, RCJ, RKC, RKJ;

– from three type affixes permissible sequences:

RKTC, RKCJ;

– from four type affixes permissible sequences: 0.

Thus, the quantity of permissible types of the endings of participles is 11.
Let’s consider types of the endings of verbal adverbs. They are represented by the

endings of transitive future time for which follows personal endings: PJ, where P - the
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base ending of a verbal adverb, J - personal endings. For the given class we shall
allocate only the following base endings: - ghany,-geli, -qaly, -keli. Thus, we count,
that quantity of types of the endings of a verbal adverb is 1.

Let’s consider the endings of moods, namely, conditional, imperative, desirable.
The endings of an indicative mood coincide with the endings of verbs in the present,
the past and the future.

The type of the endings of declinations is similar adverbs, i.e. the base endings of
moods which personal endings follow. Thus, we consider that there are three types of
the endings of moods: conditional, imperative, desirable.

Types of the endings of voices, namely, reflexive, passive, joint and compulsory,
also are determined under the previous scheme: the base endings of voices for which
follow personal endings. Thus, types of the endings of voices are 4.

So, the total of types of the endings of words with verbal bases is 59.
The total of the endings of words with nominal bases plus total of types of the

endings of words with verbal bases equal 74.

Statement 1. Derived system of endings types in Kazakh language is complete.

The proof of this statement is based on the derivation scheme by the consideration
of all possible sequences of basic system of affixes types in Kazakh language and
output the set of semantically valid endings types, which presented above.

4 Inferring Chunk Transfer Rules for Kazakh-English
and Kazakh-Russian

The scheme of inference transfer rules based on the following:

– the source is a complete set of endings types of the Kazakh language;
– for each types of endings (template of morphological structure types of endings) of

the Kazakh language is constructed a equivalent grammatical structure logical
template (pattern) in the target language (for example, Russian and English
languages);

– on the basis of grammatical structure logical template built template of program
structure for transfer of the morphological structure of word’s endings into the
equivalent grammatical structure of the target language.

4.1 Construction of the Chunk Transfer Rule Logical Templates
for Kazakh-English and Kazakh-Russian Words with Nominal Base

The following Table 1 presents the 15 types of endings of Kazakh language nominal
bases words with examples and corresponding grammatical structure of these types in
Russian and English with examples. In the logical template of the chunk transfer rules
used tags of Apertium (http://www.wiki.apertium.org).
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Table 1. Logical templates of the chunk transfer rules for Kazakh-English and Kazakh-Russian
words with nominal base.

Kazakh
types of
endings

Examples in Kazakh Appropriate
grammatical
structure template
in Russian

Examples in
Russian

Appropriate
grammatical
structure template
in English

Examples
in English

S-K тәтe-лep (tate-ler) [N + PL] тeти (teti) [N + PL] aunt-s
S-T тәтe –м (tate-m) [PosPRN] [N] мoя тeтя

(moya
tetya)

[PosPRN] [N] my aunt

S-J тәтe –мiн (tate-ming) [PRN] [N] я тeтя (ya
tetya)

[PRN] [to be] [N] I am aunt

S-C тәтe –гe (tate-ge) [PR] [N] к тeтe (k tete) [PR] [N] to aunt
S-K-T тәтe-лep-iм

(tate-ler-im)
[PosPRN]
[N + PL]

мoи тeти
(moi teti)

[PosPRN]
[N + PL]

my aunt-s

S-K-J тәтe-лep-мiз
(tate-ler-miz)

[PRN] [N + PL] Mы тeти (My
teti)

[PRN] [to be]
[N + PL]

we are
aunt-s

S-K-C Tәтe-лep-гe
(tate-ler-ge)

[PR] [N + PL] к тeтям (k
tetyam)

[PR] [N + PL] to aunt-s

S-T-J Tәтe-м-ciз
(tate-m-siz)

[PRN] [PosPRN]
[N]

Bы мoя тeтя
(Vy moya
tetya)

[PRN] [to be]
[PosPRN] [N]

you are
my aunt

S-T-C Tәтe-м-гe (tate-m-ge) [PR] [PosPRN]
[N]

К мoeй тeтe
(K moei
tete)

[PR] [PosPRN]
[N]

to my aunt

S-J-K Tәтe-ciң-дep
(tate-sing-der)

[PRN] [N + PL] Bы тeти (Vy
teti)

[PRN] [to be]
[N + PL]

you are
aunt-s

S-C-J Tәтe-дeн-ciң
(tate-den-sing)

[PRN] [PR] [N] Bы oт тeти
(Vy ot teti)

[PRN] [to be] [PR]
[N]

you are
from
aunt

S-K-T-J Tәтe-лep-iм-ciндep
(tate-ler-im-singder)

[PRN]
[PosPRN + PL]
[N + PL]

Bы мoи тeти
(Vy moi
teti)

[PRN] [to be]
[PosPRN + PL]
[N + PL]

you are
my
aunt-s

S-K-T-C Tәтe-лep-iм-гe
(tate-ler-im-ge)

[PR]
[PosPRN + PL]
[N + PL]

К мoим
тeтям (K
moim
tetyam)

[PR]
[PosPRN + PL]
[N + PL]

to my
aunt-s

S-K-C-J Tәтe-лep-гe-мiн
(tate-ler-ge-min)

[PRN] [PR]
[N + PL]

Я к тeтям (Ya
k tetyam)

[PRN] [to be] [PR]
[N + PL]

I am to
aunt-s

S-T-C-J Tәтe-ң-нeн-бiз
(tate-ng-nen-biz)

[PRN] [PR]
[PosPRN] [N]

Mы oт твoeй
тeти (My
ot tvoei
teti)

[PRN] [to be] [PR]
[PosPRN] [N]

we are
from
your
aunt

S-K-T-C-J Tәтe-лep-iң-гe-мiз
(tate-ler-ing-ge-miz)

[PRN] [PR]
[PosPRN + PL]
[N + PL]

Mы к твoим
тeтям (My
k tvoim
tetyam)

[PRN] [to be] [PR]
[PosPRN + PL]
[N + PL]

we are to
your
aunt-s
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4.2 Construction of the Chunk Transfer Rule Logical Templates
for Participle in Kazakh-English and Kazakh-Russian

Below is an example of a forming of transfer rule logical template for a template of
words morphological structure in Kazakh into Russian (Fig. 1). Translations of Russian
words see in Table 2.

Table 2 presents the set of chunk transfer rule logical templates for participle in
Kazakh-English and Kazakh Russian languages pair.

4.3 Construction of the Chunk Transfer Rule Logical Templates
for Verbs in Kazakh-English and Kazakh-Russian Language Pairs

In modern Kazakh language the category of tense, according to its morphological
features and the meaning, are divided into Past tense (Өткeн шaқ), Present tense (Ocы
шaқ) and Future tense (Кeлep шaқ). We can notice the same phenomenon in English
language. English tense system includes four paradigmatic forms: Indefinite, Contin-
uous, Perfect and Perfect Continuous. “Өткeн шaқ” (Past tense) is a grammatical form
of a verb denoting the completed real events, actions in the past. The verb affixes
created by the verb tenses. For example: V + A(PastCon) + (Sg,Pl) + (P1,P2,P2v,P3)
Meн жaca-п oтыpдым (I was working). Table 3 presents the set of chunk transfer rule
logical templates for verbs in Kazakh-English and Kazakh Russian languages pair.

Statement 2. The constructed system of chunk transfer rules of word’s morphological
structures in Kazakh language into equivalent phrase grammatical structures of target
language is complete.

Proof. The proof of completeness of derived system of chunk transfer rules of word’s
morphological structures in Kazakh language into an equivalent phrase grammatical
structures of target language based on the completeness of set of endings in Kazakh
language (Statement 1) and the construction appropriate chunk transfer rule for each
type of endings.

Fig. 1. Chunk transfer rules for participle, situation R-K-T-C
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Table 3. Logical templates of the chunk transfer rules for verbs Kazakh-English and
Kazakh-Russian.

Languages The tense of
language and
transliteration

Grammar structure for
Kazakh, English,
Russian

Examples for Kazakh,
English, Russian and
transliteration

1. kaz Жaй нaқ ocы шaқ
(Zhai nak
osyshak)

[PRN] [V +
A(PresSm) + (Sg,
Pl) + (P1,P2,P2v,
P3)]

Meн icтeп жүpмiн (Men
istep zhurmin)

eng Present Simple [PRN] [V] I work
rus Hacтoящee вpeмя [PRN] [V + (Sg,

Pl) + (P1,P2,P2v,
P3)]

Я paбoтaю

2. kaz Күpдeлi нaқ ocы
шaқ (Kurdeli nak
osy shak)

[PRN] [V +
A(PresComp)
+(Sg,Pl) + (P1,P2,
P2v,P3)]

Meн icтeп жaтыpмын
(Men istep zhatyrmyn)

eng Present Continuous [PRN] [to be]
[V + ing]

I am working

rus Hacтoящee
длитeльнoe

[PRN] [V + (Sg,
Pl) + (P1,P2,P2v,
P3)]

Я paбoтaю

3. kaz Ayыcпaлы ocы
шaқ (Auyspaly
osy shak)

[PRN] [V +
A(PresNow) + (Sg,
Pl) + (P1,P2,P2v,
P3)]

Meн icтeдiм (Men
istedim)

eng Present Perfect [PRN] [to be] [V + ed] I have worked
rus Hacтoящee

coвepшeннoe
[PRN] [V + (Sg,
Pl) + (P1,P2,P2v,
P3)]

Я paбoтaл

4. kaz Жeдeл өткeн шaқ
(Zhedel
otken shak)

[PRN] [V + A
(PastOper) + (Sg,
Pl) + (P1,P2,P2v,
P3)]

Meн icтeдiм (Men
istedim)

eng Past Simple [PRN] [V + ed] I worked
rus Пpoшeдшee вpeмя [PRN] [V(Sg,

Pl) + (P1,P2,P2v,
P3)]

Я paбoтaл

5. kaz Бұpынғы өткeн
шaқ (Buryngy
otken shak)

[PRN] [V +
A(PastOld) + (Sg,
Pl) + (P1,P2,P2v,
P3)]

Meн icтeгeнмiн
(Men istegenmin)

eng Past Continuous [PRN] [to be]
[V + ing]

I was working

rus Пpoшeдшee
длитeльнoe

[PRN] [V + (Sg,
Pl) + (P1,P2,P2v,
P3)]

Я paбoтaл

(Continued)
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5 Example of Program Realization of the Inferring
of the Morphological Chunk Transfer Rules

To generate showed structures was created algorithm, which uses following data:

• name of structure, for instance, S-K, S-K-C, etc.;
• structure of bilingual phrase, where words on the left side is in source language and

on the right side is in target language. Structure should show morphological
information. For the experiments were used free/open-source Apertium platform to
do morphological analysis (for structure: S-K ! N+PL). Target and source lan-
guage words are separated by pipeline and lemmas must be removed.

Table 3. (Continued)

Languages The tense of
language and
transliteration

Grammar structure for
Kazakh, English,
Russian

Examples for Kazakh,
English, Russian and
transliteration

6. kaz Ayыcпaлы өткeн
шaқ (Auyspaly
otken shak)

[PRN] [V +
A(PastMay) + (Sg,
Pl) + (P1,P2,P2v,
P3)]

Meн icтeп oтыpдым
(Men istep otyrdym)

eng Past Perfect [PRN] [to be] [V +ed] I had worked
rus Пpoш. coвep-

шeннoe вpeмя
[PRN] [V + (Sg,
Pl) + (P1,P2,P2v,
P3)]

Я paбoтaл

7. kaz Бoлжaлды кeлep
шaқ (Bolzhaldy
keler shak)

[PRN] [V +
A(FutCast) + (Sg,
Pl) + (P1,P2,P2v,
P3)]

Meн icтeймiн (Men
isteimin)

eng Future Simple [PRN] [to be] [V] I shall work
rus Бyдyщee пpocтoe [PRN] [to be]

[V + (Sg,Pl) + (P1,
P2,P2v,P3)]

Я бyдy paбoтaть

8. kaz Maқcaтты кeлep
шaқ (Maksatty
keler Shak)

[PRN] [V +
A(FutObj) + (Sg,
Pl) + (P1,P2,P2v,
P3)]

Meн icтeп oтыpмын
(Men istep otyrmyn)

eng Future Continuous [PRN] [to be] [be]
[V + ing]

I shall be working

rus Бyдyщee cлoжнoe [PRN] [V + (Sg,
Pl) + (P1,P2,P2v,
P3)]

Я paбoтaю

9. kaz Ayыcпaлы кeлep
шaқ (Auyspaly
keler shak)

[PRN] [V +
A(FutSub) + (Sg,
Pl) + (P1,P2,P2v,
P3)]

Meн icтeймiн (Men
isteimin)

eng Future Perfect [PRN] [to be] [have]
[V + ed]

I shall have worked

rus Бyдyщee
coвepшeннoe

[PRN] [to be]
[V + (Sg,Pl) + (P1,
P2,P2v,P3)]

Я бyдy paбoтaть
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Algorithm for generating rules from the structures consists of next steps:

1. Create new file Template.txt. In this file, we write structure name: S-K, respectively
template of bilingual phrase: <n> <pl> <nom>|<n> <m> <nn> <pl> <nom>.
Templates, which belongs to the same type of structure, but have some differences
between tags (for instance, different gender), are written as a list: each template per
line.

2. The following steps are done automatically by application:
(a) Reading file “template.txt”;
(b) Creating category from source language side of structure and attributes from

target language side of structure;
(c) Creating rule with pattern from category;
(d) Assigning chunk name of rule from structure name;
(e) Assigning output tags attribute’s tags;
(f) Creating file to write new rule: rule.xml

This algorithm was realized as application on Java, so it could be run on any
platform that support Java, without any recompilation. The data is saved in “template.
txt” and this file must be placed in the same folder as where application will be run.

Application creates one rule from structure of bilingual phrase, which is read from
file, and names rule’s chunk as a structure name.

<chunk name="__S-K__" case="caseFirstWord"> 
<tags>
<tag><lit-tag v="NP"/></tag>
</tags>   
<lu><clip pos="1" side="tl" part="lem"/>
<clip pos="1" side="tl" part="_attr_n_"/></lu></chunk>

[Example of chunks from generated rule] 

All tags of structure, described in the code above, will be transferred into next stage –
“interchunk”. Also, rule generates category and attribute, from which rule generates tags
sequences of target language word and finds pattern of input source language word.

Table 4. Comparison of hand-written and generated rules

Rule Input Chunk Output

For Kazakh-English
Hand-written тәтeлep ^noun<SN><nom><pl>{^aunt<n><3>$}$ aunts
Generated from the
structure

тәтeлep ^__S-K__<NP>{^aunt<n><pl>$}$ aunts

For Kazakh-Russian
Hand-written тәтeлep ^n<SN><nom><pl>

{^тeтя<n><f><aa><3><nom>$}$
тeти

Generated from the
structure

тәтeлep ^__S-K__<NP>
{^тeтя<n><f><aa><pl><nom>$}

тeти
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As can be seen from the Table 4, rules, generated by our application, and
hand-written rules show the equal translation. This application also could generate rules
from the structures of English-Kazakh, Russian-Kazakh language pairs with the same
results (Fig. 2).

Results of translation:

As a future work, it is planned that rules will be more general. To solve this
problem, tags that are special for each part of speech, for instance, nouns in Russian
have gender and animated or non-animated tags, will be get from word dynamically,
without assigning it in rule by “<lit-tag>”.

6 Conclusion and Future Work

In this paper we developed the method of construction the complete set of morpho-
logical chunk transfer rules for Kazakh-Russian and Kazakh-English language pairs of
machine translation. Proposed method based on the complete set of endings types of
the Kazakh language. The completeness of developed morphological chunk transfer
rules based on the completeness of the endings types of the Kazakh language. Pre-
sented example of program realization of the inferring of morphological chunk rules in
Apertium system.

The planned works in future relate with expansion of the automation constructing
of morphological chunk transfer rules on the base of proposed method.
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