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Preface

Artificial intelligence, which developed as a formal discipline in the 1960s and
1970s, started to find its way into other disciplines in the 1980s. It appeared to offer
a more approachable basis that mathematical modeling to model and understand
designing. By the mid-1980s, the early workshops on artificial intelligence in
design with published proceedings were run (e.g., Gero, JS (ed) (1985) Knowledge
Engineering in Computer-Aided Design, North Holland, Amsterdam). We decided
to inaugurate a formal conference series called The International Conference on
Artificial Intelligence in Design (AID), and the first conference was held in
Edinburgh in 1991 (Gero, JS (ed) (1991) Artificial Intelligence in Design’91,
Butterworth-Heinemann, Oxford). This first conference was followed by further
biennial conferences culminating in the seventh conference in the series (Gero, JS
(ed.) (2002) Artificial Intelligence in Design’02, Kluwer, Dordrecht). Closely fol-
lowing and in parallel with the development of artificial intelligence, the new field
of cognitive science was developing. Cognitive science research was already
finding its way into the AID conference, when we decided to rename the conference
series as The International Conference on Design Computing and Cognition in
order to broaden its ambit, and the first conference in this new series was held in
2004 at MIT (Gero, JS (ed) (2004) Design Computing and Cognition’04, Kluwer,
Dordrecht).

This conference, the seventh in the DCC series, marks 25 years since the first
AID conference with the DCC series being a continuation and expansion of the AID
series. In those 25 years, design has moved from being an arcane activity practiced
and researched by only a few specialists in peripheral areas of specific fields to
becoming increasingly recognized as one of the foundations of economic and social
development and growth. Some aspects of designing have been packaged under the
heading of design thinking and under that name have found their way into fields not
normally associated with design, and fields such as management, business and
marketing.

Computational models of designing are increasingly based on cognitive studies
of designing (design cognition) giving them a stronger evidence based on which to
found them. Cognitive studies of designing have expended beyond the idea
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of studying designers to using such studies to examine the effects of teaching on the
development of design cognition. In a reflection on these studies, teaching is
starting to be based on changing the design cognition of students. While design
computing and design cognition are separate strands of design research, there are
often intertwined.

The papers in this volume are from the Seventh International Conference on
Design Computing and Cognition (DCC’16) held at Northwestern University,
Evanston, Illinois, USA. They represent the state of the art of research and
development in design computing and design cognition. They are of particular
interest to researchers, developers, and users of advanced computation in design
and those who need to gain a better understanding of designing.

In these proceedings, the papers are grouped under the following nine headings,
describing both advances in theory and application and demonstrating the depth and
breadth of design computing and design cognition:

Design Synthesis
Design Cognition–Design Approaches
Design Support
Design Grammars
Design Cognition–Design Behaviors
Design Processes
Design Synthesis
Design Activity
Design Knowledge

A total of 104 full papers were submitted to the conference, from which 37 were
accepted and appear in these proceedings. Each paper was extensively reviewed by
at least three reviewers drawn from the international panel of reviewers listed on the
following pages. The reviewers’ recommendations were then assessed before the
final decision on each paper was taken. The authors improved their contributions
based on the advice of this community of reviewers prior to submitting the final
manuscript for publication. Thanks go to the reviewers, for the quality of these
papers depends on their efforts.

Charlotte, USA John S. Gero
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Reducing Information to Stimulate Design
Imagination

Shiro Inoue, Paul A. Rodgers, Andy Tennant and Nick Spencer

Abstract This paper describes an experiment that is part of a larger research
project that compares the visual reasoning between groups of designers and
non-designers. In particular, this experiment focuses on how designers’ processes of
reasoning is characterized when they are given different levels of reduced infor-
mation of an object in comparison to a group of non-designers. The experiment
used deconstructed and scaled-down components of Gerrit Riedveld’s iconic Red
and Blue Chair. Three groups were given 3 different levels of information—group 1
were given components painted the same color as the original chair, group 2 were
given components painted in a single (white) color, and group 3 were given
unpainted (natural) components. The results suggest that the 3 levels of reduced
information impacted on the designers’ reasoning processes and there were clear
differences in the visual reasoning processes between design and non-design
participants.

Introduction

Human cognition is capable of generating a complete image of an object even if
some visual elements are missing as long as visual clues are given. For example,
Biederman’s theory of “recognition-by-components” suggests that our perception
can construct mental imagery of an object from incomplete depiction by identifying
the combination of simple geometric features in the image (Biederman 1987). We
can perceive meaningful objects from meaningless low-level features of informa-
tion through forming patterns in our cognition (Ware 2008). Evidence also shows
that even if only very small parts of an object are visible, our cognition can infer the
category of it by identifying its semantic attribution (Athavankar 1989). We
inherently have the ability to address incomplete visual information in order to
construct a meaningful object in our imagination through reasoning.

S. Inoue (&) � P.A. Rodgers � A. Tennant � N. Spencer
School of Design, Northumbria University, Newcastle upon Tyne, UK
e-mail: shiro.inoue@northumbria.ac.uk

© Springer International Publishing Switzerland 2017
J.S. Gero (ed.), Design Computing and Cognition ’16,
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For designers, dealing with incomplete visual information is commonplace and
important for their design reasoning. In particular, during the early phases of the
design process where they explore and conceptualize ideas, designers make good
use of unclear and indeterminate information as clues for evolving their design
ideas. Through reflective conversations with the ideas externalized on paper (Schön
1983; Goldschmidt 2003), designers discover unexpected meanings within rela-
tionships among depicted elements (Goldschmidt 1994; Schön and Wiggins 1992)
when generating ideas (Suwa et al. 2000). Designers also detect unintended rela-
tionships and features even from sketches depicted for different purposes (Suwa and
Tversky 2002). Goel asserted that the ambiguous nature of visual information
produced during the early stages of design is not inferior but rather plays a very
important role for a designer’s cognitive process. The ambiguity in a designer’s
concept drawing can facilitate transformations of ideas (Goel 1995). The ambigu-
ous nature of these indeterminate sketches facilitates a designer’s multiple inter-
pretations and helps to develop their design alternatives (Do and Gross 1996).
Additionally, those tentative depictions that are often produced quickly and cheaply
(Rodgers et al. 2000) are reinterpreted in order to transform, develop and generate
new ideas (Menezes and Lawson 2006). Further, this ambiguity significantly sup-
ports the exploration of a wide variety of innovations and increases the number of
ideas for designers (Tseng and Ball 2011). Thus, it is important for designers to be
open to the incomplete state of their externalized images; accuracy and scale are not
needed during the explorative stage (Goldschmidt 2014). The incomplete features
of the pictorial representations produced at the early stage of design are the key
factor for designers’ reasoning and idea exploration.

Other than the designers’ self-created depiction, uncertainty of visual informa-
tion presented externally can potentially facilitate their design reasoning. Designers
are able to find semantic meanings and develop diverse designs even from mean-
ingless geometric forms as well. Butter’s experiment, in Klaus Krippendorff’s book
“The Semantic Turn” demonstrates that a great number of different electronic
products could be designed by combining a set of meaningless geometrical blocks
(Krippendorff 2006). The participants in Butter’s experiment interpreted different
meanings of the parts of simplified blocks in the context of each other and con-
structed meaningful products. This result implies that designers are capable of
carrying out design reasoning from ambiguous shapes imagining and manipulating
the contexts around them.

There have been many investigations that focus on the role of internal and
external representation at the conceptual stage of the design processes (e.g. Schön
1983; Goldschmidt 1994, 2003; Schön and Wiggins 1992; Suwa et al. 2000; Suwa
and Tversky 2002; Goel 1995). However, little research has been done to inves-
tigate how reduced information externally presented as input impacts on design
reasoning for designers. Reducing information decreases its explicitness of meaning
and, therefore, provides multiple interpretations. This ambiguity might offer an
opportunity to stimulate a designer’s diversified imagination. This paper explores
the potential impacts of how reduced information can prompt an individual’s cre-
ative reasoning and compares design and non-design participants’ responses.

4 S. Inoue et al.



Aim

The aim of the experiment reported here is to observe the impact of reduced
information on a group of designers’ visual reasoning, and how this might differ
from other individuals that have different prior knowledge and experiences. This
experiment was designed based on the finding of the authors’ previous study (Inoue
et al. 2015) described in the next section.

Previous Experiment

The authors’ earlier study observed the process of visual reasoning of industrial
design students when they are given images of an object whose descriptive infor-
mation has been reduced (Inoue et al. 2015). The aim of this experiment was to
identify what kinds of elements the design students rely on as clues for their visual
reasoning within a range of different reduced images. An image of a simple chair
was altered in 17 different ways (e.g. dismantled, dotted, exploded, and vandalized)
and one given to each of the 17 participants in the study (Fig. 1).

Each participant was then asked to visualize the original object. They were also
asked to draw a sketch and make a model of their imagined objects based on the
altered (reduced) image. The experiment revealed that the design students focused
mainly on the “material” and “compositional” aspects of an object as an important
clue when they built the image. Additionally, the authors also found that these
aspects are significantly supported by prior knowledge. Different types of prior
knowledge such as associations between particular colors and materials, material
processing, structural knowledge of objects, or identifying the semantic property of
components suggested a hint for the participants to infer the materiality and com-
positional arrangement of the object they visualized.

Fig. 1 The image prompts used for the previous experiment

Reducing Information to Stimulate Design Imagination 5



Research Questions

Based on the finding of the previous experiment, the authors conducted a second
experiment that focused on the reduction of “material” and “compositional”
information. In particular, the authors focused on the fact that color information can
affect the imagination of materiality of an object. In this second experiment, the
authors focus on 2 main questions:

• How are the reasoning processes of design students affected when they are given
different levels of “color” and reduced “composition” information?

• How do different kinds of prior knowledge affect the participants’ visual rea-
soning when dealing with reduced levels of information?

Methodology

The experiment described here used a one-tenth scale-model of Gerrit Rietveld’s
famous Red and Blue Chair designed in 1918 (Fig. 2). This chair consists of 2
standard flat panels (seat and backrest), 2 armrests, and 13 slats joined in the
simplest possible way painted in red, blue, yellow, and black. All the geometric
components ensure that no part dominates or is subordinate to the others (van Zijl
2010). The authors used this object because of its neutrality in form of the com-
ponents that allows the participants to interpret in diverse ways.

Fig. 2 Red and Blue Chair
designed by Gerrit Rietveld
(1918)

6 S. Inoue et al.



Experiment Components

In order to reduce the compositional information of the object, the components were
arranged in order of size. In addition, the material information was reduced with 3
different types of color-coding (Fig. 3). In the authors’ previous experiment, it was
found that color information was one of the factors that prompted the materiality of
the object. Thus, one set of chair components were prepared in the same colors (red,
blue, yellow and black) as Rietveld’s original Red and Blue Chair, one set were
painted in white (obscuring material information) and, a final set of components
were left in their natural color (indicating its materiality).

The components painted in the original Rietveld colors suggest some material
information to the participants whereas the components painted in white give less
material information to them. The focus here is on observing the impact of reduced
levels of color information. The experiment sets out to detect how the difference in
color across the 3 sets of components affects the participants’ imagination of an
object (including the material aspects). Additionally, the experiment sets out to
observe how the process of visual reasoning based on the components that
explicitly indicate its materiality differs from the other two painted sets.

Participants

In this experiment, 36 voluntary participants of Northumbria University were
involved. 18 fourth year Industrial Design students from the School of Design and
18 third year non-design students from Newcastle Business School. The design
student participants were regarded as having knowledge and experiences of
industrial design as they were in the final year of their degree whereas none of the
non-design participants had any knowledge or experience in design.

The 18 design students were divided into 3 groups comprised of 6 participants
each. The other 18 non-design students were also divided into 3 groups of 6
participants. The experiment was conducted individually and each participant was
given one set of chair components. Then, each participant was asked to complete
the task of making a 3D model of his/her visualized object.

Fig. 3 3 chair components sets (left to right: original colors, white color, natural color)

Reducing Information to Stimulate Design Imagination 7



Procedure

The experiment was conducted individually in a quiet and closed room. Each
participant completed their task following the instructions provided. During the
process of model-making the participants were not interrupted by the instructor
(first author) so that it allowed them to concentrate on their thinking and making.
After the completion of the model making exercise the instructor interviewed the
participants. The detailed procedure is as follows:

1. The deconstructed materials were provided.
2. The instructor informed the participant that the materials are scaled-down

components of an object.
3. The participant was asked to visualize the object, and then to represent his/her

idea using all the given components. Different types of glues were provided for
constructing materials as well.

4. The participant was interviewed focusing on the object created and the way
he/she evolved the ideas after the completion of the model-making exercise.

Semi-structured Interviews

Semi-structured interviews were conducted after the completion of model-making.
The focus was on understanding the participants’ visual reasoning processes and the
outcomes. The participants were asked to respond to questions that focused on key
themes such as:

• The objects creation and the way the object would be used.
• The generation of ideas and what clue(s) helped in imagining the object.
• The object’s materiality.

After being asked these questions, the interviewer unveiled the complete
scaled-down model of the Red and Blue Chair to the participants. Then, the par-
ticipants were also asked to describe the difference between the object they created
and the original chair.

Data Collection and Analysis

In the experiment, 2 types of data were collected: (i) 3D scale models that represent
the participants’ final idea, and (ii) the contents of the interviews that describe their
processes of reasoning. The interviews were recorded by a sound-recording device,
and later transcribed for analysis.

8 S. Inoue et al.



The analysis covered both the 3D outcome and reasoning processes. The pho-
tographed images of the 3D outcomes allowed us to analyze the variation in the
participants’ model visually. By comparing the differences and similarities in the
outcomes, the authors were able to interpret the impact of the different reductive
levels of information of the participants’ final ideas. Additionally, the visual nature
of the outcomes describes specific features of each participant’s idea even if some
of the created objects are in the same category. At the same time, focusing on the
process of the participants’ reasoning is important to reveal how they evolved their
ideas and to identify the elements they considered as meaningful clues. Dealing
with these aspects together allowed the data to be compared and constructed to
derive the findings.

The analysis of the contents of the interviews was carried out focusing on the
result of the design participants first. Afterwards, the contents of the non-design
participants were analyzed based on the same focus. Fundamentally, the aim of this
experiment was to investigate how the reduced information impacts particularly on
the designers’ reasoning and how their specific characteristics differ from the
non-designers. Therefore, the same categories that emerged within the group of
design participants were used as a basic framework for the coding process of the
non-designers’ transcripts. The written data of the design participants were analyzed
using a general inductive approach (Thomas 2006) in order to capture the simi-
larities and differences of the participants’ thinking processes. Next, the
non-designers’ transcripts were searched and coded using the same focus as the
design students. Details of the coding procedure are as follows:

1. All the transcribed raw data were read through until certain categories emerged
within the contents of the design participants’ interviews.

2. The categories identified in step 1 were revised and refined in order to find the
common themes that can be applied across the groups.

3. The contents of the design participants’ transcripts were reviewed over and over
again and data re-collected through the refined categories until the authors
gained a thorough understanding.

4. The design participants’ transcripts were categorized in different color-coding
groups.

5. The category system used for the design participants was then applied to the
contents of the non-design participants to collect relevant data.

6. The gathered contents based on the same category system were compared
between the design and the non-design participants.

Comparing the 2 groups, using the same coding system, allowed the authors to
identify whether the design participants’ reasoning was unique to design partici-
pants or if their reasoning was generic. This process also revealed the influences of
the design participant’s prior-knowledge.

Reducing Information to Stimulate Design Imagination 9



Results

The results appear to suggest that there are both differences and similarities between
design and non-design participants in the outcomes and in their reasoning processes.

Outcomes

All the images and the names of objects stated by the participants are provided
below (see Fig. 4 and Tables 1 and 2). The result of the outcomes shows the clear
distinction between the design and the non-design participants.

Fig. 4 Design student and non design student outcomes
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The results from the design student participants appear to indicate that the types
of the outcomes became more diverse when the multiple colors are reduced to a
single white color. The types of outcome in the group of natural color were the
richest in variety. In the group of the original 4 colors (top row), 4 out of 6
participants (67%) created a chair. When the painted color-pattern is reduced to 1
color, 2 out of 6 participants (33%) made chairs. Further, in the result of the group
of natural color, none of them (0%) made chairs (Table 1). The participants who
made an object that could be described as “furniture” were 6 (100%) in the group of
4 colors, 4 (67%) in the 1 color and 0 in the natural color (the miniature desk is
regarded as a category of toy rather than furniture). The intended scale of visualized
objects became more diverse in accordance with the decrease of the painted colors.
In the group of 4 colors, the intended scales of outcomes were all in furniture-sized.
In the group of 1 color, the assumed sizes of outcomes became more diverse. This
tendency was even more explicit in the natural color group as they stated the objects
from a miniature desk to a large opera house. These results appear to indicate that as
the reductive level of color-coding information increases the types of outcomes
become more diverse.

On the other hand, the result of the outcomes of the non-design participants
shows no significant characteristics among the color-coding groups. The types of

Table 1 The name of the objects stated by the design participants

Participant D1 D2 D3 D4 D5 D6

Original colors School desk and stool Table with bookshelf Chair Chair Chair Chair

Participant D7 D8 D9 D10 D11 D12

White
color

Throne
to be
carried

Journey of my
thought
process
(sculpture)

Architectural
sculpture/building/
pavilion

Table with
sextant for a
star finding
device

Piano Medieval
looking
chair

Participant D13 D14 D15 D16 D17 D18

Natural
color

Miniature
desk

Boat/raft Large opera
house

Canopy Rabbit/weathervane Switch for
workshop

Table 2 The name of the objects stated by the non-design participants

Participant ND1 ND2 ND3 ND4 ND5 ND6

Original
colors

Zoo
cage

Entrance of
restaurant

Chair and little
table

Symbol Temple Terrace

Participant ND7 ND8 ND9 ND10 ND11 ND12

White
color

Little
bench

Big white
church

Monument Table Creative
house

Reclining deck
chair

Participant ND13 ND14 ND15 ND16 ND17 ND18

Natural
color

Royal
chair/baby
chair

Stair/portion
of a big
room

Brandenburger
Tor

Entrance
of café

House
with
chimney

Key
holder
storage
device
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outcomes were varied regardless of the reductive levels of painted color. The
participants who made a chair as outcome were only 1 (17%) in the group of 4
colors, 2 (33%) in the 1 color, and 1 (17%) in the natural color. The non-design
participants who made furniture related objects were 1 (17%) in the 4 colors, 3
(50%) in the 1 color, and 1 (17%) in the natural color. Additionally, the scales of
imagined objects do not seem to be affected by the amount of the painted-color
information provided (Table 2). Thus, the result of the outcomes in the non-design
participant groups seems to be relatively random compared to the one of the design
participants. In other words, the different information of painted color has only
affected the final ideas of the design participants.

Processes of Reasoning

The analysis of the processes of the participants’ visual reasoning was conducted
based on the content of the interviews. The total number of categories that emerged
in the group of the design participants was 26. Further, these categories were
subsequently used to collect data in the group of the non-design participants to
compare the differences. These 4 features were identified as prominent character-
istics (described in following sections of the paper):

• Thinking approach for making
• Reference objects
• Assumed materials other than wood
• Key elements as clue.

Thinking Approach for Making

The patterns of the participants’ thinking approach were revealed through the
analysis. The authors focused on how the different levels of color information
affected the participants’ thinking approach for the visualization of their ideas. The
result shows that the approaches that the participants took can be divided into 2
ways: (i) top-down (image driven) and (ii) bottom-up (thinking by making). The
top-down process commonly known as theory-driven or conceptually-driven pro-
cessing (Galotti 2013) is the way to perceive an object depending on our prior
knowledge. On the other hand, the bottom-up process is the way to form complex
visual-patterns in meaningless features and then to construct a meaningful image of
an object (Ware 2008). In this experiment, the approach where a participant started
making an object based on his/her visualized idea was regarded as top-down. The
approach where a participant started building the components to think without clear
ideas was regarded as bottom-up.

The results appear to indicate that the thinking approaches of both design and
non-design participants were fairly similar (Fig. 5). The participants had a tendency
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to take a top-down approach for reasoning when they were given a certain
color-coding with 4 colors: 4 participants (67%) in both the design and non-design
students. The participants who were given the components of both 1 color and
unpaid color took bottom-up approaches: 4 design participants (67%) and 5
non-design students (83%) in the 1 color, and 4 participants (67%) for both students
in the natural color.

The colors used in Rietveld’s chair are very iconic and well known in a design
context. Therefore, it is assumable that the original colors informed the design
participants about the original chair’s design so that they made a model using their
design-knowledge. At the same time, although none of the non-design participants
knew the original chair, the original colors still suggested concepts of an object as
well. On contrary, when the painted color is reduced to white or when the material
is natural colored, the components challenged the participants to visualize their
ideas.

Reference Objects

The participants referred to existing objects as a source of reference in their rea-
soning. In the groups of design participants, the results show that the more infor-
mation of color-coding given, the more participants referred to the classic chair as a
clue for their reasoning (Table 3). In the 4 painted colors group, 5 out of 6 par-
ticipants (83%) associated with classic design chairs such as the original Red and
Blue Chair or the Charles Rennie Mackintosh Chair. In the 1 color group, 2 par-
ticipants (33%) associated with classic design chairs. Just 1 participant (17%)
referred to a classic chair in the group of natural color. This result suggests the types
of objects that the design participants referred to can be more diverse when the
painted color is reduced to a single white color. The components that indicate
wooden material informed the participants about existing objects the least in the
group of design participants.

Fig. 5 Thinking approaches of the design and non-design participants
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On the other hand, not one participant mentioned Rietveld’s iconic chair in the
non-design participants groups (Table 4). Other than the design classic chairs,
however, the non-design participants referred to existing objects in the 1 color
group the most. The results appear to show that the particular colors used in
Rietveld’s chair did not prompt their association with this object. Additionally, the
components that indicate the materiality of wood (natural color) informed them less
about existing objects when compared with the results of the group of 1 color.

These results imply that the red, yellow, and blue colors of the components
prompted the prior knowledge of the design participants. However, when the
painted colors are reduced to 1 or removed, the design participants referenced
random objects other than classic chairs. This feature could not be seen in the group
of non-design participants. As for the types of objects that the participants refer-
enced, both design and non-design associated with them in a variety of ways only
when the painted color is reduced to a single white color.

Table 3 The reference objects used by the design participants

Participant D1 D2 D3 D4 D5 D6

Original
colors

Stool and
desk in
science lab

Red and
Blue
Chair

Red and
Blue
Chair

Red and
Blue
Chair

Charles Rennie
Mackintosh
Chair

Red and
Blue
Chair

Participant D7 D8 D9 D10 D11 D12

White
color

Ancient pope
mobile, chairs
with decoration
on the back and
chairs for bride

N/A Richard
Serra’s
sculpture

Eileen Gray’s
table, Lego,
Tamiya
models and
Red and Blue
Chair

Matchbox,
biplane and
grand
piano

Platform for
mountain
bike, Red
and Blue
Chair and
wheelbarrow

Participant D13 D14 D15 D16 D17 D18

Natural
color

N/A Sail of a ship
and boat

N/A N/A Wing of plane and Charles Rennie
Mackintosh chairs

N/A

Table 4 The reference objects used by the non-design participants

Participant ND1 ND2 ND3 ND4 ND5 ND6

Original colors N/A N/A N/A N/A Japanese temple N/A

Participant ND7 ND8 ND9 ND10 ND11 ND12

White
color

American
trophy

Spanish and
Philippine
churches

Vietnamese
ancient
building

N/A N/A Framework of
aeroplane, house
and phone

Participant ND13 ND14 ND15 ND16 ND17 ND18

Natural
color

N/A N/A Old German style
house

N/A Typical house in
Vietnam

N/A
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Assumed Materials Other Than Wood

In the result of design participants, the group that mostly prompted their association
of different materials other than wood was the 1 painted color (Table 5). 3 out of 6
participants (50%) stated different materials other than wood in the 4 painted-color
group. When the painted color was reduced to 1 color, 5 participants (83%) referred
to different materials other than wood. In the group of natural color, again, 3
participants (50%) mentioned different materials. This result suggests that when the
color is reduced to a single white color, the participants imagined more material
choices. In the group of natural color that indicates its materiality, half of them still
stated different materials other than wood. Actually, in the natural color group, 4
participants (67%) stated that the wood material informed their reasoning.
However, 5 of them (83%) explained that they attempted to avoid making an object
that can be easily assumed. This result implies that the components that explicitly
state its material property of wood afford some ideas about possible objects to the
many participants in the group of natural color. At the same time, however, that
circumstance also discouraged them to take those easy options on their decisions.

On the other hand, in the result of the non-design participants, the group of
natural color seems to be the one that prompted the imagination of different
materials the most (Table 6). In the other 2 painted groups, the participants who
stated the different materials other than wood were more or less the same scores: 4
participants (67%) in the 4 colors and 3 of them (50%) in the 1 color.

The results of the design and non-design participants appears to indicate that the
reduced information of the painted color to 1 only impacted on the assumption of
materiality of the design participants. This feature was not seen in the group of
non-design participants.

Key Elements as Clue

The types of information as key element that the participants used as clue were
identified through the analysis. In the process of analysis, in total 4 themes that the
participants frequently mentioned in terms of their reasoning process emerged:

• Shape/size
• Color
• Material
• Association with object.

In the result of the design participants, the elements that seem to be considered as
clue were different among the 3 groups of the color-coding (Fig. 6). In the group of
4 colors, the identified elements are ‘Shape/size’, ‘Color’ and ‘Association with
objects’. Five participants (83%) mentioned shape/size information and all of them
(100%) considered color information as a clue. Additionally, 5 participants (83%)
associated with existing objects. In the group of 1 painted color, the participants
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mainly considered the elements of ‘Shape/size’ and ‘Association with objects’. All
the participants (100%) stated that they considered shape/size information as a clue.
4 of them (67%) associated with existing objects during the process of reasoning. In
the group of natural color, they mainly considered the elements of ‘Shape/size’ and
‘Material’. All the participants (100%) mentioned shape/size information was used
as a clue. 4 of them (67%) stated that material information was important.

The result of the non-design participants appeared to be similar to the one of the
design participants. In the group of 4 painted color, the participants mainly focused
on the elements of both ‘Shape/size’ and ‘Color’. All the participants (100%)
considered the information of shape/size and 5 of them (83%) used the color
information as a clue. The element of ‘Association with objects’ that was one of the
elements the design participants considered was not identified in this group. This
fact implies that particular color-coding encouraged only the design participants to
associate with existing objects as reference. In the group of 1 painted color, the
elements of both ‘Shape/size’ and ‘Association with objects’ are identified as
prominent characteristics. 5 participants (83%) considered shape/size information
as important clue, and 4 of them (67%) associated with objects. In the group of
natural color, the identified elements were ‘Shape/size’ and ‘Material’. All the
participants (100%) stated both the elements were used as an important clue.

Fig. 6 Key elements used as clue
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The patterns of the identified features seem to be similar, except for the results of
the 4 color groups, in the result between design and non-design participants
(Fig. 6). The particular color-coding activated the prior knowledge of the design
context and hence 83% of the design participants associated with the design classic
chairs in the 4-color group. Other than that, the impact of the prior knowledge was
not so prominent on the result of the elements the both groups of the participants
used as clue.

Conclusions

This experiment has shown how a group of design participants’ visual reasoning is
characterized in comparison to a group of non-design participants, when they are
given reduced information of an object. Additionally, it also showed how prior
knowledge affects a group of design participants’ reasoning processes. The results
show there are some similarities and differences between the participants’ use of
prior knowledge in their visual reasoning.

The types and intended scales of outcomes of the design participants became
more diverse when the color-coding is reduced to a single color. This characteristic
became even more prominent when they were given the components that indicate
the object’s materiality. For the non-design participants, the types and the intended
scales of outcome were just random regardless of the different levels of information
given. This result suggests that giving the components reduced to a single color and
the natural color led only the designers to more unpredictable and diverse out-
comes. On the contrary, the multiple-colored components activated the designer’s
prior-knowledge and brought similar types of outcomes.

As for the process of reasoning, the multiple colors used prompted an ‘image
driven’ approach for making models for both design and non-design participants.
On the contrary, when the amount of color information is reduced or removed, the
participants had a tendency to take a ‘thinking by making’ approach regardless of
the differences of their prior knowledge. With regards to reference objects, the
single color prompted the association of objects the most regardless of prior
knowledge. The natural color components encouraged neither the designers nor the
non-designers to reference existing objects in their reasoning processes. In terms of
material, the single color components prompted the diversity of the designers’
imagination whereas they did not impact on the non-designers’ reasoning processes.
The natural color components did not particularly prompt the imagination of
materiality for the designers, as the result was the same as the one of the multiple
colors. Additionally, the natural color prompted the imagination of materiality the
most in the result of the non-designers. This result appears to suggest that the
designers tend to stick to the idea of wood material in their reasoning process.
Finally, the types of elements that the participants used as a clue were more or less
the same regardless of the differences of their prior knowledge except for the group
of multiple colors. Particular colors given seemed to only prompt the design
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participants’ prior knowledge of design so that they associated with design classic
chairs as a reference in their reasoning.

Thus, reduced information of both painted colors and composition certainly
affected the design student’s reasoning in many ways. Particularly, the reduced
information to a single color brought the diversity to the designers’ reasoning
process regarding reference objects and materiality. Further, although prominent
features were not identified in the designers’ reasoning processes in the group of
natural color the types and the intended scales of outcome became the most varied.
Thus, the reduced information appears to assist the designers to diversify the out-
comes and reasoning processes.

Discussion

This experiment was conducted under specific conditions. The components used in
the experiment were from a well-known design masterpiece. Hence, if the partic-
ipants were given components that have no defined answer the outcomes might
have been different. However, the experiment reveals certain patterns of design
participants’ reasoning processes when faced with the reduction of particular parts
of information.

The aim of this experiment was to observe how the designers build their
imagination when they are given different levels of reduced information of an
object. Also, the nature of the assignment used in the experiment is different from
the actual design tasks. Accordingly, the results of the experiment do not directly
contribute to the actual design practices. However, if giving less informational input
to the designers can affect and facilitate their imagination, the reduced information
can potentially be a useful prompt that enhances their reasoning processes to
produce unexpected outcomes.
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Novelty, Conventionality, and Value
of Invention

Yuejun He and Jianxi Luo

Abstract Recent research has suggested that conventionality, in addition to nov-
elty, creates value for invention. A balance between the novelty and conventionality
of an invention may determine its eventual value, but is rarely understood. In this
study, we use patents to approximate technological inventions, and measure the
novelty, conventionality, and value of invention using patent reference and citation
data from USPTO. Our empirical analyses of the patents in the 1990s reveal that
medium conventionality and high novelty lead to high invention value. When
conventionality is low or medium, increasing it may amplify the contribution of
novelty to the value of invention. When conventionality is too high, invention value
is generally low regardless of novelty. These findings provide implications and
guidance to designers for enhancing the value of their potential inventions.

Introduction

In the literature, there is a common understanding that impact, and especially
breakthrough impact, is a function of the novelty underlying the inventive process
(Fleming 2001; Weisberg 2006). Recently, Uzzi et al. (2013) found that novelty and
conventionality are not opposing factors in the production of scientific knowledge,
and that the highest-impact scientific research is grounded in highly novel and
exceptionally conventional combinations of prior work simultaneously. However,
the design of technology and the creation of scientific knowledge are different, so
how novelty and conventionality interact with each other to determine the outcomes
of technological invention may be different from that in science. Our study aims to
answer this question regarding technological invention, instead of scientific
research.

The design literature has focused on “novelty” and “usefulness”, when evalu-
ating an invention or a new technological concept in comparison with competing
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ones (Prabir and Amaresh 2007; Weisberg 1993). Novelty indicates that an
invention is new, original, unexpected, and surprising (e.g. Kaufman and Baer
2004; Sternberg and Lubart 1999; Simonton 2000). Weisberg suggested that
novelty is subjective to the experience of the evaluator (Weisberg 2006). Therefore,
novelty may be defined with reference to the previous ideas of the individuals
concerned or relative to the entirety of human history (Boden 1996). For instance,
Oman et al. measured the “novelty” of a new concept as its uniqueness across all
functional dimensions relative to a group of comparable ideas (Oman et al. 2013).
Simonton considered an invention as the recombination of existing technologies,
and the novelty of the invention as the result of unconventional combinations of
prior technologies (Simonton 1999). In addition, the studies of design-by-analogy
have suggested novelty may arise when the design is conceived by analogy across
distant technology domains (Chan et al. 2011). However, if the domains are too
distant, it is difficult to conceive a quality analogy (Fu et al. 2013). Conceptually
closer rather than farther analogy appears more beneficial to design (Chan et al.
2015). Taken together, these findings suggest that conventional combinations of
prior technologies, or analogies across proximate technologies, contribute to value
of invention.

An invention realizes its value when or after it is endowed with utility, appro-
priateness, and social value, and is often measured based on usage: importance,
popularity, and rate of use (Sternberg and Lubart 1999; Simonton 2004). It is
naturally difficult to predict the usefulness of an invention, i.e. a new technology,
when it is created, whereas ex post evaluation is possible. Regrettably, some
magnificently novel inventions are so unique that they are initially rejected or
ignored as irrelevant (Plucker and Beghetto 2004). Or, they are judged to be so
radical and disruptive to established paradigms that they are dismissed as being
outside the mainstream (Kuhn 2012). As a result, many such inventions are
unsuccessful in usage and create real value for humans and society. It is a common
challenge for highly novel invention to achieve a great value in usage. The analysis
Uzzi et al. (2013) suggested that high conventionality may co-exist with and
complement high novelty in a scientific paper to achieve high impact. Herein, we
aim to explore if such a complementary relationship exists for patents.

To determine merit, new inventions must be evaluated against competing
technologies. Traditionally, invention evaluation was primarily done using an
expert group approach and based on experts’ subjective opinions, intuitions, or
experiences (Amabile 1996). Despite the existence of various procedures and
techniques to facilitate expert groups and analyze their opinions, such evaluations
are naturally subjective and also limited in the data sample size. As a result, it is
difficult to apply rigorous mathematics for evaluation, or to test theoretical
hypotheses with statistical significance. However, there have been increasing
studies of data-driven evaluation of design creativity (Newell et al. 1959; Boden
1990; Grace et al. 2015; Brown 2015; Nickerson 2015). Specifically, recent studies
have developed methods to analyze patent documents to evaluate patented
inventions.
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Patent documents contain rich details and there are also millions of patents in the
public patent databases, which enable more rigorous and systematical statistical
analyses on the patented inventions. For instance, Fleming (Simonton 1999) ana-
lyzed how frequent the co-classes of a patent have been assigned to the same
patents in the prior history, as a way to indicate the novelty of this patent, from a
knowledge combination or recombination perspective. If the classes of a patent had
seldom been assigned to the same prior patents, this invention’s combination of
prior knowledge domains appears to be novel. Fu et al. studied the analogical
distance of patented technologies, measured as functional similarity based on
semantic analysis of patent documents (Fu et al. 2013). They used patents as design
stimuli for new solutions to a design problem, and found that nearer field design
stimuli appear more beneficial to design outcome (Chan et al. 2015).

In this paper, we aim to specify the coupled impacts of novelty and conven-
tionality of invention on its eventual value. To investigate the relationships between
novelty, conventionality, and value of invention, we analyze patents as a proxy of
technological inventions, employing a set of metrics established in the study of the
production of scientific knowledge based on paper publications (Uzzi et al. 2013).
Our findings show the non-linear coupling of novelty and conventionality in
determining value of invention. Our invention evaluation methods based on patent
data and the resulting theoretical findings contribute to the growing literature on
data-driven evaluation of design creativity (Newell et al. 1959; Boden 1990; Grace
et al. 2015; Brown 2015; Nickerson 2015).

Data and Method

Data

Like many studies of technological invention (Fu et al. 2013; Fleming and Sorenson
2000), we use patents as a proxy of invention, with awareness of its limitations.
Although companies sometimes avoid patenting to keep their inventions in secrecy
and industries vary in their propensities to patent (Trajtenberg 1990; Albert et al.
1991), patent data offers a window into the development of new technologies. The
rich information in patent documents allows us to characterize the inventive process
and to measure the value of invention, with statistical power.

Specifically, our analysis utilizes all the US patents granted in the 1990s with 5
or more references to earlier patents (i.e. backward citations), totaling 601,715
records, in the USPTO (United States Patent and Trademark Office) database.
Focusing on the 1990s ensures the data on the (backward) references and (forward)
citations of the patents in our sample are complete, because prior studies have
suggested that most patent-to-patent citations fall in a time lag of 10 years
(Trajtenberg 1990; Hall et al. 2001). Information of references and citations in
patent documents provides the basis of our analysis.
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Variables

Novelty and Conventionality of Patented Invention

In patent data, each patent may be assigned to more than one patent technology
classes that represent its technological fields. The fields of the referenced patents in
a patent document provide the information for measuring the novelty and con-
ventionality of the patented invention. For instance, if a patent makes references to
prior patents that belong to such distant fields as “agriculture” and “computing”,
which are not often referenced together, it signals novelty of this patented inven-
tion. If a patent only makes references to prior patents in the fields that appear very
often together in the reference lists of many other patents, it implies the conven-
tionality of the patented invention. In reality, the reference list of a patent may
include different field pairs with different co-occurring frequencies.

In this study, we use patent technology classes, specifically IPC4 classes (4-digit
classes in the International Patent Classification system), to approximate the tech-
nological fields of a patent. Following Uzzi et al. (2013), we first construct 10
randomized patent citation networks and calculate a “z-score” for each IPC4 pair
(Eq. 1). Such a normalized value relative to comparable random situations is often
used in the network science literature (Watts and Strogatz 1998), to indicate the
extent to which the empirical observation deviates from the expectation in com-
parable but randomized settings.

To construct a randomized patent citation network, we randomly switch the
citation links with the same starting and ending years, so the randomized citation
networks contain the same degree distribution and the same citation time lag as the
real one. For example, if in the real citation network, a patent granted in 1999 cites
2 patents granted in 1997 and 4 patents granted in 1996, then in the randomized
citation networks, it also cites 2 patents granted in 1997 and 4 patents granted in
1996. But because different patents may be assigned to different IPC4 classes, the
patent’s references may show different IPC4 combinations after randomization. The
comparison between the real network and the randomized ones reflects the
novel/conventional extents of the IPC4 pairs.

Specifically, we calculated the z-score of any pair of the 630 IPC4 classes that
were assigned to the patents referred by all the US patents from 1990 to 1999. The
formula for z-score is

zij ¼
xij � lij

rij
ð1Þ

where zij is the relative co-occurrence frequency of the pair of classes i and j, xij is
the empirically observed co-occurrence frequency of classes i and j, lij is the
average expected co-occurrence frequency of classes i and j in the comparable
randomized citation networks, and rij is the standard deviation. The average
expected value lij and the standard deviation rij are calculated based on an
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ensemble of 10 randomized reference lists of the same patents, which are obtained
in 10 randomized citation networks. Note that, to count the co-occurrence of IPC4
classes in the references of patents, the multiple IPC4 scheme was used.

Actually, an IPC4 pair will have a z-score higher than 0 if they co-occur in patent
references more frequently than by chance. The combination of the IPC4 pair for
invention is conventional. On the contrary, an IPC4 pair will have a z-score lower
than 0 if they co-occur less frequently than by chance. The combination of the IPC4
pair is novel. For example, in 1999, the IPC4 pair of H04M (Telephonic com-
munication) and H04H (Broadcasting communication) had a positive z-score of
322.415 indicating a conventional combination, whereas the IPC4 pair of H04M
and A01N (Preservation of bodies of humans or animals or plants; Biocides; Pest
repellants or attractants; Plant growth regulators) had a negative z-score of −75.956
indicating a novel combination.

Therefore, based on the z-scores of pairs of IPC classes, we can further measure
the novel and conventional combinations of the fields of the referenced prior patents
of a focal patent. Figure 1 plots the cumulative distribution of the z-scores of all
pairs of IPC4 classes of the references of a patent (patent number: 5410453). This
distribution provides the summary description and characterization of the space of
cross-field knowledge combinations of an invention. Following Uzzi et al. (2013),
we use the median of the z-score distribution of a patent as the measure of con-
ventionality of the patented invention, because it describes the globally conven-
tional level at which a patent combines prior knowledge in different fields. We use
the opposite number of the z-score at the fifth percentile of the distribution as the
measure of novelty of the patented invention, because a lower left tail in the z-score
distribution indicates more novelty.

Note that, the z-scores in the distribution for a patent are calculated based on the
historical data of patent class co-occurrences till the grant year of the focal patent,

Fig. 1 Conventionality and novelty measures of a patented invention (patent number: 5410453)
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because novelty and conventionality of invention are subjective to the past and
present, and should vary temporarily as newer and newer technologies are devel-
oped over time (Weisberg 2006).

Value of Patented Invention

The value of an invention or new technology is realized when the new technology is
endowed with utility and social significance. Prior studies have empirically shown
that the count of forward citations of a patent is highly correlated with the patent’s
actually achieved value indicated by expert opinions, social value, awards
(Trajtenberg 1990; Albert et al. 1991), and economic value (Harhoff et al. 1999;
Hall et al. 2000) of the corresponding patented technologies. Thus, we follow these
prior studies to approximate the value of a patented invention using the patent’s
forward citations. To allow analysis and comparison across fields and years, we
further normalize a patent’s forward citation count, by the average forward citation
count of all the patents granted in the same patent class and the same year as the
focal patent (Eq. 2). The formula for the invention value of a patented invention
i (vi) is

vi ¼ ai
a

ð2Þ

where ai denotes the total count of the forward citations received by patent i, and a
denotes the average count of the forward citations received by all patents granted in
the same IPC4 class and the same year as patent i.

We are additionally interested in the subset of inventions that achieved out-
standing value and are considered breakthrough inventions. In particular, we define
the patents with above top 5% value as hit patents, to approximate breakthrough
inventions. In our analysis, the variable hit of a patent is 1 if the patent’s value is
among top 5%, and is 0 otherwise. Table 1 reports the descriptive statistics for the
variables, and Table 2 displays the correlations between the variables.

Table 1 Descriptive statistics for the variables used in the following models

Variables Mean SD Min Max

Value 1 1.274 0 49.355

Hit 0.05 0.218 0 1

Conventionality 972.713 1217.711 −261.100 19,299.11

Novelty −319.878 843.316 −19,299.11 424.734

Reference number 11.109 11.023 5 678

Inventor number 2.223 1.580 1 34
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Multivariate Analysis

To investigate how conventionality and novelty determine the value of invention,
we conducted one-dimensional and two-dimensional analyses with alternative
focuses on mean value and hit probability. Because the values of conventionality
and novelty are highly dispersed, we respectively divided the patents into 10
equally sized categories according to their conventionality and novelty values from
least to greatest, and then we assigned a conventionality level and a novelty level
from low to high. We analyzed the value of invention at different conventionality
levels and novelty levels.

In the one-dimension analysis, we first explored the mean invention value and
the hit probability (i.e. the probability for a patent to be a hit patent) at different
conventionality or novelty levels. We further ran fixed effect regressions with
heteroskedasticity-robust standard errors to confirm the found patterns. In the
two-dimension analysis, we explored the complex mixed effects of conventionality
and novelty on mean value and hit probability of patents, by plotting heat maps.

The results and discussion are provided in the next section. In fact, the results are
robust when we change the analysis sample to the patents whose reference IPC4
pairs are not fewer than the quantity of 20, 30, 50, and 100, when we change the
cutting line defining hit patents to top 10, 3, and 1% in normalized forward citation
counts, and when we define novelty using the 3rd, 8th, and 10th percentile of a
patent’s z-score distribution.

Results and Discussion

One-Dimension Analysis

Figure 2 plots the mean invention values with the confidence intervals
(±1.96 SEM) of patents equally distributed over 10 conventionality or novelty
levels. On the impact of conventionality, Fig. 2a shows a parabola opening down,

Table 2 Correlations between the variables used in the following models

Correlation
matrix

Value Hit Conventionality Novelty Reference
number

Hit 0.729*

Conventionality −0.023* −0.016*

Novelty 0.042* 0.029* −0.565*

Reference
number

0.141* 0.102* 0.007* 0.111*

Inventor
number

0.080* 0.060* 0.008* 0.011* 0.075*

Legend: *p < 0.05
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in which invention value increases initially till the 50th percentile, and declines
after the 60th percentile onward. The highest invention value appears at a “sweet
spot” of the 50th to 60th percentiles for patents according to their conventionality.
This finding suggests that the highest invention value is achieved at the median
level of conventionality. In contrast, Uzzi et al. (2013) found the highest value of
science appears at the 85th to 95th percentiles for published scientific papers. On
the impact of novelty, Fig. 2b shows a cubic curve going upwards with two peaks,
one at the low novelty level and the other at the high novelty level. Clearly, the
highest value of invention is achieved at the highest level of novelty. Figure 3 plots
the hit probability of patents over 10 conventionality or novelty levels, and displays
the similar patterns with those in Fig. 2.

Fig. 2 Mean invention values at different conventionality or novelty levels
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To further confirm the patterns that were discovered in Figs. 2 and 3, we further
ran multivariable regressions. The results are reported in Table 3. In the regression
models, the variables Conv_10levels and Nov_10levels are 10 quantiles of
the patents’ conventionality and novelty levels. We also include the fixed effects of
the number of references and the number of inventors of a patent, whose impact on
the value of invention has been reported in the literature (Guimera et al. 2005).

Fig. 3 Hit probability of inventions at different conventionality or novelty levels
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The variable Reference_10levels is 10 quantiles of the patents’ reference counts.
The variable Team_type equals to 1 when a patent has one single inventor, 2 when
the patent has two inventors, or 3 when the patent has more than two inventors.
When the dependent variable is invention value (measured as normalized forward
citation), we use OLS regression. When the dependent variable becomes hit (whose
value is either 0 or 1), logistic regression is used.

In Model 1 and Model 3, the estimated coefficients of Conv_10levels2 are
negative and statistically significant, which implies that the effects of convention-
ality on invention values follow a parabola that opens downwards. These results are
consistent with the patterns in Figs. 2a and 3a. In Model 2 and Model 4, the
estimated coefficients of Nov_10levels3 are positive and statistically significant,
which suggests that the effects of novelty on invention values follow a cubic curve
going upwards. Such results are consistent with the patterns shown in Figs. 2b and
3b.

The foregoing analyses and results show that the impacts of novelty and con-
ventionality on invention value are clearly nonlinear. Their mixed effects are even
more complex and difficult to discover.

Table 3 Fixed effects regressions (heteroskedasticity-robust standard errors in parentheses)

Fixed effects: Reference_10levels, Team_type

Value (normalized forward
citation) ols regression

Hit probability logistic
regression

Model 1 Model 2 Model 3 Model 4

Repressor

Conv_10levels 0.0245**
(0.0025)

0.0700**
(0.0095)

Conv_10levels2 −0.0030**
(0.0002)

−0.0082**
(0.0008)

Nov_10levels 0.0892**
(0.0070)

0.2715**
(0.0288)

Nov_10levels2 −0.0181**
(0.0015)

−0.0597**
(0.0058)

Nov_10levels3 0.0011**
(0.0001)

0.0039**
(0.0003)

Constant 0.7252**
(0.0069)

0.6220**
(0.0093)

−3.6991**
(0.0289)

−3.9823**
(0.0434)

Summary statistics
�R2 0.0283 0.0282

Pseudo R2 0.0292 0.0300

Log likelihood −115,953.78 −115,857.34

n 601,715 601,715 601,715 601,715

Legend: *p < 0.05; **p < 0.01
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Two-Dimension Analysis

Figures 4 and 5 plot the mean invention values and hit patent probabilities of
patents in the two-dimension space constructed by the 10-quantile conventionality
and novelty levels. The darkness of a cell indicates either the mean value or the hit
patent probability of the patents in this cell (i.e., the likelihood for the patents to
have a top 5% value among all patents in comparison). Note that the cells in the
bottom left corners of both heat maps are empty, because the patent sample we
analyzed here does not have any patent with extremely low conventionality and
extremely low novelty at the same time. Both heat maps exhibit similar structural
patterns. For instance, a “hot” area in an upside-down right triangle shape appears
in both maps.

Fig. 4 Mean invention
values at different
combinations of
conventionality and novelty
levels (grey means no data)

Fig. 5 Hit probabilities at
different combinations of
conventionality and novelty
levels (grey means no data)
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Specifically, Fig. 4 shows how the influences of novelty on invention value vary
with the conventionality levels. At the low and medium conventionality levels
(below the 60th percentile), the mean invention value increases with the increase in
novelty. Also, the increase in the conventionality levels increases the contribution
of novelty to invention value. At the medium conventionality levels compared to
the low ones, relatively low novelty may lead to relatively high value of invention.
This suggests that increasing conventionality may amplify the contribution of
novelty to value of invention. However, when the conventionality levels are higher
than the 60th percentile, the contribution of novelty to invention value is limited
and non-obvious. The mean invention values are generally low, regardless of the
novelty levels.

Likewise, along different novelty levels, conventionality has varied impacts on
invention value. At the low novelty levels, the mean invention values are certainly
low. At the medium novelty levels, the highest invention values locate at the
medium conventionality levels. At the high novelty levels, the highest mean
invention values appear at the low or medium conventionality levels. Figure 5
shows a similar pattern of how novel-conventionality coupling determines the hit
probabilities of patents, i.e., the probabilities to have a top 5% value.

In particular, two general observations are noteworthy: (1) medium conven-
tionality (the 50th to 60th percentile) yields relatively high invention value and hit
probability at all novelty levels; (2) novelty creates significant value for invention at
low and medium conventionality levels, but has little influence at high conven-
tionality levels.

The first finding suggests that the realization of invention value relies on suffi-
cient but not too much conventional knowledge integration of closely-related
technologies. The second finding might imply the difficulty for novel technologies
to be combined effectively with highly conventional ones. This relates to the
coupling levels of highly conventionally integrated technologies (Fleming and
Sorenson 2000) and the resulting complexity challenges to inventive efforts
(Fleming 2001). Despite novel technologies being imported, it would still be dif-
ficult for them to fuse well with many conventional parts and thus create higher
eventual value of the invention.

Examples

Table 4 presents a few examples of patents granted in the same field and at about
the same time, but with different combinations of conventionality levels and novelty
levels. All of the six patents were granted in either 1998 or 1999 with the IPC4 class
“F21 V” as their primarily classification, entitled “Functional features or details of
lighting devices or systems thereof; Structural combinations of lighting devices
with other articles, not otherwise provided for”.

Patents 3 and 4 are built on the medium levels of conventionality, and achieved
relatively high invention values. Specifically, Patent 3 is about the invention of a
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background lighting apparatus for liquid crystal display by integrating the tech-
nologies of displaying, lighting, measuring, optical operation, electric power, etc.
Patent 4 introduces a thermal management system for L.E.D. by integrating the
technologies of lighting, signaling, semiconductor, etc. The higher novelty in Patent
4, which results from combining technologies of semiconductor and lighting, may
have contributed to its higher invention value, demonstrating the positive
value-added of increased novelty at medium conventionality.

On the contrary, Patents 5 and 6, with high conventionality, only yielded low
invention value. Patent 5 is about a waterproof lamp holder for traditional electric
lamps, which conventionally combines lighting and electricity technologies. Patent
6 is about a spring clip for neon bulbs which applies pipe fitting technologies to
lighting. Both patented inventions have a high conventionality level. Even though
Patent 6 fancifully imports pipe-fitting technologies into lighting, it did not achieve
a high value, due to the difficulty to improve the overall performance of neon bulbs.
These two examples illustrate that it is difficult for inventions with too high con-
ventionality to achieve high value, no matter how novel they are.

In contrast, Patent 2 achieved a rather high value, with low conventionality. This
patented invention provides an electrically switchable material for volume holo-
grams, which relates the technological fields of diagnosis, electric switches, optical
elements, and materials together. Such a breakthrough in 1999 made a major
contribution to the development of volume holography, which is still a growing
field. On the other hand, Patent 1 with low conventionality but just medium novelty
did not become very valuable. The invention presents a removable light assembly
positioned on an electrical cord. By integrating technologies in non-portable

Table 4 Examples of patents with different combinations of conventionality levels and novelty
levels

No. Patent
ID

Year Title

1 5967649 1999 Lighting device adapted to be positioned at any point along an
electrical cord

2 5942157 1999 Switchable volume hologram materials and devices

3 5931555 1999 Background lighting apparatus for liquid crystal display

4 5857767 1999 Thermal management system for L.E.D. arrays

5 5738435 1998 Waterproof lampholder

6 5797675 1998 Spring clip for neon bulbs

No. Conv. level Nov. level Value

1 2 (low) 5 (medium) 0.3568 (top 70%)

2 1 (low) 10 (high) 5.5662 (top 2%)

3 6 (medium) 6 (medium) 2.9972 (top 6%)

4 6 (medium) 10 (high) 13.9868 (top 1%)

5 10 (high) 5 (medium) 0.3987 (top 66%)

6 10 (high) 9 (high) 0.6645 (top 49%)
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lighting devices and electrically-conductive connections, it creates a new approach
to relocate lighting devices. But this invention is not novel enough to break through
the bottleneck in removable lighting systems with more convenience. The leap of
value from Patent 1 to Patent 2 highlights the significance and necessity of high
novelty for achieving high invention value, when conventionality is low.

Taken together, our findings in the context of technological invention are dif-
ferent from those in scientific knowledge production by 3, which suggested that the
“sweet point” of conventionality for science is the 85th to 95th percentile and that
high novelty has a positive effect at all conventionality levels (Uzzi et al. 2013). For
technological invention, we have found that high conventionality limits the value of
invention and also constrains the potential for increased novelty to increase the
value of invention. In general, conventionality and novelty are less harmonious in
technological invention than in knowledge production.

Conclusion

This study contributes to the design and creativity literature, in particular, the
literature on data-driven evaluation of design creativity (Newell et al. 1959; Boden
1990; Grace et al. 2015; Brown 2015; Nickerson 2015) by revealing the non-linear
and coupled impacts of novelty and conventionality on the eventual value of
technological inventions. Specifically, when conventionality is low, high novelty is
needed to achieve high invention value. Medium conventionality yields generally
the highest invention value for all novelty levels. At high conventionality levels,
invention value is generally low regardless of novelty levels. From an alternative
perspective, when novelty is medium, a medium level of conventionality is desired
to achieve high invention value. An invention with high novelty can achieve high
invention value at low or medium conventional levels. These findings provide
specific implications to technological invention, in particular, the importance of
having conventionality at the medium level for realizing value of invention.

This study also contributes to design computing practices, especially in inven-
tion evaluation. Nowadays, the evaluation of invention is largely drawn upon the
subjective opinions and judgements of experts based on their experience and
intuition. Such evaluations are limited in scope and repeatability. This study takes a
Big Data approach to provide more systematic, objective, consistent, and repeatable
evaluation, which is enabled by the recent advances in complex network analysis
and data sciences. The methods of invention evaluation presented here have a wide
application prospect for different groups of people whose work is related to creating
or evaluating inventions and new technologies, including patent lawyers, IP man-
agers, engineers, etc.

Moving forward, this research can be further extended in a few directions. First
of all, in the prior experiments, the z-scores were calculated based on an ensemble
of 10 randomized reference lists of the same patents, for computational efficiency.
For the next, we aim to use larger samples of randomization trials to check if the
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findings in the present paper hold. Second, we also aim to explore alternative
measures of novelty and conventionality based on patent data, and use them to
further test the findings in the present paper. Third, we also plan to develop a
data-driven invention evaluation platform that automates the patent mining, mea-
surement, and visualization procedures. So laypersons (i.e., engineers, managers,
patent lawyers) can use the platform to quantitatively and visually evaluate the
novelty, conventionality, and value of the patented technologies of their interests.
Furthermore, we aim to put the theoretical findings here into practices, and conduct
a few case studies based on the general patterns discovered by the statistical
analysis in this paper.
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Characterizing Tangible Interaction
During a Creative Combination Task

Mary Lou Maher, Lina Lee, John S. Gero, Rongrong Yu
and Timothy Clausner

Abstract Tangible user interfaces change the way we interact with digital infor-
mation, with physical affordances that are distinctly different from pointing and
keyboard/mouse interaction. As a precursor to studying the impact of tangible
interfaces on design cognition, this paper presents a coding scheme for measuring
the difference between two types of user interfaces: tangible and pointing. We
perform a case study, using data collected from an experiment in which participants
are asked to make word combinations from a set of six nouns and give them
meaning. The task is presented as a design task with references to function,
behavior, and structure of the word combination meanings. The case study shows
large differences in gesture and action between the two conditions. We conclude
with hypotheses on how interaction modalities that afford more body movement
may have an impact on creativity and design cognition.

Introduction

The affordances of design tools facilitate specific aspects of designing. As we move
away from the traditional WIMP (Windows, Icons, Menus, and Pointer) interaction,
we encounter new kinds of affordances in interactive digital design tools
(Burlamaqui and Dong 2015). In this paper we focus on how to characterize the
distinction between tangible and pointing interactions, as a precursor to studying
the influence of tangible interaction on design cognition.

Tangible user interfaces (TUIs) are a type of human computer interaction design
based on graspable physical objects, that shift the sorts of actions required for
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interacting with digital information from pointing and clicking to holding, grasping
and moving physical objects. TUIs are the coupling of physical objects and digital
information, and eliminate the distinction between input and output devices, such as
mouse and display (Fitzmaurice et al. 1995). For example, Fig. 1 illustrates
SifteoTM cubes, a type of TUI. Tangibles can trigger various gestures (spontaneous
gestures or intentional actions), and have potential for exploring design alternatives
through novel forms of interacting and discovering.

Previous studies of tangible user interfaces have shown an effect on designers’
cognition during a design task (Fjeld et al. 1998; Kim and Maher 2008; Brereton
and McGarry 2000). Kim and Maher (2008) found an increase of epistemic actions,
and through a protocol analysis were able to observe an increase in the cognitive
processes typically associated with creative design. The potential affordances of the
TUIs, such as manipulability and physical arrangements, may reduce cognitive load
associated with spatial reasoning, thus resulting in enhanced spatial cognition and
creative cognition. Brereton and McGarry (2000) studied the role of objects in
supporting design thinking as a precursor to designing tangible interaction; they
found that design thinking is dependent on gesturing with objects, and recommend
that the design of tangible devices consider a tradeoff between exploiting the
ambiguous and varied affordances of specific physical objects.

In this paper, we study how graspable tangible devices differ from pointing, in a
creative task of combining words and giving the combination a meaning.
Ultimately, our goal is to study how interfaces based on physical objects (i.e. TUIs)
engage human cognition differently than traditional computer interfaces that do not
include grasping within a design context. We claim that the developments in user
interaction toward tangible devices have significant implications for computational
support for designers. In this first step, we want to better understand how graspable
and pointing interactions differ. We describe the results from a case study carried
out to better understand how to measure the differences in gesture and action in an
existing corpus of experimental data. We show a difference in the presence of
gesture and action between the TUI and control conditions; while this was an
expected result of the experiment, here we are reporting a case study on how to
segment and code the data.

Fig. 1 SifteoTM tangible user
interface cubes
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Gesture and Thought

Gesture has been associated with thought and speech production. There is evidence
that gesturing with our hands promotes learning (Cook et al. 2008), and aids
problem solving (Trofatter et al. 2015), but few studies have explored actions with
objects (Fitzmaurice et al. 1995; Fjeld et al. 1998) and none have compared tangible
object and intangible interaction within a creativity context.

Research on gesture in psychology and cognitive science considers the different
types of gestures and the roles that gestures play in communication, problem
solving, and learning. McNeill (1992) describes four gesture categories when
gesture is associated with speech, that he adapted from Efron (1941) and others:
“iconics”, when the gesture depicts an object or event; “metaphorics”, when the
gesture presents an image of an abstract concept such as knowledge or language;
“deictics”, when the gesture is a pointing movement; and “beats”, hand actions
linked to speech rhythm. These categories were developed assuming that the person
is speaking to another person, and suggest that gesture is relevant to language and
therefore important for communication.

There is evidence that gesturing aids thinking. When children are learning to
count, the learning is facilitated by touching physical objects (Efron 1941; Kessell
and Tversky 2006). More specifically, Kessell and Tversky (2006) show that when
people are solving and then explaining spatial insight problems, gesturing facilitates
finding solutions. Goldin-Meadow and Beilock (2010) summarize findings as
“gesture influences thought by linking it to action”, and “producing gesture changes
thought” and can “create new knowledge”. These studies show that gesture, while
originally associated with communication, is also related to thinking. Tangible
interaction design creates an environment that encourages actions on objects, and
therefore affords more gestures and actions than traditional GUIs. We posit that the
affordances of graspable tangible devices, when present during a creative task, may
affect cognition.

Case Study

We use a case study approach as an early exploration of the differences between
tangible interaction and pointing interaction in a collaborative task (Casakin and
Badke-Schaub 2015). In this paper we present a subset of the data from an
experiment designed to study the effect of tangible interaction on creative cognition
(Clausner et al. 2015). The experiment design uses a conceptual combination task,
which for the purposes of this study is similar to a design task: a synthesis of
prescribed components (words) and the creation of a meaning for selected com-
binations. The conceptual combination task in this experiment is an adaptation of
Wisniewski and Gentner (1991), for the purpose of investigating tangible interac-
tion and its effect in a creative cognition task.
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In the experiment the participants are asked to combine words from a given set
of 6 words, and then describe meanings for the combined words. In the instructions
the participants are asked to think about the function, behavior, and structure of the
combined word when creating its meaning. The visual display features of the words
were maintained across the two conditions, but varied across conditions in terms of
the affordances for interacting with the words: words were displayed on tangible
user interface cubes (Cubes Condition, Fig. 2 right) or printed on a poster board
(Poster Condition, Fig. 2 left).

Pairs of participants worked together in the conceptual combination task
(Pauwels et al. 2015). A within-subjects experimental design enabled comparison
of the graspable interaction when compared to pointing for each pair of participants.

Participants

Forty 6th-grade children (aged 11–12) participated in the experiment, providing
data for 20 pairs of participants. For our case study, we arbitrarily selected results
from 5 pairs of participants. We chose 6th grade children because of their ability to
compose creative meanings while engaging them in a task that would be received as
age-appropriate.

Words as Design Elements

Considering the conceptual combination task as a design task, the words provided
the requirements of the design, and the task is similar to a design synthesis problem.
The two word sets comprised six words each. Each word is a single-syllable noun
representing a concrete basic-level category object (Clausner et al. 2015). Each

Fig. 2 Schematic of stimuli
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noun represented one of six disparate semantic categories: food, furniture, tool,
clothes, vehicle, and animal, shown in Table 1. This prevented word combinations
from forming same-category meanings, thus promoting creative thinking. Each set
of six nouns was constructed such that the 30 possible pair-wise combinations (e.g.
rice desk) would not form conventional lexicalized N–N compounds.

Materials

Six Sifteo cubes were programmed to display one word per cube. The display did
not change, and no other cube sensors or capabilities were active. The display
screen of Sifteo cubes is housed in a square frame with rounded corners. The
printed poster stimuli were designed to match cube displays on task relevant per-
ceptual attributes: text font and size; words appeared centered in a rounded square;
and initial spatial arrangement of the cubes and printed squares matched.

Procedures

The within-subjects procedure consisted of an instruction phase followed by two
experiment conditions: Poster Condition and Cubes Condition in two counterbal-
anced blocks. The two Word Sets were counterbalanced with condition type
(Poster, Cubes) and block order (Block 1, Block 2). The duration of the experiment
was approximately 20 min, consisting of the instruction phase followed by two
experimental blocks of 5 min each. Participants were instructed to “combine words
and come up with as many creative meanings as you can”. The instructions
included an example: “the word fish and the word car are things everyone knows
about, but nobody knows about a fish car”. Three questions based on function,
structure, and behavior (Gero 1990) encouraged creative thinking: Who can tell me
what a fish car might look like?—what a fish car is for, or what it does?—how a fish
car works? In the experimental phase each participant pair sat at a table with a
poster paper (Poster Condition) or Sifteo cubes (Cubes Condition) (Fig. 3).

Table 1 Word set stimuli by
semantic category

Category Word set 1 Word set 2

Animal Cow Bee

Artifact-tool Phone Rope

Clothes Shoe Shirt

Food Egg Rice

Furniture Chair Desk

Vehicle Bike Car
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Participants self-selected their choices of word combinations and how they took
turns presenting their creative ideas to their paired partner. Experimental sessions
were video and audio recorded.

Exploring Hypotheses for Characterizing the Effect
of Graspable Interaction on Design Creativity

In this case study we explore methods of measuring the difference in gesture and
action between the two interaction conditions, in ways that are relevant to previous
studies on creative cognition, a core component of creative design. As a means to
defining relevant measurements, we present potential hypotheses on the impact of
tangible interaction on creative cognition.

Epistemic Actions Improve Creativity

We are interested in the argument that interfaces based on physical objects may offer
more opportunities for epistemic (i.e. exploratory) actions than pragmatic (i.e. direct)
actions (Kirsh and Maglio 1994). Epistemic actions are exploratory motor activity
aimed at uncovering information that is hard to compute mentally. An example of
epistemic action is the way novice chess players find it helpful to physically move a
chess piece when thinking about possible consequences. Epistemic actions offload
some internal cognitive resources into the external world by using physical actions
(Maher et al. 2014). In contrast, pragmatic actions are motor activity directly aimed
at a final goal. If tangible interactions offer greater opportunity for epistemic actions,
then they may improve creativity by affording mental exploration through physical
action (Fjeld et al. 1998). This leads to hypothesis H1.

• H1: Tangible interaction increases epistemic actions when compared to pointing
interaction.

Fig. 3 Experimental design. Left cubes condition/Right poster condition
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Fluid Movement Leads to Creativity

We expect that bodily movement can influence cognitive processing, with fluid
movement leading to fluid thinking. Slepian et al. (2014) explain the effect of fluid
body movement on creativity. Creative thought is often contrasted with analytical
thought: creative thought is associated with a more relaxed, open and playful
approach where analytical thought is more rigid and precise; a fluid can move in
multiple directions with ease, and the ability to fluently and flexibly generate
multiple thoughts is essential for creativity. Fluid thinking, thus, is a metaphor for
certain elements of creativity (Hofstadter 1995). This leads to hypothesis H2.

• H2: Tangible interaction encourages more fluid body movement than pointing
interaction.

Collaboration Drives Creativity

Tangible interactions enable the development of sharable interfaces that provide a
unique collaboration environment (Xie et al. 2008). Tangible interactions can
impact children’s collaboration and facilitate engagement and motivation that
increase attention to tasks. We expect that the higher the interest in the experiment,
the more active and collaborative their behaviors, which is expected to enhance the
ability to think of creative and novel meanings. This leads to hypothesis H3.

• H3: Tangible interaction draws more collaborative actions than pointing
interaction.

Abstract Concepts Enhance Creativity

Abstract concepts may help people solve problems in more creative ways, and
encourage people to think “outside of the box.” (Sternberg and Lubart 1999). We
have expectations that the participants might engage in more abstract thinking when
they explain function-behavior, and this abstract thinking will lead to creative
meanings. This leads to hypothesis H4.

• H4: Tangible interaction elicits more function and behavior exploration than
pointing interaction.
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Bimanual Interaction Facilitates Creativity

We propose that bi-manual tangible interaction may improve creative output,
because manipulating cubes with two hands may facilitate interhemispheric inter-
action (Bevans 2011). This leads to hypothesis H5.

• H5: Tangible interaction induces use of both hands.

Data Analysis for Case Study

Segmentation and Coding

Our analysis of the video stream for each session involves segmenting the video
into discrete elements defined by a start time and end time, and assigning a code to
each segment. We started by segmenting the verbal stream according to speaker,
and then segmenting it into smaller segments so that a segment is formed around
the utterance of a word combination or around the definition of a word combination.
In order to associate the gestures and actions with design issues, we had an addi-
tional stage of segmentation in which each segment is associated with one “FBS”
code using the FBS coding scheme described below. Segmentation and FBS coding
were done simultaneously. We then coded each segment using a gesture/action
coding scheme described below. We coded a gesture for each of the two children’s
left and right hand for each FBS segment. Two of the authors performed the coding
together for 3 of the sessions, to ensure agreement on the coding scheme. Then a
single author coded all sessions twice, separated by a period of several days,
followed by an arbitration process to identify and resolve differences in coding.

FBS Coding Scheme

Function-Behavior-Structure (FBS) is a schema for analyzing design activity. The
definitions of FBS (Gero 1990) originally proposed are listed in Table 2.

Table 2 The FBS definitions by Gero (1990)

Function The intentions or purposes of the design artifact

Behavior How the structure of an artifact achieves its functions

Structure The components which make up an artifact and their relationships
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When instructing the participants to create a meaning for word combinations,
they are asked to describe its function, behavior, and structure.

• R: Requirements. This is when the participant makes a verbal reference to one of
the six words printed on the poster or cubes.

• F: Function. This is when the participant talks about the purpose, use, or
function when describing the meaning of the word combination.

• Be: Expected behavior. This is when the participant talks about an expected
behavior in the meaning of the word combination.

• Bs: Behavior from structure. This is when the participant talks about whether the
structure in the meaning of the word combination can actually achieve the
expected behavior.

• S: Structure. This is when the participant talks about the appearance, the form,
the spatial qualities, and the material properties of the meaning of the word
combination.

• O: Other. This is used when a participant repeats a phrase or talks about
something that is not relevant to the task.

For example: shirt car (coded as requirements), the participants talk about how it
behaves: “you wear” (coded as expected behavior), what it looks like: “car made
out of shirt” (coded as structure), and what it is for: “that you can drive” (coded as
function).

In addition to the FBS codes, we coded when the F, B, or S segment introduces a
new or surprising idea for that pair of participants. The meaning of surprising is
derived from the distinction between novel and surprising in (Maher 2010; Grace
et al. 2015). Surprising ideas are unexpected issues associated with the function,
behavior or structure of the meanings the participants ascribed to the word com-
bination. For example, when explaining chair egg in a particular session, Child 2
said “a chair and an egg what if there is like a whole cracked up egg and you can
just sleep on it like a vampire or just like be in the egg.” A vampire in this context is
unexpected and was coded as surprising.

Gesture/Action Coding Scheme

Gestures are expressive, meaningful body motions involving physical movements
of the fingers, hands, arms, head, face, or body with the intent of conveying
meaningful information or interacting with the environment. Gestures vary in form,
function, and in how they relate to language. Bodily experiences play an integral
role in human cognition (McNeill 1992; Goldin-Meadow and Beilock 2010).
Gestures help people link words to the world (e.g. deictic gestures) or help a person
organize spatial information into speech (e.g. iconic or metaphoric gestures). When
we code the gestures in this case study, we distinguish between gestures and actions
where actions are body movements associated with the intention to hold or move a
physical object. Our intention in developing this coding scheme is to explore
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potential correlations between the gesture or action, and the cognitive issue (a
cognitive issue is F, B, or S). For example, does a grasping gesture correlate with
thinking about structure, or thinking about behavior? We coded gestures and
actions in five categories, shown in Table 3.

Although the tangible cubes afford many different actions (grasping, rotating,
stacking, picking up, and rearranging), we coded all actions on the cubes as
Grasping. This is distinctive to the Cubes condition and allowed us to compare the
impact of the words on cubes to words on the poster. When the participant used a
finger or hand to point to a word on a cube or poster, we coded that segment as
Pointing. All other body movement was coded as Other Gesture (OG). An example
of OG is when a participant said “it happened over and over again” while gesturing
by repeatedly tracing a circle with one hand. If the participant’s hand was on the
table but not moving, it was coded as No Gesture (NG), and if a hand was below the
table so that it could not be seen, it was coded as Not Visible (NV).

Coding Analysis

In this paper, we report on the coding and analysis of 5 of the 20 pairs of partic-
ipants for a total of 10 sessions. We are using this smaller set of data to explore our
hypotheses about the differences in body movement in the two conditions, and as
the basis for developing hypotheses for a more complete analysis of the entire
corpus of data. Our notation to refer to the session is pair number-condition, e.g.
P01-POSTER is the pair of participants labeled P01, and the condition is the poster
condition.

Figure 4 shows an overview of the coded data for one pair of participants. Each
bar in the figure is one of the FBS segments, plus NT which we used to code a time
segment in which the participants were not talking. Each code is indicated in a
different color. This pair is typical of all 5 pairs: Grasping dominated in the Cubes
condition and Not Visible dominated in the Poster condition.

Table 4 shows the percentage of new words and surprising words for each
session along with the Total Segment number and which condition was first in the
Order column. In all cases, there were more FBS segments in the Poster condition
than in the Cubes condition, yet the number of new and surprising words is higher
in the Cubes condition in 3 of the 5 participant pairs in this case study.

Table 5 shows the total number of gesture segments as a percentage for each pair
in each condition, indicating whether the Poster or Cubes condition was larger. For

Table 3 Gesture/action
coding scheme

G Grasping

P Pointing

OG Other gesture

NG No gesture

NV Not visible
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example, the NV and P code in the poster condition is larger than the NV and P
code in the cubes condition for all 5 pairs, which is displayed in red column. And
the G code is dominated in the cubes condition for all 5 pairs, which is displayed in
blue column.

We observed the actions performed with the cubes, such as: making word
combinations by changing the arrangement of cubes, holding the cubes without
meaning, and actions performed to make word combinations by adding or taking
out cubes from word combinations. We observed gestures not related to actions on
the cubes, such as: gestures to explain meanings of a word combination, gestures to
describe the behavior or the appearance of a word combination, gestures to repeat a

Fig. 4 Gestures on FBS codes. Top P05 cube condition, Bottom P05 poster condition
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certain pattern, and habitual stroking of the hair and patting around the lips. In all
cases, the cubes condition had more gestures + pointing + action and the poster
condition had more no gesture + not visible. This means that the participants
exhibited a relatively higher proportion of using their hands in the cubes condition
than the poster condition.

Table 6 shows percentages of segments based on FBS code, with an indication
of when the percentage is greater in the cubes or the poster condition. For example,
the segments coded R (Requirements) refer to the task to be performed. Thus, the
number of segments coded R is correlated with the number of word combinations
the pair came up with during the session. The remaining segments code when the
pair explained meaning(s). All of the total number of requirement segments as a
percentage, for each pair in cubes condition is larger than poster condition. This
means that cube condition produces more word combinations per total number of
segments, which is displayed in the blue column in Table 6.

Table 4 New and surprising words in poster and cube condition

Order Poster Cubes

Total
segment

New (%) Surprising
(%)

Total
segment

New (%) Surprising
(%)

P01 Cubes 205 9.8 1.5 143 18.2 ▲ 2.8 ▲
P02 Poster 194 13.9 2.6 180 16.1 ▲ 2.8 ▲
P05 Poster 243 25.5 4.5 200 28.5 ▲ 6.5 ▲
P04 Poster 205 24.9 ▲ 4.4 ▲ 194 21.1 1.5

P03 Cubes 228 34.6 ▲ 9.2 ▲ 176 31.8 6.8

▲ indicates the higher value in the two conditions

Table 5 Gesture percentages in poster and cube condition

G
(%)

P
(%)

OG 
(%)

NG 
(%)

NV
(%)

Total
(Count)

Poster

P01 0 2.6 ▲ 7.9 11.1 78.4 ▲ 820
P02 0 1.2 ▲ 7.5 1.4 89.9 ▲ 776
P03 0 3.2 ▲ 52.2 ▲ 16.9 ▲ 27.7 ▲ 912
P04 0 3.0 ▲ 13.9 4.8 78.3 ▲ 820
P05 0 0.2 ▲ 26.5 ▲ 20.1 ▲ 53.2 ▲ 972

Cubes

P01 37.3 ▲ 0.7 17.0 ▲ 31.7 ▲ 13.3 571
P02 51.7 ▲ 1.0 8.9 ▲ 12.1 ▲ 26.4 720
P03 37.4 ▲ 0.3 40.9 12.5 8.9 704
P04 56.4 ▲ 0.9 16.5 ▲ 16.4 ▲ 9.8 776
P05 68.8 ▲ 0 20.9 5.0 5.3 796

G: Grasping, P: Pointing, OG: Other Gesture, NG: No Gesture, NV: Not Visible

▲ indicates the higher value in the two conditions
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Not Talking (NT) is not typically included in the FBS coding scheme, but is in
this case study. It is meaningful to code NT because the participants were gesturing
or grasping while not talking. Figure 4 shows percentages for gestures based on
FBS. It shows a high portion of gestures using cubes during ‘no talking’ time. This
result can be used as a clue to how a series of gestures which appear while they do
not talk, develop thoughts in performing design tasks and what effect they have on
cognition.

Analysis of Table 6 shows that, of all FBS codes, structure has the highest
proportion. Structure issues address the object(s) and their relationships while
explaining the meaning of word combinations. Table 6 also shows that in all 5
cases, the percentage of Requirements segments is always higher in the Cubes
condition.

H1: Tangible interaction increases epistemic actions when compared to pointing
interaction.

Epistemic actions are counted as the number of segments in which the partici-
pant is pointing at a word or grasping a cube. As seen in Table 7, the percentage of
segments coded as epistemic actions is higher in cubes condition than poster
condition for all 5 pairs, which is displayed in the blue column. In the case of P05,
epistemic actions (grasping) are 59.7% of the segments in the cubes condition. In
the cubes condition, participants are changing or realigning the positions of the
cubes but in poster condition, percentage of epistemic action (pointing) is negligible
at 0.2%. Participants rarely took pointing actions.

Table 6 FBS segment percentages in poster and cube condition

R
(%)

S
(%)

F
(%)

O
(%)

Be
(%)

Bs
(%)

NT
(%)

Total
(Count)

Poster

P01 19.5 52.7 ▲ 2.4 8.3 11.2 ▲ 0.5 5.4 205
P02 17.0 20.6 0.5 39.7 ▲ 7.2 ▲ 6.2 ▲ 8.8 194
P03 5.3 44.3 ▲ 3.9 17.1 23.2 ▲ 6.1 0.0 228
P04 13.2 46.3 3.9 ▲ 15.6 ▲ 11.7 4.4 ▲ 4.9 205
P05 4.1 34.2 2.5 ▲ 27.2 ▲ 16.0 2.9 13.2 ▲ 243

Cubes

P01 25.9 ▲ 45.5 3.5 ▲ 8.4 ▲ 4.2 3.5 ▲ 9.1 ▲ 143
P02 21.1 ▲ 23.9 ▲ 1.7 ▲ 28.9 5.6 4.4 14.4 ▲ 180
P03 15.9 ▲ 33.0 4.5 ▲ 19.9 ▲ 20.5 6.3 ▲ 0.0 176
P04 16.5 ▲ 47.9 ▲ 3.6 11.9 11.9 ▲ 0.0 8.2 ▲ 194
P05 9.5 ▲ 38.0 ▲ 0.5 18.5 18.5 ▲ 3.0 ▲ 12.0 200

R: Requirements, S: Structure, F:Function, O:Others, Be: Expected Behavior, Bs: Behavior from 
Structure, NT: No talking

▲ indicates the higher value in the two conditions
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H2: Tangible interaction encourages more fluid body movement than pointing
interaction.

Where H1 focuses on epistemic actions, considering only those segments in
which the participants are searching the words for a word combination to give
meaning, H2 focuses on body movements during all phases of the design task.
Hence all the gestures with the cube and other gestures were included in this
comparison. There is diverse range of fluid body movements. Movements made
with cubes show continuously repeating patterns of behavior. For example, there is
the pattern of back-and-forth movement on the surface on the desk with a cube held
in one hand, or the pattern of keeping on turning the cube in one direction.

Overall, the percentage of segments with body movements is higher in cube
condition than poster condition. In Table 8, P03 and P05 show the highest pro-
portion of body movements in both conditions. When compared with Table 4, P03
and P05 expressed more surprising meanings. Though the data is not sufficient to

Table 7 Epistemic actions in poster and cube condition

Poster Cubes
Pointing Total 

(%)

Grasping Total 
(%)C1

(Count)
C2

(Count)
C1

(Count)
C2

(Count)
P01 0 17 2.1 51 137 33.3 ▲
P02 9 0 1.2 96 206 41.9 ▲
P03 16 13 3.2 98 165 37.4 ▲
P04 25 0 3.0 188 214 51.8 ▲
P05 0 2 0.2 259 216 59.7 ▲

▲ indicates the higher value in the two conditions

Table 8 Body movement in poster and cube condition (number of segments)

Poster Cubes
P OG Total 

(%)

G OG Total 
(%)C1

(Count)
C2

(Count)
C1

(Count)
C2

(Count)
C1

(Count)
C2

(Count)
C1

(Count)
C2

(Count)
P01 0 22 20 45 10.6 54 157 52 96 62.9 ▲
P02 9 0 3 55 8.6 119 253 25 64 64.0 ▲
P03 16 14 184 292 55.5 98 165 133 288 97.2 ▲
P04 25 0 76 38 17.0 207 231 83 128 83.6 ▲
P05 0 2 163 95 26.7 300 252 60 166 97.7 ▲

▲ indicates the higher value in the two conditions
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say this increase in body movement and increase in new and surprising ideas are
related, it highlights that this is a hypothesis to explore further.

H3: Tangible interaction encourages more collaborative actions than pointing
interaction.

In order to determine if the tangible objects create a more collaborative envi-
ronment in performing tasks, we counted how many segments a participant speaks
before being interrupted by the other participant in each condition. It was assumed
that if the two participants speak alternately, it means that they cooperate to make
developments by sharing thoughts to perform the tasks, and that both participants
are engaged in the activity.

In Table 9, the number for each participant in the row labeled 1 is a count of how
many times that participant spoke for 1 segment before the other participant spoke,
row 2 is how many times that participant spoke for 2 segments before the other
participant spoke, and so on. We indicate when the cube condition is greater than
the poster. Our analysis shows that subjects generally spoke more times alternately
in the poster condition. In Table 9, by this analysis, P03 is the most collaborative.
In the cube condition, child 1 spoke 33 times and child 2 spoke 24 times while in
the poster condition, child 1 spoke 41 times and child 2 spoke 27 times.

The percentage of abstract concepts for each pair under each condition is shown
in Table 10. For participants P03 and P05 function and behavior segments were a
higher percentage of the segments when explaining meanings compared to the other

Table 9 Hold the floor in cube and poster condition

Poster

Seg
P01 P02 P03 P04 P05

C1
(Count)

C2
(Count)

C1
(Count)

C2
(Count)

C1
(Count)

C2
(Count)

C1
(Count)

C2
(Count)

C1
(Count)

C2
(Count)

1 24 ▲ 20 ▲ 31 ▲ 20 ▲ 41 ▲ 27 ▲ 29 ▲ 33 ▲ 23 ▲ 24 ▲

2 4 6 ▲ 8 ▲ 7 ▲ 3 13 6 ▲ 1 9 ▲ 6
3 1 1 ▲ 2 9 ▲ 1 4 1 3 ▲ 6 ▲ 2
4 - 1 - 5 ▲ - 2 ▲ 1 1 ▲ - -

Cubes

Seg
P01 P02 P03 P04 P05

C1
(Count)

C2
(Count)

C1
(Count)

C2
(Count)

C1
(Count)

C2
(Count)

C1
(Count)

C2
(Count)

C1
(Count)

C2
(Count)

1 13 17 27 18 33 24 23 17 14 9
2 6 ▲ 3 6 6 7 ▲ 13 4 8 ▲ 8 8 ▲
3 1 0 2 5 - 4 3 ▲ 1 2 2
4 1 ▲ 1 - 4 - - 1 - - 2 ▲

▲ indicates the higher value in the two condition
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pairs of participants. When compared with Table 4, participants expressed more
surprising meanings in P03 and P05.

We observed that there may be a correlation in the participants explaining
function or behavior in the segments before and after coming up with a surprising
meaning. For example, in the word combination car rice, a concrete representation
refers to the shape and color or something that describes structure related to its most
common use. An abstract representation refers to car rice as a food like “if you are
hungry, you can eat the car while you are driving, they cheap too because they’re
edible.” This meaning is about function and behavior. These more abstract thoughts
might lead the participants to contemplate other, less common uses or structure
descriptions.

H4: Tangible interaction elicits more function and behavior exploration than
pointing interaction.

H5: Tangible interaction induces use of both hands.

We measured bimanual interaction in two ways: alternate uses of each hand and
simultaneous usage of both hands. Table 11 shows how many times hand gestures
were used for each participant. In order to investigate whether participants used
both hands when making explorative gestures, we counted the number of segments
with gasping and pointing. As there were no pointing or grasping gestures in P01
child 1, P05 child 1, P02 child 2 and P04 child 2, they were excluded from
comparison. In the remaining sessions, the number of times when both hands are
alternately used was larger in the cubes condition. In the poster condition, partic-
ipants did not use pointing gestures at all except in P03, and even when using
pointing gestures they used only one hand.

Table 12 shows the number of segments for each child where the LH and RH are
both coded as G, P, OG. Bimanual interaction occurred more frequently in the
cubes condition than the poster condition.

Table 10 Abstract concept
in poster and cube condition

Poster Cubes

F (%) B (%) Total F (%) B (%) Total

P01 2.4 11.7 14.1 ▲ 3.5 7.7 11.2

P02 0.5 13.4 13.9 ▲ 1.7 10.0 11.7

P03 3.9 29.3 33.2 ▲ 4.5 26.8 31.3

P04 3.9 16.1 20.0 ▲ 3.6 11.9 15.5

P05 2.5 18.9 21.4 0.5 21.5 22.0 ▲
▲ indicates the higher value in the two conditions
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Discussion and Future Work

This paper presents a coding scheme used in a case study, to measure the influence
of the grasping affordances present in tangible user interfaces, in the context of a
design task. Our gesture/action coding scheme connects gesture to the segmentation
and coding of the verbal utterances of FBS issues. Our coding scheme includes
Grasping, Pointing, Other Gesture, No Gesture, and Not Visible. The case study
reported in this paper shows that the cubes condition served as an environment that
has more gesture and action than the poster condition. Although this is to be
expected given the different affordances in the two conditions, our coding scheme
identifies a way to measure this difference in a design context.

Using our gesture/action coding scheme applied to 5 case participants, we
measured the differences between actions in the cubes condition (tangible inter-
action with the design elements) and poster condition (no tangible interaction) to
explore 5 hypotheses, derived from the literature on creativity, that relate body
movement and creativity. Of the 5 hypotheses, our case study shows that the 3 that
are directly related to body movement (H1, H2, and H5) should be further explored.
The two hypotheses that relate to collaboration (H3) and abstract thinking (H4) are
not strongly associated with tangible interaction when compared to pointing
interaction. Specifically, our case study supports further analysis of the following
hypotheses; alternately, non-tangible interaction my have a negative influence on
these hypothesized factors.

1. Tangible interaction encourages more epistemic actions.
2. Tangible interaction encourages more fluid body movement.
3. Tangible interaction encourages the use of both hands.

This exploration of the data and hypotheses is a starting point for understanding
the influence of TUIs on gesture and action in a design task, with the potential for
developing similar studies that show the impact of this kind of body movement on
creativity and design. Our study results are consistent with the idea that participants
produce more gestures when allowed to manually manipulate physical objects.

Table 12 Bimanual interaction, number of segments, in poster and cube condition

Poster Cubes
C1 C2 Total C1 C2 Total

P01 4 4 8 13 80 93 ▲
P02 0 16 16 25 119 144 ▲
P03 53 127 180 78 151 229 ▲
P04 14 11 25 108 116 224 ▲
P05 21 24 45 169 166 335 ▲

▲ indicates the higher value in the two conditions
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The contributions of this paper include: a coding scheme specifically for gesture
and action in a design task, and the exploration of hypotheses relating gesture and
action to creativity. While the affordances of different kinds of user interfaces are
taken into consideration in designing new interaction technologies (Kim and Maher
2008), few studies consider their impact on cognition (Cook et al. 2008; Trofatter
et al. 2015; McNeill 1992). In this study we focused on characterizing TUI affor-
dances on cognitive design issues (FBS), that ultimately can inform the design and
analysis of new TUI technologies and applications. Currently we are coding and
analyzing the full set of experimental participant data in two coding scheme
methods: FBS (as in this paper) and psycholinguistics and semantics (Clausner
et al. 2015). In our future work, we plan to apply the gesture/action codes to the
remainder of the participants in the experimental data, and to further explore
hypotheses that posit correlations between our gesture/action codes and cognitive
issues in designing.
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Dissecting Creativity: How Dissection
Virtuality, Analogical Distance,
and Product Complexity Impact Creativity
and Self-Efficacy

E.M. Starkey, A.S. McKay, S.T. Hunter and S.R. Miller

Abstract Product dissection has been adopted in engineering education as a means
to benchmark existing products and inspire new design ideas. Despite widespread
adoption of dissection practices, however, little is known about the effectiveness of
the widely varying approaches of dissection for encouraging creativity. Therefore,
the purpose of this study was to identify the impact of dissection virtuality, ana-
logical distance, and product complexity on creativity and self-efficacy through a
factorial experiment with 30 engineering students. The results show that virtual
dissection can be used to increase student creativity over physical dissection but this
increase is moderated by the complexity and analogical distance of the product
being dissected. CSE was not significantly impacted in the study. These results are
used to derive implications for dissection practices in engineering education and
drive future research that explores the multifaceted role of analogical distance in
example-based design practices.

Introduction

Product dissection—the systematic disassembly and analysis of a product and all of
it’s parts—has become a staple in engineering design courses due to its ability to
help students understand (Sheppard 1992), benchmark (Lamancusa et al. 1996), and
redesign (Grantham et al. 2010; Toh and Miller 2013) existing products. Although
recent work have shown that student participation in team-based product dissection
activities increases novelty (Toh et al. 2012) and student design variety over other
forms of physical product interactions (Toh and Miller 2014), limited attention has
been given to the varying approaches to deploying product dissection activities. For
example, while virtual dissection has increased in popularity in recent years due to
costs associated with physical dissection practices e.g., material costs and space
requirements (Borrego et al. 2010; Devendorf et al. 2010) and the scalability
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problem associated with physical dissection (Doyle et al. 2011; McKenna et al.
2008), limited research has been conducted on the impact of dissection virtuality on
student creativity. Universal application without systematic assessment of dissec-
tion variants is problematic because we do not know which forms of product
dissection promote or inhibit creative idea generation.

Exploring the impact of the virtuality of dissection is particularly important
because of the reduced time and effort required to virtually dissect complex
products may actually be beneficial for design creativity. For example, previous
research on the Sunk Cost effect has suggested that the time and effort a designer
invests in a design activity can significantly impact their creative abilities during
idea generation (Viswanathan and Linsey 2011). In addition, research in psychol-
ogy suggests that the medium of interaction can lead to variations in cognitive load
requirements and working memory limitations (Ayres et al. 2003), which is
important given research findings that have linked idea generation activities to
short-term and long-term memory structures (Finke et al. 1992). However, the
impact of the virtuality of the product dissection activities on design creativity has
yet to be explored. Thus, it is open to question how virtual dissection activities help
or hinder engineering creativity.

In addition to the virtuality of dissection, the way a product is selected for
dissection varies between classrooms. This is an important factor to explore given
research that has revealed that the type of example used during the design process
can impact an examples ability to inspire or constrain design thinking (Sio et al.
2015; Agogué et al. 2014). Specifically, researchers have identified that the ana-
logical distance between the example product and the design domain can impact
design creativity, with analogically far examples (Campbell 1960) and surface
dissimilar examples (Wilson et al. 2010) being the most beneficial for helping
designers develop original ideas. The complexity of the product dissected may also
impact idea generation ability following a dissection task. Complex products
require more cognitive effort to analyze and understand (Ayres et al. 2003), which
places greater strain on memory structures. While it makes sense that a stimulus
further from the target would lead to a more creative solution, this is not always the
case with stimulus too far from the desired space (Fu et al. 2013). In addition,
previous research has largely explored the impact of 2D, relatively simple design
examples outside of a dissection context leading to questions of how analogical
distance and product complexity impact creativity during dissection activities of 3D
products.

Finally, research in engineering design has largely focused on how interventions
like product dissection impact design creativity through idea generation activities.
Few studies have explored how these interventions impact creative self-efficacy
(CSE), or “one’s belief in their ability to produce creative alternatives” (Tierney and
Farmer 2002, pg. 1138). This is important given research in psychology that has
related CSE to creative success (e.g., Beghetto 2006; Choi 2004; Gong et al. 2009;
Tierney and Farmer 2011). Additionally, Bandura (1997) noted that CSE might
develop through product dissection activities. Thus, understanding how CSE is
impacted through design activities like product dissection may provide an idea of
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how these activities impact creativity overall, rather than in respect to a specific
design task. However, no studies have been performed in engineering design.

The purpose of the current study was to explore the effects of product dissection
on engineering design creativity and CSE. Specifically, we sought to examine the
effects of dissection virtuality, analogical distance, and product complexity on
student creativity and CSE through an experimental study. While analogical dis-
tance, virtuality and complexity have been investigated previously; the interaction
of these factors has not been explored. The results of this study are used to derive
implications for dissection practices and drive future research that looks at the
complexity of the relationship between example-based design practices and cre-
ativity in engineering education.

Related Work

Although not studied in the context of product dissection, there have been several
studies exploring the impact of design examples and self-efficacy gains on design
creativity. This section serves to summarize the main findings in these research
areas and provide a framework for the current study.

Impact of Examples on Design Creativity

Investigations on the impact of product dissection on creativity has been limited, yet
there has been extensive research conducted that has explored the impact of design
examples, or known solutions to the design problem (e.g. existing products), on
design creativity. This research has shown that these example products can serve as
a ‘jumping off’ point and inspiration for designers (Herring et al. 2009). However,
researchers have also found that viewing examples of prior solutions to a problem
can cause design fixation, or a “blind and sometimes counter-productive adherence
to a limited set of ideas in the design process” (Jansson and Smith 1991, p. 4).
While many studies have shown that examples can cause fixation effects, (see for
example Pertulla and Sipila 2007; Marsh et al. 1999; Linsey et al. 2010), a recent
meta-analysis revealed that the type of example presented can impact the novelty
and quality of an individuals creative output (Sio et al. 2015). In order to understand
how to mitigate the constraining effects of examples and maximize their inspira-
tional impact, researchers have devoted much time and attention to identifying the
impact of example types selected and the type of interactivity a designer has with
the example on design creativity.

Specifically, analogical reasoning has been studied in the context of creativity
due to its ability to highlight important commonalities, identify obstacles, and
suggest new ways to characterize the problem domain (Gentner and Markman
1997). In analogical transfer, the distance between the source (e.g., example
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product) and target (e.g., design domain) can be conceptualized as ranging over a
continuum from far-field, where there are little to no surface shared features with
the target domain, to near-field, where there are a significant number of similar
surface features (Chan et al. 2011). Although increases in the superficial similarity
between near-field analogies make them easier to access (Gentner et al. 1993),
researchers have reported that far-field analogies (Campbell 1960) and surface
dissimilar examples (Wilson et al. 2010) are most beneficial for helping designers
develop novel ideas. Similar effects have been found on exploratory (N = 8)
investigations of product dissection; dissecting analogically far products resulted in
increases in design novelty compared to analogically near products (Toh and Miller
2013). This study also found that quality was not impacted by analogical distance
(Toh and Miller 2013). Importantly, researchers have also found that analogically
distant examples can help designers minimize fixation effects (Campbell 1960;
Simonton 1999).

While this research highlights that distantly related examples may support design
creativity, the complexity of the product being dissected may impact this rela-
tionship due to cognitive load requirements (Sweller et al. 2011). Cognitive load
refers to the amount of working memory required to process information (Mayer
2005). Increases in cognitive load have been attributed to the length or complexity
of an activity (Mayer 2005; Schweppe and Rummer 2014; Mayer and Chandler
2001; Tabbers et al. 2004), as well as how closely the content matches
procedural-motor knowledge (Höffler and Leutner 2007). Specifically, this load can
vary based on the complexity of the content to-be-learned (intrinsic load) and the
cognitive demands imposed by the way the information is presented (extraneous
load). When a complex task is completed (e.g. complex product dissection),
intrinsic load may be increased due to the reduction in mental schema development
(Van Merriënboer et al. 2006) and increase in mental resource requirements
(Feinberg and Murphy 2000), which may interfere with idea generation (Diehl and
Stroebe 1991). On the other hand, the way material is presented (e.g. virtual versus
physical dissection) can impact extraneous cognitive load, providing a positive, or
negative, impact on learning (Feinberg and Murphy 2000).

Creative Self-Efficacy

In addition to exploring the impact of dissection practices on design creativity, we
also explored its impact on creative self-efficacy (CSE). Importantly, CSE—a belief
in ones creative ability—has been linked to creative success (Beghetto 2006; Gong
et al. 2009). The mechanisms that efficacy operate are straightforward—individuals
who believe they are capable of successfully generating novel ideas are the most
likely to engage, persist, and seek out the potentially risky acts of creativity
(Beghetto 2006). This is important because creative ideas, by definition, are those
that differ from those that came before them and have the potential to be met with
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criticism as well as being most likely to fail given their untested nature (Hunter and
Cushenbery 2014).

Although creative self-efficacy is linked to creative outcomes, precisely how to
encourage CSE is less clear given that work here has been somewhat limited.
Fortunately, in the few studies that have examined interventions aimed at improving
CSE, there is indication that is possible to improve CSE with targeted approaches.
For example, Mathisen and Bronnick (2009) utilized three samples including
undergraduate students and employees receiving either a five-day or one-day
training course, and found that CSE increased for all groups. Similarly, Robbins
and Kegley (2010) found that using an online creativity task (i.e., tinkertoy soft-
ware) increased CSE. This study highlights that CSE can be improved in short-term
interventions and that virtual approaches show promise as tools for developing
CSE. Finally, although not studied in the context of CSE, prior work on CSE has
suggested that the complexity of the dissection activity may increase CSE.
Specifically, prior work has found that task complexity is an important factor in
self-efficacy (see for example Bandura 1986) as complex tasks typically require
higher cognitive facilities of the task performer (Bandura 1997).

Taken together, the above studies suggested that CSE is malleable. Specifically,
it identifies that short-term interventions may be used to improve CSE. It also
indicates that the virtuality of the dissection activity may increase CSE due to
differences in the engagement of the activity. However, no study to date has
explored these effects. Thus, we sought to identify how CSE is impacted by product
dissection activities.

Research Design and Methodology

In light of this prior work, the purpose of the current study was to explore the effects
of product dissection on creativity and CSE in an engineering classroom.
Specifically our 2-h experimental study was developed to understand how dissec-
tion virtuality (physical and virtual), analogical distance (near and far), and product
complexity (simple and complex) impacts participant: (1) Design Creativity and
(2) CSE. Specifically, our hypotheses were:

1. Design Creativity will be significantly higher in the virtual dissection condition
compared to the physical condition. This hypothesis is based on prior work that
has shown that has shown that sunk cost plays an important role in design
fixation (Viswanathan and Linsey 2011). Since virtual dissection indirectly
expedites the dissection process by reducing the time and effort required to
dissect complex products in comparison to physically, the reduced ‘cost’ of
virtual dissection may serve to support creativity.

2. Design Creativity will be significantly higher in the analogically far condition
than in the analogically near condition. However, this relationship may be
moderated by the complexity of the product dissected with simple products

Dissecting Creativity: How Dissection Virtuality, Analogical … 63



increasing design creativity. This hypothesis is based on prior work that has
shown that the use of analogically far examples result in increases in design
novelty (Chan et al. 2011), and research that has related task complexity to
cognitive load (Mayer 2005; Schweppe and Rummer 2014; Mayer and Chandler
2001; Tabbers et al. 2004).

3. CSE will be significantly improved following the dissection activity. However,
CSE will be significantly higher in the dissection of the simpler products. This
hypothesis is based on prior research that has shown that short and active
interventions (1-day) can improve undergraduate student CSE (Beghetto 2006;
Mathisen and Bronnick 2009) and research in self-efficacy that has identified the
importance of task complexity (Stajkovic and Luthans 1998).

The remainder of this section outlines the procedures followed for our experi-
mental investigation aimed at addressing these research questions.

Participants

Participants were recruited from a first-year undergraduate engineering design
course at a large Northeastern university. The course used in the study was an
introductory course that has received numerous national awards for its ability to
encourage hands-on engagement of first-year students through two in-depth design
projects throughout the semester. In all, 30 students (22 males and 8 females)
participated in the study.

Procedure

At the start of the experiment, a brief overview was provided and informed consent
was obtained. Participants then completed a CSE survey developed by Tierney and
Farmer (2002). After completing the survey, participants were introduced to the
goal of the study through the following design prompt that was read allowed to
participants as they followed along on provided papers:

Upper management has put your team in charge of developing a concept for a new
innovative product that froths milk in a short amount of time. Frothed milk is a pourable,
virtually liquid foam that tastes rich and sweet. It is an ingredient in many coffee beverages,
especially espresso-based coffee drinks (Lattes, Cappuccinos, Mochas). Frothed milk is
made by incorporating very small air bubbles throughout the entire body of the milk
through some form of vigorous motion. The design you develop should be able to be used
by the consumer with minimal instruction. It will be up to the board of directors to
determine if your project will be carried on into production.

Participants were also provided with samples of frothed milk so they could see the
consistency and appearance of the liquid. The design task chosen in the current
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study was selected to represent a typical project in a first year engineering design
course, or corner stone class. In these courses, students typically redesign small,
electro-mechanical consumer products that are equally familiar, or unfamiliar, to the
students (Simpson and Thevenot 2007; Simpson et al. 2007). To confirm our
participants had equal familiarity with the product being explored, we performed
pilot testing with first-year students prior to this study (Toh and Miller 2015).

Next, participants were randomly assigned to one of eight experimental condi-
tions in the 2 (dissection virtuality) × 2 (analogical distance) × 2 (product com-
plexity) factorial design experiment (see “Experimental Design”). Participants were
then introduced to the purpose and goals of the product dissection activity.
Specifically, participants were instructed that:

Product dissection is often done in industry and academia to uncover opportunities for
re-design. Designers take apart and analyze all components of a product to understand its
structure and properties, and thus, find ways to improve the product. Therefore, the goal of
dissection is to improve the functionality, maintainability, and reliability of a product
through the examination, study, capture, and modification of existing products.

During this activity, you will perform a product dissection on the provided product by
taking it apart and analyzing the function of each component. Your goal is to understand
strengths and weaknesses of the product in order to develop new innovative concepts that
satisfy the design goal.

They were then asked to complete their assigned dissection activity for 30 min
using tools such as screwdrivers, pliers, and table clamps for the physical condition
and SolidWorks eDrawings for the virtual condition. Specifically, during the dis-
section activity participants were asked to take apart the product until they could not
take it apart anymore, analyze the function of each component, complete a bill of
materials, and draw a functional layout diagram, as is typically done following
dissection in engineering design (Doyle et al. 2011), see Fig. 1. Participants were
also instructed to use the full 30 min allotted for the dissection activity and to
continue adding detail to their functional layout diagram until the activity ended.

After completing of the dissection activity, participants completed a 20-min
brainstorming activity for the task described above. The participants were instructed
that the individual with the most creative ideas would receive a $10 gift certificate.
Once the idea generation session was over a post-study CSE survey was
administered.

Experimental Design

The study was of a 2 (dissection virtuality) × 2 (analogical distance) × 2 (product
complexity) factorial design, and participants were randomly assigned to a condi-
tion prior to the study. The levels are described below.
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Dissection Virtuality

Participants were instructed to dissect each product either physically (N = 16),
using tools such as pliers and screwdrivers, or virtually (N = 14) using an animated
exploded view of a detailed 3D model (see Table 1). The virtual dissection activity
was completed in SolidWorks eDrawings 2015 (64 bit edition version 15.4.0.0012)
on A Dell computer with Intel core i5 3.33 GHz CPU and 8 GB of ram running 64
bit Windows 7 on service pack 1. The Computer was outfitted with a 17 Dell
monitor (1280 × 1024 resolution, part number c2jmk), a Dell USB scroll 3-button
optical mouse (part number 0xn967), and a Dell Quiet Keys USB keyboard (part
number KB1421). While students were shown the full capabilities of the applica-
tion through a video (section views, part transparency, exploded view, etc.), they
were not specifically instructed which tools to use during the dissection activity and
thus each student used the tools they felt most appropriate for the dissection task.

Product Analogical Distance

Participants were provided with a product that was either analogically near
(N = 16) or far (N = 14) from a milk-frothing product (the design goal). To ensure
the internal and construct validity (Campbell and Fiske 1959) of analogical distance
as a manipulated variable, three steps were taken. First, a team of subject matter
experts (two faculty members and two PhD students with at least two publications
in related work) generated a list of potential products that were perceived as

Fig. 1 A sample functional layout diagram of the SharpShot Nerf Gun (complex, far)
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differing in analogical distance from the design task along three dimensions: general
appearance, mechanical movement, and use and application. The team discussed
these products until consensus was reached on a final list of 10 possible handheld
electromechanical and mechanical products. These products were then given to a
sample of 10 engineering students along with pictures and descriptions of the
products (e.g. French press, electric drill, spray bottle). Specifically, participants
were provided with pairs of the ten products and asked to rate perceived analogical
distance between the products on a 5-point Likert scale from “very dissimilar in
[e.g. mechanical movement]” to very “very similar in [e.g. mechanical movement]”,
as has been done in previous research (Lopez et al. 2011).

Importantly, these ratings of analogical distance were completed along three
dimensions: general appearance, mechanical movement, and use and application.
Of specific interest to the current study were the pairwise comparisons between the
milk frother product and the nine remaining products. These data were evaluated
once again by the team of subject matter experts and used to select the four products
deemed analogically near and far from the milk frothing domain, see Table 1 for
product list.

Table 1 Products dissected in the experimental study

Complexity

Simple Complex

Analogical 
Distance

Near

Oral-B 3D white power 
Toothbrush (battery operat-

ed)

# parts – 16

Proctor Silex Mixer 
(Model: 62509RY)

# parts – 43 

Far

Tombow Mono Correction 
Tape hybrid style

# parts - 9  

Sharp Shot Nerf Gun 
(Model: 38123)

# parts – 31 
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Product Complexity

Participants were provided with a simple (N = 15) or complex (N = 15) product to
dissect. The complexity of the products was identified through the same pilot
survey used for analogical distance. However, this time on the survey, participants
were provided with each of the 10 products and were asked to rate them on a
5-point Likert scale from “very low in complexity” to “very high in complexity”.
The four products selected from this data represented high levels (complex) and low
levels of perceived complexity (simple) that were also analogically near and far in
nature, see Table 1.

Metrics

Several metrics were used to compare the creativity and self-efficacy during the
study. These metrics are described in detail below.

Design Creativity

The ideas developed were evaluated for creativity using Amabile’s (1996)
Consensual Assessment Technique. Three quasi-expert raters (Kaufman et al. 2013;
Kaufman and Baer 2012) with a background in creativity studies (Baer et al. 2009)
independently rated the ideas generated using a 6-point scale (very uncreative to
very creative). It should be noted that creativity was defined to the raters as an idea
that was both novel and useful (Runco and Jaeger 2012; Sternberg 1999). However,
studies have shown that while raters often consider both novelty and usefulness
when rating overall creativity, they often place a larger emphasis on the idea’s
novelty (Diedrich et al. 2015). Thus, novelty is a first-order criterion for creativity
and usefulness is a second-order criterion. Importantly, using this methodology
there was high agreement among the raters for creativity, α = 0.85. Creativity
ratings were aggregated across the three raters and then were averaged across all of
the ideas generated by each person following recommendations by Silvia (2011).

Creative Self-Efficacy

Differences in CSE were measured by comparing responses from the 3-item pre-
and post-study survey developed by Tierney and Farmer (2002). Specifically,
students were asked to provide responses on items such as “I am good at coming up
with new ideas”. Potential ratings ranged from 0 (low self-efficacy) to 100 (high
self-efficacy) and were used to compare changes in students’ CSE among the
dissection conditions.
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Results

During the study, 153 ideas were developed by participants with an average of 5
ideas developed by each participant (SD = 2.40). These ideas ranged in creativity
scores from 1.33 to 5.5 with a mean score of 2.86 (SD = 1.09). The average change
in CSE during the study was 0.27 (SD = 1.45). The remainder of this section
outlines our results with reference to our hypotheses. These results present one
between-person ANOVA and one mixed-design ANOVA using SPSS v. 22 and a
significance level of 0.05. For all analyses, pairwise comparisons using least sig-
nificant difference tests and simple main effects are reported.

Design Creativity

Our first hypothesis was that virtual dissection would significantly increase idea
creativity compared to physical dissection. In addition, our second hypothesis was
that dissecting analogically far products would increase design creativity but this
increase would be moderated by the complexity of the product. In order to test these
hypotheses, a three-way between-person ANOVA was calculated to examine dif-
ferences in the creativity of ideas generated, see Table 2 for means and standard
deviations. The dependent variable of this analysis was idea creativity and the
independent variables were Product Complexity (Simple, Complex), Analogical
Distance (Near, Far), and Dissection Virtuality (Physical, Virtual). The results
revealed a significant main effect for Virtuality, F(1, 23) = 5.11, p = 0.03,
η2 = 0.18. The remaining two main effects were not significant, Fs < 2.7,
ps > 0.11.

There was a significant Complexity × Virtuality interaction effect, F(1, 23) = 5.06,
p = 0.03, η2 = 0.18 and a marginally significant Complexity × Analogical Distance
interaction effect, F(1, 23) = 4.19, p = 0.052, η2 = 0.15. The Analogical
Distance × Virtuality interaction effect was nonsignificant, F(1, 23) = 3.05, p = 0.09,
η2 = 0.12.

Table 2 Means and standard deviations for idea creativity

Analogical distance Virtuality Complexity

Simplex Complex

Near Physical 2.38 (0.67)a1 2.70 (1.21)a1
Virtual 2.30 (0.63)a1 3.08 (0.35)a1

Far Physical 2.05 (0.56)a1 2.95 (1.21)a1
Virtual 4.80 (0.79)a2 2.57 (0.73)b1

N = 30. Simple main tests were used to compare mean differences across the eight experimental
conditions. Different subscript letters indicate a significant difference in means on the horizontal at
p < 0.05. Different subscript numbers indicate a significant difference in means on the vertical at
p < 0.05
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Notably, the three-way Complexity × Analogical Distance × Virtuality inter-
action effect was significant, F(1, 23) = 9.20, p = 0.006, η2 = 0.29. When ana-
logical distance was far and the method of dissection was virtual, creativity was
significantly greater when complexity was simple (M = 4.80, SE = 0.41) compared
to when it was complex (M = 2.57, SE = 0.48), F(1, 23) = 12.61, p = 0.002,
η2 = 0.35. When analogical distance was far and complexity was simple, creativity
was significantly greater when the method of dissection was virtual (M = 4.80,
SE = 0.41) compared to when it was physical (M = 2.05, SE = 0.41), F(1,
23) = 22.46, p < 0.001, η2 = 0.50. When complexity was simple and the method of
dissection was virtual, creativity was significantly greater when analogical distance
was far (M = 4.80, SE = 0.41) compared to when it was near (M = 2.30,
SE = 0.41), F(1, 23) = 18.61, p < 0.001, η2 = 0.45. The remaining pairwise
comparisons were significant. These results support our hypothesis that while
dissecting products virtually can increase student creativity over physical dissec-
tion, this change in idea creativity is moderated by the analogical distance and
complexity of the product being dissected.

Creative Self-Efficacy

Our second research question sought to understand how CSE was impacted by our
experimental factors. We hypothesize that CSE would be significantly improved
following dissection activities, but the complexity of the dissection activity would
impact CSE gains. In order to test this hypothesis, a four-way mixed design
ANOVA was calculated to examine changes in creative self-efficacy. The
within-person variable was CSE from the pre- and post-survey and the
between-person variables were Complexity (Simple, Complex), Analogical
Distance (Near, Far), and Virtuality (Physical, Virtual). See Table 3 for means and

Table 3 Means and standard deviations for creativity self-efficacy

Complexity Analogical distance Virtuality Pre-assessment Post-assessment

Simple Near Physical 7.75 (1.77)a 8.17 (1.84)a
Virtual 5.83 (2.19)a 7.00 (0.72)a

Far Physical 7.42 (0.50)a 7.75 (0.96)a
Virtual 6.89 (1.17)a 7.17 (1.89)a

Complex Near Physical 6.67 (1.05)a 6.42 (1.07)a
Virtual 4.92 (1.64)a 4.83 (3.38)a

Far Physical 5.67 (1.56)a 5.00 (2.76)a
Virtual 5.89 (3.02)a 6.56 (3.20)a

N = 30. Simple main effect tests were used to compare mean differences across the experimental
conditions with an emphasis on pre- and post-test assessment of CSE. Different subscript letters
indicate a significant difference on the horizontal at p < 0.05
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standard deviations. The ANOVA results revealed a significant main effect for
Complexity with CSE being significant higher in the simple condition (M = 7.25,
SE = 0.47) than it was in the complex condition (M = 5.74, SE = 0.47). The
remaining main effects, two-way interactions, three-way interactions, and the four
way interaction were nonsignificant, Fs < 1.81, ps > 0.19.

Discussion

The main goal of this study was to explore the effects of product dissection on idea
creativity and creative self-efficacy in an engineering classroom. The main findings
from our experiment were as follows:

• Students in the virtual dissection condition created ideas that were more creative
than students in the physical dissection condition

• Students who dissected simple products were more creative when the product
was also analogically far, regardless of dissection virtuality

• Student CSE did not significantly increase or decrease from pre to post
dissection

These results are discussed in the following sections in relation to our research
hypotheses.

The Impact of Dissection Virtuality on Design Creativity

The results of this study support our hypothesis that creativity would be signifi-
cantly higher in the virtual dissection condition compared to the physical condition.
This finding may be related to the sunk cost affect associated with dissecting
products physically; since physical dissection takes more time and effort to com-
plete, participants may be more likely to become fixated on the central ideas of the
dissected product reducing the relative creativity of their ideas. This finding is
aligned with Viswanathan and Linsey (2013) who found that sunk cost can sig-
nificantly impact design fixation during idea generation activities.

While sunk cost effects may offer one possible rationale for this finding, the
result may also be attributed to the way people process information during virtual
dissection activities. Specifically, virtual dissection can be viewed as a more tran-
sient activity than physical dissection as students must rely on exploded views and
animations of the parts as opposed to physically taking apart an analyzing how each
product functions. The transient nature of virtual dissection may cause an increase
in the cognitive load of the user because it requires them to process more infor-
mation in their limited working memory (Chandler 2009; Wong et al. 2012).
Because of this increase cognitive load, participants may not be encoding, or
storing, the information in memory in as meaningful of a way as participants who
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physically dissected the product, leading participants to forget aspects of the pro-
duct or not really understand how a part functions. This is important given research
that has shown a linkage between forgetting and design creativity (Smith 1995;
Smith and Blankenship 1991).

While future studies are needed to understand what facets of virtual dissection
activities make it beneficial for design creativity, our study highlights its utility for
aiding in creative idea generation. The use of virtual dissection activities is highly
desirable due to their reduced costs (Borrego et al. 2010; Devendorf et al. 2010) and
scalability (Doyle et al. 2011; McKenna et al. 2008). The results from this study
indicate that virtual dissection may be better than physical dissection, the more
expensive and less scalable option, for certain activities, indicating that their use is
not sacrificing usability.

The Impact of Analogical Distance and Product Complexity
on Design Creativity

Our results also support, in part, our second hypothesis that analogically far
products would serve to inspire design creativity, but this relationship would be
moderated by the complexity of the product dissected. Specifically, our results
show that dissecting analogically far products increased creativity compared to
analogically near products only when the dissected product was simple. These
findings are supported by prior work that showed that far-field analogies (Campbell
1960) and surface dissimilar examples (Wilson et al. 2010) are most beneficial for
helping designers develop original ideas. However, analogical distance in and of
itself was not a significant main effect for design creativity in our study. This may
be due to increases in the cognitive load required to dissect the complex product
while at the same time identifying the products analogical relationship to the target
domain. In other words, analogically distance, complex products required the most
cognitive load from the study sample of the products dissected. This finding is in
line with prior research that has shown cognitive load increases with the length or
complexity of an activity (Mayer 2005; Schweppe and Rummer 2014; Mayer and
Chandler 2001; Tabbers et al. 2004) and that increases in cognitive load may
interfere with idea generation (Diehl and Stroebe 1991).

However, this relationship is moderated by the virtuality of the dissection
activity, as evident by the significant three-way interaction. Specifically the inter-
action showed that participants who dissected analogically far, simple products
were more creative than those who dissected analogically near, simple products in
the virtual dissection condition. Again, this findings may be due to the increase in
cognitive load (extraneous load) required to dissect products virtually (Feinberg and
Murphy 2000).

While future work is needed to understand cognitive load requirements and its
impact in dissection environments, the current study points to the impact of
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example complexity in idea generation tasks. Future research should be directed at
understanding this relationship and uncovering how analogical distance and com-
plexity impact cognitive load.

The Impact of Analogical Distance and Product Complexity
on Creative Self-Efficacy

Our results refute our hypothesis and contradict prior work that has shown that short
exercises can be used to improve CSE (Mathisen and Bronnick 2009). However,
this prior work showed improvements over a 1-day rather than a 2-h period as
explored in this study. Therefore, these results indicate that there may be a ‘sweet
spot’ for seeing increases in CSE through short hands-on activities. This finding
may also be impacted by the sample used in the current study, as there was a main
effect of complexity that revealed that CSE was significantly higher in the simple
condition than in the complex condition. In other words, students in the simple
condition had a higher starting CSE than those in the complex condition calling for
more research on these effects. Finally, while not studied in the context of CSE,
researchers have repeatedly found that task complexity is an important factor in
self-efficacy (see for example Bandura 1986) as complex tasks typically represent
multifaceted constructs with different implications for information processing and
cognitive facilities of the task performer (Bandura 1997). This study highlights that
further investigation is needed to determine the influence of dissection on CSE.

Conclusions and Future Work

This study has shown that virtuality, analogical distance, and product complexity
impact the creativity of ideas generated in a first year engineering classroom. The
main contributions of this work are: (1) Virtual dissection has shown to be a
superior tool to physical dissection for inspiring creativity in an engineering
classroom, and (2) Analogical distance in product dissection in and of itself was
shown not to impact idea creativity. Instead, this relationship was moderated by the
complexity of the product and the medium of dissection.

While the current study identified important insights into the impact of dissection
virtuality, analogical distance and product complexity on design creativity and
self-efficacy, there were several limitations of the study. First, the study was con-
ducted with first year engineering students due to the nature of dissection activities
in the engineering classroom. While the findings can be used to provide insights
into dissection practices in the engineering classroom, future work is needed to test
the generalizability of these findings outside of an educational context in industry.
Second, the products selected for the current study were identified based on a
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comparison between ten potential products in a similar manner to Lopez et al.
(2011). While a pilot-study was used to identify analogical distance and perceived
product complexity, future studies are needed to test the generalizability of these
findings when wider variations of analogical distance and product complexity are
used. In addition, the design task in the current study was an electro-mechanical
task and the results may be dependent on the type of problem domain explored.
Therefore, future work should look into how the problem domain impacts these
factors. CSE has been linked to one’s ability to be creative, choosing products for
dissection such that CSE gains are higher is desirable and needs further investi-
gation. Future work should investigate CSE in studies of differing length and with
larger samples to further investigate CSE in an engineering education setting.
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Part II
Design Cognition—Design Approaches



What Can We Learn from Autistic People
About Cognitive Abilities Essential
to Design? An Exploratory Study

Andy Dong and Ann Heylighen

Abstract This paper proposes to contribute to our understanding of the funda-
mental cognitive processes essential to design by exploring the experiences of
people who have different information processing behaviors to those found in most
people. In particular, we focus on people with autism spectrum conditions (ASC),
because they are known to have information processing behaviors that are both
maladaptive and exceptional. Central to our exploratory study is the question: what
can we learn from people with ASC about cognitive processes essential to design?
The scholarship on cognitive behaviors associated with the autism spectrum and
narratives on the experiences with design of individuals with ASC are discussed in
relation cognitive processes associated with design. We conclude that the weak
central coherence theory of autism provides a useful prediction of the cognitive
processes necessary for expertise in design practice.

Introduction

At least since Herbert Simon first postulated particular forms of reasoning associ-
ated with design practice (Simon 1969, 1995), design cognition has been a central
theme of design studies (Chai and Xiao 2012). Scholars have been searching for the
possibly unique and essential cognitive processes at the foundation of design
practice, regardless of design discipline (Goel and Pirolli 1992). Part of the chal-
lenge in this search is the very definition of design. For the purposes of this paper,
design is defined as the act of conceiving an object, environment, or situation for an
intended purpose. Methodologically, disproving a null hypothesis about a cognitive
process essential to design is nearly impossible: a hypothesis such as “Analogical
reasoning is essential to design cognition” is hard to confirm, as rejecting the null
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hypothesis that it is inessential would require a population of people who are
impaired in this cognitive process and yet are able to design. Finding a population
that lacks or is deficient in analogical reasoning is extraordinarily difficult, if not
impossible.

To circumvent this methodological challenge, scholars have taken a comparative
psychology approach by examining evidence of cognitive processes in nonhuman
animals that may be relevant in the evolution of design cognition in humans.
A review of cognitive processes found in the great apes identified representation,
recursion, and curiosity as likely to be essential cognitive processes associated with
the conceptual part of design cognition (Dong et al. 2017).

This paper proposes another approach: to examine evidence on the cognitive
behaviors associated with people with autism spectrum conditions (ASC). People
with ASC are known to exhibit both cognitive impairments and exceptional abilities
for imagination. As imagination is considered the cognitive ability sine qua non for
design practice, cognitive behaviors in the ASC may shed light on the cognitive
processes essential to design. As cognitive scientists clarify the specific cognitive
impairments, exceptional abilities, and information processing biases in ASC (e.g.,
Frith 2003; van der Lugt 2005), it may become possible to compare them with our
understanding of design cognition to identify a set of essential cognitive processes.

The rest of the paper continues as follows. First, we briefly review the literature
on design cognition to establish a provisional set of cognitive processes associated
with design. We then proceed to review the literature on cognitive behaviors
associated with ASC in light of the scholarship on design cognition. Narratives of
individuals with ASC and their experiences with design practice are described and
analyzed based upon the provisional set of cognitive processes associated with
design. We conclude by discussing how this analysis helps us understand the nature
of design cognition.

Cognitive Processes Associated with Design

One challenge in identifying a cognitive process associated with design is that there
is no agreed upon exhaustive list of cognitive processes. Cognitive scientists pro-
pose a high-level list of cognitive processes: Attention, Perception, Learning,
Remembering, Speaking, Problem-solving, Reasoning, and Thinking (Eysenck
1993). This list is not exhaustive. In addition, the terms cognitive process, cognitive
function, cognitive skill, and cognitive ability are polysemous and often used
interchangeably. In this paper, a cognitive process refers to an intrinsic ability of the
mind. A cognitive behavior is the outward, observable manifestation of a cognitive
process. A cognitive skill refers to a task-oriented ability that must be learned
through observation and practice, e.g., solving a differential equation or designing a
four-bar linkage. Design is likely to involve a set of cognitive processes. Design is
an adaptive function of the mind’s broad capability for imagination, i.e., generating

82 A. Dong and A. Heylighen



novel mental representations of content that is not available to the senses
(Suddendorf and Dong 2013). Like language, design is a cognitive skill that must
be learned even though the cognitive processes associated with it are intrinsically
available to us. As it takes time to learn a particular language, such as English,
Japanese, or Hindi, so too it takes time to learn to design a four-bar linkage. The
interest in this paper is to identify those cognitive processes essential to designing
independent of the object of design. Cognitive skills associated with designing
specific objects and environments transcend the scope of the review.

To identify a candidate set of cognitive processes, articles published in Artificial
Intelligence for Engineering Design, Analysis and Manufacturing (AI EDAM),
Design Studies, Research in Engineering Design, and Journal of Engineering
Design, all four considered influential journals of design research (Gemser et al.
2012), were searched using Web of Science. Articles having the topic of cognition
were identified (TS = cognition). In total, 84 articles were identified, as shown in
Table 1. Articles about end-user cognition, history, theory, and criticism, literature
reviews, and computational simulations were excluded. This resulted in a set of 67
articles.

One author read each article and noted the cognitive processes studied therein.
The list of cognitive processes was then analyzed to identify the set of most fre-
quently studied cognitive processes. To create this set (see Table 2), a key phrase
count of one to three-word phrases (with appropriate stemming) was performed
over this list of cognitive processes identified. Single words counted were not
allowed to be part of a phrase.

Table 1 Design cognition
articles found in web of
science

Journal Articles

AI EDAM 15

Design studies 58

Journal of engineering design 4

Research in engineering design 7

Table 2 Identified cognitive processes in design cognition articles

Cognitive
process

n Representative
article

Definition

Analogical
reasoning

12 Ball et al. (2004) A reasoning process entailing the transfer of properties
from a source domain to a target domain

Problem
solving

11 Cross and Cross
(1998)

The mental act of finding a process to create a desired
goal from the present situation

Creativity 6 Kim et al. (2007) The generation of novel ideas, objects, environments
or situations

Decision
making

4 Christiaans and
Almendra (2010)

The cognitive selection of an object or course of action
from a range of choices

(continued)
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Cognitive Behaviors in the Autism Spectrum

Autism—from the Greek word ‘autos’ meaning self—is clinically classified as a
‘pervasive developmental disorder’, manifesting itself in a set of behavioral char-
acteristics, mainly with regard to social interaction and communication, and the
presence of restricted, repetitive and stereotyped patterns of behavior (American
Psychiatric Association 2013; Happé 1999; Wing 1997). The term was first used by
Kanner (1943) and Asperger (1944) to describe a group of children, seemingly
living in their own private worlds and combining a great ingenuousness with a
fundamental lack of knowledge about social interaction (Delfos 2005). In the
mid-1960s, well-founded theories started to explain what autism is about: a dif-
ference in information processing with a neurobiological cause (Rajendran and
Mitchell 2007), involving a more consistent, more detailed, and rather literal
interpretation of perceived information (Frith 2008; Noens and van
Beckelaer-Onnes 2004). Today researchers talk about a much wider autism spec-
trum (American Psychiatric Association 2013), as autism-related conditions have
been found to occur in a continuum of different forms and gradations. At one end of

Table 2 (continued)

Cognitive
process

n Representative
article

Definition

Framing 5 Kleinsmann et al.
(2012)

The inclusion and exclusion of facts about an object,
environment or situation to produce a schema for its
interpretation

Ideation 4 Hernandez et al.
(2010)

The creation of an idea for an object, environment or
situation

Team
mental
model

4 Dong (2005) A mental representation of an object, environment or
situation that is shared by a group

Mental
imagery

3 Bilda and Gero
(2007)

A mental representation of the perceptual experience
of an object, environment or situation

Mental
simulation

3 Wiltschnig et al.
(2013)

The mental modification of a mental model of an
object, situation or environment

Reflecting 3 Petre (2004) A consideration of the theories and beliefs that
underlie actions

Conceptual
blending

2 Nagai et al. (2009) The integration of properties from multiple objects or
situations into a single object or situation

Fixation 2 Youmans (2011) The repeated transfer of inappropriate or irrelevant
properties from an object or situation to another object
or situation

Naming 2 Khaidzir and
Lawson (2013)

A description for a set of important elements in a
design problem that require explicit attention

Visual
reasoning

2 van der Lugt
(2005)

The manipulation of a mental image in order to attain
desired knowledge about an object, environment or
situation
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the spectrum, the so-called “Kanner/Asperger types” have rigid, concrete thinking
patterns and definite problems with certain kinds of cognitive processes; at the other
end, the so-called “low-functioning” or regressive/epileptic types, have sensory
processing problems (Grandin 1995a: 138). Below we discuss cognitive behaviors
associated with ASC from both diagnostic and theoretical angles.

From a Diagnostic Angle

In order to understand the characteristics associated with ASC, we start from those
that are determinative in the diagnosis of autism. Note that these are not necessarily
all present and do not always hold for all subgroups to the extent described here. As
starting from these diagnostic determinants may sketch an extreme picture, it is
important not to reduce people to their diagnosis and continue considering them in
the first place as people who, just like others, have important qualities.

Although Kanner’s original interpretation of the term ‘autism’ underwent major
changes, difficulties in social interaction are still acknowledged as one of the most
important, if not the most important aspect of autism (Davis and Carter 2014),
which can express itself in a lack of social or emotional reciprocity. The diagnosis
lists multiple aspects such as a lack of spontaneous urge to share with others certain
experiences, good or bad, or difficulties in putting oneself in someone else’s shoes,
and related difficulties in being aware of someone else’s emotions.

A second important characteristic associated with ASC relates to communication
(Kim et al. 2014), both verbal and non-verbal. Some autistic individuals never learn
to speak; others develop language only later in a sometimes-unusual way, both
form- and content-wise (e.g., repeating collocutors’ words or complete sentences).
Some autistic people, however, speak in a very refined way or do not speak but
write brilliant literary works. Other characteristics relate to difficulties in under-
standing directions or interpreting language non-literally. As far as non-verbal
communication is concerned, visual thinking is often evident at an early age in
high-functioning Kanner-type people (Park 1992). Yet, even those who consider
themselves as ‘visual thinkers’ have difficulties in understanding body language,
facial expressions, or eye-contact (Grandin 1995a).

The limited ability to imagine things expresses itself probably most strongly in
holding on to specific–not necessarily functional–rituals or routines and resistance
to change (American Psychiatric Association 2013; Ahrentzen and Steele 2009;
Sánchez et al. 2011). Trivial changes, such as a small modification in a furniture
arrangement or use of a new tea set, might suffice to make autistic people lose their
hold and cause major stress. This category of characteristics also focuses on their
intense and sometimes limited interests. Both the intensity and focus are remark-
able. Interests may range from questions of origin over dissecting the concrete
structure of appliances to certain movements of processes, like a toy car’s turning
wheel or a sliding door that opens and closes continuously.
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From a Theoretical Angle

The explanatory theories of autism that have been developed offer another angle to
consider the characteristics associated with ASC by going into the underlying
mechanisms.

The first theories about autism situate its cause in perception (Rajendran and
Mitchell 2007). An example is the sensory theory of autism (Delacato 1974). As
suggested in Kanner’s (1943) earliest reports, autistic people process sensory
information in a special way, which can manifest itself in sometimes unusual
reactions to stimuli–hyposensitivity, hypersensitivity, or inability to distinguish
certain stimuli. According to the sensory theory, these difficulties in processing
stimuli from the surrounding physical environment underlie the atypical behavior in
autism (Iarocci and McDonald 2006). Rocking to and fro or biting one’s fingers are
explained as attempts to compensate for these differences in sensory perception
(Mostafa 2007). Sometimes an autistic person has to make so much effort to process
sensory information that other elements enter all the more strongly, which in turn
may trigger strange behavior and frustrations. What may come across as malad-
justed behavior results from an imbalance between the environment and a person’s
abilities to adjust to it (Sánchez et al. 2011). These problems are not unique to
autism (Rajendran and Mitchell 2007), however, suggesting that they might result
from a deeper problem.

In the mid-1980s, the characteristics of autism were starting to be understood as
the consequence of a primary cognitive condition. As a result, several cognitive
theories were developed. Most discussed is the Theory of Mind (ToM) hypothesis
(Baron-Cohen et al. 1985), also referred to as the ‘mind-blindness’ theory
(Lombardo and Baron-Cohen 2011; Baron-Cohen 1990). ToM is the ability to
attribute to and recognize in oneself and others the entire spectrum of mental states
like convictions, desires, intentions, imaginations, and emotions. This ability allows
individuals to think about what is going on in their own and others’ minds
(Baron-Cohen 2001). According to the ToM hypothesis, autistic people develop
only to a limited extent an inner theory of how people think and feel (Delfos 2005).
They show impairments in representing or attributing mental states to both self and
other (Lombardo and Baron-Cohen 2011; Baron-Cohen 1990). This hypothesis
considerably furthered the understanding of the core social-communication
impairments in ASC (Lombardo and Baron-Cohen 2011; Baron-Cohen 1990): to
an autistic person, social interaction is a difficult process as it requires under-
standing what is going on in the other (Sánchez et al. 2011).

Another theory is that of the planning and executive functions (Ozonoff et al.
1991). Originally it was developed as a general theory regarding behavior occurring
in people with, e.g., a brain injury. After similar characteristics had been observed
in autistic people, executive functions were investigated also in the context of
explaining autism (Rajendran and Mitchell 2007). These functions are defined as
the capacity to hold on to a fit set of problem-solving activities and reuse it in the
future to obtain a desired goal state (Welsh and Pennington 1988). This includes the
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intention to curb a reaction and delay it to the right moment, a strategic plan of
successive actions or a mental representation of a task, including storing in memory
the relevant information and desired state. These functions resemble domains such
as attention, reasoning and problem-solving thinking, and differ from cognitive
domains such as sensation, perception, language and memory. Together they allow
for flexibility in thought and action. Within the autism spectrum it is precisely these
central regulatory processes that are said to be sometimes disturbed. The behaviors
are not correctly maintained by an ‘executive supervisory system’. This might
explain the often observed stereotypical and repetitive behavior in autistic people
and their sometimes major resistance to change (Delfos 2005; Ozonoff et al. 1991).

The final theory of autism that has been thoroughly investigated is that of the
weak central coherence. Frith (2003) explains autism by a specific imbalance in
integrating information from different levels. ‘Normal’ information processing is
characterized by an urge for ‘central coherence’, i.e., assembling diverse informa-
tion in order to create meaning at a higher level that subsumes as many contexts as
possible (Frith 2003). Autism is characterized by a weak or absent urge for this
central coherence (Frith and Happé 1994). This tends to be translated as follows:
“people with autism often do not see the wood for the trees. Sometimes they even
do not see the trees, but they do see the grooves in the bark, the leaves and even the
veins in the leaves.” (Cross 2003) Therefore the theory is sometimes wrongfully
reduced to the idea that autistic people are detail thinkers and cannot oversee the
whole (Vermeulen 2010). In advancing this theory, however, Frith (2003) clearly
distinguishes between local coherence at a low level and central coherence at a high
level. Local coherence refers to seeing wholes. This occurs in an early stadium of
information processing and can be done by autistic people equally well. Central
coherence at a higher level addresses the need to fit information into a broader
context and in this way assign meaning to the whole (Frith 2003). This is precisely
where the difficulty for autistic people lies: in distinguishing details that are
important and deserve attention from other details. Most people do not consider a
situation detail by detail. They first try to gain a general impression of the whole,
the essence, and, based thereon, decide subsequently what details are worth their
attention. Autistic people, by contrast, may perceive and store all details as a kind of
compensation strategy (Frith and Happé 1994) because they do not see the essence
(cf. Grandin 1995a). The theory thus points at the sharp eye for some details and the
difficulty in distinguishing essentials from side-issues (Vermeulen 2010). As a
result difficulties arise in recognizing faces and emotions, which require uniting
aspects of intonation, body language, and expression, and in interpreting out of
context (Sánchez et al. 2011).

In his hypothesis about context blindness, Vermeulen (2010) builds on the
theory of weak central coherence, in particular on the aspect of context. Context
does not refer to the whole as such but to the whole of contextually relevant
elements, in both environment and memory, which may also include details.
“Context blindness is a deficit in the ability to use this context spontaneously and
unconsciously in assigning meaning.” It concerns ‘not using’ the context rather than
‘not seeing’ it. Moreover, autistic people are able to consciously use the context
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when someone points out to them that multiple possibilities exist: “Context
blindness is a deficit in the ability to use context spontaneously and unconsciously
in assigning meaning, when information is vague, unclear or ambiguous”
(Vermeulen 2010). When the meaning is not directly clear, when information is
unclear, vague or incomplete, context thus plays a role.

This is also important in case of ‘open connections’. Research suggests that
autistic people are able to see connections and reason logically. They are even good
at fixed one-on-one relations whereby meaning is to be assigned to simple stimuli.
When a stimulus may relate to multiple meanings, however, difficulties arise. In this
kind of one-on-many relations context becomes important to decide which relations
you select out of the many possibilities. Nothing of what humans observe neces-
sarily has an absolute or fixed meaning: meanings change depending on the context.
The world with all its plural and changing meanings is thus very confusing for
autistic individuals. “The sense for context therefore plays a vital role in numerous
cognitive functions, from observing simple objects over understanding language
and human behavior to developing world knowledge with a fair share of common
sense. This reduced context sensitivity leads to difficulties that are highly charac-
teristic for autism.” (Vermeulen 2010).

Experiences with Design of Individuals with ASC

So far we identified a set of cognitive processes associated with design and dis-
cussed cognitive behaviors observed in the autism spectrum. To further our
understanding of which cognitive processes are essential to design, we now
describe the experiences with design of two individuals with ASC. Both were
selected because of (a) their diagnosis on the autism spectrum, (b) their experiences
with design, and (c) the available documentation of these experiences.

The first is Temple Grandin, a professor of animal science and successful ‘hu-
mane’ livestock facility designer. Grandin wrote extensively about her life with
autism, including her way of designing (Grandin 1995a, b, 2009). The second is
Roland, who is schooled in chemical engineering, works as a self-employed con-
sulting engineer, and is a certified inventor. Roland redesigned the interior of his
house (Baumers and Heylighen 2015). Grandin was diagnosed as a child and
describes herself as a Kanner/Asperger type; Roland was diagnosed with
Asperger’s at age 50.

In what follows, we analyze their experiences with designing based on their own
accounts. In the case of Grandin, our analysis relies on her own accounts of her way
of designing, which we found in several publications she authored (Grandin 1995a,
b, 2009). In the case of Roland, our analysis relies on an account of his way of
designing by Baumers and Heylighen (2015), which is based on two weblogs in
which Roland documented his design process, a guided tour through the house
under renovation, and an in-depth interview with Roland on the location of the
design project. These accounts are analyzed in light of abovementioned
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(a) cognitive behaviors within the autism spectrum outlined above and (b) cognitive
processes associated with design to draw a connection between both.

Analogical Reasoning

When designing, Temple Grandin seems to rely heavily on analogical reasoning.
To understand interactions with people during design, she compares them to
something she has read or experienced: “For instance, in my equipment-design
business, an argument between myself and one of my clients is similar to something
I have read about the United States and Europe fighting over trading right.”
(Grandin 1995b) She describes the acquisition of case examples as adding to a
“video” library over which she searches to find solutions to analogous problems.
“Since my mind works similar to an Internet search engine, my ability to solve
problems got better and better as I had more and more experiences and read more
and more books and journal papers. This provided lots of images in my memory for
the search engine in my mind to search.” (Grandin 2009: 1438).

To some extent, analogical reasoning can be found also in Roland’s design
approach. The source he relies on is Alexander et al.’s book A Pattern Language
(Alexander et al. 1977), containing 253 ‘problems’ each of which describes a
problem related to towns, buildings or construction and offers a ‘solution’ (Baumers
and Heylighen 2015: 335). Among these patterns he identifies appropriate expe-
riences that could be related to the interior’s redesign, such as ‘Sitting Circle’,
‘Built-in-Seats’ or ‘Intimacy Gradient’. “And the clever thing is”, according to
Roland, “that Christopher Alexander managed to establish exactly these experi-
ences and linked them to concrete solutions.” It is these solutions Roland draws
upon to redesign the interior of his house.

From their recollections it is impossible to determine whether Grandin and
Roland engage in mostly case-driven analogizing, invoking concrete elements of
prior design solutions as the basis for the present solution, or schema-driven
analogizing, drawing on the principles of prior solutions (Ball et al. 2004). Yet,
their direct references to specific cases (Grandin) and concrete prior solutions
(Roland) would suggest a stronger reliance on case-driven analogizing, a pattern
attributed to novice designers (Ball et al. 2004).

Problem Solving

Both Grandin and Roland take linear and apparently fixed approaches to design
problem solving. In drawing on her “video” library, Grandin describes her design
approach as almost algorithmic. She is able to combine fixed, structural elements
from previous design solutions to generate a new solution. When designing live-
stock equipment she takes bits and pieces of other equipment she has seen in the
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past and combines them to create a new system: “My mind works like the computer
programs that are used to make high-tech special effects in movies; I can take many
different bits and pieces and combine them into new images. I use this method when
I design equipment in my livestock equipment-design business. The more bits and
pieces I have in my “video library”, the better I can design equipment. I have videos
of many things, such as metal posts, sheet metal, bearings, cattle, motors, gates and
so on. To create a new design I pull the bits out of memory and combine them into a
new piece of equipment” (Grandin 1995a).

Similarly, Roland redesigned his house’s interior by drawing on multiple design
patterns (Baumers and Heylighen 2015: 335). Yet, rather than integrating properties
from different patterns into a new solution, he seems to rely on one pattern at a time,
redesigning and completing the interior in a gradual way: he designs something,
builds it (or commissions to build it), and then proceeds with the next part of the
design; there is only a rough master plan. Their descriptions of rather rigid
‘bottom-up’ design approaches contrasts sharply with the recollections of expert
designers, who have been reported to take a ‘systems approach’ starting from ‘first
principles’ (Cross 2003, 2004).

Mental Imagery

Grandin’s writings suggest that she can imagine herself being an animal: “I am
successful in designing livestock systems because I can imagine myself as an
animal, with an animal’s body shape and senses. I am able to visualize myself as an
animal going through one of my systems. This “video” is complete with touch,
sound, visual and olfactory sensations. I can play this “video” from two perspec-
tives. The perspective is either I am watching the animal, or I am inside the animal’s
head looking out through its eyes” (Grandin 1995a: 149–150). According to
Grandin, many systems used in meat plants are designed poorly because the
engineers never thought about what the equipment would feel like when it con-
tacted the animal’s body. She attributes the fact that she does to her ability to set her
own emotions aside: “I can imagine realistically what the animal would feel
because I do not allow my own emotions to cloud the picture” (Grandin 1995a:
149–150). Other factors that might help explain Grandin’s complete “videos” of
being an animal are her outspoken interest in the way subjects of her work see their
world, evidenced by the fact that she gets in a chute herself, and her hypersensitivity
to noise and other sensory stimuli herself, illustrated by her description of her
roommate’s hair dryer as “a jet plane taking off” (Grandin 1995b). Her recollection
suggests that she can create a mental image of herself inside a livestock system.
Through this image, she develops empathy for the animals. Her ability to create this
type of mental imagery is similar to humans’ general ability to imagine themselves
in a previous time and place. We can imagine and play a video of ourselves walking
through our childhood home as an adult today. Grandin’s recollections suggest a
limited ability to imagine how something might work when she has not yet
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previously experienced this object. This limitation is compensated by a heightened
ability to store and retrieve details of objects from prior experience and then to
imagine her using or being in the object she is designing. The level of detail in
Grandin’s mental images may be higher than in most people’s.

Mental Simulation

In redesigning the interior of his house, a major challenge for Roland was to
anticipate how the design would be experienced (Baumers and Heylighen 2015:
335). Therefore he made for each partial design a mock-up (a simulation to the
actual size) on site, using material at his disposal. Once this mock-up was made, he
considered it important “to take the time to sit down, and to feel whether the design
induces the right emotion.” If this turned out to be the case, Roland drew that part or
piece of furniture, and built it (or commissioned to build it). The advantage of this
method, which Roland learned from Alexander, is “that you can all the time
optimally experience how the design feels” (Baumers and Heylighen 2015: 335).
Yet, despite building a mock-up and taking the time to experience it, Roland
seemed to have difficulty imagining how it would be, as the quotes on his blog
suggest: “I wonder whether it will work as I thought”; “I’m really curious what this
will actually look like”; “I can’t wait to see whether it will all end as I imagine it
now”; “I don’t think it’s beautiful, but you only really know when it’s finished”.
Striking is also that, each time a pattern had been applied, he attached a label with
its number to the piece of furniture. By explicitly referring to Alexander’s patterns,
these labels sought to name the intended experiences to all people interacting with
the interior so that he could recall their experience.

In exploring and evaluating her own design, Grandin will “run simulations under
many different conditions and rotate the machine in my head. I don’t need com-
puters with fancy graphics programs, because I have a sophisticated drawing and
graphics computer in my head. In my imagination I can duplicate the most
sophisticated, computerized virtual-reality systems” (Grandin 1995a: 149–150).
Grandin’s mind works slowly, however: drawing a detailed three-dimensional
drawing takes several hours. Moreover, while her account would imply a complete
ability for mental simulation, her mental simulation is limited to objects similar to
those she has previously experienced. Grandin seems to have difficulties simulating
the operation of an object she has not yet experienced. She says she needs to
experience things to store them literally in her “video” library: “To obtain a good
concept of cats or churches, I need to experience many different ones to fill up my
“video” library. There is no generalized cat concept. I can manipulate the car or
church “videos”. I can put snow on the roof and imagine what it would be like
during different seasons” (Grandin 1995a: 142) (emphasis added). Once Grandin
has a “video” of how something works, she can then replay it in her mind. Yet,
when she has not personally observed the object she is designing, she struggles to
understand its possible operation.
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Grandin relies on images of direct experiences and Roland relies on external
prototypes as strategies for understanding how a product might work. They do not
report mentally simulating the mechanical and functional properties of a product by
altering their mental representations of it.

Discussion

The lived experiences with design recounted by individuals with autism have
important implications for the interpretation of cognitive processes associated with
design. The paper started out with a putative definition of design as conceiving an
object, environment, or situation for an intended purpose. Based on this definition,
high-functioning individuals with ASC clearly can design. By a conventional
understanding of expertise, Grandin could even be described as an expert in the area
of designing livestock systems; she has designed livestock equipment across the
world, has received numerous industry awards, and is one of Time magazine’s 100
most influential people. The profiles of expertise in design (Lawson and Dorst
2009) would not neatly describe Grandin’s and Roland’s capabilities though. We
therefore frame our discussion on what we can learn about the fundamental cog-
nitive processes essential to design through our understanding of individuals with
ASC in relation to expertise in design rather than the duality of being able/unable to
design. In using the term expertise from hereon in, we will mean expertise as
described in the framework proposed by Lawson and Dorst (2009) and in a number
of empirical studies of expert designers.

According to Lawson and Dorst (2009) competent designers should be able to
select the elements of a design problem that are relevant and devise a plan to
address them. Proficient designers perform this task almost immediately. With
expert designers, this task may not even be evident since the reasoning is argued to
be intuitive. Grandin’s design process would not appear to satisfy this criterion of
design expertise. Her problem-solving strategy is purely bottom-up. “All my
thinking is bottom-up instead of top-down. I find lots of little details and put them
together to form concepts and theories. (…) When I solve the problem, it is not
top-down and theory driven. Instead I look at how all the little pieces fit together to
form a bigger picture” (Grandin 2009: 1437). Rather than presenting a design
approach that is contingent upon the problem, Grandin describes an approach that
appears relatively fixed. The same can be said of Roland’s adherence to
Alexander’s patterns and concrete solutions. Expert designers tend to mix top-down
and bottom-up approaches. The rigidity means neither Grandin nor Roland report
any reframing of design problems, a key indicator of design expertise.

However, none of the differences in information processing behaviors associated
with ASC necessarily limit their ability to design, as the narratives of Grandin and
Roland portray. Instead, both Grandin and Roland have found compensatory
strategies. In this regard, the weak central coherence theory of autism (Frith and
Happé 1994) provides a useful prediction about the sorts of cognitive processes
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essential to expertise in design rather than design per se. This theory describes
individuals with ASC as having a processing bias: using fixed procedures as the
basis for solving design problems, rather than abstracted principles, may hamper the
development of design expertise, as defined by the abovementioned profiles.
A well-accepted axiom of design practice is that designers construct meaning from
representations by engaging in a reflective conversation with the design situation
(Schön and Wiggins 1992). The lack of a tendency to find higher order meaning in
experiences sharply contrasts with Schön’s description of design as a reflective
practice and the importance of framing therein: “In order to formulate a design
problem to be solved, the designer must frame a problematic design situation: set its
boundaries, select particular things and relations for attention, and impose on the
situation a coherence that guides subsequent moves” (Schön 1988: 182) (emphasis
added). The ability to frame and reframe successfully is attributed though to pro-
ductive design practices (Paton and Dorst 2011) found in experts (Kleinsmann et al.
2012) and is not an essential element of design cognition if by design we mean the
definition stated at the start of the paper.

Second, analogical reasoning in expert designers is characterized by an ability to
refer to principles underlying prior design solutions rather than their structural
elements (Ball et al. 2004). Both Grandin and Roland describe that they do not
generally attempt to find thematic relations in their experiences. For example, for
Grandin, there is no general concept of cat, only experiences of various kinds of
cats. Therefore, it is unlikely that they would engage in schema-driven analogizing.
While their technique of case-driven analogizing is likened to novice designers,
their narratives suggest that an inability for schema-based analogizing does not
diminish their potential to create award-winning designs. Providing designers with
a large and detailed database of designs can compensate for this information pro-
cessing bias.

Lastly, Grandin and Roland report an inability to imagine how a design that they
have never experienced before would work. Neither of them report any challenges
in creating mental images of their designs though; Grandin reports having highly
detailed mental images. Mental models that contain relationships between objects
support mental simulation. Identifying the relevant relationships in a particular
situation requires that individuals be able to reason about the principles underlying
the objects; the weak central coherence theory predicts that this reasoning is
impaired in individuals with ASC. Second, the actual mental simulation is intended
to reduce uncertainty where gaps in information and knowledge exist. So far as we
can tell from Grandin’s accounts, her memory is vivid, like a video. If scenes from
the video are missing in her memory, it is not clear whether she could perform the
mental simulation to fill the gaps. Mental simulation in design is generally attrib-
uted to fillings gaps in knowledge about a design where exact realization through
other means (e.g., sketching, prototypes, computational simulations) is impractical
or impossible (Christensen and Schunn 2009). However, the compensatory strate-
gies taken by Grandin (having more videos of existing designs) and Roland
(making prototypes) suggest that mental simulation is not essential to design
cognition. It might only be essential in situations of ‘breakthrough’ designs where
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prior case examples do not exist and the construction of any prototype is impractical
during ideation.

In summary, in connecting the narratives of individuals with ASC to the set of
cognitive processes associated with design, we find that their information pro-
cessing biases with regard to certain cognitive processes associated with design
cognition can be explained by the weak central coherence theory of autism. In
particular, the structured design processes described by Grandin and Roland can
lead to success, but their over-structured approaches are not likely to be successful
under situations requiring them to start from first principles. The key to expertise in
design seems to be in the flexibility of approach (Cross 2006). The design cognition
scholarship has not to date attributed the inability to work from first principles to
possible cognitive and neural differences. What the central coherence theory adds to
our understanding about design cognition is that the mental capability to find
higher-order underlying structure and principles is essential to expertise in design
and is not necessarily a cognitive skill that develops through practice. It may be
cognitively impaired, although the evidence from the autism literature is that it can
be taught. It may also be relevant in generating ‘new to the world’ novelty by
finding a novel coherence between the facts of the design situation as a new frame
for the design problem. If we accept the premise that novel framing of problematic
situations is foundational to design thinking (Paton and Dorst 2011), then we could
conclude that central coherence is an essential cognitive ability for design expertise
and not just an information process bias as theorized by Frith (2003).

A major weakness in the weak central coherence theory is the lack of under-
standing of the cognitive and neural mechanisms that underlie weak coherence
(Happé and Frith 2006). At present, it is not possible to state whether central
coherence is a cognitive process, a property of a number of cognitive processes, or a
consequence of neural architecture. Nonetheless, our analyses indicate that finding
coherence is likely to be a foundational cognitive ability associated with expertise
in design.

Conclusion

In an attempt to contribute to our understanding of the fundamental cognitive
processes essential to design, we explored in this paper the experiences of people
who have different information processing behaviors than most people. Our study
focused on people with ASC because their information processing behaviors are
known to be both maladaptive and exceptional.

The profiles of expertise in design (Lawson and Dorst 2009) and studies com-
paring the differences between expert and novice designers do not neatly categorize
Grandin’s and Roland’s capabilities though. Grandin is clearly an Expert (Lawson
and Dorst 2009) given her achievements, but her design process is not necessarily
situation based or strategy based, precursors to being an Expert. Roland is com-
petent, but his reliance on explicit cases as prior examples suggests a novice design
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approach. These profiles of individuals with ASC who demonstrate appreciable
design capabilities suggest that the framework for expertise in design and the
methodology of studying expertise may require updating. Specifically, the frame-
work may need to consider the level of outcome in addition to ways of operating in
design practice.

What can we learn from individuals with ASC about cognitive processes
essential to design? Analyzing narratives on their experiences with design in light
of the scholarship on design cognition and cognitive behaviors associated with
ASC, suggests that the weak central coherence theory of autism provides a useful
prediction of the cognitive processes necessary for expertise in design. While this
implies that the jury is still out as to which cognitive processes are essential to
design, it does contribute to our understanding of design cognition. As such our
study confirms the value of including in design research the experiences of
designers who are different from the ‘typical’ designer, as suggested by earlier
studies (Heylighen and Nijs 2014).

Our study analyzed the experiences of two designers only. Further research
should include the design experiences of more designers with ASC. Moreover, our
study analyzed their experiences with design based on the designers’ accounts only.
Relying on self-reporting risks a diverted presentation of design processes (Lawson
1994), and provides little insight into how these processes are situated in and
distributed across a socio-material environment. Further research should include a
more diverse set of data collection methods that allow to include multiple sources of
evidence, e.g., design documents used and produced by autistic designers, and
accounts of colleague designers or other actors who work(ed) with them. Finally,
not all cognitive processes associated with design have been researched by design
journals. Some cognitive processes, such as decision-making, may have been
researched as an activity instead. A broadening of the scope of the review can
identify other candidate cognitive processes, but should maintain focus on those
processes relevant to the conceptual part of design cognition (Dong et al. 2017).
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Solution-Oriented Versus
Novelty-Oriented Leadership Instructions:
Cognitive Effect on Creative Ideation

Hicham Ezzat, Marine Agogué, Pascal Le Masson and Benoit Weil

Abstract The generation of novel ideas is critical to any innovative endeavor.
However, one of the key obstacles to creativity is known as the fixation effect,
which is the cognitive effect that constrains the generation of novel ideas due to the
spontaneous activation of existing knowledge and solutions in individuals’ mind.
Expert leaders have been considered to play an important role in overcoming these
biases using diverse tools. One of these principal instruments is task instruction.
Our hypothesis is that leaders’ instructions can have significant effects on followers’
ideation capacity. We investigated the effect of an instruction given by a leader to
his team to generate as many original ideas to a particular creative task, either using
solution or novelty-oriented approaches. Results confirmed that solution-oriented
instructions activated knowledge bases in fixation, while solution-oriented
instructions inhibited these knowledge bases. These results give us new sights
into novel models of “less-expert” creative leadership.

Introduction

Becoming faster, smarter, and increasingly complex, today’s world emphasizes the
need for creativity and innovation. Recently, survival of organizations became
principally linked to the creative generation capacity of their employees. In the past
decade, numerous businesses have failed to maintain their position in the innova-
tion flow, and have disappeared from the business scene. These phenomena could
be an indication of a lack of creativity in these firms, or perhaps a sign that leaders
are unable to benefit from employees’ creativeness resources in these organizations.

One possible origin of these blocs to creativity lies principally in a pure cog-
nitive context. Numerous studies in cognitive sciences have highlighted the
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obstructive role of cognitive biases to creativity occurring during ideation pro-
cesses. One of the most common cognitive bias to creativity is the functional
fixedness, also called fixation effect (Jansson and Smith 1991), which is the diffi-
culty that individuals are facing during creative contexts, in which they have to
solve problems unconventionally.

Many methods like brainstorming, brain writing, and mind mapping (among
others) have helped to overcome these cognitive biases to creativity, and increased
the creative generation capacity of individuals. Today, these creativity generation
methods are endless. Some researchers have even presented a long list of these
creativity techniques (Kowaltowski et al. 2010).

Our work highlights the key role that could be played by leaders to stimulate
followers’ creativity. We examined the cognitive effect of leadership instructions on
the creative generation capacity of subordinates during a particular creative task.
The instruction given by leaders was to generate the maximum number of original
solutions to a certain problem, either using a novelty-oriented search approach or
using a solution-oriented search approach. We performed this experiment via a
typical creative task where the aim was to propose the maximum number of original
solutions to ensure that a hen’s egg dropped from a distance of ten meters does not
break.

Leadership Definitions

Leadership has been recognized as one of the most observed and least understood
phenomena on earth (Burns 1978). It is today extremely difficult to accurately
define this term. Indeed, leadership does not have a one-size-fits-all definition.
Different explanations describing what leadership is could simply vary from one
sector to another (Military, Politics, Education, Sports, etc.…). Stodgill concluded
that leadership has as many definitions as those who have attempted to define it
(Stogdill 1974). Over the past 50 years, scholars and theorists have commonly
delineated it into several agreed-upon definition fragments, and have decided to
define it widely as a “process of social influence in which a person (the leader) is
able to enlist the support of others (his/her subordinates or followers) in the
accomplishment of a common task” (Chemers 2014).

Studies on leadership have produced numerous theories involving personality
and traits, power and influence, behavior, situations, transactional, transformational,
and integrative (among the most cited) (Van Seters and Field 1990). Despite the
complexity of precisely delineating leadership study eras throughout the history,
several scholars have made the effort to classify the major research eras according
to the major theories that were developed in each of these periods (Van Seters and
Field 1990; Yukl 1994; Brungardt 1997; Bolden et al. 2003; Daft 2014).

Notwithstanding the huge historical contributions, progress and development
made to the literature of leadership, little focus has been placed around creativity;
not because creativity was not a priority, but perhaps because it was directly
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incorporated in the general notion of efficiency. Until very recently, creativity began
to be a subject of serious studies and findings among leadership theorists.

Creativity Versus Leadership

A recent survey made by IBM to more than 1500 large companies’ CEOs revealed
that the most important leadership quality is creativity (Carr and Tomasco 2010). In
almost every job, or occupation, there is a place for a certain level of creativity.

Creativity has repetitively been defined as the ability to generate ideas that are
both novel and useful, while innovation enlarges the definition of creativity, and
involve taking those creative ideas and carrying them through to implementation
(Amabile 1983). Cognitive scientists described it more deeply as a product of many
types of intellectual processes that helps setting the stage for creative insights and
discoveries (Mueller et al. 2011).

Creative people usually demonstrate a high ideational fluency (which is the
aptitude to come up with many new ideas), high degree of novelty, and as well high
level of flexibility (known as the ability to stimulate variety among new ideas)
(Guilford 1959).

One of today’s leadership key roles is to stimulate creativity among subordi-
nates, not only at the individual level, but also at the group and organizational level,
by directly or indirectly adapting and manipulating appropriate variables like group
climate, group composition, resources, and knowledge management (Hemlin et al.
2008).

However, leadership and creativity could be perceived as antagonist concepts,
compromised between control and freedom, where too much leadership control
kills creativity, and too much freedom leads to chaos. Studies found that a creative
leader could be perceived as deviating from the status quo, neglecting interpersonal
activities, and not promoting order (Mueller et al. 2011). Although it can be argued
that creativity is unpredictable and cannot be managed in a strict sense, researches
proved that creative leaders could control the necessary variables for creativity
(Amabile and Gryskiewicz 1987).

State of the Art on Creative Leadership

Literature review of creative leadership has underlined the role played by leaders
for creativity (Mumford et al. 2002). Very early studies on creative leadership
underlined the importance of the creativity of leaders themselves, assuming that by
being creative, leaders will be having the necessary vision for followers creativity
(Mumford et al. 2003).

Prior works have majorly reduced and concentrated leaders’ roles as facilitators,
mentors, or mediators to organizational creativity (Woodman et al. 1993). These
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studies have examined the varied factors that can either foster or hinder employees’
creativity at individual, group, and organizational levels, and have subsequently
introduced the role of creative leaders.

Other studies on creative leadership were centered especially on the role of
leaders’ behavior to enhance employees’ creativity, i.e. by exploring the direct link
between leaders’ behavior and creativity. Moreover, studies have also highlighted
the role that can be played by leaders to boost employees’ creativity by managing
external factors like work climate or human resources issues (Shalley and Gilson
2004). Deeper studies have analyzed leadership from a creative problem-solving
perspective emphasizing the role of leaders to facilitate cognitive processes for
more creativity (Reiter-Palmon and Illies 2004), while others even proposed some
models of creative leadership (Sternberg et al. 2003; Rickards and Moger 2000).

Transformational and transactional leadership are two well-studied styles in
creative leadership (Jung 2001). Studies made at the transactional era found positive
correlations between extrinsic task-motivation (like rewards for example) and
employees’ creativity. Positive correlations with creativity were as well found
during the transformational era, with the introduction among others of the role of
emotional intelligence (Zhou and George 2003), and intrinsic task motivation for
creativity (Amabile 1997).

However, these two styles are not mutually exclusive, and many leadership
scholars modeled creative leadership as a combination of both transformational and
transactional styles to enhance creativity, depending on leaders’ cognitive goals
structure (Wofford and Goodwin 1994), and their ability to manage their team to
reach the goal.

Managing Goals: The Role of Leadership Instructions

One of the main functions of a creative leader is to stimulate creativity among
subordinates, and guide them by appropriately specifying the target goal.
Considered a key element in almost all leadership theories, the element “goal”
appears very clearly as a basic component of the path-goal theory (House 1971), in
which leaders inspire followers to achieve a goal, by guiding them throughout the
process to undertake the appropriate paths leading to the goal.

Traditional leadership styles were pinpointed on the goal component. For
instance, transactional leadership is principally based on completing clear and
specific goals. When the responsibilities or requirements are successfully com-
pleted, transactional leaders give their followers reward in return, yet punish when
the followers deviate from the standard.

Moreover, conventional leadership competencies, like planning, organizing,
analyzing, goal setting are as well focused around the fundamental role of lead-
ership, which is reaching a specific desired target that a leader envisions and plans
to achieve. In this regard, goal could be considered as an organizational desired
end-point in some kind of expected organization development.
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Among the long list of leadership tools to appropriately set and manipulate
goals, there is no doubt that instructions maintain a central and key position. In
different studies, studying and experimenting the effects of particular goals have
been implicitly modeled, represented and tested through instructions. Even though
most studies in creativity consider leaderless groups, there is always an instructor
(or experimenter) that clarifies task objectives (and sometimes expectations), by
instructing participants what to do at the beginning of the task, or even within the
task.

Problematic: A Highly Expert and Knowledgeable
Leadership

Setting and managing task goals is one of the critical roles of leaders. Not only
leaders should be competent enough to support their followers in achieving the
goal, but also capable of clarifying the paths towards reaching it. Moreover,
according to path-goal theory of leadership, an efficient leader is even able to ensure
that his followers are attaining the goal, by removing all obstacles and difficulties
that are preventing them from reaching it (House 1971).

There is no doubt that all these facts assume a standard of leadership with high
levels of task-domain knowledge and expertise, which is not the case in most
circumstances. In certain cases, if leaders are not enough expert, they could mislead
their team in wrong directions.

In this research, we were interested to study a case where leaders are less expert
and less knowledgeable, but even though capable of giving their followers
appropriate task instructions, in order to reach creative solutions to problems.

Our research problem includes the following questions: could leaders increase
subordinates’ ideation capacity without necessary having strong task-domain
expertise and knowledge? In other words, what type of instructions could leaders
give to their team to guide their ideation processes towards creativity, with the
minimum level of task-domain expertise and knowledge?

To answer these questions, (1) we analyzed the literature review of the impact of
instructions on creative ideation, and derived the associated implicit model of
leadership; (2) we proposed a model of leadership instructions, and its hypotheses;
(3) we presented the theory-driven experiment to test our theoretical predictions;
(4) we analyzed the obtained results; (5) we ended with the conclusion and limi-
tations of our study.
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Literature Review: Impact of Instructions on Creative
Ideation

Ideation has been considered a fundamental process for creative idea generation.
Many scholars considered that facilitating the generation of a large number of ideas
should lead to creativity. For these reasons, much attention has been given to the
different factors contributing to facilitate it.

Many studies in cognitive science have highlighted the close relationship
existing between instructions and creative idea generation. Several researchers
found that the highest creativity scores in a group occurred when individuals simply
had a “creativity goal” instructed and worked alone under expected evaluation
(Shalley 1995; Carson and Carson 1993). More studies have affirmed that when
individuals are instructed that creativity is important as a goal, they are more likely
to be creative. However, instructing that creativity is important as a goal is essential
but not enough to overcome the cognitive biases occurring in creative contexts.

Studies found that instructional factors can highly influence the outcome of the
creative problem-solving effort, in a way that is consistent and coherent with the
instructions (Runco et al. 2005). In these studies, the type of instructions had a
differential effect on the different evaluation norms (fluency, flexibility, originality)
of creative solutions (Shalley 1995; Runco and Okuda 1991). When participants
were instructed with flexibility-oriented instructions, they generated more different
ideas than when instructed with originality-oriented instructions. However, origi-
nality rates decreased when given flexibility instructions.

More deeply, Runco et al. tested several types of instructions on creative idea-
tion, and found that procedural instructions are better in terms of fluency, flexibility
and originality than conceptual instructions (Runco et al. 2005). The level of
explicitness of instructions provided for problem solvers influenced the creativity of
solutions generated. The more ambiguous instructions were, the more novel and
unique generated ideas and solutions were Ward et al. 2004.

Furthermore, latest studies conducted in interdisciplinary frameworks mixing
cognitive sciences with management sciences have helped to clarify the nature of
these cognitive biases to creativity, and have been able to identify some type of
examples that could be instructed to individuals to overcome fixation effects. One of
the principal result in this field is the positive effect of expansive examples on the
creative ideation capacity of individuals, while the negative effect of restrictive
examples on their creativity (Agogué et al. 2014).
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Model of Leadership Derived from Literature Review

Despite the contributions made to the literature on the effects of instructions on
creativity, and the indisputable importance of studying instructions’ effects on
ideation in terms of fluency, flexibility and originality; little is known about the
profile of the instructor, his expertise and his knowledge.

The above-mentioned literature review describes an implicit model of instructors
that are having high levels of task-domain knowledge and expertise. If we analyze it
from a leadership perspective, in order to increase the creative generative capacity
in ideation tasks, literature review assumes that the leader should have the following
task-domain expertise and knowledge:

• Having high level of task-domain expertise to give procedural instructions to his
team to complete tasks in a stepwise manner.

• Having high level of task-domain expertise to transform an explicit instruction
into a more ambiguous and implicit one.

• Having high level of task-domain knowledge to stimulate his team with
appropriate expansive examples, i.e. an idea that is in expansion (outside the
fixation zone).

In consistence with the dominant design of creative leadership presented earlier,
being able to give stimulating instructions for creativity generation requires leaders
having high levels of expertise and knowledge about the task.

In this study, our motivation was to model instructions that do not necessary
require very high levels of expertise and knowledge from the instructor. We
assumed in this study, that in order to be able to guide their team in potential
directions towards creativity, leaders should have at least the ability to identify the
dominant design of the task, i.e. the principal categories of ideas and solutions
supposed inside the fixation effect zone.

Based on C-K theory, we were interested to model leadership instructions from a
cognitive perspective within an ideation context, in which initial instructions could
guide ideation paths to certain types of ideas and solutions, whether they are
restrictive, i.e. do not change object’s definition or attributes, or whether they are
expansive, i.e. transform object’s definition and identity (Agogué et al. 2014). This
cognitive perspective could be more beneficial, as it would provide us with more
details on cognitive biases such as fixation effects.

Modeling Leadership Instructions Using Design Theories

In the field of design science, several theories like TRIZ (Alʹtšuller 1999), ASIT,
SCAMPER, have helped to stimulate creativity in industrial contexts. More recently,
C-K theory (Hatchuel and Weil 2003), and KCP method (Hatchuel et al. 2009)
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emerged not only as a design theory, but moreover as a theory of cognitive reasoning
to bypass cognitive biases’ effects occurring in design contexts.

Concept-Knowledge theory’s helps overcome cognitive biases’ effects occurring
in creative design contexts. C-K theory defines two spaces: a space of concepts
(labeled “C”) and a space of knowledge (labeled “K”). The process of design is
defined as a double expansion of both C and K spaces, via four operators (Hatchuel
and Weil 2002) (as shown in Fig. 1):

• C ! K: this operator is called “conjunction”. It seeks for added (or subtracted)
properties in K space to reach propositions having a logical status (true or false).

• K ! C: this operator is called “disjunction”. It adds (or subtracts) some
properties coming from K space to form new concepts having no logical status.

• C ! C: this operator expands the C space by adding a new partition to it. This
new partition can be “restrictive” if it does not change object’s definition or
attributes, or “expansive” if it transforms object’s definition and identity by
adding (or removing) unexpected attributes.

Fig. 1 C-K diagram
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• K! K: this operator expands the K space by adding new knowledge bases to it,
and indicates the knowledge structure created within the design concept.

Using this theory, we could model two types of instructions, based on their
cognitive effect on the knowledge space:

• Instructions (type A) that would force individuals’ cognitive reasoning in K
space to stimulate/activate the known and existing knowledge bases (related to
fixation), and to inhibit/deactivate novel knowledge bases (unrelated to fixation).

• Instructions (type B) that would force individual’s cognitive reasoning in K
space to inhibit/deactivate known knowledge bases (related to fixation), and
stimulate/activate novel knowledge bases (unrelated to fixation).

As illustrated in Fig. 2, these two types of instructions could have different
impact on the generation of new concepts in C space, by disjunction of activated
knowledge bases coming from K space.

On the one hand, we hypothesized that if leaders’ instruction indicates that an
expected evaluation of testability would be made, this should force subordinates to
search for ideas that solve problem-solving tasks in obvious and conventional ways.
In other words, knowing that generated ideas must successfully work, individuals
will tend to activate already existing knowledge bases, and inhibit novel ones. We
then called instructions type A: “solution-oriented”.

Fig. 2 Modeling instructions using C-K theory
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On the other hand, we hypothesized that if leaders’ instruction indicates that an
expected evaluation of novelty would be made (by restricting the dominant design,
i.e. categories of ideas related to fixation), this should force subordinates to generate
ideas that respond to problem-solving tasks in non-obvious and unconventional
ways. In this case, individuals will tend to inhibit already existing knowledge bases,
and activate novel ones. We then called instructions type B: “novelty-oriented”.

Table 1 illustrates these solution-oriented and novelty-oriented leadership
instructions in terms of expected search approaches (how these instructions would
approach the problem), and the expected cognitive effect on the knowledge space of
C-K theory (what knowledge bases are expected to be activated/deactivated).

Methods

Participants

Participants (N = 54) of the course “Products Design and Innovation” have par-
ticipated in this study. The experiment was made during the first day of the course.
Participants were engineering students and professionals working in innovative
fields. Subjects were between 20 and 43 years old, with a mean age of 24.4. Only
two participants informed us having already done this creativity task previously in
other creative design courses.

Table 1 Solution versus novelty-oriented leadership instructions

Instruction type Leadership expected
evaluation

Subordinates
expected
search
approach

Expected cognitive effect
on knowledge space

Solution-oriented Ideas will be tested
experimentally

Obvious
conventional

Stimulation of existing
knowledge bases
Inhibition of novel
knowledge bases

Novelty-oriented Ideas must be different
from an existing set of
categories of ideas

Non-obvious
unconventional

Stimulation of novel
knowledge bases
inhibition of existing
knowledge bases
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Procedure

We chose to perform our experiment on the classical hen’s egg task where the aim
was to propose the maximum number of original solutions to ensure that a hen’s
egg dropped from a distance of ten meters does not break. We selected this special
creativity task among others since we have a vast existing database of ideas and
solutions of more than thousands subjects having different profiles (students,
engineers, designers, etc.…) that performed this task within the past years.

As presented in the C-Space tree in Fig. 3, our database indicates that more than
80% of previous subjects generated ideas around three main categories of “re-
strictive” solutions (which are damping the shock, slowing the fall, and protecting
the egg). This enabled us to identify the dominant design of the task as being
focused on the “fragility of the egg”. However, less than 20% of subjects were able
to generate “expansive” solutions (for instance: before and after the fall, with a
living device, using the intrinsic properties of the environment, etc.).

Participants were randomly divided into three groups. Each group had to per-
form individually the task. Each participant was given a written initial instruction
depending on the group he/she belonged to, as illustrated in Table 2.

Participants of the first group were given the control instruction with the classical
creativity objective as usually instructed in all previous experiments (in our data-
base), which expected them to generate as many original solutions as possible to the
problem. We considered group 1 as a referential group for studying groups 2 and 3.

Fig. 3 Using C-Space tree to determine fixation in the egg’s task (Agogué et al. 2014)
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Participants of the second group had to perform exactly the same task, but with a
solution-oriented instruction. We expected that this instruction should force the
participants to reflect on solutions focused and fixated on the principal element of
the task (which is the “fragility of the egg”), knowing that their ideas will be tested
and should successfully work.

The third group performed as well the same task, but was having a
novelty-oriented instruction forcing them to search for ideas outside the three main
categories in fixation zone (all focused on the principal element of the task).
Manager expected group 3 to generate ideas and solutions, knowing that they must
not belong to the already pre-existing categories of “restrictive” responses.

Results

Ideation is the process of coming up with alternative solutions to a particular
problem. As we have indicated earlier, divergent thinking has been known to
consider three main elements for evaluating a creative ideation process, which are
the ideational fluency (which refers to the mean number of ideas generated by a
population), ideational originality (which refers to the frequency of occurrence of
the type of idea), and ideational flexibility (which is the number of different
groups/categories of ideas generated by individuals).

In terms of fluency, we computed the mean number of ideas generated by
participants of each group, as well as the SEM (Standard Error of the Mean).
Results (in Fig. 4) showed that participants of the solution-oriented group (group 2)
were able to generate more ideas than participants of the novelty-oriented group
(group 3), as well as participants of the control group (group 1). Interestingly,

Table 2 Leadership instructions given to participants

Groups Leadership instructions

Group 1:
Control

You are a designer and your manager gives you the following problem:
ensure that a hen’s egg dropped from a height of 10 m does not break
The evaluation of your manager will be based on the number of original
ideas you will propose

Group 2:
Solution-oriented

You are a designer and your manager gives you the following problem:
ensure that a hen’s egg dropped from a height of 10 m does not break
The evaluation of your manager will be based on the number of original
ideas you will propose, knowing that your solutions will be tested
experimentally

Group 3:
Novelty-oriented

You are a designer and your manager gives you the following problem:
ensure that a hen’s egg dropped from a height of 10 m does not break.
The evaluation of your manager will be based on the number of original
ideas you will propose, knowing that your solutions must not dampen the
shock, or slow the fall, or protect the egg
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participants of group 3 were able to generate a mean number of ideas that is quite
similar than group 1.

In terms of flexibility of solutions, we calculated the mean number of different
categories of ideas generated by participants in each group. In this regard, group 2
had the highest score of flexibility, while group 3 had the lowest one. In this regard,
SEM values shows that flexibility results are not very significant.

Finally, we analyzed originality of ideas of each group by computing the fre-
quency of solutions given across all the subjects. In this regard, we found that
participants of group 3 we able to generate more original and unique solutions than
participants of group 2 and group 1.

Nevertheless, analyzing mean number of solutions of each group in terms of
fluency/flexibility/originality is not enough in this study. For this reason, and in
order to have a better view of the effect of instructions on creative ideation, we
analyzed the mean number of solutions that groups were able to generate in the
fixation zone (restrictive solutions), or in the expansion zone (expansive solutions),
as illustrated in Fig. 5.

Results showed that group 2 tended to generate more restrictive ideas and
solutions than group 3 and group 1. Contrary to group 2, group 3 tended to generate
more expansive ideas and solutions than group 2 and group 1. As shown in Fig. 5,
the mean number of expansive ideas generated by group 3 is approximately
equivalent to the mean number of restrictive ideas generated by the referential
group. These results show that novelty-oriented instruction forced the activation of
knowledge bases outside fixation, which augmented the number of expansive ideas
generated by participants. On the other hand, solution-oriented instruction forced
the activation of knowledge bases inside fixation, which increased the number of
restrictive ideas generated by participants.

Fig. 4 Statistical analysis of groups’ results
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Conclusions and Limitations

In this study, we explored the effect of two types of leadership instructions on
subordinates’ creative idea generation capacity during a creative task. The aim of
the task was to propose the maximum number of original solutions to ensure that a
hen’s egg dropped from a distance of ten meters does not break. We compared
solution-oriented leadership instructions to novelty-oriented leadership instructions.

From a cognitive sciences’ perspective, two major findings emerged from this
investigation: (1) the group exposed to novelty-oriented instructions was able to
generate more original solutions than the group exposed to solution-oriented
instructions; (2) the group exposed to solution-oriented instructions tended to
generate more restrictive ideas, while the group exposed to novelty-oriented
instructions tended to generate more expansive ideas.

From a managerial perspective, our results show that less expert and knowl-
edgeable leaders (having at least the ability to recognize the task dominant design,
i.e. principal categories of restrictive ideas) could play an important role in stim-
ulating followers’ creativity.

Future works will consist in testing this novelty-search approach within a more
dynamic leader-member interaction, by investigating leadership instructional pro-
cesses in real-time using feedbacks. This future study could enable exploring new
sights in creative leadership behaviors, as well as leaders’ capacity to drive the idea
generation paths towards fixation or expansion in real-time.

A limitation of our study is that it is far from a real setting involving a
leader-member exchange process. Our study could be considered as a building
block for further more realistic interdisciplinary leadership studies mixing cognitive

Fig. 5 Mean number of solutions inside and outside fixation in each group
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sciences with management. These future studies could take into account the com-
plexity of the numerous contextual variables of leadership equation (real contexts
with incentives, hierarchy issues for subordinates, specific contextual factors, etc.)
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A Protocol Study of Cognitive Chunking
in Free-Hand Sketching During Design
Ideation by Novice Designers

Omar M. Galil, Kirill Martusevich and Chiradeep Sen

Abstract This paper reports a human-subject protocol study aimed to study
(1) cognitive chunking during free-hand sketching of design ideas in engineering
and (2) correlation between chunks and the functions of the design perceived by the
designer. Voluntary participants are presented with a previously unfamiliar design
problem and asked to (1) identify the intended functionality of the solution,
(2) draw concept sketches of the solution structure, and (3) label the sketches. The
data is captured by a smart pen: a computerized pen that records pen strokes and
surrounding audio in sync. Time study of these pen strokes and naming of com-
ponents reveal clear evidence of temporal clustering of pen strokes during the first
two tasks, indicating that the physical structure of the design solution is perceived
by the designer in small chunks, rather than in continuous streams. Further data
suggest that the chunks formed during ideation are based on functional needs
perceived by the designer.

Introduction: Why Study Chunking in Engineering
Sketching?

Engineering design is an information-transforming process. It starts with a problem
or a need (information) and ends with the description of a solution (information). In
the middle, information is transformed from one state to another, in small steps
connected in a complex network. Of these steps, free-hand sketching is among the
most common means used by engineers to express and communicate ideas,
esp. during ideation. Sketching during ideation is significant because it is a
real-time translation of information from the designer’s cognitive domain to
external media, e.g., paper. Thus, systematic study of sketching could provide
insight into the cognitive and computational aspects of engineering creativity.
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Studying the information process of free-hand sketching, esp. chunking, could
also serve as a basis for quantifying information content of sketches. Quantification
of information in design models is an active research area. Previous research
includes computing information content of function models based on static
vocabularies (Sen et al. 2010) and graph topology (Sen et al. 2010). Information of
plain English texts has been computed based on parts of speech tags and modeling
the words as entities, relations, attributes, and values (Sen et al. 2014). However,
free-hand sketches do not use a finite set of symbols as CAD sketches do, nor do
they contain parts of speech. Ultimately, there is no clear answer to the question:
“What is an entity or a relation in a free-hand sketch, and how to define unit
information in a sketch”? The answer could lie in using the cognitive chunks as
units of information in sketches. In psychology, chunking is the process of com-
bining multiple smaller data units into larger but fewer groups, or chunks (Miller
1956), in order to help with various cognitive tasks. The experiment presented here
studies chunking during free-hand sketching.

Review of Related Work

The process and tendency of combining multiple smaller units of information into
larger, but fewer and meaningful, groups such as combining letters into words
(Miller 1956; Gobet 2001) is called Chunking in psychology research. The concept
of chunks was proposed by Miller (1956) when short-term memory was modeled as
an information channel and empirical data from various tasks involving various
senses could be summarized to say that this channel has a capacity of 7 ± 2
chunks. This generalization implies that the number of chunks that humans can
process at once in short term memory varies within this range irrespective of the
task. The reported tasks included judging and/or recalling the pitch and loudness of
an audible sound, the saltiness of aqueous solutions, the position of a pointer on a
linear scale, and the position of a dot on a square. In the subsequent decades, the
capacity of human memory in terms of chunk count and its dependence on the task
and training of the subject has been debated (Ericsson and Kintsch 1995), but the
existence of the chunking phenomenon as such has been further validated. These
studies include recalling technical drawings (Ullman et al. 1990), circuit diagrams
(Egan and Schwartz 1979), chess positions (Gobet 2001), and in various tasks of
human learning (Gobet 2001). For example, the number of chess pieces recalled
correctly by experts improves if the positions are taken from a tournament game
rather than being randomly positioned (Gobet and Simon 1996).

In engineering, the study of chunking is limited to recall tasks, where the
objective is to assess the ability to retain and recall presented information after a
pause. For example, in one experiment, novice and expert designers were shown a
mechanical assembly drawing for a short period of time (Ullman et al. 1990;
Waldron and Waldron 1988). The drawing was then removed and designers asked
to reproduce it. The protocol analysis indicated that the novices recalled only like
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segments, while experts recalled bigger chunks that were functional components of
the assembly. However, the chunking in ideation has not been formally tested. It
should be noted that ideation is a totally different creative cognitive process than
recalling, since there is no initial reference data that is presented and recalled.
Instead, solution ideas for completely novel problems are generated as graphical
representations (sketches) by the designer’s cognitive processes from problem
statements that are presented using a different representation, such as texts. While
chunking in ideation is anticipated to exist, empirical evidence to that end is not
available yet. The experiment presented in this paper addresses that gap.

Protocol analysis is a method of studying human activities objectively by
reducing them into symbolic codes and analyzing the codes to observe patterns of
interest (Gero and McNeill 1998). Originally popularized in cognitive science
(Ericsson and Simon 1993) and behavioral science (Austin and Delaney 1998), this
method has been used to study engineering design, esp. the use of function mod-
eling (Sen et al. 2012), analogy (Arlitt et al. 2013), design education (Cardella et al.
2006), and ideation (Ullman et al. 1988). Detail reviews of research in design
creativity and protocol studies can be found at: (Smith et al. 2005; Dinar et al. 2015;
Cross 2001). In the remainder of this paper, a human-subject study and its protocol
analysis to reveal the chunking in ideation is described.

Design of the Experiment

Mode of Sketching Studied

Sketching is a real-time translation of information from the designer’s cognitive
domain to external media such as paper. However, it is used in design to accom-
plish different goals, each of which could have a different cognitive process
(Ullman et al. 1990). For example, the cognitive processes involved in sketching
the isometric view of an object from given orthogonal projections could potentially
be different from the steps involved in doing the exact opposite, or in sketching an
object’s shape by looking at it physically. Thus it is important to identify the
sketching type studied here and to recognize that the conclusions drawn from this
study may not necessarily apply to the other sketching modes. In this study, the
sketches were produced when designers generated solution concepts to an unfa-
miliar mechanical design problem presented in plain text. This mode of sketching is
referred to as the “ideation” mode in this text, as opposed to copying mode, for
example.
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Participants

The voluntary participants in this study are six undergraduate and three graduate
students in Mechanical Engineering at an accredited program in the United States.
Of the available undergrad volunteers, only three juniors and three seniors within
the grade point average (GPA) range of 2.8–3.2 are selected to limit the variation in
academic profiles and because this range represents a large subset of the student
population. The three seniors are enrolled in the capstone design course, while the
juniors are not. The grad students are research assistants in the design research
group, pursuing doctoral degrees, but none have taken a design methodology course
where function modeling is taught. The total participant pool comprises of seven
males and two females.

In addition, two additional volunteers are used during the pilot phase to develop
and refine the study and the analysis protocol. Both of them are grad students of the
design research group and they are not repeated in the actual pool from which
observations and conclusions are drawn.

Setup and Pre-experiment Procedure

During each run of the study, the participant is seated at a desk located in an
academic office familiar to her,1 during the middle hours of a typical work day
(10:00 a.m.–2:00 p.m.). Before the study tasks, a brief slideshow with embedded
voice is played to explain the participant’s rights, the voluntary nature of her
participation, and the approval of the study by the Institutional Review Board
(IRB). Next, the participant signs a form to indicate her consent to this process, and
fills out a questionnaire about her academic information and degree of familiarity
with various mechanical devices. The latter of these two is used to ensure unifor-
mity of the participants in terms of background, education, experience, and skills.
The participant is then given a brief tutorial on the usage of a LivescribeTM smart
pen2—a device that she would need to use to complete the tasks of the experiment.
Once the participant’s questions are clarified, she is presented with the problem
scenario of designing a novel mechanical device, as explained next.

1‘She’ and ‘her’ are used throughout this text to refer to both male and female sexes.
2http://www.livescribe.com/en-us/, accessed on Dec. 7, 2015.
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Sketching Problem

The problem statement presented to the participant is as follows:

You are a product designer in an engineering design firm. Recently, a luxury hotel chain
has requested your firm to develop concepts for automating the process of ironing and
folding hotel laundry, which presently consumes significant time and manpower. The client
has informed that the solution will be most likely installed in typical hotel basements.

This problem is so designed mainly because of the following reasons:

1. The tasks required in the problem—ironing and folding—are often performed
manually in everyday life, which would permit the designers to make progress
with this challenge in a reasonable time and produce enough data for analysis.

2. Automated solutions to this problem are not very common, at least in the
consumer market, which assures that it is indeed a “novel” design task for most
designers. Post-experiment interviews confirmed that none of the designers were
previously familiar with this problem.

3. The problem is likely to produce solutions with mechanical structures and
mechanisms, which ensures a reasonable amount of mechanical sketch to be
available for analysis.

Certain open ended-ness is intentionally included in the problem in order to
foster creativity and a variety of solution principles. For example, it is not clarified
if the laundry is only hotel linens and sheets or also the personal items of guests.
The type of power and resources used is also not mentioned. However, the mention
of the hotel basement might provide hints about the available resources such as
water, electricity, steam, compressed air, etc.

Sketching Tasks

The participant is asked to perform the following three tasks in sequence upon
reviewing the design problem:

• “Describe the actions that the system will have to perform. Go as detail as you
deem necessary.”

• “Develop sketches for solution concept(s) to the problem. Do as many and as
detail as you deem necessary for capturing your idea(s) on paper.”

• “Annotate your drawing(s) with leaders and labels. Go as detailed as you feel
necessary for communicating the idea to your team members.”

The first task is presented along with the problem statement, in the same sheet of
paper. The subsequent tasks are revealed progressively, i.e., only upon completing
the previous task, using separate sheets. The tasks are not numbered and the total
count or duration of tasks is not discussed with the designer a priori. However, for
the sake of reporting, they are referred in this paper as Task 1, Task 2, etc. This
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precaution ensures that the designer is not prompted to anticipate a later task and
therefore be biased in her work.

Caution is taken not to restrict or guide the designer in a particular direction of
output. For example, in Task 1, ‘describe’ is used instead of ‘list’, or ‘draw’,
because using those words can prompt the designer to produce only textual or
graphical descriptions of functions and therefore, bias her. Also, ‘actions’ is used
instead of ‘function’ because many undergrad designers are not familiar with the
word ‘function’ in engineering design context. Optional plural “(s)” is used
whenever possible, for the same reason.

The designer is not given any time limit for the tasks and is asked to alert the
experimenter when she finishes a task. Different designers are likely to solve design
problems at different speeds. To ensure uniformity of data, it is important to let the
designer finish the task at her pace, terminating only when she declares to have run
out of ideas or patience. Inevitably, this method produces design output at various
levels of completeness and quality, but that data allows valid examination of
chunking under natural and unrushed ideation. At least one experimenter is present
in the room with the designer in an unobtrusive manner at all times, and provides
brief clarifications of the tasks—not the design itself—only upon requests.

Post-experiment Interview

Immediately after the designer completes all three tasks, she is briefly interviewed
using three semi-formal steps. First, the designer is asked to read aloud her work
and narrate her rationale. Second, the interviewer identifies significant features in
the sketch, which are portions of the sketched structure that has notable geometric
character or working principles. Finally, the interviewer asks the designer “if there
is any prior knowledge, experience, or memory that could have inspired that fea-
ture”. The interview is video recorded. The purpose of this interview is to inves-
tigate the role of analogies in cognitive chunking. Analogical reasoning, esp. the
transfer of a solution stored in memory to a new problem at hand, is believed to be a
core process of creativity (Goel and Bhatta 2004; Goel 1997). Recent studies in
design creativity examined the attributes of artifacts that are used as the basis of
detecting similarities between the problem and solutions in memory, e.g., similarity
based on functions, working principles, flows properties, or motions, etc. (Arlitt
et al. 2013). The interview is performed to investigate if and how the new chunks
formed during ideation are related to the old chunks in memory. However, this
interview data is not used to support the conclusions presented here and are
reserved for future publication.

After the interview, the designer fills a post-experiment questionnaire which
captures the designer’s familiarity with the activity of manual ironing and with the
design problem presented. Data from a designer unfamiliar to ironing or familiar to
the design problem would be rendered invalid and would not be included in
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analysis. However, no such case occurred in the study. This step concludes the
experiment procedure.

Data Collection

The designer is instructed to complete the three tasks using a LivescribeTM smart
pen—a commercial3 product that is a mini computer housed in a pen so that it can
be used normally to write on paper, but records video of each pen stroke and
surrounding audio, with the ability to play them back when needed. Thus, a
true-to-time re-enactment of each pen stroke committed to paper by the designer
and the conversation during the interviews is possible, which permits a time study
of the design. In addition, one video camera is placed unobtrusively in the room to
collect data about gestures and body language, and it is used as a secondary
recording device for the interviews.

Sample Raw Data

Figure 1 shows a portion of the list of requirements produced in response to Task 1
by one designer. Figure 2 shows a sample of sketches produced in Tasks 2 and 3 by
one designer.

The highlighted elements, such as sketch elements and leaders are explained in
the next section. The designers produced between 1 and 6 pages of handwritten
material for the three tasks, and the sample shows only a portion of the work.
A majority of designers (six out of nine) produced three or four pages each, without
time limits, and the three other designers produced one, five, and six pages,
respectively. Time of designing varied in a comparable range as the page counts:
between 4:24 and 29:07 mm:ss for Task 1, and between 9:26 and 40:53 mm:ss for
tasks 2 and 3 combined.

Data Analysis Protocol

A protocol is used to codify the smart pen data into a spreadsheet to facilitate
objective and repeatable analysis. The design and reliability of this protocol is
discussed in the next section. Below, the protocol steps are discussed.

3Disclaimer: The authors neither endorse nor recommend the use of this product.
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Vocabulary of Entity Types

The analysis is based upon three types of entities—sketch elements, leaders, and
labels—found in the pilot data from two designers, as defined in Table 1. A fourth
type, called ‘name’, is a subtype of labels. Entities comprise of pen strokes, which is
defined as a mark resulting from touching the pen to the paper, scribing a mark with
it, and lifting the pen.

Fig. 1 Sample of list of actions produced in Task 1

Sketch element Leader Label

Fig. 2 Sample of design in response to Tasks 2 and 3
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This classification of entities applies to the portions of the design that show
physical structures in free-hand sketches, which occur typically in Tasks 2 and 3,
and in some exceptional cases, in Task 1. The output of Task 1 is typically
free-hand text and no classification is needed for it. The purpose of this classifi-
cation is to separately track the entities used to draw the sketch and the names used
to annotate them, so that time study of the sketching actions can be performed
precisely. The following discipline is followed when counting the various entities:

1. Sketch elements: To count the sketch elements in a cluster, the cluster is treated
as if it was created using a common CAD sketcher. Each CAD curve is then
counted as one sketch element. For example, a line counts as one element, a
triangle amounts to three elements, and an oblong (e.g., a round-ended slot) has
four elements: two semi-circles and two lines.

2. Leaders: A leader can be a straight, curved, or squiggly pen stroke, or a col-
lection of multiple strokes, some of which may comprise an arrow head added to
a stem. In such cases, the whole set of pen strokes counts as one entity of type
leader. In Fig. 2, the highlighted leader is made of three different pen strokes.

3. Labels: Designers are likely to lift the pen periodically while writing the letters
and words of a label. Thus, most labels consist of multiple pen strokes, but they
still count as one entity of type label, irrespective of length, until interjected by a
pause of one second or more. In Fig. 2, the highlighted text “humans put(s) each
iron(ed) piece in a hanger” counts as one label, because it was written with
multiple pauses, none of which was a second long.

4. Non-design strokes: Pen strokes that are not related to the design are not
classified. These include doodles at the corner of the page. The smart pen does
not recognize difference in pressure at the nib and thus, strokes used to glide the
pen on the paper are detected as full-pressure strokes. A review against the
physical page is used to discern these strokes. While these strokes could indicate
some mental activity, they were not included in the encoding scheme. In the
reported study, the time spent in adding non-design strokes is an insignificant
portion of the total design time of the participant (10 s or less, when present) and
thus, this simplification is not likely to impact the overall outcome of the study.

Table 1 Vocabulary of entity types and their definitions

Entity Definition

Sketch
element

A sketch element is the whole or part of a pen stroke that comprises the sketch of a
physical structure of the solution. In Fig. 2, the highlighted entity is a conveyor belt
of chain running on a pair of pulleys or sprockets

Leader A leader is a set of one or more pen strokes used to point to portions of a sketched
structure in order to attach a label to it

Label A label is a text that is used to annotate a sketch element or a portion of a sketch
using a leader and is usually placed at the end of the leader

Name A name is a special type of label used specifically to assign a name to a sketch
element or a portion of the sketch
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Encoding Steps

1. Playback: The pen stroke data is played back on a computer using a proprietary
software with a temporal resolution of one second.

2. Familiarization: The entire video is played back twice. In the first run, the
coder watches the video without attempting to encode, but notes the organiza-
tion of the data, e.g., the break points between the Tasks 1, 2, and 3, and patterns
in the designer’s activities that are visually identifiable. Sometimes designers go
back to previous pages or overwrite on previous pen strokes, etc. This first step
familiarizes the coder with the data, which facilitates efficient navigation
through the data and error-free encoding. It takes up to 3 h to encode 30 min of
design data and the number of individual pen strokes for the nine designers
range from 1306 to 2848. This familiarization is therefore important.

3. Entity encoding: In the second run, the coder plays back the recording for
Tasks 2 and 3 and looks for pauses in the pen stroke activity, where the pen does
not touch the paper for one second or longer, as seen from the timer of the video
player. Upon detecting such a pause, each pen stroke between two successive
pauses is said to form a cluster and is assigned a unique serial number in the
order in which it was added to the page. The resulting data is captured in a
spreadsheet, with one cluster or one pause per row, as shown in Fig. 3.
For example, the third row (Cluster 2) indicates that five pen strokes—serial
numbers 2 through 6—were created without taking a pause of one second or
longer. The start of stroke 2 occurred when the playback timer read 00:13 mm:
ss (Pen-Touch column) and the end of stroke 6 occurred at 00:16 mm:ss
(Pen-Lift column). The columns under ID indicate the serial numbers of these
strokes. Since these five strokes are added without a one-second pause, they are
recorded as a cluster, as shown in the Cluster column. The fourth row (one
below Cluster 2) records the start and end timestamps of the pause that
immediately followed the five strokes in Cluster 2. Consequently, this row
shows no strokes under ID. The duration column records the difference between
the start and end timestamps in mm:ss units. Accurate detection of a one-second

Clusters Dura on
1 00:10 00:12 00:02 1

00:12 00:13 00:01
2 00:13 00:16 00:03 2 3 4 5 6

00:16 00:19 00:03
3 00:19 00:25 00:06 7 8 9 10

00:25 00:28 00:03
4 00:28 00:46 00:18 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

00:46 00:47 00:01
5 00:47 00:51 00:04 28 29 30 31 32 33

00:51 01:04 00:13
6 01:04 01:09 00:05 34 35

Pen-Touch Pen-Li                                                               ID

Fig. 3 First eleven rows of the data encoding spreadsheet from designer G1
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pause may take practice, and when in doubt, the coder reexamines the pause.
Playing back the video at a reduced speed (0.5� or 0.33�) may improve this
accuracy.

4. Entity color coding: Next, the entities in each cell is color-coded separately for
sketch element, leader, or label.

Design Time Study

For each designer, data from the encoding spreadsheet in Fig. 3 is translated into a
time study graph, as shown in Fig. 4. Time is plotted in the horizontal direction and
number of entities is along the vertical. Each column in this chart represents a
cluster, while the gaps between columns are the pauses. The height of each column
is the number of entities in the cluster, which are divided into the three types: sketch
element, leaders, and labels. This graph provides a visual rendering of the design
activities, true to scale on both axes. The first six columns of Fig. 4 can be verified
to be the first six clusters from Fig. 3. It is reiterated that this data only reflects
activities in Tasks 2 and 3.
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Results

Table 2 shows the data collected from the nine designers, grouped as graduate and
undergrad students. In the Designer column, the graduate students are named G1
through G3 (rows 1–3) and the undergrads are named UG24 through UG7 (rows 4–
9). The group-wise average, total average, and range of the data are shown in the
last five rows. Columns 2 through 4 show the basic data from the smart pen output.
Columns 6 through 8 show the counts of the three entity types for each designer,
which totals up to the data in column 5 (Entities). The last four columns show the
number of clusters and names. Column 10 (Name-D) counts the names of sketched
structures that are visible directly as labels next to the sketch produced in Tasks 2
and 3. In Fig. 2, the word “hanger” in the highlighted labels is a Name-D, as it
points to the sketch elements that describe a hanger. Name-ID (Column 11) is a
name that is not found directly as a label in Task 3, but is found indirectly, i.e.,
written by the designer in the list of actions in Task 1 and later drawn in the sketch
in Task 2. As seen in the table, Name-IDs are a small portion of the total count of
names.

Observations, Analyses, and Conclusions

The following observations are made on the data:

• Observation: Clustering of pen activity is clearly visible. The time study of
pen strokes (example in Fig. 4) illustrates that design output during ideation
sketching is produced in intermittent clusters separated by pauses, rather than in
continuous or evenly-spaced series of strokes. The cluster-pause-cluster pattern
is clear from the data. Psychology research asserts that pauses of 300 ms to 3 s
followed by motor activity imply mental processes leading to that activity (Goel
and Bhatta 2004). The intermittent pen pattern then suggests that the entities in
the cluster following a pause were conceived during the pause itself and that
they were conceived at once, as a single packet of information, so as to permit
transferring them to paper with needing a pause in between. This pattern agrees
with the notion of chunking and thus a cluster could be indicative of a cognitive
chunk. The pause length of one second is used in this study since that is the
lowest interval measurable by the video player, which falls within the 300 ms–
3 s range.

4The data for an undergrad designer named UG1 is excluded, as she had prior familiarity with the
problem statement and analysis protocol. Thus, the name of the first reported is undergrad designer
is UG2. .
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• Observation: Name-Cluster diads. When the names assigned to the various
features of the sketched solution are compared to the clusters, it is clear that
these two parameters are strongly correlated. A correlations is said to occur
when the designer assigns a written name to a feature or a portion of the drawn
structure and all the pen strokes used to draw that named feature are found to
occur in a single cluster. Thus, diads of names and clusters can be identified, as
shown in Fig. 5 (a and b). In each figure, the bottom left bubble represents a
cluster with begin and end time stamps. The bottom right bubble is a name
explicitly written by the designer as a label. The diad relation, indicated by the
dotted oblong, means that the named feature, e.g., the conveyor belt in (a), was
drawn entirely within the cluster 0:42–0:47 mm:ss, and nothing else was drawn
within that cluster.

With the exception of UG6, the number of diads produced by designers varied
between 10 and 35. Diads were formed at a rate of up to 2 per minute and the
average rate was 1.23 (Table 3).

The formation of diads further illustrates the presence of chunking in ideation
sketching. The features to which names are assigned are not provided to the
designer for naming. Instead, the designer creates them with the necessary details
and names them at a certain level of abstraction. For example, some features named
by designers are: clamp, hanger, folding table, de-clutter, and conveyor belt, etc.
(Fig. 6). Each of these features is created with multiple sketch elements and
sometimes using sub-feature-level details. But the names are assigned not to the
lower level details (e.g., the frame, legs, and flaps of the folding table), but to a
suitable higher level form. This behavior implies that the designer perceives the

(a) (b)

Cluster:
0:47-0:51

Name:
Conveyor 

Belt

Func on:
Transport the 

laundry from the 
washing cycle to the 

folding process

Cluster:
02:42-02:47

Name:
Computer

Func on:
Iden fy the type 

of clothing or 
laundry 

Fig. 5 Examples of diads and triads for designer G1

Table 3 Diad generation and rate for all designers

G1 G2 G3 UG2 UG3 UG4 UG5 UG6 UG7 Avg.

# Of diads 10 35 12 13 10 15 26 4 17 16

Diads/min 1.42 1.76 1.18 0.88 1.11 1.10 2.03 0.88 0.72 1.23
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abstraction level at which names are assigned to be the unit chunks of information.
The diad relation between names and clusters then reinforces that chunking occurs
during ideation sketching, and that they can be visualized using the clustering and
naming of sketch elements.

• Observation: Name-Cluster-function triads. As shown in Fig. 5, for most of
the diads found, the name-cluster diad has a correlation with a function men-
tioned by the designer in Task 1. For example, the conveyor belt shown in the
first diad of Fig. 5 is used in the design for a specific transportation function, and
that function is written by the designer in Task 1. These triads are found in the
works of all nine designers, for more than 50% diads for each. This observation
indicates that the cognitive chunks indicated by the diads are formed on the
basis of the functional needs perceived by the designer.

Secondary Observations

Overall, the data shows a higher amount of design output from the graduate stu-
dents than the undergrads, as can be verified by comparing the graduate and
undergrad averages in the highlighted cells of the table (columns 3, 5, 6, 7, 12).
However, this trend is not sufficient to conclude that graduate students typically
produce more design output, because: (1) the data pool is not statistically significant
to make such a conclusion, and (2) the highest numbers in each of these five
columns (# 3, 5, 6, 7, 12) come from the same graduate student, who is clearly an
outlier. Out of the nine designers, only two (G2, UG2) drew a function graph with
functions and flows in response to Task 1. The others made function lists, without
drawing a graph. Only two designers drew a structure within Task 1, where
functions were sought. However, all nine designers drew leaders and labels within
Task 2, where only the structure was sought.

Fig. 6 Examples of naming at higher levels of abstraction
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Reliability of Analysis Protocol

Experimental data that are encoded by humans, even with a strict protocol, are
prone to errors. Inter-coder reliability of the protocol is evaluated to establish
credibility of the conclusions and to assure that the protocol is not sensitive to the
skill or training of future researchers who adopt it.

In the pilot phase, the protocol was applied by two coders (C1, C2) on the same
4-min span of data. Figure 7a shows the comparison between their time studies
obtained without training or reconciliation between coders. Upon inspection, the
omission of valid pauses by C2 was found to be the main cause of the disagreement.
In Fig. 7a, C1 detected pauses at approximately 02:26, 02:54, 03:45, 04:11, and
04:35, which C2 omitted. In response, C2 was given more training and practice.
A few refinements, such as reexamining doubtful pauses and playing back the video
at reduced speed, were added to the protocol for both coders. Figure 7b shows the
time study of the same 4-min span, redone by C1 and C2 after this reconciliation.
The improvement is visually recognizable. The reliability of the coders continually
improved through multiple iterations, as seen next.

During the actual experiment, all nine data points was encoded by C1, to
ensure uniformity. To ascertain continued adherence to the protocol, C2 encoded
select 5-min segments from three designers picked at random. Figure 8 shows the
resulting comparison for one designer (G1). The error between the coders is visibly
reduced. The impact of the occasionally persistent errors on the analysis is minimal,
as explained next. The errors are classified into three types (Table 4). Their
examples are shown in Fig. 8.

In Fig. 8, twelve of the total 39 columns (clusters) reported by C1 have a
difference of height between coders, resulting into E1 = 12/39 = 31%. The average
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value of those twelve errors is E1avg = 1.25 and the maximum value is E1max = 3,
occurring between 08:04 and 08:12. Eight of those 39 columns show a difference in
either the start or the end time, resulting into E2 = 8/39 = 21%. All eight occur-
rences of E2 are limited to a difference of 1 s between coders, thus:
E2max = E2avg = 1 s. As the resolution of video player is 1 s, E2 errors, if present,
could not be smaller than this value. The total number of columns (clusters) counted
by the two coders is 39 and 38 respectively and thus, only one pause is omitted by
one coder, resulting into E3 = (39–38)/39 = 2.6% only.

The errors are similarly counted for the other two data points (UG2, UG3) on
which C2 performed a validation. The average errors over the three data points are
shown in Table 5. The impact of these errors is discussed next.

Table 4 Types of errors between coders

Error Visible effect in Fig. 8 and cause

E1 Difference in column height (without column shift): results from difference in counting
entities in a cluster, while the start and end times are identical between coders

E2 Column shift (without difference in column height): results from difference in
registering the start and/or the end time of a cluster, while the coders agree on the
entity count in the cluster

E3 Column split (without difference in column height or column shift): results from
coders disagreeing about a pause. In Fig. 8, between 07:08 and 07:24 mm:ss, the
apparent difference between the coders result from two effects: (1) C1 registered a
pause that C2 omitted, and (2) C1 counted total seventeen entities, while C2 counted
sixteen
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Impact of Errors

Although the frequency of error types E1 (28%) and E2 (30%) are higher than that
of E3 (7.6%), E1 or E2 errors can only affect the timing or size of a cluster between
coders, while still maintaining the cluster itself and its relation with the diads and
triads. Hence these errors have minimal impact on the findings of this paper. E3 has
a higher potential impact on the study. Ignoring a valid pause (false negative) would
promote a weaker correlation (type II) to a stronger one (type I). Detecting an
invalid pause (false positive) would do the opposite and therefore together, they
could impact the analysis. A low value of E3 (7.6%) indicates that coders strongly
agree on the most important parameter of this study and the analysis can be trusted
within this margin of error.

Closure and Future Work

This paper reports an experiment to study chunking in ideation tasks of engineering
design. Based on an engineering sketching task performed by nine subjects, clear
evidence of chunking is found. Further, the chunks are shown to be based on the
functional needs of the design perceived by the designer prior to sketching. In the
future, two other variants of this study will be performed to triangulate the current
observations. In the first variant, the same experiment will be performed without
first asking the designer to identify the functions, and thus eliminating the possi-
bility of biasing her to think in terms of functions first. In the second variant, a
copy-mode study will be performed, where designers will be asked to sketch an
article shown in physical form or as a drawing, and the correlation between chunks
and other aspects of the design (e.g., function, form, etc.) will be examined.

One limitation of the presented work is the argument that the designer is possibly
predisposed to function-based thinking by performing Task1 first, in which case, it
is trivial that the chunks during sketching are correlated to functions. However,
since correlation is sought between chunks and pre-conceived functions, it is
important to collect the functions before sketching. If the designers were asked to
identify the functions after the sketching task, the study could still be limited since
they would be more likely to identify actual functions of the structure just drawn
rather than those needed by the design. Between these two difficulties, the reported
design of the experiment is chosen because even in real-life design cases,

Table 5 Average percent
errors of encoding for G1,
UG2, and UG3

Error type Error frequency (%)

E1 28

E2 30

E3 7.6
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predisposition to function is likely to occur. A method to observe the preconceived
functions without asking the designer to write them should be developed.
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A Systematic Review of Protocol Studies
on Conceptual Design Cognition

Laura Hay, Chris McTeague, Alex H.B. Duffy, Laura M. Pidgeon,
Tijana Vuletic and Madeleine Grealy

Abstract This paper reports the first systematic review and synthesis of protocol
studies on conceptual design cognition. 47 studies from the domains of architectural
design, engineering design, and product design engineering were reviewed towards
answering the following question: What is our current understanding of the cog-
nitive processes involved in conceptual design tasks carried out by individual
designers? Studies were found to reflect three viewpoints on the cognitive nature of
designing: design as search; design as exploration; and design activities.
Synthesising the findings of individual studies revealed ten categories of executive
and non-executive function studied across the viewpoints: visual perception; mental
imagery; semantic association; long term memory; working memory; selective
attention; creative thinking; evaluation and decision making; externalisation; and
reasoning and problem solving. The review highlights several avenues for future
research, centering on the need for general formalisms, more objective methods to
supplement protocol analysis, and a shared ontology of cognitive processes.

Introduction

Conceptual design refers to the early stages of the design process, where design
requirements and solutions may be fuzzy, unstructured, and/or ill-defined (McNeill
et al. 1998; Goel 1995). Generating a high number of ideas during conceptual
design is believed to increase the likelihood of achieving a desirable product in
terms of cost and quality (Jin and Benami 2010). Thus, conceptual design may have
a significant impact upon design performance later in the design process. However,
there is a lack of clarity regarding the nature of the cognitive processes involved in
this influential phase of designing. Jin and Benami (2010) note that whilst cognitive
processes “are at the center in developing new ideas, they are rarely taken into
account in research and development of design support methods and systems”
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(p. 191). In a more recent study, Kim and Ryu (2014) claim that conceptual design
involves “perception, problem solving, reasoning, and thinking about the design.”
Nonetheless, they argue that there is a need for thorough research “to better
understand designers’ internal cognitive processes” (p. 519). More generally, Dorst
and Cross (2001) note that the internal mechanisms involved in creative idea
generation are “mysterious (and often mystified)” (p. 425).

The Systematic Review Method

A plethora of empirical studies have been conducted on conceptual design cogni-
tion since the late 1970s, contributing a wealth of observations on different aspects
of cognition and the factors affecting it in the early stages of design (Cross 2001;
Dinar et al. 2015). However, there has thus far been only a single attempt to
systematically review and synthesise the findings from these studies (Jiang and Yen
2009). This review focused largely on methodological aspects of protocol analysis;
a similar exercise could provide greater clarity on the cognitive processes involved
in conceptual design. Whilst Cross (2001) and Dinar et al. (2015) provide detailed
and instructive treatments of empirical studies on design cognition, their reviews
are broader in scope and cannot be considered to be systematic in nature. The
systematic literature review is a research method whereby every quality publication
on a particular topic is gathered and synthesised through a rigorous and transparent
process. The intention is that all valid and reliable evidence relating to a particular
phenomenon is considered by the researcher, minimising the potential for bias.
Adherence to guidelines for conducting and reporting systematic reviews (e.g. the
PRISMA guidelines (Moher et al. 2009) ensures that a systematic literature review
is fully reproducible, and therefore meets the same standards typically applied to
empirical research. Consequently, systematic reviews can provide a foundation for
the development of formal theories and models of conceptual design cognition.

To address the need for greater clarity on the nature of the cognitive processes
involved in conceptual design, this paper presents the findings of the first systematic
review of protocol studies specifically focusing on conceptual design cognition.
Studies from the domains of architectural design, engineering design, and product
design engineering were considered. The review aimed to answer the following
research question by synthesising the findings of individual studies: What is our
current understanding of the cognitive processes involved in conceptual design
tasks carried out by individual designers? We focused on protocol studies because
unlike other empirical methods, protocol analysis is generally considered to provide
direct access to a designer’s cognitive processes (Dinar et al. 2015; Lloyd et al.
1995). Consequently, Cross (2001) notes that the method “has become regarded as
the most likely method (perhaps the only method) to bring out into the open the
somewhat mysterious cognitive abilities of designers” (p. 80).
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Methods

Our approach was informed by the PRISMA guidelines for systematic reviews
(Moher et al. 2009). The review was conducted by two researchers with a back-
ground in product design engineering, with input from a cognitive neuroscience
researcher where required.

Review Scope

As stated previously, the review focused on the conceptual design phase of the
design process. Only studies focusing on design tasks carried out by individual
designers were included; studies examining group-based tasks were not considered.
Studies from three design domains were included in the sample:

• Engineering design, i.e. the design of technical products, with a primary focus
on relatively complex functional requirements (Hubka 1982).

• Product design engineering, i.e. the design of products involving a combination
of functional requirements and requirements for aspects such as form, aesthetics,
usability, ergonomics, and marketing/branding issues (Roozenburg and Eekels
1994; Kim and Lee 2010).

• Architectural design, i.e. the design of buildings, their interiors, and their sur-
roundings. Like product design engineering, architectural design may involve a
combination of functional and non-functional requirements (Akin 1986).

Findings from studies originating in these domains are argued to be comparable,
and therefore conducive to synthesis, on the basis that they adopt similar: (i) views
on the nature of designing, i.e. designing is generally considered to involve iden-
tifying a function to meet a need, developing behaviours to fulfil the function, and
synthesising structures to exhibit the behaviours (Gero 1990); and (ii) paradigms for
describing design cognition, i.e. the problem solving and reflective paradigms as
discussed by Dorst and Dijkhuis (1995).

Search Strategy and Article Selection Process

A flowchart outlining the article selection process and the number of articles
included/rejected at each stage is presented in Fig. 1. Literature was initially
gathered through searches of major engineering and psychology databases
(e.g. Compendex, Technology Research Database, and PsycINFO) conducted
between 27th March 2015 and 3rd April 2015. Search terms are presented in Fig. 2.
Following removal of duplicate articles, a range of study types were identified
within the corpus e.g. controlled experiments, protocol studies, case studies, and
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Fig. 1 Article selection process (adapted from Moher et al. 2009)
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surveys. It was decided to focus the review on protocol studies for reasons stated in
the introduction. These underwent eligibility assessment against six inclusion cri-
teria (Table 1); the reference lists of included articles were then manually searched
to identify further candidates for inclusion. Additional candidates were also iden-
tified from follow-up database searches using terms reflecting the protocol analysis
method (run on 9th October 2015). All candidates for inclusion underwent eligi-
bility assessment against the criteria in Table 1. Note that conference papers pub-
lished prior to 2005 were excluded on the basis that they largely constituted early
versions of research that was later re-published and updated in a journal article, e.g.
Suwa and Tversky (1996, Suwa et al. (1998a, 1994). Eligible articles from initial
database searches, reference list searches, and follow-up database searches were
then consolidated to produce a final set of 47 articles for inclusion in the review.

Characteristics of Reviewed Studies

Studies included in the review are denoted with * in the reference list at the end of
this paper. Owing to space limitations, it was not possible to include the full sample
in this paper. Key characteristics of the studies may be summarised as follows:

• The oldest study was published in 1984 (Akin 1984), and the newest in 2015
e.g. (Yu and Gero 2015). 53.2% of studies were published in the last 10 years.

Fig. 2 Search terms and search structure

Table 1 Inclusion criteria

No. Criterion

1 Article must be published in English

2 If constituting a conference paper, article must be published during or after 2005

3 Article must report original research

4 Study participants must be individual designers, i.e. not pairs or groups

5 Study participants must carry out a conceptual design task within the domains of
engineering design, product design engineering, or architectural design

6 Authors must identify cognitive processes involved in a conceptual design task
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• 76.6% of the articles reported full protocol studies, and 23.4% reported analyses
of existing protocol data.

• Studies involved a total of approximately 350 participants, ranging from a
minimum of 1 to a maximum of 36 participants per study and an average of 7
participants. Participants included practicing designers and architects, along
with students at undergraduate, Master’s, and Ph.D. level.

• The experience levels of participants ranged from 0 to 38 years, although
authors were observed to apply inconsistent definitions of “experience.”

• 45 distinct design tasks were studied—44.4% architectural design, 42.2% pro-
duct design engineering, and 13.3% engineering design.

• The following types of data were gathered by authors: concurrent verbalisations
during tasks (68.1%); retrospective verbalisations after tasks (23.4%); combined
current and retrospective verbalisations (8.5%); video of designer behaviour
(84.4%); and physical sketches (51.1%).

• The length of verbal protocols ranged from 15 to 600 min.

Focus of Reviewed Studies

Collectively, studies were found to reflect three viewpoints on the cognitive nature
of designing: (V1) design as search; (V2) design as exploration; and (V3) design
activities. A range of focus areas were then identified from studies associated with
each viewpoint, as summarised in the sub-sections below. Note that the research
question is answered later in the paper.

Viewpoint 1: Design as Search

The first viewpoint reflected in the studies considers designing to constitute a
goal-directed search process. Central to this viewpoint is the perspective that a
designer may be modelled as an information processing system (IPS) (Chan 1990;
Stauffer and Ullman 1991). As an IPS, a designer transforms information from
input to output states via the execution of elementary information processes known
as operators (Stauffer and Ullman 1991). These transformations may be termed
state transformations (Goel 1995; Akin 1984).

Stauffer and Ullman (1991) suggest that during designing, the processor com-
ponent of the IPS “accesses information from the LTM [long term memory] into the
STM [short term memory, i.e. working memory] as it is needed by the operators”
(p. 117). Operators then act on the retrieved information in working memory to
effect a transformation of the design state, which is proposed to be manifested
initially as changes in the information content of working memory. Drawing from
the work of Newell and Simon (1972), Chan (1990) highlights that the sequence of
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operators and state transformations involved in conceptual design may be for-
malised as “a search through […] knowledge states” (p. 64) i.e. a search process.
Studies on design as search were found to reflect three focus areas, which are briefly
summarised below.

Search Processes and Their Context in Problem Spaces

Search processes are considered to be bounded by a problem space. The problem
space encompasses knowledge of the initial problem state, a goal state, and all
possible design states in between these two states. Design as search may then be
viewed as a sequence of state transformations, beginning with the problem state and
proceeding through intermediate design states until the goal state is reached (Goel
1995; Chan 1990; Stauffer and Ullman 1991; Newell and Simon 1972).
Transformations may be (i) lateral, i.e. generation of a new solution, or (ii) vertical,
i.e. elaboration of a current solution (Goel 1995). Design problem spaces are typ-
ically large owing to the ill-defined nature of design problems; however, a designer
may reduce the size of the space to be searched by implementing constraints (Goel
1995; Chan 1990). Search processes are further managed with design goals spec-
ifying desired design states (Chan 1990; Stauffer and Ullman 1991).

Search Methods, Control Strategies, and Knowledge Schema

Operators may be applied in different combinations and sequences to reach a
solution and manage the search process. These patterns of operator execution are
described as search methods (Stauffer and Ullman 1991) and control strategies
(Chan 1990), respectively. Owing to the necessary space limitations of a conference
paper, the full range of search methods, control strategies, and operators identified
from the reviewed studies cannot be presented here. Chan (1990) proposes that
operators are retrieved from knowledge schema stored in long term memory. That
is, networks of knowledge units encapsulating both declarative and procedural
knowledge (Chan 1990; Ball et al. 2004).

Problem Solving Phases

Several authors were observed to delimit designing into problem structuring and
problem solving (or search) phases. Akin (1984) suggests that designers structure
the problem during a pre-sketching phase, and solve it during a “search for design”
phase (p. 204). Similarly, Goel (1995) argues that problem structuring may occur at
the start of design tasks; however, it may also “recur periodically as needed”
(p. 114). This is supported by Chan (1990), who suggests that problems may be
restructured during tasks in response to a “critical problem situation” (p. 69), e.g. a
decision to abandon a solution.
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Viewpoint 2: Design as Exploration

A second viewpoint reflected in the studies considers designing to constitute an
exploratory process operating between problem and solution spaces. Central to this
viewpoint is the perspective that design problems are evolutionary in nature—i.e.
they may be reinterpreted and reformulated as designing progresses and a solution
is developed (Maher and Tang 2003; Jin and Chusilp 2006).

When design problems are viewed as evolutionary, the designer’s task envi-
ronment may be subdivided into (i) a problem space, encompassing knowledge of
design requirements; and (ii) a solution space, encompassing knowledge of design
solutions (Maher and Tang 2003). Rather than a search process, design may then be
viewed as an exploratory process operating within and between these two spaces,
where actions taken in the solution space (e.g. idea generation or concept devel-
opment) may influence actions taken in the problem space (e.g. problem structuring
or reformulation) and vice versa (Dorst and Cross 2001). Interactions between the
two spaces may also be understood in terms of the concept of situatedness, e.g. the
notion that a designer’s understanding of a problem is affected by what they draw
and perceive in their sketches, and vice versa (Suwa et al. 2000).

Studies on design as exploration were found to reflect two broad focus areas,
namely co-evolutionary design and sketch-based design exploration. Sketch-based
exploration may be further subdivided into the following areas: visual reasoning;
cognitive actions; and unexpected discoveries and situated invention. Each area is
briefly summarised in the following paragraphs.

It should be noted that a number of authors have also examined the role and
significance of sketching in conceptual design, e.g. (Athavankar 1997; Bilda et al.
2006; Bilda and Gero 2007; Athavankar et al. 2008). Whilst several of these studies
conclude that sketches act as a form of ‘external memory’ that serves to offload a
designer’s visuo-spatial working memory (Athavankar 1997; Bilda and Gero 2007),
the majority also demonstrate that designing using mental imagery alone may still
result in satisfactory design outcomes.

Co-evolutionary Design

The co-evolution model proposed by Maher et al. 1996 (cited in Dorst and Cross
2001) formalises the problem and solution spaces outlined above. Designing is
described as a co-evolutionary process—that is, according to Maher and Tang
(2003), a process that “explores the spaces of problem requirements and design
solutions iteratively” (p. 48), resulting in the evolution of design problems alongside
solutions. The solution space provides the basis to evaluate/re-evaluate requirements
in the problem space, and the problem space facilitates evalution of solutions pro-
posed in the solution space. Interactions between the two spaces “may add new
variables into both” (p. 48), e.g. new design requirements in the problem space or
potential solutions in the solution space. That is, the interactions may change the
focus of designing.
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Visual Reasoning

Goldschmidt (1991) proposes that during sketch-based design tasks, designers follow
a pattern of “dialectical reasoning” about the visual features of the sketch in relation to
the design problem (p. 139). That is, a pattern of visual reasoning that continually
shifts between two modes: (i) seeing as, i.e. proposing properties/attributes that a
design could possess based on e.g. metaphors and analogies; and (ii) seeing that,
i.e. developing a rationale for design decisions relating to these proposals. Park and
Kim (2007) model visual reasoning in terms of three interrelated cognitive activities:
(i) seeing, i.e. the perception, analysis, and interpretation of visual information in
external representations; (ii) imagining, i.e. the synthesis of perceptual and conceptual
information produced by seeing in order to generate and transform new internal
representations; and (iii) drawing, i.e. the evaluation, confirmation, and externalisa-
tion of internal representations.

Cognitive Actions

Suwa et al. (1998b) propose a set of “cognitive actions” intended to comprehen-
sively capture a designer’s cognition during sketching tasks. These are organised
into physical, perceptual, functional, and conceptual categories. The categories are
partly based on the work of Suwa and Tversky (1997), and are argued to “corre-
spond to the levels at which incoming information is thought to be processed in
human cognition” (p. 459). That is, sensorily (physical actions), then perceptually
(perceptual actions), and finally semantically (functional and conceptual actions).
Suwa et al. (1998b) claim that the proposed actions are supported by “an enormous
amount of concrete examples” (p. 458) identified from the protocol of an architect
studied by Suwa and Tversky (1997).

Unexpected Discoveries and Situated Requirements Invention

Suwa et al. (2000) propose that during sketching tasks, designers may uninten-
tionally create spatial relations between elements. Visuo-spatial features created by
these relations may then be “discovered in an unexpected way” later in the design
task (p. 540). Suwa et al. (2000) found that unexpected discoveries are often fol-
lowed by cognitive actions to set up goals focusing on new issues, which in certain
cases “become general enough to be carried through the entire design process as one
of the primary design requirements” (p. 547). This is termed “situated-invention” by
the authors (p. 540). Unexpected discoveries and situated invention were observed to
be correlated bi-directionally, i.e. unexpected discoveries appear to drive situated
invention and vice versa over the course of a sketch-based design task.
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Viewpoint 3: Design Activities

The final viewpoint reflected in the studies considers designing to constitute a
cognitive activity that may be decomposed into sub-activities that occur in partic-
ular patterns (Hubka 1982; Hubka and Eder 1996). In this respect, a number of
authors in the broader design literature may be seen to outline classifications of
design activities, e.g. Hubka (1982) formulates a hierarchy of design activities
occurring at different points in the design process, and Sim and Duffy (2003)
propose an ontology of design activities organised into different categories.

Four major design activities associated with conceptual design were found to be
studied by authors in the sample, namely: problem analysis; concept generation and
synthesis; and evaluation. The nature of each activity is briefly outlined below.
Authors were observed to study the activities both individually (Liikkanen and
Perttula 2009) and as part of studies on cognitive models (Jin and Chusilp 2006)
and activity patterns during the design process (McNeill et al. 1998).

Problem Analysis

Problem analysis involves understanding the design problem, setting goals, and
defining constraints and requirements (Jin and Chusilp 2006). Authors were found
to highlight a number of sub-activities involved in problem analysis, namely:
information gathering (Kim et al. 2005); inference (Eckersley 1998; Lloyd and
Scott 1994); problem decomposition (Goel 1995; Liikkanen and Perttula 2009;
Lloyd and Scott 1994; Lee et al. 2014); identifying, exploring, clarifying, and
prioritising constraints and requirements (Kim et al. 2005; Lane and Seery 2011;
Daly et al. 2012); and problem reframing (Akin and Akin 1996).

Concept Generation and Synthesis

Concept generation may be positioned as involving the generation of ideas or
partial solutions, and the synthesis of these into more mature or complete concepts
(Jin and Chusilp 2006). However, in certain studies, idea generation and synthesis
are treated as separate activities (Jin and Chusilp 2006; Kruger and Cross 2006). In
addition to synthesis, authors were found to highlight further sub-activities involved
in concept generation, namely: memory retrieval (Jin and Benami 2010; Lane and
Seery 2011); association/analogical reasoning/case-based reasoning (Jin and
Benami 2010; Yu and Gero 2015; Ball et al. 2004; Daly et al. 2012; Chiu 2003);
and the generation/transformation/ maintenance of internal representations (Jin and
Benami 2010; Park and Kim 2007; Lane and Seery 2011).
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Evaluation

Evaluation entails the assessment of concepts against design requirements, con-
straints, and criteria (Jin and Chusilp 2006) typically defined during problem
analysis (Kruger and Cross 2006). Authors were found to highlight the following as
sub-activities involved in evaluation: comparing (Kim and Ryu 2014; Eckersley
1998); judging, on the basis of value (Eckersley 1998; Kruger and Cross 2006),
aesthetics (Chandrasekera et al. 2013), affect (Kim and Ryu 2014), or objective
criteria (Lee et al. 2014; Kruger and Cross 2006; Chiu 2003); and decision making
with respect to which concept should be taken forward from a range of alternatives
(Lee et al. 2014; Kruger and Cross 2006; Chiu 2003).

Cognitive Processes in Conceptual Design

As discussed in the introduction, the systematic review reported herein aimed to
address the following question by synthesising the findings of individual protocol
studies conducted to date: What is our current understanding of the cognitive
processes involved in conceptual design tasks carried out by individual designers?
Having summarised the characteristics and focus of the reviewed studies, the fol-
lowing sub-sections provide answers to the research question and briefly discuss
future work and challenges for the field.

Processes Identified from Protocol Studies

To answer the research question, we firstly identified specific cognitive processes
observed and discussed by authors in the focus areas reviewed previously. This
revealed considerable differences in the concepts and terminology used to describe
cognition. For instance, studies on design as search tend to use the language of
problem solving research, describing cognition in terms of operators and state
transformations (Akin 1984; Chan 1990; Park and Kim 2007). In constrast, studies
on design as exploration frequently describe cognition in terms of perception and
the notion of situatedness (Suwa et al. 2000; Park and Kim 2007). To some extent,
these differences may be considered to derive from differences in the paradigms
underlying each viewpoint. For example, it may be seen from the previous section
that studies on design as search largely align with the perspectives of the problem
solving paradigm (Table 2), founded in the work of Newell and Simon (1972). In
contrast, studies on design as exploration typically align with the perspectives of the
reflective paradigm (Table 2), drawing from the work of Schön (1983). Studies on
design activities variously reflect perspectives from both paradigms, or neither.
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A major benefit of a systematic review is that it can reveal common findings
across a large set of studies. However, owing to the differences in terminology and
concepts discussed above, it is difficult to determine what cognitive processes are
common across different viewpoints and therefore likely to be fundamentally
involved in conceptual design tasks. To gain a clearer view in this respect, we
grouped identified processes based on similarities conveyed in definitions and
explanations, revealing 10 categories of cognitive function that appear to be studied
across the different viewpoints and domains covered by the review: (1) visual
perception; (2) mental imagery; (3) semantic association; (4) long term memory;
(5) working memory; (6) selective attention; (7) creative thinking; (8) evaluation
and decision making; (9) externalisation; and (10) reasoning and problem solving.
A useful distinction that is often made in the study and classification of cognitive
processes in psychology is that between executive and non-executive functions.
Executive functions refer to cognitive processes involved in the selection and
monitoring of behaviours to achieve goals, and are accessible to consciousness. In
contrast, non-executive functions are typically subconscious, largely automatic
processes such as perception and memory retrieval (Rabbitt 2004; Chan et al.
2008). Processes 1–4 above may be classed as non-executive functions, whilst 5–10
constitute executive functions.

Each of the above functions is presented and defined in Table 3, alongside the
particular cognitive processes identified through the review. Processes presented in
column 2 are the outcome of generalising specific examples identified from the
reviewed studies. Illustrative examples in this respect are presented in column 3.
Owing to the space limitations of a conference paper, it is not possible to present
every specific example identified. Note that the function categories were based on
the set of identified processes, but informed by the cognitive psychology literature
(as indicated by the citations in column 1).

Table 2 Key perspectives associated with the problem solving and reflective paradigms in design
cognition research

Paradigms Perspectives on the nature of: (based on Dorst and Dijkhuis 1995)

Designer Design
problem

Designing Design knowledge

Problem
solving

Information
processor in an
objective
reality

Ill-defined,
unstructured,
stable

A rational search
process

Design procedures
and scientific laws

Reflective
practice

Person
constructing
their reality

Essentially
unique,
evolutionary

Reflective
interaction with
broader design
situation

When to apply what
procedure or
component of
knowledge
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Table 3 Identified processes and function categories

Function category Cog. processes Specific examples

Visual perception, i.e. the
process of constructing and
consciously sensing internal
(visual) representations of the
external world (Bruce et al.
2003; Milner and Goodale
2008; Gobet et al. 2011).
Perception is driven by
afferent sensory information
(Eysenck and Keane 2005)

• Perceiving external
representations

• Analysing and
interpreting afferent
visual information

Data input operator (Chan
1990) (V1)

Unexpected discovery of
visuo-spatial features and
relations (Suwa et al. 2000)
(V2)

Information gathering (Kim
et al. 2005, 2006) (V2)

Mental imagery, i.e. the
generation, maintenance, and
manipulation of internal
images, driven by internal
information from memory but
may be influenced by
incoming sensory information
(Kosslyn 1995)

• Generation of mental
images

• Maintenance of mental
images

• Transformation of mental
images

Generation of mental images
(Jin and Benami 2010; Park
and Kim 2007) (V2)

Maintenance of images (Jin
and Benami 2010; Park and
Kim 2007) (V2&3)

Transformation of images (Jin
and Benami 2010; Park and
Kim 2007) (V2&3)

Semantic association, i.e. the
formation of mental
relationships between
meaningful representations
(Federmeier et al. 2002).
Semantic association is
intricately related to semantic
memory (above), where
associations exist (Martin and
Chao 2001)

• Association of concepts
• Transformation of
concepts

Generalisation operator—
associate attribute to
supra-symbol (Akin 1984)
(V1)

Explore interactions between
artefacts and people/nature
(Suwa et al. 1998b) (V2)

Transformation of concepts
(Leblebici-Basar and
Altarriba 2013) (V3)

Long term memory,
supporting long term
retention and retrieval of
contextualised events
(episodic memory) and
conceptual knowledge
(semantic memory) (Tulving
1983; Squire and Zola 1998)

• Retrieval of information
from long term memory

Retrieve schema from
memory (Chan 1990; Stauffer
and Ullman 1991; Ball et al.
2004) (V1)

Retrieve knowledge (Suwa
et al. 1998b) (V2)

Memory retrieval (Jin and
Benami 2010) (V3)

Working memory, supporting
simultaneous storage and
manipulation of visuo-spatial
and phonological information
(Baddeley 1983, 2003)

• Activation, manipulation,
and maintenance of
information in working
memory

Patch operator—add/combine
information with making it
less abstract (Stauffer and
Ullman 1991) (V1)

(continued)
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Table 3 (continued)

Function category Cog. processes Specific examples

Selective attention, i.e. the
process of selecting and
focusing on a stimulus while
disregarding other stimuli
(Gobet et al. 2011; Eysenck
and Keane 2005)

• Focusing attention on
different parts of external
representations

• Focusing attention on
different properties of
external representations

Select information operator
(Stauffer and Ullman 1991)
(V1)
Attend to visual features and
spatial relations (Suwa et al.
1998b) (V2)

Creative thinking, i.e. the
generative and exploratory
processes involved in
developing ideas that are both
novel and useful and/or
valuable (Eysenck and Keane
2005; Finke 1996)

• Idea generation
• Concept
composition/synthesis

• Concept development

Create operator—generation
of information that appears
spontaneously (Akin 1984)
(V1)

Imagining (Park and Kim
2007) (V2)

Concept generation and
composition (Jin and Chusilp
2006) (V3)

Evaluation and decision
making, where decision
making is the deliberate
selection of one option over
another (Gobet et al. 2011),
and evaluation is the related
process of determining the
worth or value of a particular
outcome/entity (Gawronski
and Bodenhausen 2006)

• Comparing and judging
concepts

• Decision making about
concepts

• Evaluation of mental
images, design
requirements, and design
solutions

Reject operator—determine
unsatisfactory proposal
(Stauffer and Ullman 1991)
(V1)

Evaluation and confirmation
of internal representation
(Park and Kim 2007), and
evaluation of requirements
and solutions (Maher and
Tang 2003) (V2)

Comparing and judging (Kim
and Ryu 2014) (V3)

Externalisation, referring to
the process of externally
representing an internal idea
or image, e.g. through
sketching (Newell and Simon
1972; Fish and Scrivener
1990)

• Drawing/sketching
• Depicting

Representation operator—
create an external
representation (Akin 1984)
(V1)

Drawing (Park and Kim
2007) (V2)

Reasoning and problem
solving, where reasoning is
the process of thinking in
accordance with logic (Gobet
et al. 2011), and problem
solving is the process of
finding solutions to problems
(Newell and Simon 1972).
A problem is a situation
where the end goal is known,
but the means of achieving it
are not (Newell and Simon
1972; Gobet et al. 2011)

• Inference
• Problem structuring,
analysis, and redefinition

• Solution search
• Process control (e.g.
monitoring and
managing goals,
constraints, and
requirements)

Search process (Goel 1995;
Akin 1984; Chan 1990) and
deductive reasoning (Lloyd
and Scott 1994) (V1)

Invention of new design
requirements (Suwa et al.
2000) (V2)

Problem analysis (Jin and
Chusilp 2006) (V3)
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Key Observations and Future Work

Whilst the variation in concepts and terminology may be attributed to differences in
underlying paradigms, it also highlights a lack of general models and theories of
conceptual design cognition. This conclusion is supported to some extent by Dinar
et al. (2015), who argue that the field suffers from a lack of “cognitive models and
theories of designer thinking.” Models and theories may be applied to generate
predictions about different aspects of cognition, which may then be tested experi-
mentally to further our knowledge of designers’ internal processing. Thus, they are
crucial for advancing the field (p. 9).

Developing general formalisms to describe the cognitive processing involved in
conceptual design requires an understanding of: (i) the cognitive processes fun-
damentally involved; and (ii) the interactions between the processes. The review
reported herein has consolidated knowledge relating to (i), outlining a range of
executive and non-executive functions studied across different viewpoints and
domains. With respect to (ii), a number of authors in the sample were found to
propose tentative relationships and cognitive models on the basis of protocol
analysis findings e.g. (Jin and Benami 2010; Suwa et al. 2000; Park and Kim 2007;
Kavakli and Gero 2002; Kim et al. 2010). However, a weakness associated with
knowledge derived from protocol studies is that it is necessarily based on small
samples of designers, and subjective inference from verbal and behavioural data.
Subjectivity is particularly problematic in the study of non-executive functions,
which are typically not accessible to consciousness for verbal reporting (Rabbitt
2004) and therefore tend to be inferred from observations of physical behaviour
alone (e.g. mental imagery processing in Park and Kim 2007). Although the use of
standard coding schemes and multiple coders can reduce subjectivity to some
extent, these do not address issues relating to sample size, e.g. the statistical sig-
nificance and generalisability of results. Thus, a significant avenue for future
research is testing the findings and hypotheses generated through protocol studies
using more objective methods conducive to the study of larger samples. Dinar et al.
(2015) highlight the use of controlled lab experiments, typical of cognitive psy-
chology research, as a potential approach in this respect. Systematically reviewing
the relatively small number of these studies conducted to date presents another task
for future research. A more fundamental challenge for the field as it advances may
be how to integrate rich, qualitative approaches such as protocol analysis with more
objective and extensive quantitative approaches.

Finally, the variation in concepts and terminology exposed by the review also
points to a fundamental question for research on conceptual design cognition: what
processes and relationships are actually of interest, and how should they be defined
for study? Whilst the function categories applied in this review are reasonable from
a psychology perspective, they may not constitute the most appropriate means of
defining and organising the processes involved in design. This may be seen to
mirror current ontological debates in psychology and neuroscience research, where
efforts are under way to develop a shared ontology of processes and relationships
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(Poldrack et al. 2011). Several design researchers have proposed ontologies, e.g.
Gero (1990), Sim and Duffy (2003), and Gero and Kannengiesser (2004). However,
these tend to neglect non-executive functions and are not necessarily intended to
describe design at the cognitive level. The development of a general ontology of
cognitive processes in conceptual design would not only provide a consistent and
comprehensive basis for developing theories and models, but it would also increase
the comparability of findings from different studies and promote a more integrated
body of knowledge on design cognition.

Concluding Remarks

This paper has reported the findings of the first systematic review of protocol
studies specifically focusing on conceptual design cognition. Current knowledge
regarding the nature of the cognitive processes involved in conceptual design tasks
has been consolidated, revealing ten categories of executive and non-executive
function that appear to be studied across the field. The findings highlight several
avenues for future research, centering on the need for general formalisms, more
objective methods to supplement protocol analysis, and a shared ontology of
cognitive processes in conceptual design.

In closing, the work has demonstrated that the systematic review method pro-
vides a means to synthesise the findings of a large number of studies in a rigorous
and transparent manner, revealing common findings and exposing differences in
perspectives and terminology. Thus, further use of the method may help to build a
more integrated body of knowledge on design cognition, and therefore make a
significant contribution to advancing the cognitive component of design science.
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Part III
Design Support



Is Biologically Inspired Design Domain
Independent?

Ashok K. Goel, Christian Tuchez, William Hancock and Keith Frazer

Abstract Current theories of biologically inspired design assume that the design
processes are domain independent. But is this assumption true? Design Study
Library (DSL) is a digital library of eighty-three cases of biologically inspired
design collected from a senior-level interdisciplinary class at Georgia Tech over
2006–2013. We describe a preliminary analysis of the DSL case studies. We posit
that the assumption about the domain independence is questionable. In particular,
some of the parameters in the domains of physiology and sensing appear to be
different from the more common domains of mechanics and materials.

Background, Motivation and Goals

The paradigm of biologically inspired design espouses the use of biological systems
as analogues for inspiring the design of technological systems as well as standards
for evaluating technology designs (Bar-Cohen 2011; Benyus 1997; Bhushan 2009;
French 1985; von Gleich et al. 2010; Turner 2007; Vincent and Man 2002; Vogel
2000). Although nature has inspired many a designer in history, including Sushruta,
Leonardo da Vinci, and the Wright brothers, over the last generation the paradigm
has evolved into a design movement. This transformation is pushed by the perennial
desire for design creativity and pulled by the growing need for environmentally
sustainable designs. The revolution is manifested through an exponentially
expanding literature including both patents (Bonser and Vincent 2007) and publi-
cations (Lepora et al. 2013).

However, our understanding of the processes of biologically inspired design
remains modest. It is noteworthy that biological phenomena occur at scales ranging
from nanometers to megameters, and from nanoseconds to gigaannums. Similarly,
biological phenomena occur in a variety of domains ranging from bacteria to
archaea to eukaryotes. However, all extant theories of biologically inspired design
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appear to assume that the design processes are domain- as well as scale-independent
(e.g., Goel et al. 2014). Pedagogical techniques for teaching biologically inspired
design and computational tools for supporting its practice also make the same
assumption. But is this assumption true?

This raises another issue: what is a domain? To be specific, let us consider
Weiler and Goel’s (2015) description of a mechanical device for harvesting water
inspired in part by the design of mitochondria. The issue of scale in this example
seems clear; there are two scales of interest: (i) the scale of mitochondria (mi-
crometer) and (ii) the scale of the mechanical device (meter). Thus, apparently there
are two scales of interest in biologically inspired design: the scale of the biological
source case and the scale of the target design problem.

Similarly we might say that in biologically inspired design, there are two
domains of interest: the domain of the source biological phenomenon (mitochondria
in this example) and the domain of the target design problem (mechanical devices).
To be precise, we adopt a characterization of a domain from the artificial intelli-
gence literature on design (Chandrasekaran 1990; Chandrasekaran et al. 1999; Dym
and Brown 2012; Goel 1997): a domain is characterized by the kinds of objects,
relations and processes that occur in it. Further, given the context of cross-domain
analogical transfer in biologically inspired design (Goel 1997, 2013a; Goel et al.
2014; Shu et al. 2011), we view the real domain of interest to be the “bridging
domain” between biology and design. Thus, in the example of the mechanical
device, the domain of interest is water harvesting that occurs in biological as well as
technological systems (and not mitochondria or mechanical devices).

The Design Study Library (DSL for short) is a digital library of eighty-three case
studies of biologically inspired design (Goel et al. 2015b). The case studies were
collected over 2006–2013 from extended collaborative projects in a senior-level
interdisciplinary class at Georgia Institute of Technology. These case studies pro-
vide an empirical basis for examining the domain independence of biologically
inspired design. In this paper, we describe a preliminary analysis of the eighty-three
case studies. We posit that the assumption about the domain-independence of
biologically inspired design is questionable.

Biologically Inspired Design

The growth of biologically inspired design movement has lead to a proliferation of
information-processing theories, pedagogical techniques, and computational tools
supporting its practice.
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Information-Processing Theories

Some information-processing theories of biologically inspired design are descrip-
tive: Design Spiral (Baumeister et al. 2012), for example, derives from observations
of biologically inspired design in practice; (Shu et al. 2011) provide an alternative
descriptive account. Some theories are normative: BioTRIZ (Vincent et al. 2006),
for example, applies the well-known TRIZ design methodology (Altshuller 1984)
to biologically inspired design; (Nagel and Stone 2010) provide an alternative
method. Some theories are explanatory: Chakrabarti’s and his colleagues’ GEMS
model (2010) and Goel’s (2013a) Task Model seek to provide explanations of
observed biologically inspired design practices. All these descriptive, normative and
explanatory theories of biologically inspired design are domain-independent as well
as scale-independent.

Pedagogical Techniques

Several educational programs offer opportunities for learning about biologically
inspired design. For example, Arizona State University offers a variety of courses
on biomimicry for professional and student designers (http://biomimicry.asu.edu/),
and Georgia Tech offers a sequence of undergraduate courses that leads to a cer-
tificate in biologically inspired design (http://www.cbid.gatech.edu/). Arizona State
University’s courses generally use the Design Spiral (Baumeister et al. 2012) as the
design methodology. Goel’s (2013a) Task Model both derives from cognitive
analyses of design practices in the Georgia Tech ME/ISyE/MSE/PTFe/BIOL 4740
course on biologically inspired design, and has influenced the teaching in the class
(Yen et al. 2011). All these pedagogical techniques are domain-independent as well
as scale- independent.

Computational Tools

Many computational tools are available for supporting biologically inspired design.
The Biomimicry Institute’s AskNature provides access to a functionally indexed
digital library of textual and visual descriptions of biological systems (http://www.
asknature.org/; Deldin and Shuknecht 2014). IDEA-INSPIRE (Chakrabarti et al.
2005) and DANE (http://dilab.cc.gatech.edu/dane/) provide access to functionally
indexed digital libraries of multimodal structured representations of biological and
technological systems. Vincent et al. (2006) are developing BioTRIZ, a biomimetic
version of the famous TRIZ system for supporting engineering design (Altshuller
1984). Nagle (2013) has developed a thesaurus for functions in biologically
inspired design. Watson+ (Goel et al. 2015b) builds on IBM’s Watson cognitive
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system and acts as a research assistant for biologically inspired design. All these
computational tools are domain-independent as well as scale-independent.

The Design Study Library

The Design Study Library (DSL) is a web-based, interactive, digital library of
eighty three case studies of biologically inspired design (Goel et al. 2015b). Each
case study in DSL consists of one or more documents describing a design project,
and is indexed by Function, Structure, Domain Principle and Operating
Environment. DSL supports multiple methods for users to access these documents.

All eighty-three case studies in DSL come from open-ended extended collabo-
rative design projects from 2006 through 2013 in the Georgia Tech ME/ISyE/MSE/
PTFe/BIOL 4740 class. This is a yearly, interdisciplinary, project-based class taken
mostly by senior level students. During 2006–2013, the class was co-taught jointly
by biology, engineering, and design faculty led by Professor Jeannette Yen. During
these years, the classes were composed of students from a variety of other science
and engineering disciplines. The precise composition of the class varied from year
to year, but in general the class consisted of a majority of engineers.

In the Georgia Tech ME/ISyE/MSE/PTFe/BIOL 4740 class, students work in
teams of 4–5 on extended, open-ended, self-selected design projects. Instructors
ensure that each team has at least one student majoring in biology and a few from
different engineering and design disciplines. Each team develops a conceptual
design that can address a technical problem based on one or more biological
analogues. Each team has one or more faculty mentors. Yen et al. (2011) discuss the
challenges in teaching the class; Yen et al. (2014) trace the evolution of the class
from 2006 through 2012.

Prior Analysis of DSL

Prior analysis of the case studies in DSL pertained to the relationship between
biologically inspired design and environmental sustainability. Goel et al. (2015b)
found that environmental sustainability was an explicit goal of about one fourth of
the case studies. They also found that in some case studies, although sustainability
was not a design goal, the designers’ analyses indicated that the design would be
more sustainable than conventional designs. They found this kind of serendipitous
sustainability in about 8% of the case studies. Taking serendipitous sustainability
into account, sustainability was a factor in about a third of the case studies.
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Categorization of the Case Studies

Our analysis makes use of a dozen categories for classifying the case studies in DSL
in addition to Function, Structure, Principle, and Operating Environment that apply
to all eighty three case studies. First, as noted above, the DSL case studies were
classified and labeled as “intentionally sustainable” or “serendipitously sustain-
able”. Second, cases that contained “environmental impact analysis” were tagged as
such. Third, five labels were obtained from Goel’s (2013a) Task Model of bio-
logically inspired design: problem decomposition, compound analogy, problem
reformulation, problem-driven design, and solution-based design.

Finally, four labels for classifying domains were obtained from Professor Yen, a
Georgia Tech Professor of Biology and the primary instructor of the Georgia Tech
ME/ISyE/MSE/PTFe/BIOL 4740 course: physiology, mechanics, materials, and
sensing. While the domains of mechanics, materials, and sensing are straightfor-
ward, the real domain of interest in case of “physiology” is the abstract system that
can be instantiated in both physiology and technology. Table 1 provides brief
characterizations of the twelve categories including the four domains.

A preliminary analysis revealed that nine case studies in DSL were too short or
vague to be tagged with consistency, and thus were deleted from further analysis. The

Table 1 Description of the semantic labels on the case studies

Semantic label Description

Problem
decomposition

The case study contained a functional decomposition of the problem

Compound analogy The resulting design contains elements from two or more biological
analogues

Problem
reformulation

The case study specifically mentioned that the problem changed due
to some reason

Problem-driven
design

The case study started with a problem and a solution for the problem
was generated

Solution-based design The case study started with a design pattern from biology and a
problem was found that could be addressed with the pattern

Environmental
impact analysis

The case study contained such an analysis

Mechanics Some form of movement was critical to the proposed design

Materials The proposed solution emphasized a particular material that was
more beneficial than another

Sensing The design contained some form of sensing mechanism derived from
biology

Physiology The solution used as inspiration a pattern (mechanism, principle,
structure, form) related to the internal functioning of an organism

Intentional
Sustainability

The primary goal of the case study related to sustainability

Serendipitous
sustainability

The case study did not mention sustainability, but the solution was
sustainable
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remaining seventy four case studies were categorized independently by two of the
coauthors (Tuchez and Hancock). Both are computer scientists familiar with bio-
logically inspired design. The two coders initially labeled the case studies indepen-
dently, then negotiated about the precise characterizations of the categories, and next
relabeled the case studies independently. A case study may have multiple labels.

Table 2(a) shows the legend used in Tables 2(b) and (c); the latter two tables
show the association matrices for the two coders. Thus, the first row in Table 2(b)
says that 34 case studies (out of the total 74) were labeled as problem decompo-
sition, 14 had the labels problem decomposition and compound analogy, and so on.

Cohen’s kappa coefficient was used to measure the degree of agreement between
two coders: the kappa score was 0.88, corresponding to a 94% agreement between
the coders, which is commonly considered to be very accurate.

A preliminary analysis reveals six patterns common to the association matrices
in Tables 2(b) and (c):

(P1): Compound analogy is rare with solution-based design. A possible explana-
tion for this pattern is that in the solution-based approach, designing typically starts
with a design principle in a single biological system and then a problem that can be
solved using the principle is identified. This leaves little room for compound
analogy as it requires drawing inspiration from more than one biological analogue.
A corollary of this hypothesis is that solution-based design may lead to fixation on a
single analogue.
(P2): Problem decomposition is likely to be found when problem-driven design too
is found. An explanation for this pattern appears to directly follow from the char-
acterizations of problem-driven design and problem decomposition.
(P3) Solution-based design is commonly found in physiology, and not as much in
other domains. This pattern initially was a surprise to us; insofar as we know, it has
not been previously discussed in the literature. However, Coder 1 found that 8 out
of 9 case studies that used solution-based design were in physiology; Coder 2 found
the same for 7 out of 12 case studies. One possible explanation is that the domain of
“physiology” affords system-level design principles that trigger solution-based
design more commonly than the other three domains of mechanics, materials and
sensing. This is consistent with our characterization of real domain of interest here,
namely, the mechanism of internal functioning of a system, and thus at least par-
tially validates our characterization of the domain.
(P4): Sensing commonly uses problem-driven design, not solution-based design.
Again insofar as we know, this pattern has not been previously discussed in the
literature. However, Coder 1 found that 8 out of 9 case studies in sensing used
problem-driven design; Coder 2 found the same for 7 out of 10 case studies. It
appears that biologically inspired design in sensing mostly begins with a problem and
not a solution, perhaps because the domain presents relatively well-defined problems.
(P5) Materials and sensing rarely occur together. We do not presently have a good
explanation for this hypothesis.
(P6) Environmental impact analysis is seldom done with solution-based
design. Again, we do not presently have a good explanation for this hypothesis.
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Table 2 (a) Legend for (b) and (c), (b) Association matrix for coder 1, (c) Association matrix for
coder 2

(a)

PD Problem decomposition ME Mechanics

CA Compound analogy MA Materials

PR Problem reformulation SE Sensing

PB Problem-based design PH Physiology

SB Solution-based design IS Intentional sustainability

EI Env. impact analysis SS Serendipitous sustainability

PD CA PR PB SB EI ME MA SE PH IS SS

(b)

PD 34 14 2 32 2 20 20 19 5 16 16 3

CA 14 31 3 31 0 19 13 20 4 15 13 2

PR 2 3 3 3 0 1 1 2 0 3 1 0

PB 32 31 3 65 0 33 35 37 8 33 25 5

SB 2 0 0 0 9 1 6 3 1 8 1 0

EI 20 19 1 33 1 34 17 22 3 16 19 3

ME 20 13 1 35 6 17 41 18 3 22 12 3

MA 19 20 2 37 3 22 18 40 0 21 14 4

SE 5 4 0 8 1 3 3 0 9 2 2 0

PH 16 15 3 33 8 16 22 21 2 41 17 1

IS 16 13 1 25 1 19 12 14 2 17 26 0

SS 3 2 0 5 0 3 3 4 0 1 0 5

Total 34 31 3 65 9 34 41 40 9 41 26 5

PD CA PR PB SB EI ME MA SE PH IS SS

(c)

PD 34 14 2 29 5 20 16 21 6 15 16 3

CA 14 31 4 31 0 19 13 22 4 14 11 2

PR 2 4 4 4 0 2 1 3 0 3 1 0

PB 29 31 4 62 0 31 28 42 7 30 23 5

SB 5 0 0 0 12 2 10 4 3 7 1 0

EI 20 19 2 31 2 33 15 22 3 13 18 3

ME 16 13 1 28 10 15 38 20 4 18 8 2

MA 21 22 3 42 4 22 20 46 1 25 14 5

SE 6 4 0 7 3 3 4 1 10 3 2 0

PH 15 14 3 30 7 13 18 25 3 37 14 0

IS 16 11 1 23 1 18 8 14 2 14 24 0

SS 3 2 0 5 0 3 2 5 0 0 0 5

Total 34 31 4 62 12 33 38 46 10 37 24 5
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Word Cloud Analysis

We generated word cloud images to visualize patterns in the documents of each of
the seventy-four case studies. We then aggregated the word clouds for each of the
four domains: physiology, mechanics, materials, sensing. As Fig. 1 illustrates,
sensing shows a higher relative frequency of the verb “detect” as well as “need”
compared to the other three domains.

In addition, we compared the frequencies of six nouns for the four domains:
system, function, structure, behavior, mechanism, and environment based on the
Structure-Behavior-Function modeling (Goel 2013b). Figure 2 illustrates the nor-
malized frequency of these words for the four domains. Note that case studies in the
domains of physiology and sensing have a higher occurrence of noun “system”.
Further, sensing has a higher frequency of “environment” and a lower frequency of
“structure” compared to the other three domains.

physiology mechanics

materials sensing

Fig. 1 Verb clouds for the four domains
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Statistical Analysis

We measured associations between the labels of Tables 2(b) and (c) using Fisher’s
exact test and the Pearson correlation coefficient. Fisher’s exact test is a well known
statistical significance test for analyzing association tables such as Tables 2(b) and
(c). Fisher’s test is appropriate for this study because the categorical nature of data
in the two tables. Pearson correlation coefficient is a standard measure of the linear
correlation between two variables X and Y, giving a value between +1 and −1,
where 1 is total positive correlation and −1 is a total negative correlation.

As Tables 3(a) and (b) indicate, the two-tailed test with p < 0.05 does not
confirm patterns P2 and P4. P2 refers to problem decomposition in problem-driven
design: Problem Decomposition is likely to be found when problem-based design
too is found. In retrospect, the reason for the failure to confirm this pattern is clear:
while the numbers in the relevant cells in Tables 2(b) and (c) are fairly large (32 for
coder 1 and 29 for coder 2), the proportions are relatively small compared to the
number of the case studies with problem-driven design (65).

Pattern P4 pertains to the domain of sensing: (P4) Sensing commonly uses
problem-based design, not solution-based design. We expect this is (only) because
of the small sample size (10) of the case studies pertaining to the sensing domain.
We note that the word cloud analysis provides additional evidence that the domain
of sensing is different from the other three domains. Thus, this hypothesis requires
additional investigation.

Discussion

In this section, we critique this work from the perspectives of (i) research
methodology, (ii) design theory, and (iii) limitations of the current study. We also
discuss some directions for future work.

First, from the perspective of research methodology, while biologically inspired
design is a well-known paradigm, systematic research of the design paradigm is

Fig. 2 Frequency of selected words in the four domains
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relatively new. Much research on biologically inspired design appears to be based
on informal retrospective analysis of a small number of skeletal and anecdotal case
studies. There is a need for more rigorous analysis of larger samples of case studies
of biologically inspired design.

Vattam et al. (2007) analyzed seventy seven case studies of biologically inspired
design. While sixty of the case studies were reported in the design literature,
seventeen were taken from the Georgia Tech ME/ISyE/MSE/PTFe/BIOL 4740
course (and are now a part of the DSL digital library). The previous research
resulted in several findings, for example, (a) biologically inspired design is char-
acterized by two core design methods, namely, problem-driven design and
solution-based design, and (b) compared to problem-driven design, solution-based
design often results in multifunctional design but runs the risk of fixation on the

Table 3 (a) Coder 1’s
significant correlations,
(b) Coder 2’s significant
correlations

Tag
A

Tag
B

Fisher
P value

Pearsons
correlation

(a)

1 PB CA 0.008 0.316

2 SB CA 0.008 −0.316

3 SB PB 0.000 −1.000

4 EI CA 0.034 0.261

5 EI PB 0.033 0.260

6 EI SB 0.033 −0.260

7 SE MA 0.000 −0.404

8 PH PB 0.037 −0.251

9 PH SB 0.037 0.251

10 IS EI 0.001 0.401

Tag
A

Tag
B

Fisher
P value

Pearsons
correlation

(b)

1 PR CA 0.027 0.282

2 PB CA 0.001 0.374

3 SB CA 0.001 −0.374

4 SB PB 0.000 −1.000

5 EI PD 0.035 0.264

6 EI CA 0.019 0.285

7 ME PB 0.025 −0.282

8 ME SB 0.025 0.282

9 MA PB 0.047 0.262

10 MA SB 0.047 −0.262

11 SE MA 0.000 −0.425

12 IS PD 0.024 0.288

13 IS EI 0.000 0.424

14 IS ME 0.047 −0.250

166 A.K. Goel et al.



design structure. In contrast, this paper explores the role of domain in the design
processes. Note that pattern P1 in the current study (Compound analogy is rare with
solution-based design) appears to confirm the second half of the (b) pattern from the
previous study.

A related methodological point is about the importance of digital libraries of case
studies of biologically inspired design such as DSL. As Goel et al. (2015b) note,
digital libraries such as DSL enable systematic documentation and analysis; this
research would be much harder to conduct without DSL.

Second, from the viewpoint of design theory, there long has been a debate about
the domain independence of design tasks and methods (e.g., Chandrasekaran 1990;
Cross 2006; Dym and Brown 2012; Eastman et al. 2001; French 1994; Goel 1997;
Simon 1996). On one hand, design disciplines such as architecture, engineering and
computing have developed many domain-specific design theories. Within com-
puting, the design domains of computational architecture, software, and interface
have developed their own domain-specific design theories. Yet, there also appears
to be a degree of generality to many design tasks and methods across various
domains. Indeed, the search for this design generality is one of the motivations for
the conference series on Design Computing and Cognition.

Kannengiesser and Gero (2015) have argued that their Function-Behavior-
Structure framework for design captures the generality of design processes across
the domains of engineering, software and service design. However, Vermaas (2013)
has enumerated several meanings of “function” within engineering itself, and Goel
(2013b) has described the evolution of the meaning of “function” within the
Structure-Behavior-Function theory of system modeling: as the scope of SBF
modeling evolved from problem solving to memory to learning, so did its char-
acterization of “function”. Nevertheless, it is interesting to search for levels of
abstraction for capturing the generality of a design paradigm. The organizing
principle of using analogies to nature for inspiring the design of technological
systems and evaluating technological designs captures the unity of biologically
inspired design across domains and scales.

While it is interesting to search for a level of abstraction for capturing the unity
of many design processes, it is also important to search in the opposite direction of
domain-specificity of many design methods. We posit that current assumptions
about the domain-independence of biologically inspired design processes may have
obscured important differences between domains. Given the importance of
mechanics and materials in engineering, the focus of much research on biologically
inspired design has been on biomechanics and biomaterials. For example, the
Georgia Tech undergraduate certificate in biologically inspired design comprises of
a sequence of courses starting with ME/ISyE/MSE/PTFe/BIOL 4740 and contin-
uing with courses on biomechanics and biomaterials. However, as we conduct
systematic analysis of case studies of biologically inspired design from different
domains, we are beginning to find domain-specific parameters.

Third, while this study deals with a fairly large sample size, it has a few limi-
tations. One limitation pertains to possible sample bias: as noted earlier, all case
studies in DSL come from extended collaborative design projects from 2006
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through 2013 in the Georgia Tech ME/ISyE/MSE/PTFe/BIOL 4740 class. While it
is true that the students in this class are novice designers, it is also true that
engineers in general are not necessarily experts at biology and biologists in general
are not necessarily sophisticated at design. Thus, it is not clear how to characterize
expertise in biologically inspired design or exactly who is an expert in it, and the
results of this study might be more general than appears at first glance.
Nevertheless, it is very important to replicate this preliminary study with larger
samples of biologically inspired design case studies acquired from different groups
of subjects such as the professional and student designers participating in The
Biomimicry Institute’s Design Challenges (https://biomimicry.org/design-
challenges/).

Another limitation is that while the two coders in this study are familiar with
biologically inspired design, neither has much formal background in biology. It
might be useful to replicate this study with a different set of coders with stronger
backgrounds in biology.

Yet another limitation pertains to the classification of domains. As noted earlier,
we obtained the four labels classifying domains from Professor Yen, a Georgia
Tech Professor of Biology and the primary instructor of the Georgia Tech
ME/ISyE/MSE/PTFe/BIOL 4740 course. The rationale behind this classification
apparently is that leading biology journals, such as the Journal of Experimental
Biology and the Journal of Bioinspiration and Biomimetics, use it. However, as we
noted earlier, “physiology” here appears to be a biological instantiation of the real
domain of interest, the “bridging domain” of the mechanism of internal functioning
of a system. A revised or refined classification of bridging domains may reveal
additional domain-specific differences.

These limitations notwithstanding, we submit that this study raises an important
question about a basic assumption of all current theories of biologically inspired
design, namely that the design processes are domain independent. Thus, this study
represents a necessary first step: now that it has proposed a novel hypothesis, it can
be replicated and tested, and revised and refined through additional studies.

Finally, while our analysis thus far has primarily addressed the question of
domain independence of the processes of biologically inspired design, it also per-
tains to the issue of scale independence of the design processes. As we noted in the
introduction, the example of a mechanical device for water harvesting inspired by
the design of mitochondria has two scales of interest: the micrometer scale of
mitochondria and the meter scale of the mechanical device. However, we also said
that the real domain of interest here is that of water harvesting (and neither mito-
chondria nor mechanical devices per se). We note that the design pattern for water
harvesting in the Weiler and Goel (2015) example evidently is scale-invariant (or
analogical transfer from mitochondria to the mechanical device would not be fea-
sible). Thus, we posit that biologically inspired design processes likely are
scale-independent. This counter intuitive hypothesis calls for analysis and testing in
future work.
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Conclusions

Current theories of biologically inspired design assume that the design processes
are domain-independent as well as scale-independent. Current pedagogical tech-
niques and computational tools for supporting biologically inspired design too
make the same assumption of domain- and scale-independence. In this paper, we
examined the assumption of domain independence by analyzing eighty three cases
of biologically inspired design collected from a senior-level interdisciplinary class
at Georgia Institute of Technology over 2006–2013 and organized in a digital
library called DSL. We discovered that some of the parameters in the domains of
physiology and sensing appear to be different from the more common domains of
mechanics and materials. In particular, we discovered that solution-based design is
commonly found in the domain of “physiology” (actually, the domain of internal
functioning of systems) and not as much in other domains. While our study did not
directly validate the additional finding that sensing commonly uses problem-driven
design and not solution-based design, there is strong evidence in favor of this
pattern as well.

Of course it is important to replicate these preliminary studies with larger
samples of biologically inspired design case studies acquired from different groups
of subjects and using a refined classification of domains. If these hypotheses about
the differences between the parameters of the various domains hold, then they likely
will have important implications not only for building new, more detailed
information-processing theories of biologically inspired design, but also for
developing pedagogical techniques for teaching the design paradigm as well as
computational tools for supporting its practice.
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A Meta-Analytic Approach
for Uncovering Neural Activation Patterns
of Sustainable Product Preference
Decisions

Kosa Goucher-Lambert, Jarrod Moss and Jonathan Cagan

Abstract This paper explores the use of neuroimaging data to inform results from
a preference decision study involving product sustainability. Neurosynth, a
meta-analytic database of functional magnetic resonance imaging (fMRI) studies,
was used to extract regions of interest (ROIs) for cross comparison with an
empirically collected fMRI dataset. The tasks for the empirically collected fMRI
dataset were product preference decisions involving sustainability. In particular,
participants were engaged in preference judgments separated into two conditions;
one with and one without calculated environmental impact values displayed
alongside each design alternative. Extracted meta-analytic ROIs were generated
based upon keywords (moral, emotion, etc.) from hypotheses on the ways indi-
viduals formulate opinions regarding the environment. Furthermore, additional
keywords were seeded based on the results of a whole-brain fMRI analysis. Results
indicate the important role of moral reasoning and theory of mind processing in
product evaluations within social choice domains, such as sustainability.

Introduction

What are people thinking while they evaluate products when sustainability is a
factor? Goucher-Lambert and Cagan (2015) showed that product evaluations based
in part on sustainability become social choice problems, where product attributes
are evaluated differently. If this is the case, what mental processes are involved in
such social choice evaluations? In this paper, neuroimaging data is analyzed using
separate broad activation networks, each defined by specific theme-based keywords
derived from a meta-analytic database. By identifying related brain activation
networks, unique features of social choice preference judgments can be uncovered.
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Understanding user behavior and decision-making is a critical aspect of the
design process. However, common qualitative and quantitative approaches are
limited in that that they often require response information from human subject
participants. Neuroimaging techniques offer a powerful set of methods to under-
stand open design research questions, as they can provide insight into information
that human participants are unaware, unable, or unwilling to provide. One such
technique, functional magnetic resonance imagining (fMRI), is already being
expanded into distant domains outside of cognitive psychology and neuroscience,
in order to learn more about the underlying brain activation supporting specific
functions. In this project, fMRI was used to investigate features of preference
judgments involving sustainable products.

The current work is part of a multi-year project (Fig. 1), which aims to connect
behavioral and neuroimaging data to inform design research on features of sus-
tainable preference judgments. Minimizing the impact on the environment is a
critical issue facing the design research community; however, little is understood
regarding the way people interact with and decide between various product options
when sustainability is being considered (Peattie and Charter 2003; Peattie and Belz
2010). Behavioral data such as preference modeling techniques provide insight into
participants’ stated decisions. However, behavioral data do not always tell the full
story; at times people do not say what they feel, or their logic stifles their internal
preferences. When used in compliment with behavioral data, neuroimaging tech-
niques provide much deeper insight into participants’ mental activity during pref-
erence decisions—insight into what participants do not or cannot say. Within this
project, fMRI data has been explored using a variety of analysis techniques. In this
paper a meta-analytic approach is presented.

The meta-analytic approach used in this paper serves as a standalone analysis of
the empirically collected neuroimaging data, through the creation of specific
regions of interest (ROIs). fMRI data can be examined using whole-brain analysis,

Informing design research 
regarding sustainable 
preference decisions

Behavioral Neuroimaging

• preference modeling 
• conjoint analysis 

• attribute importance values 

• response metrics 
• reaction times 

• decision analysis

• whole brain analysis 
• individual GLM analysis 

• group GLM analysis

• meta-analysis 
• ROI analysis 

• keyword based 
hypothesis testing

Fig. 1 The entire project contains behavioral and neuroimaging components. The work in this
paper represents the meta-analysis contribution under neuroimaging
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where statistical tests are performed for every voxel (volume element) in the brain
(which was captured during data acquisition), or over a subset of the brain defined
by ROIs. ROIs are used to analyze fMRI data for a variety of reasons. For example,
ROIs can be useful for data exploration, as they limit statistical testing and analyses
to specific regions of the brain. Additionally, ROIs can be created for areas that are
functionally pre-defined based on results and known associations from existing
literature (Poldrack 2007). In this work, ROIs were extracted for both purposes
using an open-sourced meta-analysis tool called Neurosynth (Yarkoni et al. 2011).
Using Neurosynth, activation maps are generated based on meta-analytic results,
which represent brain activation from specific keywords. This allows for the
analysis of neuroimaging data to be completed over a reduced area, and the cross
validation of the empirical data using external datasets.

Five keywords were selected for ROI extraction; moral, theory of mind,
empathy, emotion, and vision. These keywords were included in this work based
largely on a previous analysis of behavioral data, as well as an initial analysis of
fMRI data completed separately (Goucher-Lambert et al. 2016). It was hypothe-
sized separately that the neuroimaging results would show brain activation in
emotion related regions, due to the fact that the environment was thought to be
evoking emotional, and even empathetic responses. Contrary to this, initial results
from a group analysis of the neuroimaging data indicated that there was not a
significant difference in activation for regions associated with emotion and empa-
thetic decision-making when participants were considering a product’s environ-
mental impact (Goucher-Lambert et al. 2016). Instead, areas of activation were
found related to theory of mind (i.e., what will others in society think of my actions)
and decreased activation in visual processing related areas while considering the
environmental impact of a product (Goucher-Lambert et al. 2016).

In this work, behavioral data was collected using a visual conjoint preference
survey inside of an fMRI scanner. Study participants were asked to select their most
preferred option between various reusable water bottles comprised of form, function,
and price attributes. In the “Environmental” condition of the experiment, calculated
environmental impact values were presented along with each design alternative; in
the “Control” condition this information was absent, and replaced with an additional
decision variable, “Poisson’s Ratio”. The Control condition added an extra attribute
to keep the number of decision variables consistent between conditions, but did not
contribute meaningful information to the eventual decision. The goal of this
experiment was to uncover unique features of sustainable preference judgments.
Brain imaging data was analyzed on an individual level using regression statistics.
The results presented in this paper focus on the results from a ROI analysis based on
activation keywords from a meta-analytic database. The meta-analytic approach
allows for further insight regarding sustainable preference judgments that would be
extremely difficult to obtain through traditional statistical analyses of the data. It is
hypothesized that the meta-analytic approach will support both evidence based
results (i.e., increase in theory of mind activation and decrease in visual processing
for environmental impact trials), as well as the original hypothesized results (i.e.,
emotion, empathy, and moral activation present in environmental impact decisions),
while participants consider a product’s environmental impact.
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Background

The work presented in this paper utilizes a multi-disciplinary approach and draws
on work from design research on preference modeling and sustainability, as well as
work from the cognitive psychology and neuroscience communities pertaining to
the meta-analysis of fMRI data. These areas are briefly discussed below.

Sustainability in Design Research Literature

As achieving a more sustainable society rises to the forefront of concern, trying to
find ways to minimize the impact of products on the environment is becoming
increasingly important. Over the past decade, the design research community has put
significant work into developing methods to reduce the environmental impact of
products and services during the design stage (for a few examples see Bernstein et al.
2010; Devanathan et al. 2010; Fitzgerald et al. 2010; Masui et al. 2003). The rationale
behind this focus is that the majority of the decisions that influence the sustainability
of a product occur while a product is being designed (Ramani et al. 2010).

Another portion of the design research community has looked to address sus-
tainability by focusing on consumer preference and the interpretation of sustainable
features by consumers. It is well documented that stated demand for sustainable
products is high, while the success of these same products has remained relatively
low (Blamey et al. 1999). It is believed that a better understanding of how con-
sumers evaluate sustainable products, as well as products under the context of
sustainability, will help lead to the creation of valuable strategies for designers to
satisfy these requirements (for an example of such strategies see Macdonald 2012).
Results from human participant experiments have provided insights into preference
judgments involving sustainability. However, as is common in many
preference-based research studies, participants are often subject to bias their
responses, or are unable to completely express the rationale behind their decisions
(Spector 2004; Nederhof 1985; Fleming et al. 2010). This problem is particularly
pervasive in sustainable preference judgments, where social desirability bias is
thought to be in play.

She and Macdonald (2013) explored the use of sustainable trigger features on
products, finding that adding such features was more likely to increase consumer
preference for environmentally smart products. Reid et al. (2010) explored the
perceived environmental friendliness of various vehicles based solely on the form
of the cars. They discovered that simplified form factors similar to that of existing
environmentally friendly vehicles (i.e. Toyota Prius) were associated with low
perceived environmental impacts. In another study, Macdonald et al. (2009)
examined consumer preference within a sustainability context for paper towel
configurations.
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Goucher-Lambert and Cagan (2015) used a visual conjoint analysis approach to
study how consumer preference was affected by environmental impact information.
Visual conjoint analysis allows for the decomposition of an object’s form into
continuous attributes, which are controlled by design of experiment techniques
(Orsborn et al. 2009). Using this approach, Goucher-Lambert and Cagan were able
to combine form attributes with functional and price attributes. Using the
Eco-Indicator environmental impact assessment method, calculated environmental
impact values were presented to participants during half of the preference trials
(Consultants 2000). Results from the work by Goucher-Lambert and Cagan indi-
cated that, in the context of sustainability, participants value the form of a product
less, and its functional attributes more. Despite this result, there is no information
regarding the rationale behind these preference decisions. Using fMRI at the time of
the decision, there is an opportunity to gain an understanding of the mental pro-
cesses behind sustainable preference decisions that participants are unable to
express during traditional behavioral data collection methods.

fMRI and fMRI Meta-Analysis

There are several neuroimaging techniques available to researchers, one of which is
fMRI. In fMRI, task-related activation can be determined by measuring changes in
the levels of oxygenated hemoglobin within the brain (Huettel et al. 2004). Using
this as a contrast, comparisons can be made between the levels of brain activation
between different experimental conditions.

While fMRI studies are an effective tool to study brain activation data during
different experimental tasks, it comes with a price. In addition to the inherent lim-
itations of fMRI studies (limited resolution *1–3 mm3, hemodynamic response
time, etc.), brain-imaging studies are incredibly expensive and time consuming. One
way to supplement collected brain imaging data is through the use of meta-analytic
tools, which source brain activation patterns from thousands of external neu-
roimaging studies to identify associated reasoning within selected ROIs.

There are several different neuroimaging meta-analysis tools, and several ways
to utilize the data. For example, Moss and Schunn (2015) used the Human
Connectome Project meta-analysis data to understand brain networks associated
with a reading comprehension task. In the current work, Neurosynth is used to
create keyword-based ROIs, which are then used to explore data collected by the
authors. Doing so provides external cross validation for the activation patterns
found in the empirically collected dataset. Additionally, it provides a means to take
a more focused approach to the analysis by searching over specific regions of
interest, as opposed to looking for activation in the entire brain, which would
involve over 10,000 independent statistical tests.

Neurosynth operates by using a text-mining approach to identify the neu-
roimaging studies that utilize specific terms (ex. “moral”) with a high frequency
(Yarkoni et al. 2011). After these studies have been identified, the tool extracts the
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brain coordinates for all of the areas of activation discussed in these papers.
Ameta-analysis of the coordinates is performed, creating a map of activation over the
entire brain, which shows locations of similarly active brain regions. These results
can then be thresholded using a variety of techniques (e.g., clustering) to localize
more specific areas of activation. Statistical tests are then performed to examine the
level of neural activation in those specific regions alone, independent from other areas
in the brain, thus identifying associations between brain function and the way people
think while making a choice decision involving environmental sustainability.

Methods

This experiment investigated multi-attribute preference judgments involving sus-
tainability, with the goal of uncovering differences in these preference judgments
compared to those outside the context of sustainability. The study required two
sessions of data collection. The first session was a behavioral session (24 partici-
pants) and was also used to identify participants for inclusion in the fMRI session.
As discussed in the Introduction, this project is part of a larger research project
seeking to inform design research regarding sustainable preference decisions
(Fig. 1). Under this approach are both neuroimaging and behavioral techniques.
The analysis in this paper covers a meta-analytic approach to examining the neu-
roimaging data. The meta-analytic approach complements the whole brain analysis
presented in Goucher-Lambert et al. (2016).

The methods described below cover a meta-analytic approach to analyzing and
interpreting empirically collected neuroimaging data examining this question. The
overall goal of the meta-analytic approach was to use specific keywords (emotion,
moral, etc.) to create neural activity maps. Using these maps, an ROI analysis was
performed over each individual participant’s fMRI data. The goal was to determine
whether or not the activation in the experimental condition containing the envi-
ronmental impact information (“Environmental”) was significantly different than the
experimental condition without the environmental impact information (“Control”)
for each keyword. Determining the keyword(s) that show significant differences
between the Environmental and Control conditions can help inform the mental
processes used by individuals while they are considering a product’s sustainability.

Individual fMRI Data

Empirically collected neuroimaging data was obtained from 11 healthy,
right-handed, adults at Carnegie Mellon University. The experimental task was
preference judgments involving sustainability using a within-subject visual conjoint
analysis technique with two conditions (Environmental and Control). Each of the
108 trials (54 per condition) asked participants to select their preferred option
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between two reusable water bottle alternatives consisting of form, function, and
price attributes.

The individual fMRI data was collected from a Siemens 3T Verio MR scanner,
using a 32-channel phased array head coil. Functional images were acquired using a
T2*-weighted echoplanar imaging (EPI) pulse sequence (31 oblique axial slices, in
plane resolution 3 mm � 3 mm, 3 mm slice thickness, no gap, repetition time
TR = 2000 ms, echo time TE = 29 ms, flip angle = 79 degrees, GRAPPA = 2,
matrix size = 64 � 64, field of view FOV = 192 mm). In addition, high-resolution
anatomical images were obtained for each participant using a T1-weighted
MP-RAGE sequence.

Raw neuroimaging data was processed using the AFNI software package (June
2015 version) and converted into Talairach coordinates (Cox 1996). A full
description of the preprocessing and analysis steps utilized are discussed in
Goucher-Lambert et al. (2016). The individual participant data was analyzed using
a voxel-wise general linear model (GLM) and separated into each of the two
conditions (Environmental: Form-Function-Price-Environmental Impact; Control:
Form-Function-Price-Additional Function). The activation maps from these two
analyses were used as inputs into the meta-analysis in this work.

Region of Interest Meta-Analytic Mask Generation

Keyword Selection

Five keywords (moral, theory of mind, empathy, emotion, and vision) were selected
for analysis. Three of these keywords (moral, empathy, and emotion) were selected
based on hypothesized brain activation patterns. It was an original hypothesis that
participants were altering their preference judgments due to the fact that the envi-
ronment may be triggering emotional and moral thoughts. Previous research has
shown moral decision making brain networks active in a task regarding the
preservation of national parks (Sawe and Knutson 2015). Additionally, the valua-
tion of attributes has been shown to activate emotional and moral networks in some
decision making contexts (Greene and Haidt 2002; Greene et al. 2001; Zysset et al.
2006). Further, the prior behavioral study supported that environmental choice is a
social choice decision (Goucher-Lambert and Cagan 2015).

The other two keywords (theory of mind, vision) were selected based on results
from the analysis of individual and group fMRI data shown in Goucher-Lambert
et al. (2016). In this work, an increase in activation was seen in some brain regions
associated with theory of mind while participants were considering products with
the environmental impact included. Theory of mind refers to being conscious of
what others are thinking and perceiving, and how that relates to your own actions.
Additionally, a decrease in activation was seen in visual processing regions during
these trials. Due to the fact that these results were unexpected, they were included
as keywords in the meta-analytic approach for further examination.

A Meta-Analytic Approach for Uncovering Neural Activation … 179



Neurosynth Activation Maps, and ROI Mask Generation

Meta-Analytic Brain activation maps were generated using Neurosynth for each of
the five keywords chosen for analysis. Each meta-analytic map contained brain
activation from different studies selected using Neurosynth’s text mining algorithm.
An average of 250 studies were included in each keyword’s meta-analysis.
Activation maps all used a z-score threshold of z > 2.50 to reduce spurious acti-
vation noise.

All raw keyword activation maps were opened in AFNI, and transformed into
standard Talairach space using the 3dresample command. A cluster-based threshold
was then applied to further reduce the impact of noise on the data. The resulting
activation maps were exported as ROI masks, and used for analysis of the empirical
brain activation data.

Region of Interest Analysis

The ROI analysis was completed using AFNI’s 3dROIstats command. Inputs into
this analysis were the keyword based ROI masks that were generated using the
Neurosynth meta-analytic tool, as well as the empirically collected 11-person fMRI
data set. The output of 3dROIstats was the mean voxel activation level, given as
percent signal change, for each participant inside of each ROI. The mean values
were obtained for both the Environmental and Control conditions and this process
was repeated for each of the five keywords (moral, theory of mind, emotion,
empathy, and vision).

Using the mean activation levels within each ROI, a number of factors could be
determined. The main goal of this analysis was to determine if there was a (statis-
tically) significantly different level of brain activation between the two conditions.
This was established by first examining the number of ROIs that had a greater mean
activation in one condition compared to the other. Next, multiple paired-sample t-
tests were performed to determine the statistical significance of the hypothesis that
the observed activation samples for each ROI came from different distributions.
Each keyword was examined based on multiple criteria, including how many ROIs
in the given set for each keyword had a greater level of activation in the
Environmental condition, and how many of those ROIs achieved a high significance
value (p > 0.05). Finally, Fisher’s method (Eq. 1) for combined significance values
was used to obtain a group p value for each keyword grouping (Fisher 1925). In
Eq. 1, the chi-squared distribution with 2 k degrees of freedom can be approximated
by summing the natural log of the individual significance values, pi:

v22k � � 2
Xk

i¼1

ln pið Þ ð1Þ
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Results

The keyword based meta-analytic ROI analyses were completed for each of the five
topic areas described above. The results from each keyword analysis are presented
below. For each keyword, there is brain map, which displays the physical location
of the ROIs pertaining to that keyword, as well as a corresponding table. Each table
includes the brain region(s) associated with that ROI, the mean activation level
found in each ROI for both the Environmental and Control conditions, the differ-
ence value between these mean activation levels (positive taken as the
Environmental condition is greater), and the significance value associated with this
difference.

Emotion

The emotion keyword included seven ROIs identified by Neurosynth (Fig. 2). As
mentioned previously, emotion related activation was one of the original
hypotheses in this work. Of the seven ROIs explored, only four of the seven had
greater mean activation levels in the Environmental condition. Furthermore, only
the bilateral Dorsomedial Prefrontal Cortex ROI (ROI 6) reached a weak level of
significance (p � 0.1), and none of the ROIs reached a strong level of significance
(p � 0.05). ROIs 1 and 2 located in the right and left Parahippocampal Gyrus are
traditionally associated with emotion related activation, neither of which reached
statistical significance. Together, this illustrates that, although emotion related
regions are activated in each condition, there is not a significantly different amount
of activation between them.

Fig. 2 Emotion keyword ROI masks. ROI numbering corresponds to Table 1
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Moral

There were five ROIs examined for the moral keyword (Fig. 3). All five of these
ROIs had a greater level of activation in the Environmental condition. Additionally,
two of the five ROIs were found to be strongly statistically significant. These two
ROIs, a bilateral Dorsomedial Prefrontal Cortex ROI (ROI 1), and a left lateralized
Superior/Middle Temporal Gyrus ROI (ROI 2) were the largest ROIs explored for
this keyword and are the most often associated with moral decisions. There was
perfect agreement between the positive mean difference (Environmental condition
was always greater) and a high percentage of significant ROIs. Together there is
strong support from the meta-analytic approach that the activation in the empirical
fMRI data contains neural activity related to moral decisions while participants
considered sustainability.

Fig. 3 Moral keyword ROI masks. ROI numbering corresponds to Table 2

Table 1 Emotion keyword ROI analysis results

ROI Brain regions Environmental
mean

Control
mean

Diff p

1 R Parahippocampal Gyrus, R Uncus 0.011 0.034 −0.023 0.149

2 L Parahippocampal Gyrus, L Uncus 0.025 0.013 0.012 0.306

3 L Orbitofrontal Cortex, L Anterior
Cingulate

0.008 0.000 0.008 0.564

4 R Inferior Frontal Gyrus −0.020 −0.054 0.034 0.282

5 L Inferior/Superior Parietal Lobule 0.167 0.177 −0.010 0.606

6 L/R Dorsomedial Prefrontal Cortex 0.023 −0.041 0.064 0.084*

7 R Dorsomedial Prefrontal Cortex 0.045 0.058 −0.013 0.592

*p � 0.1, **p � 0.05
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Theory of Mind

Theory of mind activation was an unexpected result from the original group analyses
of the collected fMRI data (Goucher-Lambert et al. 2016). Using the meta-analytic
ROI approach presented here, more insight was gained into the presence of this
activation. Theory of mind, which refers to what will others and people in society
think of ones actions, recruits a very broad and extensive neural activation network.
As a result there were ten ROI clusters that were used to analyze theory of mind
based brain activation in preference judgments involving sustainability (Fig. 4).

Of the ten ROI clusters analyzed, all of them had higher mean activation levels
in the Environmental condition, compared to the Control. Additionally, the bilateral
Dorsomedial Prefrontal Cortex (ROI 1), as well as the L Middle/Inferior Temporal
Gyrus (ROI 6) reached a significant threshold of p � 0.05. Several other ROIs,
such as ROIs 5 and 9 fell just short of reaching weak significance threshold.
However, with the two strongly significant ROIs, as well as the general trend
presented with the mean activation levels, there is strong support from the

Fig. 4 Theory of mind keyword ROI masks. ROI numbering corresponds to Table 3

Table 2 Moral keyword ROI analysis results

ROI Brain regions Environmental
mean

Control
mean

Diff p

1 R/L Dorsomedial Prefrontal Cortex 0.046 −0.026 0.072 0.026**

2 L Superior/Middle Temporal Gyrus 0.096 0.052 0.044 0.048**

3 R/L Precuneus, R/L Posterior
Cingulate Gyrus

0.101 0.081 0.020 0.402

4 R Superior Temporal Gyrus, R
Supramarginal Gyrus

0.098 0.066 0.032 0.300

5 R/L Medial Frontal Gyrus 0.014 −0.021 0.035 0.169

*p � 0.1, **p � 0.05
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meta-analytic approach that theory of mind based activation is present when par-
ticipants are considering the environmental impact of a product.

Vision

The vision ROI was selected based upon an interesting finding in previous analyses,
in which the Control condition had significantly more activation in visual pro-
cessing related areas (Goucher-Lambert et al. 2016). For the meta-analytic ROI
analysis, there were a total of seven vision ROIs (Fig. 5). All seven of these ROIs

Table 3 Theory of mind keyword ROI analysis results

ROI Brain regions Environmental
mean

Control
mean

Diff p

1 R/L Dorsomedial Prefrontal Cortex 0.057 0.007 0.050 0.042**

2 R Middle/Superior Temporal Gyrus, R
Supramarginal Gyrus

0.022 −0.003 0.026 0.331

3 L/R Precuneus, L Cingulate Gyrus 0.103 0.095 0.008 0.712

4 R Inferior/Middle Temporal Gyrus 0.024 0.009 0.015 0.374

5 L Middle/Superior Temporal Gyrus, L
Supramarginal Gyrus

0.054 0.019 0.036 0.122

6 L Middle/Inferior Temporal Gyrus 0.042 0.008 0.034 0.044**

7 R Medial/Superior Frontal Gyrus, R
Orbital Gyrus

0.064 0.047 0.017 0.249

8 L Temporal Pole 0.013 0.001 0.012 0.485

9 L Middle Temporal Gyrus 0.043 0.012 0.031 0.106

10 R Inferior Temporal Gyrus 0.029 0.006 0.024 0.347

*p � 0.1, **p � 0.05

1

2

3

4

5

6

7

Fig. 5 Vision keyword ROI masks. ROI numbering corresponds to Table 4
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had higher mean activation levels in the Control. Two of these ROIs show a weak
level of significance (p � 0.1). It should be noted that the magnitude of the visual
processing ROIs is far greater than the ROIs for other keywords. This is likely due
to the heavy involvement of visual processing involved in the task, where users
were looking at various designs while they were making their preference judg-
ments. Despite this, there is strong comparative evidence of greater visual pro-
cessing when the environmental impact information is not present.

Empathy

With fourteen ROI clusters, empathy represented the most widespread groupings of
any of the keywords used for analysis Fig. 6. It was predicted that empathy based
activation would be more present in the Environmental condition. This was due to

Table 4 Vision keyword ROI analysis results

ROI Brain regions Environmental
mean

Control
mean

Diff p

1 R Middle Occipital Gyrus, R
Middle/Inferior Temporal Gyrus

0.176 0.211 −0.035 0.138

2 R Cuneus, R Middle Occipital Gyrus 0.517 0.544 −0.027 0.073*

3 L Middle Occipital Gyrus, L Middle
Temporal Gyrus

0.136 0.158 −0.022 0.231

4 L Cuneus 0.425 0.482 −0.056 0.082*

5 L Precuneus, L Superior Parietal Lobule 0.400 0.420 −0.019 0.521

6 R Cuneus, R Lingual Gyrus 0.477 0.532 −0.055 0.265

7 R Superior Parietal Lobule 0.191 0.230 −0.039 0.290

*p � 0.1, **p � 0.05

Fig. 6 Empathy keyword ROI masks. ROI numbering corresponds to Table 5
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the hypothesis that it was necessary to care about the well being of others when
caring about the environment, and this would be reflected in participants’ preference
decisions. However this was not the case given the results of the ROI analysis. Six of
the fourteen ROI clusters had a higher mean activation level in the Control condition.
This was the highest percentage of any keyword explored in this study. Furthermore,
ROI 2, which straddled portions of the left Postcentral Gyrus, and left Inferior
Parietal Lobule, was significantly (p � 0.05) more active in the Control condition.
Conversely, ROI 8 in the Middle/Superior Frontal Gyrus was more active in the
Environmental condition. Due to the fact that such a limited number of the ROIs had
greater activation in the Environmental condition, and because there were significant
ROIs with higher mean activations in both conditions, empathy related activation
was not considered to be a unique feature of sustainable preference judgments.

Discussion

Discussion of Results

From a high level perspective, this paper examined five separate keyword based
meta-analytic ROI groups related to various hypotheses regarding the way

Table 5 Empathy keyword ROI analysis results

ROI Brain regions Environmental
mean

Control
mean

Diff p

1 Inferior Frontal Gyrus 0.007 −0.022 0.029 0.290

2 L Postcentral Gyrus, L Inferior Parietal
Lobule

−0.142 −0.083 −0.059 0.046**

3 R Postcentral Gyrus, R Inferior Parietal
Lobule

−0.112 −0.077 −0.035 0.407

4 R Superior Temporal Gyrus −0.043 −0.062 0.020 0.384

5 L Middle/Superior Temporal Gyrus −0.052 −0.107 0.055 0.141

6 L Middle/Inferior Temporal Gyrus, L
Middle Occipital Gyrus

0.200 0.223 −0.022 0.707

7 L Inferior Temporal Gyrus, L Fusiform
Gyrus

−0.018 −0.013 −0.005 0.785

8 R Middle/Superior Frontal Gyrus 0.016 −0.119 0.135 0.023**

9 L Insula −0.228 −0.200 −0.028 0.759

10 R Inferior/Middle Temporal Gyrus −0.002 −0.042 0.040 0.268

11 L Cingulate Gyrus, L Precuneus 0.020 −0.013 0.032 0.347

12 L Insula 0.077 0.104 −0.027 0.932

13 L Middle/Superior Frontal Gyrus −0.018 −0.017 0.000 0.877

14 R Superior/Middle Temporal Gyrus −0.172 −0.158 −0.014 0.391

*p � 0.1, **p � 0.05
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preference judgments are made in the presence of environmental impact informa-
tion. Table 6 summarizes the results from of these analyses, and includes the total
number of ROIs that were examined for each keyword. Specifically, Table 6
includes the number of ROIs that had a higher level of activation in the
Environmental condition compared to the Control, and the number of ROI groups
that reached different levels of significance thresholding.

It should be noted that achieving a high level of significance for every ROI
within a keyword’s set of explored ROIs is not a necessary requirement to deter-
mine that there was support for the existence of a keyword’s neural activation
(Bartra et al. 2013). Each keyword examined in this work utilizes a broad brain
activation network to support its function. Finding significant activation within
every ROI associated with a keyword’s set is highly unlikely. Furthermore, it is
possible that each ROI within a keyword’s set supports a vastly different feature of
that keyword’s function. Thus, finding multiple significant clusters, as well as the
general trend from the non-significant clusters, together is sufficient to illustrate the
presence of a keyword’s activation. To understand the overall significance of each
keyword, Fisher’s method of combined significance is used.

In Table 6, the keywords have been positioned in decreasing order in terms of
their “support” of a higher level of activation in the Environmental condition. For
example every ROI for the “moral” keyword had a greater level of mean activation
in the Environmental condition, and two of the five ROIs achieved a high level of
significance. This is considered a strong level of support for moral activation. In
addition to moral activation, the data indicates that there is strong support for theory
of mind activation under the same conditions. For theory of mind there were ten
ROIs explored, each of which had a higher mean activation level in the
Environmental condition. Additionally, there were 2 ROIs that were strongly sig-
nificant within this set. It should be pointed out that the moral and theory of mind
keywords shared some overlapping regions (for example the Dorsomedial
Prefrontal Cortex). Aspects of these two processes have been shown at times in
previous research to support each other (Greene and Haidt 2002). It is possible that

Table 6 Summary of results from meta-analytic ROI analysis

Keyword # of
ROIs

Environmental > Control p < 0.1 p < 0.05 Fisher’s
group p

Moral 5 5 2 2 0.02

Theory of
mind

10 10 2 2 0.04

Empathy 14 7 2(1) 2(1) 0.25

Emotion 7 4 1 0 0.26

Vision 7 0 3(3) 0 0.05

Included are the number of ROIs explored, how many ROIs had a greater mean neural activation
level in the Environmental condition compared with the Control condition, the number of ROIs
that reached significance thresholds, and the group p statistic calculated using Fisher’s method of
combined significance. Numbers inside parentheses indicate significant clusters where
Control > Environmental
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in the task presented here, individuals are engaging in moral reasoning by con-
sidering what others would think of their decisions. It is this consideration of what
others are thinking that is a theory of mind process.

Overall, there was no conclusive support for significantly different fMRI acti-
vation in the empathy or emotion keywords. While the activation from emotion or
empathy was not significantly different between the two conditions, this activation
was still present in both. It is more likely that this activation was a general feature of
product preference decisions, and not something that is unique to product prefer-
ence decisions involving sustainability. For example, for empathy there were
fourteen ROIs explored. Of these, seven had a higher level of activation in the
Environmental condition. Furthermore, there were 2 ROIs that reached that reached
p � 0.05. However, one of these ROIs was significant with a negative difference
(Control had higher levels of activation than Environmental). Fisher’s method of
combined significance was used to obtain overall significance values for each
keyword ROI cluster. The results from this analysis confirmed (and were in perfect
agreement with) the conclusions from examining the proportion of ROIs with
higher activation levels, as well as the number of ROIs with (individually) highly
significant values.

Some Implications for Design

Using neuroimaging-based approaches, researchers are able to uncover physical
evidence relating to observed behavior. This is a powerful ability, and the design
research community is only just starting to scratch the surface of its potential to help
answer difficult open questions. In terms of the sustainable preference judgments
studied in this work, the evidence can help change the way the community creates
tools to assist designers in developing environmentally smart products, and the way
products and services are designed to be more sustainable. With the use of neu-
roimaging, this work was able to gain insights into participant decision-making in
ways that would be difficult otherwise.

The reduced activation in visual processing based brain regions in the Control
condition supports the behavioral results found in the study by Goucher-Lambert
and Cagan (2015). Specifically, those results showed that in the context of envi-
ronmental impact information, participants value the form of a product less. Results
from the current study demonstrate that, on a neural level, individuals are putting
less effort into examining visual based stimuli when the environmental impact
information is present. With this increased evidence, designers and product
developers should put additional effort into ensuring that the functional require-
ments of environmentally friendly products are met. According to the findings in
this work form is a less important attribute to consumers when evaluating products
under the consideration of sustainability. Future work should consider whether this
effect lessens as products (like a car) become more associated with a person’s
identity. It is unclear how a product’s increased connection with ones identity may
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influence the theory of mind based brain activation found to be active in this work
during sustainable preference judgments. Additionally, the ROI analysis data show
that individuals are heavily considering what others may think of their actions
(theory of mind) and even what the moral and ethical implications of their decisions
may be (moral). Emotional and empathetic reasoning appear to be a feature of
difficult decisions in general, and not a unique characteristic of sustainable pref-
erence judgments. This would be in line with the findings from Sylcott et al. (2013)
in which emotion related brain regions were active in form-function conflict
decisions. Overall, it appears that there is awareness from participants regarding the
meaning of the environmental impact metrics, and that they are considering how
this may appear in the minds of other people. Using this information, one strategy
could be for design practitioners to increase efforts to engage the emotions of
consumers when designing sustainable products, rather than, for example, trying to
educate consumers on environmental issues. The emotional and empathetic con-
nection to the environment needs to be more present for individuals to become
personally invested, requiring increased design focus. Previous work has shown the
importance that emotion plays in captivating consumers (Boatwright and Cagan
2010). If people are already aware of the moral issues involving the environment, as
well as considering what others are thinking (theory of mind), then increasing
emotional and empathetic responses may be the key to the success of future sus-
tainable products.

Conclusion

In this work neuroimaging data pertaining to sustainable preference judgments was
analyzed using a meta-analytic ROI approach based upon keywords (emotion,
moral, theory of mind, empathy, and vision). With this approach, significant evi-
dence was found supporting the presence of brain activation data relating to theory
of mind and moral decision making, while evaluating products with their envi-
ronmental impact displayed. Emotion and empathy related neural activation was
present in both preference decisions with environmental impact information and
without. Additionally, there was a decrease in visual processing during preference
judgments involving sustainability. By combining these meta-analytic neuroimag-
ing results with previous behavioral results, there is a more complete picture
regarding participants’ preferences that would be challenging at best to obtain from
purely behavioral studies. The meta-analytic approach in this paper greatly
strengthens additional fMRI analyses by validating empirically collected brain
activation data with externally collected brain activation data. Further research is
needed to explore the consistency of the results presented in this paper across
products and people.
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Second Guessing: Designer Classification
of Problem Definition Fragments

Meghna Polimera, Mahmoud Dinar and Jami Shah

Abstract Engineering designers progressively develop their own understanding of
ill-defined problems through a process of abstraction, decomposition, completion,
enhancement, classification and conflict resolution. We have developed a compu-
tational aid to support problem formulation in which designers input problem
definition fragments into different categories as free form text. We used natural
language processing to determine if designers had misplaced problem fragments in
inappropriate categories. In this paper, we present our work on how this problem
can be addressed by looking for keywords in design descriptions and extracting
knowledge from text ontologies using these keywords. We collected data from a
group of students who used the Problem Formulator testbed to express their
understanding of the given design problem. For each of the six categories in the
Problem Formulator ontology, we identified classes using existing ontologies and
tools that closely define them. In our method, we first parsed the user inputs to
extract the keywords depending on the category in which they were entered. We
then associated these keywords to the previously identified classes and categorized
them into the correct category.

Introduction

Engineering design problems are ill structured and working on them is a
knowledge-intensive task. To verbally express, or textually represent designing, an
overwhelming amount of words is needed, especially at the early stages of con-
ceptual design, and without any restriction on using a predefined vocabulary or
ontology. One way to overcome this challenge is to adopt an ontology whereby
designers express their problem formulation in a structured and more limited rep-
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resentation compared to completely free-form verbalization. In previous work, we
have developed Problem Formulator, a web-based tool designed for designers to
express their understanding of design problems. Preliminary analysis of data col-
lected from students using the tool revealed that the major issue was that the
students ascribed fragments of their problem definitions to inappropriate categories
in the ontology. For example, though the students were taught to write functions in
form of action verbs (as a description of some action that the design performs),
problem fragments such as “screen to display videos” (which is an artifact in our
ontology) were often added under functions. Even if a predefined ontology was
used, the number of possible words that a designer might use in describing the
conceptual design process of a problem can still be significantly large and diverse.
Description of different problems by different designers will be even more verbose.
This verbosity adds to the problem of misuse of the ontology, and thus to manually
evaluate the descriptions of design problems becomes quite challenging and
resource consuming. We therefore used Natural Language Processing techniques to
address this problem of verification of user classification of problem entities and
relations.

In studies of applying automatic text categorization in engineering design,
Cheong and Shu (2012), and Glier et al. (2014) have emphasized the application of
natural language processing techniques to automatically categorize text in
Bioinspired design. Since, applying classification techniques in conceptual design
has not been explored, we came up with a computational solution that automatically
classifies words or short phrases that designers use in formulating design problems.
In particular, we identified classes, which were hypernyms from WordNet (2010),
relations from K-parser (Sharma et al. 2015), and modals extracted using Stanford
parser (Klein and Manning 2003), that closely define the six categories of the
Problem Formulator testbed. In our method, we first parsed the user inputs to
extract the keywords depending on the category in which they were entered. We
then associated these keywords to the previously identified classes and categorized
them into the correct category.

Text Classification Using WordNet

Machine learning approaches are well known for performing automatic text clas-
sification (Sebastiani 2002). However, the majority of applications use the tradi-
tional Bag of words representation of text where each term is treated as an
independent feature (Scott and Matwin 1999). This is proven to show unsatisfactory
results due to neglecting the relations between the terms in sentences (Elberrichi
et al. 2008). For this same reason, a traditional machine learning technique might
not produce good classification results for the nature of the data we have. The best
example to explain this can be the following two sentences, “the snake ate the man”
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and “the man ate the snake”. In a Bag of Words approach, these two sentences
would have no difference between them as it treats each term as an independent
feature. For better classification of data, it is crucial to understand the meaning of
the sentence rather than having just the frequency of words.

Several applications use WordNet for Text Classification. Elberrichi et al.
(2008), unsatisfied with the results obtained by the Bag of words representation of
text, proposed a method to use WordNet to categorize text documents, where
WordNet was used to extract the generic concept of terms and all different com-
binations of these words to form a new representative vector.

de Rodríguez et al. (1997) on the other hand used WordNet knowledge to
improve the performance of text categorization systems by integrating it with
Rocchio and the Widrow-Hoff algorithms on the Reuters-21578 data set.

The advantage of using WordNet in our project is the hierarchal structure of the
words it contains (Miller 1990). The hypernyms of the extracted keywords are
matched with one of the predefined classes and are classified to a category based on
that. However, using this technique alone was insufficient due to the variation in the
type of data we collected for each category of the Problem Formulator testbed. We
therefore, incorporated two other techniques that used Stanford parser and K-parser,
each of which is explained in the implementation section.

Data Collection Testbed

The Problem Map Framework

The Problem Map ontological framework (MacLellan et al. 2013; Dinar et al. 2015)
consists of six types of categories: requirements, use scenarios, functions, artifacts,
behaviors, and issues. Each group has a few sub-types (with the exception of the
function category); e.g., objective is a sub-type of requirements, and question is a
sub-type of issues. Entities in each group can form a hierarchical structure with
disjunctive branches as alternative combinations, which achieve a parent node.
Entities in different groups can also be linked. Figure 1 shows the categories and
the relations among them within the Problem Map ontology. The ontology was
taught to the subjects before data collection with specific definitions and examples
of each type of category. The subjects were then given design problems and asked
to express their thinking about the problem within the provided structure, i.e., they
were asked to freely express their thinking about different aspects of the problem
but specify the fragment as one of the given categories. For example, when a
subject was asked to work on designing a water-sampling device, the subject might
specify “should collect water samples” as a requirement, “submerge” as a function,
“bladder” as an artifact, and “buoyancy” as a behavior.
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The Problem Formulator Tool

The Problem Formulator web-based testbed was used for collecting designers’
thoughts about a problem in the form of short text phrases. The testbed is based on
the Problem Map ontological framework, which was also used in studying differ-
ences in designers’ problem formulation. Figure 2 is a snapshot of the main
user-interface of the web-based tool. The folder icon represents a parent node while
integers (excluding 1) on the folder icon represents the number of disjunctive
branches under the parent node.
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Fig. 1 The entities and their relations in the Problem Map ontology

Fig. 2 A snapshot of the Problem Formulator web-based tool
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Design and Implementation of Second Guessing
Categorization

In this paper, we discuss techniques involved in deciding whether or not the user
has placed the problem fragment into the appropriate category, Artifacts, Behaviors,
Use Scenarios, Requirements, Issues, and Functions. The purpose of this research
was to identify the wrongly placed problem fragments, determine which category
they could belong to and then prompt the user with the possible correct categories.
The automatic classifier we built in this paper takes two inputs, the first is the user
given design description and second, the category in which the user places this
description. Based on the category the input is placed in, the classifier decides
whether the input belongs to that category. If it does not, then the possible correct
categories are determined by checking the input with all the remaining ones. Since
the tool implemented is not 100% accurate, there is a possibility for an input to be
classified into multiple categories, which is dealt with in the later phases.

The following is an example of a design problem,

“A basketball returning device needs to be designed which automatically returns the ball to
the shooter. The device is to be designed for the age group of 10-18 years. This device
should fit to any kind of hoop. The device should be easily transportable and storable in a
small place. The device should not hinder the shooter’s access to the basket and should be
able to return by at least 24 feet. The device should be cheap and extremely safe to use.”

Data Structure and Preprocessing

The data we used in this project are inputs from the problem formulator tool.
Students from a graduate advanced product design class familiar with the working
of the tool were given certain design problems and were asked to use this tool to
input data into the 6 categories according to their understanding of the problem. We
analyzed the data and observed that the inputs given by the users were grammat-
ically faulted, poorly structured with lengths of inputs ranging from one word up to
15 words. The inputs varied from candidate to candidate and required significant
pre-processing that involved removal of numbers, single letter words, parenthesis,
and punctuations. We, however, retained the stop words as they played an
important role in its syntactic structure. Table 1 shows two examples of the data
before and after pre-processing,

Classification Using Hypernyms from WordNet

Artifacts, Behaviors, and Use Scenarios, three of the six categories of the problem
formulator tool, have a similar structure in the data. Artifacts also known as
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physical elements, components, or devices are described as any entity that is tan-
gible. The common examples include paper, wood, gears, motors, etc. Behaviors,
on the other hand are identified as physical properties or mathematical properties
associated with artifacts. Examples are length, breadth, volume, permeability,
tension, pressure etc. Use Scenarios describe the usage of the product being
designed. For example, who will use the design, or how it is used, and the con-
ditions in which it is used etc.

An approach using syntax and semantics of the data is used to determine the
category to which it belonged. The method implemented in this project consists of
two steps. The first step focuses on the syntactic structure of the data and the second
step, its semantics.

The syntactic structure of the data played an important role in determining the
subject of the sentence, which is the matter of concern in the categorization here.
This was obtained by identifying the parts of speech of the input text. For this, we
used the Stanford parser, a natural language parser, which works out the gram-
matical structure of a sentence. For example, in the sentence, “pressure gauge”, the
subject is gauge since we are talking about the gauge. On the other hand, in the
sentence, “pressure of a gauge”, the subject is pressure. Once the subject is
obtained, we move to the second step, i.e., the semantic analysis of the identified
subject.

Semantic analysis is a technique of understanding what the meaning of the
sentence is, in our case, the meaning of the subject of the sentence. For this, we use
WordNet. For artifacts, from a sample data of correctly categorized user inputs by
experts, we used the Stanford parser to obtain the nouns (subject) from each of
these inputs and used WordNet to get a set of common hypernyms which are shown
in Table 2.

As an example, consider the noun motor. Figure 3 shows the hierarchal structure
WordNet gives for this noun. WordNet produces a similar structure for gear, where
device is the first common parent in their hierarchy. Therefore, device can be
considered as the most specialized class. The other nouns such as wheels, springs,
sheets, compressor, valves, and wires also have the same structure and hence
belong to the class device. However, nouns such as cords, and tubing have a
slightly different structure and the first common hypernym in their trees is artifact.
WordNet also shows that device is a specialized form of an artifact. Hence, just by
including the class artifact, which is a common hypernym for them all, we covered
most of the cases. Upon similar analysis on the sample data set, we narrowed down
a list of four classes for artifacts, which are shown in Table 2.

Table 1 Examples of data before and after pre-processing

Sample input data from the user of the Problem Formulator

Before pre-processing After pre-processing

1 12v DC reversible drive motor Reversible drive motor

Parameter: Max. Translation in x-axis (feet) Parameter Max Translation in x axis feet
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One might wonder why we did not consider physical entity to be a class, which
is a common hypernym of both material and artifact. The reason for this is that
physical entity is almost in the topmost level of the hierarchy and many other nouns
that do not belong to artifacts may fall under this. So, if we included physical entity
as one of our classes, nouns that are not artifacts would be classified as artifacts. An
example for this would be the word phenomenon. We know phenomenon is a
procedure and not an artifact but if physical entity were one of our pre-defined

Table 2 Pre-defined classes (hypernyms) for artifacts obtained from WordNet

Pre-defined classes for Artifacts

Name of the pre-defined class Definition from WordNet

Material
Examples: cardboard, paper

Tangible substance that goes into the make up
of a physical object

Matter
Examples: steel, copper

That which has mass and occupies space

Artifact
Examples: table, screws

A man-made object taken as a whole

Part
Examples: handle, grip

Something less than the whole of a human artifact

Fig. 3 Hierarchy of motor in WordNet

Second Guessing: Designer Classification of Problem Definition Fragments 199



classes, the tool would have classified phenomenon as an artifact. Based on this
reasoning, we concluded that every noun that belonged to one of the four classes,
matter, part, artifacts, or materials, is in fact an artifact. Figure 4 shows an algo-
rithm on how this works.

The same approach is used to classify behaviors, and use scenarios. The dif-
ference lies in the classes obtained from WordNet. The algorithms for each of these
two categories are same as that of Artifacts. Table 3 and Table 4 show what classes
are obtained for behaviors and use scenarios respectively.

Classification Using Modals Extracted Using Stanford Parser

Unlike the previously discussed categories, requirements and, issues have a slightly
different definition and structure in the data. Therefore, it was not feasible to use the
same technique discussed previously. Since requirements define the high level
specifications and more about what the design needs, it was necessary to check if
the input relayed this information. In order to do this in a problem independent way,
we observed in a set of sample data that all the requirements usually had words like
should, would, could, must etc, and these could be identified by extracting the
modals from the input using Stanford parser. The following are the set of modals
that we used to check if an input is a requirement,

Should, Could, Would, Must, Shall, Need, Can, Will.
Issues on the other hand are defined as concerns related to the design, challenges,

or questions about additional information. These usually imposed a negative sense
in the inputs. Therefore, we checked if the modals in the inputs were negative. This
helped categorizing them as Issues when the input type was a concern. The fol-
lowing are the set of modals for issues,

But, Can’t, Cannot, Cant, Wont, Won’t.
However, these only cover the concerns part of issues. For questions, it was

observed from the sample data that the inputs were usually interrogative sentences.

Algorithm 1: Artifacts Classification                                    
begin

subject = Stanford_parse(input);
Retrieve all synsets of a subject using WordNet;
for all synsets

extract hypernyms
if hypernym is one of the 4 pre-defined classes 

then input is an artifact;
else

extract hypernym of the current hypernym;
end

end
end

Fig. 4 Algorithm to classify data into Artifacts
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Hence, if the input started with one of the words below, we classified them as
issues.

No, Why, Will, What, Can, When, Where, How, Is, Who, Does, Do.

Table 3 Pre-defined classes for behaviors obtained from WordNet

Pre-defined classes for behaviors

Name of the pre-defined class Definition from WordNet

Physical phenomenon
Examples: voltage, power

a natural phenomenon involving the physical
properties of matter and energy

Magnitude
Examples: breadth, height

The property of relative size or extent

Magnitude relation
Examples: frequency, speed

It is a quantitative relation between two magnitudes

Physical property
Examples: weight, length

Any property used to characterize matter and energy
and their interactions

Fundamental quantity
Examples: length, time

One of the four quantities that are the basis
of systems of measurement

Consistency
Examples: viscosity, permeability

The property of holding together and retaining its shape

Movement
Examples: amplitude, translation

A change of position that does not entail a change
of location

Space
Example: angle

An empty area usually bounded in some way
between things

Measure
Example: liter

how much there is or how many there are
of something that you can quantify

Table 4 Pre-defined classes for use scenarios obtained from WordNet

Pre-defined classes for Use scenarios

Name of the pre-defined class Definition from WordNet

Location
Examples: north, south, home

A point or extent in space

Condition
Examples: physical condition

A state at a particular time

Surface
Examples: vertical surface

The outer boundary of an artifact or a material layer
constituting or resembling such a boundary

Time Period
Examples: time, duration

An amount of time

Structure
Examples: building garage

A thing constructed

Organism
Examples: human, fish

A living thing

Natural phenomenon
Examples: Earthquake, floods

All phenomena that are not artificial
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Classification Using Relations from K-Parser

K-Parser (Sharma et al. 2015) is a graph based semantic parser, which represents
event-entity and inter-event relations (KM Ontology) (Clark et al. 2004; de
Marneffe et al. 2006). Given a sentence, it finds the semantic relations between
entities by mapping the syntactic dependency relations to the KM relations obtained
by using syntactic dependency parser such as Stanford dependency parser (De
Marneffe and Manning 2008). There are total of 118 km relations. It also represents
commonsense knowledge such as semantic roles of entities participating in the
sentence.

For example the Stanford dependency parse tree for the sentence “A ball to play
a game” can be seen in Fig. 5. The dependency relations shown in the graph are the
grammatical relations as defined in De Marneffe and Manning (2008). Figure 6
displays the semantic parse graph obtained from the K-Parser for the same sentence.
The Stanford dependencies are mapped to Semantic relations from KM ontology.

We used this tool to categorize inputs into the final category in the Problem
Formulator tool, functions. These are expressed in the form of relations between

Fig. 5 Stanford dependency parse tree for “A ball to play a game”

Fig. 6 A snapshot of the semantic graph in K-Parser
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verbs and nouns, and verbs and adverbs, which describe what the design needs to
do. Unlike the other categories in the tool where only the keywords could be used
for classification, it was necessary to capture the meaning of the sentence as a whole
for this category. Therefore, to identify the relations between words in the inputs,
we used K-Parser.

In the K-Parser, relationships between the verbs and nouns, and verbs and
adverbs are given a unique name based on their usage in the sentence. We used a set
of these relationships as our basis of classification. To do so, we selected a sample
data and obtained the relationships from K-Parser to classify them as functions,
which are, Recipient, Site, Intensity, Destination and Origin. Table 5 shows sample
sentences and relationships that hold between the nouns and verbs, and nouns and
adverbs. Since the size of the input could also be a single word, we only check if it
is a verb and classify it as a function without using the K-Parser.

Results and Discussion

Test Data

For testing, we collected data from 25 students in mechanical engineering for a
design problem, which was different from the one that was used for the sample data.
On an average, a total of 300 inputs were collected from each student. All the inputs
were combined and separated category-wise. For the final analysis, 50 entries were
chosen at random from each category in a randomized manner and the reason for
choosing only 50 in each is explained in the next section.

Table 6 shows examples of problem fragments described by students for the
design problem, “Design an autonomous surveillance vehicle to automatically and
periodically tour the perimeter of two structures, stopping as close as possible to
the start point.”

Table 5 Pre-defined relationships obtained by parsing sample sentences in K-Parser

Pre-defined relationships for functions

Sample sentence Noun/adverb Verb Pre-defined
relationship

prevent opponent from interfering Noun: opponent Verb:
prevent

recipient

Move forward Adverb:
forward

Verb: move intensity

shoot the ball into the basket Noun: basket Verb: shoot destination

Throw the stone at the window Noun: Window Verb: Throw site

Collect the ball
from the basket

Noun: Basket Verb: collect origin
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Machine Versus Human: Comparison of Classification
Outcome

A common method of determining unambiguousness of ontology is to find the
inter-rater agreement, an examination of how different raters agree on classifying
data into certain pre-defined categories.

There are two possible ways of calculating this, a three-way or multi-way
inter-rater agreement among one machine and multiple raters, e.g., using
Krippendorf’s Kappa (1980); or pairwise comparison of machine with each rater
and two raters with Cohen’s alpha (1960).

To measure the inter-rater agreement in our problem, we followed Cohen’s
Kappa. The data set collected from the students was given to trained raters who
were asked to validate the inputs by marking either a yes or a no depending on the
category in which they were placed. The tool also tagged every input in each
category as either a yes or a no depending on whether or not it satisfied the
requirements of that category. The required sample size was found to be 278
(rounded out to 300), based on Gwet (2008) for an expected agreement of 70%
among the raters, and an expected 30% error in coding for each rater. However, the
probability that a rater might choose a response purely by chance should be con-
sidered in determining the sample size. Since the raters were asked to provide a
yes/no response for each of the segments taken from the users (who labeled their
input data as one of the categories function, artifact, or behavior), the 50% prob-
ability of choosing one of the two options by chance would lower the agreement
rate considered in sample size determination to 20.

The results following a pair-wise comparison with Cohen’s Kappa and a sample
size of 300 with 50 randomly selected inputs from each category, show that the
agreements are 0.84 between the two trained raters, 0.68 between one of the trained
raters and the tool, and 0.64 between the other rater and the tool. Table 7 shows the

Table 6 Problem fragments in each category

Issue Requirement Use scenario Behavior Artifact Function

What is the
maximum
number of
batteries can be
used?

Should have an
index mark

Nature of turf Friction Wheels Turn in
all
directions

Max turn radius
allowed?

No touching the
boxes

Night time Time Gears Collect
balls

Number of
wheels allowed?

Fit in
15 � 15 � 15
inches box when
fully retracted

A single
person should
assemble and
start the
vehicle

Motor
RPM

Storage
Compartment

Store on
device
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consensus between the raters, and the tool for each category. The values in the cells
represent the number of yes’ in each category given by the rater and the tool.

It is quite evident from the table that the tool’s performance is fairly poor in
identifying issues and use scenarios. This is because the techniques implemented to
identify inputs in these categories are very minimal and do not cover all the cases.
Whereas, similar techniques were applied for other categories and the results show
that the tool performs comparatively well for requirements, behaviors, artifacts, and
functions.

Challenges

For any classification method to be successful, in a machine learning technique, the
training data plays a crucial role as it decides the basis of classification. In our
approach, sample data is used to define the set of pre-defined classes that identified
each category of the problem formulator tool. To come up with such sample data in
order to obtain an accurate set of pre-defined classes for all the categories was a
challenging task.

The first version of our tool followed a very naïve approach to categorize the
data. For inputs containing multiple words, we extracted the very first noun
appearing in the sentence and then used WordNet to determine its class. However,
this approach caused improper classification, which led us to follow a technique
where we took the syntactic structure of the sentence into consideration as well.

Future Work

The results obtained using the above technique were encouraging. However, they
weren’t ideal. This was not only because of the minimalistic techniques employed
for classification of issues and use scenarios, but also because the inputs provided
by the user could be classified into one or more categories using discussed tech-
niques. This could lead to a confusion as to which category does an input exactly
belong. To address this challenge, we are working on an ensemble where each of
the techniques will have certain weight assigned to it. One of the techniques in this
ensemble would be finding the semantic similarity of the user inputs with the

Table 7 Responses by the raters and the tool

Issue Requirement Use scenario Behavior Artifact Function

Rater 1 37 39 50 48 49 37

Tool 19 40 32 41 41 44

Rater 2 49 50 49 50 49 50
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problem statement in combination with a normative Problem Map, which is defined
as a standard design description for the given design problem. Including weights for
different techniques in the ensemble will better the existing results by generating
more accurate categories for a given problem fragment.

Conclusion

This paper reports the study of applying text classification approaches that consider
syntactic structure and semantic meaning of the text to classify it in an engineering
design field. We used a natural language processing approach to take advantage of
the syntax and semantics of the inputs to be classified, and used pre-defined
ontologies to perform our tasks. We described a classification technique where we
used hypernyms from WordNet, relations from K-Parser, and modals extracted
using Stanford Parser to define our pre-defined classes that identify each category.
The inputs were first parsed using Stanford parser and keywords were extracted
from them, which were later associated with one of the pre-defined classes, and
classified to the respective category. We used an inter-rater agreement method,
Cohen’s kappa, to compare the tool’s evaluation of the user inputs with two raters.
Results showed that the agreement between the tool and each of the raters is fairly
close. But, when compared to the agreement between the two raters, it was low.
This method proved to be quite satisfactory for Artifacts, Behaviors, Functions, and
Requirements. However, the accuracies for Use Scenarios and Issues were unsat-
isfactory. Overall, the results were encouraging and motivated us to continue to
expand this model by incorporating more techniques of classification to increase the
accuracy.
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The Analysis and Presentation of Patents
to Support Engineering Design

Gokula Vasantha, Jonathan Corney, Ross Maclachlan
and Andrew Wodehouse

Abstract This paper explores the role of patents in engineering design, and how
the extraction and presentation of patent data could be improved for designers. We
propose the use of crowdsourcing as a means to post tasks online for a crowd of
people to participate and complete. The issues of assessment, searching, clustering
and knowledge transfer are evaluated with respect to the literature. Opportunities
for potential crowd intervention are then discussed, before the presentation of two
initial studies. These related to the categorization and interpretation of patents
respectively using an online platform. The initial results establish basic crowd
capabilities in understanding patent text and interpreting patent drawings. This has
shown that reasonable results can be achieved if tasks of appropriate duration and
complexity are set, and if test questions are incorporated to ensure a basic level of
understanding exists in the workers.

Overview

Although there are millions of online patent records instantly available, their vol-
ume and presentation combine to make interpretation and assessment of their
contents a laborious process. Designers need new tools to allow them to quickly and
accurately understand patents relevant in the context of a new project. We propose
the utilisation of crowdsourcing to cut through the patent jungle and deliver a
concise summary of the relevant Intellectual Property (IP) and its applications in an
area of interest. Key components in crowdsourcing workflows are repletion (i.e.
multiple, parallel tasks to generate sets of answers), peer review, iteration, and the
linkage of payment to quality assessments. These characteristics can be used to
locate relevant patent records, summarize their contents and collaboratively con-
struct infographics that show the relative strength of clustering around topics. In
other words, our research focuses on the use of the crowd to provide the designer
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with two specific areas of functionality: patent usage assessment and patent land-
scape visualisation. Specifically, we aim to generate a new, visual form of patent
map or gallery that incorporates measures of patent commercialization activity and
technical metadata through the crowdsourcing approach that can be utilized by
engineering designers during conceptualization and embodiment design. This paper
reports on initial foundation steps vital to achieve this aim by developing a crowd
capable of solving the upcoming high-reasoning patent analysis tasks.

Patents in Engineering Design

Despite the significant costs involved, patents have become a dominant facet of
innovation with over 50 million being recorded in the European IPO database
alone. International corporate strategies have been built around IP portfolios
(Brown 2009), and digital infrastructures have facilitated a significant industry in
patent analytics and landscaping. The patent system’s efficacy, and founding
principles, are challenged by contemporary issues such as patent “thicketing”,
patent trolling, protracted high-profile legal disputes, and controversially monop-
olizing patents granted in emerging technology fields. While open innovation
approaches, and patent law amendments address these, the system is a deeply
entrenched and internationally recognized facet of business life.

Figure 1 uses Pugh’s (1991) Total Design process model to illustate common
engineering design activities and how patents could support the different modes of
working. While there are a number of tools such as landscaping and TRIZ, patents
remain an under-utilized resource at a practical level for engineering design par-
ticularly through the conceptualisation and detailed design phases (Kanda 2008).
Researchers have employed a range of approaches to attempt to remedy this. Chan
et al. (2011) show that providing designers with “far-field and less common”
patents can have a positive effect on creative idea generation. Chang et al. (2013)
have used keywords in conjunction with the established TRIZ inventive principles
to provide “design-arounds” in the latter phases of conceptual design. And the
preparation of patents has also been used as an educational approach to “directed
conceptual design” (Lloveras 2011). To determine how patents can best be applied
in these different design contexts, it is necessary to understand various approaches
to patent analysis.

The Challenge of Analyzing Patents

As an enormous publicly available source of data, patents have attracted a great deal
of attention from researchers attempting to identify patterns of innovation, tech-
nological trends, and creative thinking. While much of this work originates in
economics, engineering design is well-placed to utilize novel design solutions in
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patents. Indeed, although there are specialist patents such as pharmaceuticals and
plants that serve niche industries, the majority relate to novel technologies that can
be applied in a range of settings. For example, it is impossible to patent an umbrella
as a stand-alone concept, but novel materials, opening mechanisms, handle designs
and so on can be patented. While these may be intended for use in an umbrella, they
could be applied in other areas. The challenges in extracting and understanding the
different kinds of creative thinking bound up in formal patent documents make it
problematic for use in practical engineering design settings. We have therefore
undertaken a review of patent use in engineering design to identify opportunities to
leverage a crowdsourcing approach.

Patent Assessment

Patent assessment can be grouped into two stages: pre- and post-grant. Before the
patent is granted, novelty and usefulness are the two important parameters. Once
granted, patents are evaluated based on the possibility of commercialization.

Pre-Grant

Many novelty assessment methods have been proposed in engineering design lit-
erature (Chakrabarti and Khadilkar 2003; Saunders 2002; Shah and Vargas-
Hernandez 2003; Lopez-Mesa and Vidal 2006; Felk et al. 2011), but fewer for
usefulness. Sarkar and Chakrabarti (2011) proposed a usefulness metric based on

Fig. 1 Use of patents at different stages of the engineering design process
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the product of: level of importance, rate of popularity of usage, rate of use, fre-
quency of usage, and duration of use. However, there is a wide variety of other
definitions such as “functional and operable” (Kang et al. 2007), “manufacturable”
(Australian Law Reform Commission 2015), “achievable” (Nicol and Nielsen
2003), “specific, substantial… and credible” (United States Patent and Trade Mark
Office 2013), and “capable of industrial application” (European Patent Organisation
1977). The USPTO usefulness assessments of “specific, substantial and credible”
and “capable of industrial application” (Intellectual Property Office 2015) are
accepted comprehensively. A patent should include a complete specification to fully
describe the use of the invention and how it can be achieved (Australian Law
Reform Commission 2015). However, whether this procedure is commonly applied
in patent applications is questionable, with “novelty” and the demonstration of a
meaningful inventive step forming the primary factor in pre-grant assessment
(Gambardella et al. 2008). Indeed, the Nuffield Council (2002) observes that the
guidelines to assess utility is limited, and would significantly increase the time and
cost for examination. A crowdsourcing approach could support resourcing both
novelty and usefulness assessment.

Post-Grant

There are no accepted and common measures for patents’ potential for successful
commercial product development. Trappey et al. (2012) proposed a methodology to
shorten the time required to determine and rank the quality of patents with respect to
potential value. It involves extracting patent quality indicators, identifying the key
impact factors using principal component analysis, and a back-propagation neural
network (BPN) trained model to predict patent quality and forecast value. Other
indicators used to value patents are related to investment, maintenance, and litigation
(e.g. patent trade and assignment). The following parameters are used to assess
countries’ progress on technology development: Pending duration (time from
application to grant of patent), Originality index (measures the extent to which the
patent is based on broad technological roots), and Technology dependence (measures
the proportion of self-citations) (Chen et al. 2013). For engineering design, technical
value should emerge from semantic analysis of patents. In-depth technical analysis of
patent claims and descriptions could be explored through crowdsourcing. Issues
related to algorithmic-based patent text analysis are discussed in the next section.

Patent Searches

The literature related to patent searches is predominately focused on
computer-based retrieval techniques rather than understanding real needs of
designers. This section reviews a range of empirical studies, and summarizes
computer-based retrieval techniques applied to engineering design.
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Empirical Studies

Heisig et al. (2010) reported UK survey results of knowledge and information
requirements of managers and engineers in design and service. The “patent” cat-
egory was noted only once from 129 respondents. They also noted that only one
other empirical study (Rodgers and Clarkson 1998) reported on patent information
needs. Patent infringement checks help to avoid reinventing the wheel, prevent
costly litigation, and could potentially draw inspiration from existing designs. Koh
(2013) discussed challenges involved in answering when and how IP infringement
checks should be conducted during the engineering design process. He reiterated
that searching patents before the design stages is difficult with unrefined design
problem information and a broad search scope. Koh also highlighted that research is
required to identify impact of patent infringement checks on design creativity, and
to develop an affordable and effective means of retrieving relevant IP information
during the engineering design process. Although search relevance could be
increased for IP checks during the design stages, it is costly to frequently conduct
thorough IP checks (Hitchcock 2005). The possibility of timely IP checks through
low cost crowdsourcing approaches should therefore be explored.

Patent Search Techniques

Patent searches are typically classified into metadata searches (i.e. prolific inven-
tors, cited patents, UPC classes etc.) and whole patent text searches. Keyword
searches are commonly used to find relevant patent documents but are not always
adequate due to inaccurate usage of terminologies, synonyms, polysemy, pronouns,
multiple attributions, varying detail levels of patent descriptions, and homographs
present in patents.

For full document searches, patent parsing is common. Structure (i.e. syntax)
and dependency (i.e. word-to-word relations) parsing are the principal approaches
in many search concepts, namely: two-level parser (Wang et al. 2015),
function-behavior-state (FBS) information extraction (Fantoni et al. 2013),
knowledge-based natural language analysis approach (Sheremetyeva 2003),
concept-based patent search (Montecchi et al. 2013), transform queries to Subject–
Action–Object-structures (Jeong et al. 2012), and conceptual graph extraction
(Yang and Soo 2012). Wang et al. (2015) argued that the proposed Independent
Claim Segment Dependency Syntax approach had improved efficiency (i.e. less
computer memory and parsing time), as well as identifying some of the challenges
in patent parsing due to peculiarities of claim syntax. Bonino et al. (2010) have
summarized a range of different search types (Patentability, Validity, Infringement,
Technology, Portfolio) but there is no accepted evaluation method to compare
these. This offers scope to develop a hybrid approach blending crowdsourcing with
computer algorithms to increase search efficiency.
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Patent Clustering

Patent clustering is a process of grouping and graphically representing related
patents to support patent valuation, technology relatedness, competitor analysis,
patent strategy development, and technology management. Currently this is pri-
marily done through classification systems (e.g. CPC) developed by Patent Offices.
These provide a broader understanding of patent groups rather than in-depth patent
differences and details required for engineering design. Kitamura et al. (2004)
proposed use of patent maps based on functional decomposition for design review,
indicating applicable ways to achieve a function, and preparing robust patent
applications. Users describe function trees on a graphical user-interface; a time
consuming procedure for designers. An alternative approach is required to extract
functional information from patents. Fu et al. (2013) demonstrate that
computationally-generated structure, compared to human experts, (i.e. using Latent
Semantic Analysis (LSA) and hierarchical Bayesian algorithm) is sensible in
clustering patents and organizing clusters (i.e. functional similarity). However, there
is no optimum approach to patent clustering to support engineering design, and the
usefulness of commercial patent landscaping software (e.g. AcclaimIPTM, Patent
iNSIGHT ProTM, ThemeScapeTM) is not explored adequately in the literature.

Technology Forecasting

Patent clustering has mostly been purposed for technology forecasting. Trappey
et al. (2011) proposed a methodology clustering patent content using life cycle
stages of: saturation; maturity, and; early growth to find a niche for RFID tech-
nology development in China. Other ontology-based patent clustering approaches
are proposed for the strategic prediction of development trends and knowledge
flows (Trappey et al. 2014; Bermudez-Edo et al. 2013).

Kim and Jun (2015) analyzed all Apple Inc. patents using the graphical causal
inference method and the semiparametric Gaussian copula regression model to
show technological trends, and relations between Apple’s technologies. Whether an
expert could generate useful knowledge (i.e. to find vacant technology areas) from
the generated technology path diagram without greater detail or semantics of
relationships is questionable.

Jin et al. (2015) used quality function deployment (QFD) matrices along with
semi-automatic extraction and comparison of keywords from text to generate a
technology-driven roadmap (TRM). They argue that TRMs could form a basis for
identify profitable markets and promising product concepts. This comparative
approach cannot be applied to all new technology, experts are needed to screen
keywords, and presently the TRM is created manually. These are tasks that could be
reformatted to assign to a crowd and efficiently integrated with a visualization tool.
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Patent Knowledge Transfer

Knowledge transfer is the utilization of knowledge embedded in patents to solve
problems and create new design solutions. Design-by-analogy and TRIZ are the
most commonly used modes in engineering design, and are summarized in the
following two sections.

Design-by-Analogy

Busby and Lloyd (1999) found that solution search activity provided more inno-
vative influences than conservative ones. Design-by-analogy, serendipity, forced
analogy, relational words and random input are some of the methods commonly
used for solution search and transfer activities (Zusman and Zlotin 1999). Kurtoglu
et al. (2009) evaluated a computational method which extracts product design
knowledge at two levels of abstraction; functional and component, and creates
procedural rules that depict the mapping between these. Vandevenne et al. (2015)
proposed a scalable search for systematic biologically-inspired design, using ele-
ments extracted from patent and biological databases. Cascini and Zini (2008) used
functional hierarchical trees to search for patent similarity. Similarly, Fu et al.
(2014) presented the results of testing a method for extracting functional analogies
based on functional vector space representation (Murphy et al. 2014) from patent
databases to assist designers in systematically seeking and identifying analogies.
The work extracted vocabulary of functions from a patent database, building on the
hierarchical structure of a functional basis (Otto and Wood 2001). The results
demonstrated significantly improved novelty of solutions generated, but no sig-
nificant change in the total quantity of solutions generated.

TRIZ

TRIZ is a Russian acronym meaning the Theory of Inventive Problem Solving
(TIPS). Altshuller developed TRIZ by studying over 1.5 million patents and
noticing patterns in the evolution of technical systems (Altshuller et al. 1994). A set
of universal principles for problem-solving were subsequently identified by
observing recurring engineering conflicts and their solutions (Altshuller 1999). The
reported research mostly focusses on building knowledge-based systems to support
TRIZ processes, and attempting to apply TRIZ in different application domains
(Lee et al. 2015; Lin and Luh 2009). The four main process steps (problem defi-
nition, problem classification and tool selection, solution generation and evaluation)
need many support tools to apply generated principles effectively. Although the
merits of TRIZ are widely cited, demerits can be less novelty when compared to the
intuitive brainstorming method (Chulvi et al. 2012), and the difficulty finding ‘out
of the box’ solutions (Reich et al. 2012).
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Harnessing the Crowd

We have identified several areas where tasks could be undertaken, augmented or
enhanced through crowdsourcing. In this section we explore the crowdsourcing
concept and its application in the engineering design context. Crowdsourcing (aka
micro-outsourcing) is an approach where smaller tasks are posted online for a
crowd of people to participate and complete. The term crowdsourcing was coined
by Jeff Howe in 2006 as ‘the act of a company or institution taking a function once
performed by employees and outsourcing it to an undefined (and generally large)
network of people in the form of an open call’ (Howe 2006). These activities are
executed by people via virtual tools who can access tasks, execute them, upload the
results and receive various forms of payment using any web browser. This is a
labour market open 24/7, with a diverse workforce available to perform tasks
quickly and cheaply. The distributed network of human workers provide on-line,
“black-box”, reasoning capabilities that can exceed the capabilities of current AI
technologies (i.e. genetic algorithms, neural-nets, case-based reasoning) in terms of
flexibility and scope.

Although many automatic approaches are proposed for patent searching, human
intervention is required for verification, validation, and providing judgements for
the outcomes generated between search procedures. These tasks could be crowd-
sourced supplementing automatic approaches to improve their accuracy and
reducing time spent by designers in refining the search process. Crowdsourcing
could also be utilized for retrieving informative graphical content from patents,
where automatic approaches are difficult to apply. In terms of idea generation,
proposed computational techniques for design-by-analogy proved that the platforms
help designers generate novel solutions.

Applications of crowdsourcing in design research are developing slowly.
Table 1 summarizes work on crowdsourcing in engineering design. These reported
works could be well summarized within the three research directions proposed by
Maher (2011): technology development, creative design processes, and evaluating
creativity. However, the focus is predominately on the crowd evaluation process.

Crowd Capability

The approach of using crowds in analyzing patents depends on their basic abilities
in understanding and processing patent information. Patents are rich in textual and
graphical content, and the crowd should possess abilities to process both. To assess
the abilities of crowd, crowdsourcing tasks should be framed in ways that are easy
to understand and quickly undertaken (e.g. maximum 15 min). Considering
requirements of patent understanding and crowdsourcing task design, two initial
experiments were conducted within the Crowdflower (2015) platform. Crowdflower
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Table 1 Summary of research work reporting the crowdsourcing approach in engineering design

Authors Aim/objectives Design tasks Important findings

Wu et al.
(2015)

Propose ‘Crowdsourced
Design Evaluation Criteria’
(cDEC) to support generation
and evaluation of
crowd-enabled design
activities

Design living
room layouts

Effective evaluation of design
quality is a key component to
leverage virtual workforce’s
creative activities, and vital to
iterative optimization
processes

Yu and
Nickerson
(2011)

Support crowd creativity
through an iterative process of
design, evaluation and
combination

Chair design Iterative process leads crowd
to inherit and modify
presented features enabling to
generate creative product

Burnap
et al.
(2015)

Propose a simulation-based
crowd consensus model to
identify experts in crowd for
design evaluation

Bracket
strength
evaluation

The model predicts experts
only if the assumptions made
are correct (e.g. only experts
have consistent evaluations)

Maher
et al.
(2011)

Support collective design by
understanding representation,
communication and
motivation

Google Image
labeller,
threadless

Proposed schema for
evaluating crowdsourcing
platform for representation,
communication and
motivation

Sun et al.
(2014)

Integrate crowd’s sketching
processes via collaborative
crowdsourcing design

Communal
facilities for
elderly
people’s
recreation

Crowd rely heavily on the
idea tree for inspiration, and
best ideas appear around ends
of the idea tree

Luther
et al.
(2015)

Help designers to receive
design critiques from
non-expert crowd workers

Poster designs Aggregated crowd critique
approaches expert critique,
improved design process, and
assists design changes

Grace
et al.
(2015)

A process model for
crowdsourcing experience
design for online communities

Citizen science
project

Increases motivation of crowd
and creativity of the design

Bao et al.
(2011)

Compare evaluation methods
to increase crowdsourcing
system’s effectiveness

Solutions to oil
spill issue in
the Mexico
Gulf

Argued that evaluation
methods should be assigned in
relation to the distribution of
quality present at each stage
of crowdsourcing

Bayus
(2013)

Characterizing individual’s
ideation efforts in crowd.

Dell’s
IdeaStorm
community

Ideators struggle to repeat
their success due to fixation

Poetz and
Schreier
(2012)

Compare novelty, customer
benefit, and feasibility of ideas
generated between experts
and crowd users

Baby products Crowd user ideas score higher
in novelty and customer
benefit, but lower in feasibility

Vattam
and Goel
(2011)

To catalogue and annotate
research articles using the
FBS-based approach

Biological
sources

Created Biologue (social
citation cataloguing system)
to gather, organize, share, and
annotate articles
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has 30 million workers, with simple task design and monitoring interfaces. The first
experiment reviews how well the crowd categorized written patent content, and the
second interpretation of patent drawings.

Crowd Experiment 1: Patent Textual Information
Categorization

Crowd workers predominantly undertake jobs such as text transcription, data
cleaning, opinion surveying, and image recognition. To determine whether they can
interpret more complex patent text, a data categorization task was designed. The
task aimed to test classification of function, behavior and structure (FBS) infor-
mation present in a patent abstract. The FBS structure was chosen for its relevance
to design, comprehensiveness, and because it provided the crowd with a simple
three part code. It was presented to the crowd as categories of ‘What the object
does’, ‘How the object works’, and ‘How the object is made’. Figure 2 shows the
task posted on Crowdflower. The crowd were then asked to categorize a sentence
taken from a patent abstract. To aid understanding, the title, full abstract and an
example for each category was also provided. Seventeen tasks were posted, with
twenty responses requested for each task. Three test questions, with rationalized
solutions, were included to improve crowd responses.

76 workers from 29 countries participated. 340 judgments were received within
1 h 10 min. On average, each worker gave 4 responses (maximum: 12 responses
and minimum: 2 responses). Figure 3 illustrates maximum agreement percentage
for each of seventeen posted tasks ranging from 40 to 70% with an average of
55.29%. For 15 of 17 tasks, the highest agreement % related to the correct category.
In 2 tasks, the sentence related to both F and B, so agreement was split between
these. This initial test showed at least 55% of the participants could understand and
choose the correct FBS category for the given sentence. Although 45% of the crowd
lacked patent understanding, the maximum agreement % among the crowd for each
question helped to identify the correct FBS categorization.

Fig. 2 FBS patent information categorization task
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Crowd Experiment 2: Understanding Patent Drawing
Information

Patent drawings usually contain numerically annotated parts which are referred to in
claims and invention descriptions. These annotations were used to test under-
standing of patent drawing information. Figure 4 illustrates the task posted,
whereby a patent drawing was provided, and the crowd asked to describe a par-
ticular number in the drawing. The process was presented as follows: Download the
patent document; Read the patent abstract; Search the number identified in the
question; and Read and understand all paragraphs relating to the number, and write
a description of it. The initial test concerned 10 numbers on 6 drawings from a
single patent (US 9148077 B2).

Twenty responses for each number were requested and received for this task.
One hundred and ninety five responses for this task were received within 2 h
40 min. The other five responses were received in 8 h 40 min. In total, 30 crowd
workers participated from 17 countries. On average, each worker categorized 7
responses (maximum: 10 responses/worker and minimum: 1 response/worker).
Analyzing the description for each part number revealed that only 24% of the

Fig. 3 Maximum agreement percentage for each of 17 posted questions (in brackets show the
maximum chosen category in FBS)

Fig. 4 Task for understanding patent drawing information
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answers received provided a correct description about the highlighted number. For
example, the expected answer for number ‘64’ in Fig. 4 is “used to give a stand-off
height to the magnetic lifting device”. It was surmised that a major reason for these
relatively low percentages was due to not including test questions within this
exercise. Although test questions are common practice in crowdsourcing, the
challenge in this experiment was to add test questions allowing qualitative answers
(i.e. textual description of a number in patent drawing). We were able to identify a
mechanism by asking the crowd to first name the number and checking this before
inviting them to add the description (shown in Fig. 4). By following this approach
we could successfully add test questions for qualitative questions by requiring
workers to provide the exact name (given in the patent document) of a given
annotation number. Only workers who could answer at least 50% of test questions
correctly could progress to the main task. This resulted in a much better percentage
of acceptable responses, as set out in Table 2.

Figure 5 summarizes key variables observed with and without test questions in
understanding patent drawing information task. The “test questions mode” signif-
icantly improved the percentage of acceptable responses. However, the total task
completion time is almost double compared to “without test questions mode”.
These initial tasks emphasize the importance of test questions to group a suitable
crowd for patent related tasks.

The observations made from these initial two trails are: a large crowd of people
from many countries is available on demand to undertake posted tasks; the com-
pletion time for the posted tasks is quicker (most responses received in less an
hour), although it is dependent on the inclusion of test questions; judgement for
categorizing patent textual information works best when aggregating all responses;
clear task instructions, test questions, and payment for each task could play major
role in getting acceptable responses; and the best workers among a crowd of people
should be chosen through initial tests, then nurtured and developed further to
potentially apply them to higher reasoning patent analyzing tasks.

Table 2 Key variables observed between with and without test questions in understanding patent
drawing information task

Without test
questions

With test
questions

Total task completion time 8 h 40 min 19 h 22 min

Number of workers participated (from
countries)

30 (17) 53 (27)

Number of workers failed in Quiz N/A 25

Total number of responses 200 305

Average responses from a worker 7 6

Average percentage of acceptable responses 24% 66%

Accepted responses percentage range 15–50% 44–83%
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Discussion

This paper provides a broader view of patent applications in engineering design,
and potential scope for using crowdsourcing. We have reported an important initial
step through which further work could be developed to achieve the proposed aim:
to generate a new, visual form of patent map that incorporates measures of patent
commercialization activity and technical metadata through crowdsourcing. We
hope this can ultimately be utilized by engineering designers during conceptual-
ization and embodiment design.

These initial crowdsourcing experiments address two important points: (1) se-
lecting and nurturing a crowd for patent analysis work, and (2) analyzing responses
obtained from the crowd. We observed that about 55% of the participating crowd
had good reasoning ability for FBS categorization. This is surprising considering
that the crowd predominantly undertake simpler jobs such as text transcription and
data cleaning. The successful crowd workers from this task could be selected and
trained for further advanced patent analysis tasks. It is inadvisable to trust indi-
vidual responses, and we found that a cumulative percentage response (in this case,
20 responses for each question) helped to identify the correct FBS categorization
for each question. Therefore we intend to use cumulative aggregation of crowd
responses for any patent related tasks to ascertain correct responses.

There is no acceptable/target percentage set for these crowdsourcing tasks,
considering there are 30 million available crowd workers. The percentage (e.g. 66%

Fig. 5 Acceptable drawing number description percentage for each question
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correct in patent drawing information task) signifies how many people from the
participated crowd have shown interest and possesses minimum ability to be
selected for further skills improvement. The observed correct answer percentage
variation in both the initial tasks is expected, considering complexity of patent
information and varying crowd skills level. For instance, some numbers in patent
drawing are described in a straight-forward fashion, whereas others are hidden
within the text. This makes patent text analysis complex for humans and also
computer algorithms. However, more systematic study should be undertaken to
understand patterns in this percentage variation. It is difficult to answer the trust
level established with crowd from these initial experiments. However, with a crowd
nurtured for patent analysis we are able to place increased trust in their responses.

Apart from obtaining acceptable responses quickly, we have identified a number
of other limitations and possible future challenges through discussion with indus-
trial partners. Issues include: confidentiality; trust in the crowd’s responses; pay-
ment; ethics and legality. Approaches to address these issues are currently being
explored in this research.

Conclusions and Future Work

This paper has illustrated the relevance of patents for engineering design. While the
analysis of patent statistics such as classification, nationality and use of citations is
well established, making robust interpretations based on these is problematic.
Qualitative interpretations of the content and nature of patents is potentially more
useful to engineering designers in terms of identifying active areas of design,
examples of patents in use and understanding the characteristics of design prob-
lems. These cannot, however, be easily accomplished by computer algorithims and
their magnitude is overwhelming for individuals. If crowdsourcing proves a cheap,
scalable way of interpreting patents and applying appropriate taxonomic engi-
neering information it could fundamentally alter the early phases of engineering
design. The crowd can be harnessed to improve the data and information presented
to designers during the key activities identified in scoping (opportunities), gener-
ation (inspiration), embodiment (context) and testing (checking).

Our initial crowdsourcing experimentation has been to establish basic crowd
capabilities in understanding patent text and interpreting patent drawings. This has
shown that reasonable results can be achieved if tasks are set appropriately, par-
ticularly in terms of duration and complexity, and if test questions are incorporated
to ensure a basic level of understanding exists in the workers. Our planned future
work will involve expanding on these initial experiments to design and test
crowdsourcing workflows optimised to support working in the four design phases
described. It is anticipated this will focus on analysing quality, classification and
composition and content to present patent information in a way that is readily
understandable and usable by engineering designers.
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Classifications of Shape Grammars

Sara Garcia

Abstract Since shape grammars were first described about forty five years ago,
several types of grammars have emerged. The goal of this paper is to provide a
framework that gathers together the main existing types of grammars. The cate-
gorization is preceded by a glossary of 19 terms related to shape grammars. Then,
44 types are placed into 13 chronologically-ordered categories. Each type is
characterized with its name, a short description, the reference to the original paper,
three examples of existing grammars of the type, and simple illustrative grammars.
The types are organized using a classification guide in the form of a checklist,
which is filled according to an existing shape grammar as an example.

Introduction

During the lifetime of shape grammars of about forty five years, several distinct types
have been released. New features and extensions increased the original formalism
launched in 1972, in order to sustain new needs of practical applications. The goal of
this paper is to provide a framework that gathers and structures the main existing
types, and to launch a standardized guide to classifications of shape grammars.

The benefits of the framework are threefold. Firstly, the comparison of different
classifications can reveal some overlap of concepts, when different names are
assigned to the same classifications. Secondly, it can orient future developments in
the field; by systematizing what is explored and what is to be explored, and to
reveal what areas are less developed than others. Furthermore, one can direct the
development of a new grammar by considering the advantages and disadvantages
of the different types of grammars, in order to fit the goals. Thirdly, it can provide a
guide to shape grammar developers that want to classify and frame their specific
shape grammar among the general theory, and to clarify the novelty of their work.
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Literature under the subject of shape grammars was reviewed, considering mul-
tiple sources. One considered, on one hand, individual works that launched specific
new types, and, on the other hand, studies that gather several types, such as the ones of
Knight (1999a, b) and of different states of the art [that are usually more focused on
types aroundmore specific contexts; e.g. comparative studies in grammars for product
design (Ang et al. 2006; Barros 2015)]. The main contribution of this paper is to
collect the types mentioned in these different sources. This paper gathers 44 types
within 13 categories. Categories are displayed by chronological order.

The organization of the paper is as follows: firstly, the original theory of shape
grammars is presented, based on a glossary of terms. Secondly, the categorization is
arranged in several categories that contain different types of grammars. Each type is
specified by its name, original reference (where the type is launched), a short
description and notations (when applicable), one to three examples of existing
grammars (that apply the type), and simple illustrative grammars. In the result
section is provided a checklist with the named categories, filled accordingly to a
categorization exercise of one existing shape grammar.

Shape Grammars

The shape grammar formalism was introduced by Stiny and Gips (1972), by
transposing the alphabet of symbols used in the linguistic grammars (Chomsky
2002) to an alphabet and language of shapes. Shape grammars “provide a means for
recursive specification of shapes” (Gips 1975). They became “the most important
algorithmic approach to design” (Duarte 2001). A glossary with the main concepts
that support the underlying theory is provided below.

(1) Derivation: the step-by-step generation of a design, from an initial shape
(I) to a final design (D): I = › Sn = › Sn+1 = › … = › D. Also referenced as
computation (Stiny 1990).

(2) Design: a design (D) is the terminal shape (complete design) that belongs to
the language defined by a grammar. Notice that a design can also be referred
as an intermediate state (partial design) that do not belong to the language
(Knight 1999a).

(3) Embedding: a line l1 is embedded in another line l2 if each of the endpoints of
l1 is either an endpoint of l2 or is between the endpoints of l2.

(4) Emergence: is the ability to recognize and use emergent shapes (E) – shapes
that are not predefined in a grammar but emerge during the computation,
through the detection of sub-shapes and the relation of predefined shapes
(Knight 2003).

(5) Empty shape: is a shape that does not contain maximal elements, denoted by
SØ.

(6) Initial shape: the starting shape (I) under which the rules are applied (can be
an empty shape).
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(7) Label: a label (L) is a symbol associated with shapes. Originally defined to
control the rule application (transformations under which rules apply), may
also represent other aspects of shapes.A labeled point is denoted by p:A (where
p is the point and A is the symbol). A labeled shape θ contains a shape and a set
of labeled points: θ = <S, p>. A non-labeled shape is denoted by <S, Ø>, a
labeled empty shape is <SØ, P>, and a non-labeled empty shape is <SØ, Ø>.

(8) Language: the set of all designs (D) generated by the grammar; the design
space. Each grammar defines one language of designs (Stiny 1980a).

(9) Maximal line: one element of the smallest set of lines that specify a shape.
A broader definition considers maximal elements (Stiny 1992).

(10) Operations: three Boolean operations can be made between two shapes S1
and S2. Sum – originally named union (S1 + S2), has all of the basic elements
of S1 and S2 and nothing else; product – originally named intersection (S1

•S2),
has all of the basic elements belonging to both S1 and S2 and nothing else;
and difference (S1 − S2) has all of the basic elements that belong to S1, but
not to S2 and nothing else.

(11) Rule: a rule (R) is from the type A → B, where A and B are both shapes,
being A the shape of the left-hand side of the rule (lhs) and B the shape of the
right-hand side of the rule (rhs).

(12) Rule application: the rule application is a 2-step process (Stiny 1990).
Consider the example in Fig. 1, giving one rule (R) and one shape in the n
derivation step (Sn) (Duarte 2001):

a. A rule R in the form Slhs → Srhs may be applied to a shape Sn if there is a
sub-shape embedded in Sn that is equal to the shape Slhs under a transfor-
mation τ. There is a matching when τ (Slhs) ≤ Sn.

b. In that case, the transformation applied in Slhs, and denoted by τ (Slhs), is
applied to Srhs and is denoted by τ (Srhs). The computation of the rule is made
by subtracting the sub-shape τ (Slhs) to the shape Sn, and adding the shape τ

Fig. 1 Example of a shape grammar and computation of a rule
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(Srhs). The shape that results from that operation is Sn+1, where
Sn+1 = [Sn − τ (Slhs)] + τ (Srhs).

(13) Shape: “finite but possibly empty set of maximal lines” (Stiny 1990). This
first definition was later extended, in order to incorporate other form ele-
ments: “finite but possible empty set of basic elements that are maximal with
respect to one another” (Stiny 1992). The shape may be an empty shape.

(14) Shape grammars: are originally defined (Stiny 1980b) by four components:
shapes (S), labels (L), rules (R), and initial shape (I). A shape grammar is a
system that generates shapes (S) through the successive application of rules
(R), from the type if/then, to an initial shape (I), until a design (D) is reached.

(15) Spatial relations: combinations of shapes in the vocabulary (Stiny 1980a);
(16) Sub-shape: S1 is a sub-shape of S2 (S1 ≤ S2) whenever every maximal line of

S1 is embedded in some maximal line of S2. Every non-empty shape (and not
made up of just points) has an infinite number of sub-shapes.

(17) Termination: The generation process is terminated when no rule in the
grammar can be applied or until certain criteria is met (Knight 1999a).

(18) Transformations: a transformation τ on a shape S is denoted by τ(S). The
similarity transformations on a shape can be one of the four Euclidean
transformations – translation, rotation, reflection and scale – or the compo-
sition of at least two of them.

(19) Vocabulary: a limited set of different shapes, which are the basic building
elements of the designs in set grammars (Stiny 1980a).

Figure 1 shows an example of a shape grammar with two rules (R1 and R2) and
one initial shape. The displayed derivation has three steps (notice that the derivation
could proceed indefinitely until the rule R2 is applied). One emergent shape appears
in step 1 when a smaller square emerge from the overlapping of two squares.

Classifications of Shape Grammars

In this section various classifications of shape grammars are presented, grouped in
several categories. Along with shape grammars, these classifications include other
kinds of grammars that define languages of shapes. Spatial grammars (Krishnamurti
and Stouffs 1993) include shape grammars, set grammars, string grammars, and
graph grammars.

Shape Elements

The basic geometric elements (i) of the shape are points, lines, planes and solids
(Stiny 1992). Originally, shape grammars were addressed to rectilinear shapes, such
as straight lines and planes. Some latter extensions focus on curvilinear shapes, in
order to include curves and non-planar surfaces. Curved grammars require a
reframing of the rectilinear theory under particular issues, such as embedding and
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similarity proprieties, algebra formulation, and shape analytic description (Jowers
and Earl 2015). Notice that the shape grammar formalism considers the possibility
of computing with empty shapes.

1. Points: shapes are defined by points.
2. Lines (rectilinear): shapes are defined by straight lines. Lines were originally

defined as a set of two distinct endpoints {p1, p2} (Stiny 1980b).
3. Lines (curvilinear): shapes are defined by non-rectilinear lines. The first

appearance of curved shapes in shape grammars is the one of the Hepplewhite
grammar (Knight 1980); however curves were only used to replace straight lines
in the last derivation stage. Latter, curves were applied into shape rules.
Different types of planar curves, as circular arcs and Bézier curves can be found
in different works. The use of non-planar curves in 3D space needs further
development.

E.g.: Bottles (Chau et al. 2004) and vehicles (Orsborn et al. 2006) (circular arcs);
Buick vehicles (McCormack and Cagan 2004), tableware (Castro e Costa and
Duarte 2013) and Celtic knotwork patterns (Jowers and Earl 2011) (quadratic
Bézier curves).

4. Planes (rectilinear): shapes are defined by planes, which correspond to flat
surfaces.

5. Surfaces (curvilinear): shapes are defined by non-planar surfaces.

E.g.: Tableware (Castro e Costa and Duarte 2013) (revolved surface).

6. Solids (rectilinear): shapes are defined by solids. Currently, shape grammars are
restricted to rectilinear solids; research on curved solids needs further
developments.

Dimensional Space

The shape basic elements are manipulated in a Euclidean dimensional space (j).
Usually shapes are combined and manipulated in two or three dimensions.

1. Zero-dimensional Grammar: elements are manipulated in a zero-dimensional
space (0D).

2. One-dimensional Grammar: elements are manipulated in a one-dimensional
space (1D). For example, symbolic grammars transform strings in one dimen-
sion. Symbols cannot be divided, unlike shapes.

E.g.: Chomsky (2002).

3. Two-dimensional Grammar: elements are manipulated in a bi-dimensional
space (2D).

E.g.: Ice-ray windows (Stiny 1977), Mughul gardens (Stiny and Mitchell 1980),
Hepplewhite chair-back (Knight 1980).
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4. Three-dimensional Grammar: elements are manipulated in a three-dimensional
space (3D), where special relations are explored.

E.g.: Kindergarten (Stiny 1980a), Prairie houses (Koning and Eizenberg 1981),
Queen Anne houses (Flemming 1987).

Different types of views can be combined in the same grammar. For example,
the grammar of Malagueira houses (Duarte 2001) combines both 2D (for plans and
elevations) and 3D spaces (for axonometrics).

Shape Qualities

Shape grammars originally considered the spatial aspect of form and labeled shapes.
Forthcoming extensions deal weighted shapes and colored shapes. These qualities
are associated to the initial shape and shape rules and, consequently, to the generated
designs. Shape grammars thus allow for the combination of several descriptions in
one design, as such shape may be associated with size, color, and texture.

1. Labeled grammar (Stiny 1980b): Labeled shapes are part of the original theory,
as described above. There can be labeled points, labeled lines, labeled planes
and labeled solids. Still, one can find illustrative examples of non-labeled
grammars (Stiny 1980a).

E.g.: Ice-ray windows (Stiny 1977), Mughul gardens (Stiny and Mitchell 1980),
Hepplewhite chair-back (Knight 1980).

2. Color grammar (Knight 1989a): color grammars extend shape grammars by
adding color as a qualitative aspect of the shape. Along with shapes, these
grammars generate color fields (a region in 2D or 3D space filled with one or
more colors) and define what happens when different color fields
overlap. Colors may also be used as labels, or represent other qualities such as
texture or materials.

E.g.: De Stijl paintings (Knight 1989b).

3. Weighted grammar (Stiny 1992): Weight is a quality of shape that can be
represented in weighted points (by different radius), weighted lines (by different
thickness), and weighted planes and solids (by different toned or shaded areas).
Weights can be used merely to distinguish formal attributes (graphic expres-
sion), to represent physical proprieties (as mass, materials) or intentional pro-
prieties (as function). Notice that a color grammar is a special case of weighted
grammars (Duarte 2001).

E.g.: Malagueira houses (Duarte 2001), housing rehabilitation (Eloy and Duarte
2012), Thonet chairs (Barros 2015).
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The categories described above (shape elements, dimensional space, and shape
qualities) are summarized in different algebras, described by Stiny (1992) as
algebras of shapes, algebras of labels and algebras of weights (Fig. 2). Each algebra
is represented in the dimension i (basic elements), and j (the space where basic
elements are manipulated). Weights and labels can be manipulated under the same
operations as shapes.

1. Algebras: Uij (shapes); Vij (labels); Wij (weights).
2. Shape (basic) elements (i): i = 0 (points); i = 1 (lines); i = 2 (planes); i = 3

(solids).
3. Dimensional space (j): j = 0 (0D); j = 1 (1D); j = 2 (2D); j = 3 (3D).

Notice that 0 ≤ i; j ≤ 3; and i ≤ j. Algebras can be combined (in Cartesian
products) in order to produce compound shapes.

Shape Properties

Extensions on the shapes of original shape grammars consider parametric shapes
(parametric grammar) and sets of shapes (set grammar).

1. Parametric Grammar (Stiny 1980b): Unlike shape grammars that work with
fixed single shapes, parametric grammars work with families of shapes, with
equal topologies but different parameters. A parametric grammar uses shape
schemas and rule schemas (Stiny 1990). A parameterized shape schema,
denoted by S(x) is a general schema that describes a family of shapes, controlled
by a set of variables x. A parameterized shape allows for the coordinates of the
endpoints to be variable (Fig. 3). A particular shape is determined by assigning
values to the variables through the g function, and is denoted by g(S(x)). A rule
schema contains two parameterizes shapes A(x) → B(x); and when the g
function is applied one obtain g(A(x)) → g(B(x)). The formula for rule appli-
cation is S’ = [S − τ (g(Slhs))] + τ (g(Srhs)). Parametric grammars can be con-
sidered a generalization of the four similarity transformations originally
described, plus the distortion one.

Fig. 2 Examples of shapes in
various algebras of design in
2D space
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E.g.: Mughul gardens (Stiny and Mitchell 1980), Hepplewhite chair-back
designs (Knight 1980), coffeemakers (Agarwal and Cagan 1998).

2. Set Grammar (Stiny 1982): Unlike shape grammars that work with shapes, set
grammars work with finite sets of shapes (using set operations such as union,
intersection, and difference). The standard formalism of shape grammars allows
emergence proprieties. The variant called set grammar does not recognize
emergent shapes. Shapes are thus treated as symbolic objects, that cannot be
decomposed into sub-shapes and thus no spatial ambiguity is allowed.

E.g.: Malagueira houses (Duarte 2001), Thonet chairs (Barros 2015), motorcy-
cles (Pugliese and Cagan 2002).

Rule Ordering

This category distinguishes between deterministic and nondeterministic shape
grammars. Nondeterminism occurs when “multiple choices can be made in each
stage” of the grammar (Stiny 1980a); while determinism happens when only one
derivation is possible. This category is further described by Knight (1999a). She
discourses on questions of decidability, considering restrictions in rule ordering:
“the more restricted a grammar is, the less powerful it is but the more is known
about how it works and what it generates” (Knight 1999a). The restriction level is a
trade-off between freedom and control. The less restricted the grammar is, greater is
the freedom, however, smaller is the control. Usually, the less restricted ones are
more applicable to the arts domain.

1. Deterministic Grammar: there is no choice when executing rules; therefore there
is only one possible derivation (Fig. 4). “Only one design or no design may be

Fig. 3 Example of a parametric shape grammar
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generated from the previously generated design” (Knight 1999a). The restric-
tions can be imposed by labels, indexed rules, and so forth. Majorly, the
examples of shape grammars are not from the deterministic type.

2. Nondeterministic Grammar: “allows multiple designs to be generated from a
previous design in some step of the derivation” (Knight 1999a). There are three
types of nondeterminism: the choice can be motivated on a selection of what
rule to apply (type 1), where to apply the rule (type 2), and what transformations
or parameters to apply (type 3). The application of each type requires certain
conditions: there are at least two rules with identical lhs (type 1), there are at
least two identical sub-shapes in a design (type 2), or the lhs of a rule has more
than one type of symmetry (type 3). Combinations of the three types are also
possible. Figure 5 illustrates an example of a grammar with several possible
derivations, represented by a state-action tree of the grammar (from one starting
shape to n possible ending shapes).

E.g.: Malagueira houses (Duarte 2001), housing rehabilitation (Eloy and Duarte
2012), Thonet chairs (Barros 2015).

Rule Format

Stiny (1980a) distinguishes between two main types of rules—additive and sub-
tractive, and Knight added the combination type (Knight 1989b) (Fig. 6). Rules use
the shape operations described above. Consider S1 as a sub-shape of (S1 + S2):

Fig. 4 Example of a deterministic grammar
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1. Additive Rule: the rule adds a shape to a design: S1 → (S1 + S2).
2. Subtractive Rule: the rule erases a shape to a design: (S1 + S2) → S1.
3. Condensed Rule: the rule combines the two previous types, by erasing and

adding a shape to a design: S1 → S2.

Fig. 5 Example of a nondeterministic grammar

Fig. 6 Examples of rule
formats
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Design Strategy

This category is summarized by Knight (1999b) and addresses the overall design
process. It provides both top-down (the case of subdivision and grid types) and
bottom-up (the case of additive type) approaches. Notice that all of these types use
additive rules (Fig. 7).

1. Grid Grammar: spaces are defined by a fixed, underlying grid (behaving as a
guide), and details are added afterwards.

E.g.: Palladian villas (Stiny and Mitchell 1978), Japanese tearooms (Knight
1981), Yingzao Fashi (Li 2001).

2. Subdivision Grammar: used when the designs share similar boundaries. Starting
by one fixed boundary, the rules of the grammar continuously subdivide the
area.

E.g.: Ice-ray windows (Stiny 1977), Hepplewhite chair-back (Knight 1980),
Malagueira houses (Duarte 2001).

3. Additive Grammar: used when designs have different boundaries. Starting by
the core of the structure, the rules successively add parts. As such, the boundary
varies.

E.g.: Prairie houses (Koning and Eizenberg 1981), Queen Anne houses
(Flemming 1987), coffeemakers (Agarwal and Cagan 1998).

Grammar Purpose

Grammars may follow different goals and methods. The analytic grammar defines
languages of designs from a given corpora of existing designs, while the synthetic

Fig. 7 Examples of derivations applying different design strategies
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(or constructive) grammar defines the rules from a given vocabulary and spatial
relations (Stiny 1980a). The transformation grammar defines new grammars from
given grammars. These three approaches are summarized in Knight (1999b).
A fourth approach is the one of generic grammars.

1. Synthetic Grammar (Stiny 1980a): also called Original Grammars: Although
the original paper on shape grammars (Stiny and Gips 1972) was from this type,
very few applications can be found in the following years. Synthetic grammars
create languages ‘from scratch’, following a constructive method. They have the
capacities to externalise the design process and to produce new original designs.

E.g.: Kindergarden (Stiny 1980a), color grammars (Knight 1989a).

2. Analytic Grammar (Stiny and Mitchell 1978): The works on shape grammars
have been focusing more on this type than on the previous one. The goal of this
type of grammar is to capture historical styles and generate new designs within
the style. It creates languages from a corpus of designs. A style can be char-
acterized by a person (Knight 1980), a place (Stiny 1977), a period (Flemming
1987), a brand identity (McCormack and Cagan 2004), or a set of design
standards (Li 2001). The criteria for analytic grammars (Stiny and Mitchell
1978) are: (1) to reproduce the style of the corpus, (2) to verify if a given design
belongs to the style, and (3) to generate new designs within the style.

E.g.: Ice-ray windows (Stiny 1977), Palladian villas (Stiny and Mitchell 1978),
Mughul Gardens (Stiny and Mitchell 1980).

3. Transformation Grammar (Knight 1989b): This type uses both analytic and
synthetic approaches. Starting by an analytic approach, transformations are
applied and synthetic results are obtained. Grammars are transformed into other
grammars through rule transformation (addition, deletion, and change), or
designs are transformed into other designs through transformation rules. It
provides the description of different styles and their relations (by the analysis of
similarities and differences between grammars) and/or the transformation of
designs.

E.g.: De Stijl paintings (Knight 1989b), Yingzao Fashi (Li 2001), housing
rehabilitation (Eloy and Duarte 2012).

4. Generic Grammar (Beirão et al. 2011): generic grammars are general-purpose
grammars that can be customized into specific-purpose (synthetic) grammars, by
the restriction of rules and parameters. Generic grammars are based on ontology
classifications that reproduce context-independent design types, and abstract
recurrent design patterns. Although not exploring the full potential of the gen-
eric types, some grammars create ‘more general’ designs within a product
family [e.g. motorcycles (Pugliese and Cagan 2002)].
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E.g.: Urban design (Beirão et al. 2011), social housing (Mendes et al. 2013),
tableware (Castro e Costa and Duarte 2013).

Application Domain

Shape grammars have been applied in art and design disciplines. Chau et al. (2004)
classified the grammars according to four areas of application: paintings, decorative
arts, architectural plans, and engineering designs. The earlier applications consid-
ered arts disciplines, and the later ones approached design domains. The most
representative area is architecture (Fig. 8). Notice that different disciplines require
different abstraction levels of detail and scale. It is suggested a more general
classification following five disciplines of art and design: fine arts, decorative arts,
architecture, design, and urban design. The domains can consider successive levels
of subdivision [e.g. furniture in product design (Barros 2015)].

1. Fine Arts: include the sub-domains of painting and sculpture.

E.g.: De Stijl paintings (Knight 1989b), color grammars (Knight 1989a), Celtic
knotwork patterns (Jowers and Earl 2011).

2. Decorative Arts

E.g.: Ice-ray windows (Stiny 1977), Hepplewhite chair-back (Knight 1980),
Thonet chairs (Barros 2015).

3. Architecture: include the sub-domain of landscape architecture.

E.g.: Palladian villas (Stiny and Mitchell 1978), Prairie houses (Koning and
Eizenberg 1981), Mughul gardens (Stiny and Mitchell 1980).

4. Design: include engineering, product, fashion, and interior design.

E.g.: Roof trusses (Shea and Cagan 1999), coffeemakers (Agarwal and Cagan
1998), tableware (Castro e Costa and Duarte 2013).

Fig. 8 Bubble chart of the
application domain (based in
Chau et al. 2004)
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5. Urban Design

E.g.: Urban design (Beirão et al. 2011), social housing (Mendes et al. 2013).

Additional Techniques

This category gathers extensions of shape grammars that combine other activities
beyond analysis and generation, such as evaluation, fabrication, or integrations of
techniques. For example, performance-based grammars are concerned with design
evaluation, by the use of analysis and optimization techniques. There can be an
exchange of information between geometry and performance.

1. Generation Techniques: combinations of shape grammars with other generation
techniques, beyond the parametric one already mention above.

E.g.: Office chairs (Hsiao and Chen 1997) (morphological analysis).

2. Evaluation Techniques: provide performance data during or after the generation.

E.g.: Coffeemakers (Agarwal et al. 1999) (cost evaluation), office chairs (Hsiao
and Chen 1997) (semantic evaluation), Palladian villas (Stiny and Gips 1978)
(aesthetic evaluation).

3. Optimization Techniques: combine both generation and evaluation in an auto-
mated generative process. Optimization algorithms search for the best solution
in a large solution space, considering single or multi-objective functions. Shape
Annealing (Cagan and Mitchell 1993) is a combination of Shape Grammars and
Simulated Annealing (a stochastic optimization technique). The algorithm
searches for good solutions in a reasonable period of time (sacrificing the
optimal solution), by determining “whether a randomly selected shape rule
should be applied at a given design state” (Cagan and Mitchell 1993).
Evolutionary algorithms (such as genetic algorithms) combine both optimization
and evolution capabilities. While genetic algorithms evaluate several solutions
at the same time, exploring crossover and mutation in the population, shape
annealing considers just one individual in the population (one solution at a time
is being evaluated) and, therefore, only mutation occurs.

E.g.: Roof trusses (Shea and Cagan 1999) (shape annealing), Digital cameras
(Lee and Tang 2004) and Coca-cola bottles (Ang et al. 2006) (genetic algorithms).

4. Fabrication Techniques: shape grammars oriented to provide an automation
between generation and digital fabrication (for example by providing con-
structible components for CNC machines).

E.g.: Wood frame house (Sass 2005), CNC fabrication (Ertelt and Shea 2008).
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Compound Representations

Compound grammars combine multiple representations. Different types of
descriptions may be associated: multiple views (plans, sections, elevations, etc.),
properties (function, material, construction, aesthetics, etc.), diagrams and graphs
(representing hierarchy of parts, etc.) (Stiny 1990).

1. Abstract Grammar (Knight 1999b): shapes do not have any associated mean-
ings; they are only sustained on geometry/syntax. Early work on shape gram-
mars focused on this type. The implementation becomes increasingly difficult as
the detection of (emergent) sub-shapes becomes infinite (Pauwels et al. 2015).

E.g.: Ice-ray windows (Stiny 1977), Kindergarten (Stiny 1980a), De Stijl
paintings (Knight 1989b).

2. Description Grammar (Stiny 1981): shapes have associated meanings/semantics,
including functions (such as walls or windows), shape proprieties (such as area),
aesthetic issues, and so forth. For each shape rule there is one or more corre-
sponding description rules; and the designs generated by the grammar have an
associated (text or numerical) description. By assigning meaning to shape, the
interpretation of designs becomes more restricted (Knight 1999b).

E.g.: Queen Anne houses (Flemming 1987), Palladian villas (Stiny and Mitchell
1978), Prairie houses (Koning and Eizenberg 1981).

3. Discursive Grammar (Duarte 2001): is a compound parallel grammar that
combines shape grammars, description grammars, and a set of heuristics. Its
goal is to generate consistent adequate designs, as in design grammars (Pauwels
et al. 2015).

E.g.: Malagueira houses (Duarte 2001), housing rehabilitation (Eloy and Duarte
2012), urban design (Beirão et al. 2011).

4. Graph Grammar: shapes are combined with graph representations
(Krishnamurti and Stouffs 1993). Graphs can in turn represent shapes; notice
that a line can be represented as a graph (with one edge and two vertices).

E.g.: Housing rehabilitation (Eloy and Duarte 2012).

Grammar Structure

Grammars can be composed by more than one grammar. A compound grammar can
be parallel (occurring at the same time) or sequential (occurring one after another).

1. Parallel Grammar (Stiny 1992): two or more grammars are combined to operate
simultaneously, and thus allow different design representations. An example of a
parallel grammar is the discursive grammar (Duarte 2001).
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E.g.: Malagueira houses (Duarte 2001), Yingzao Fashi (Li 2001), housing
rehabilitation (Eloy and Duarte 2012).

2. Sequential Grammar (Knight 1999a): the original definition of this type states
that rules are applied in a predetermined sequence. This definition can have
further generalizations, as some grammars have different generation phases that
must occur in sequence; or cases where different grammars are applied in
sequence.

E.g.: Queen Anne (Flemming 1987) (two grammars), tableware (Castro e Costa
and Duarte 2013) and De Stijl paintings (Knight 1989b) (three stages).

Implementation

This category classifies grammars according to the environment of computation
(Knight 1999b).

1. By-hand Implementation: the grammar is not implemented in a digital envi-
ronment. It provides a deeper understanding of the working of creating and
testing rules.

E.g.: De Stijl paintings (Knight 1989b), Mughul gardens (Stiny and Mitchell
1980), Hepplewhite chair-back (Knight 1980).

2. Computer Implementation: the grammar is implemented in a digital environ-
ment, or tested in an interpreter. It allows for a more rapid and bigger explo-
ration of possibilities.

E.g.: Queen Anne houses (Flemming 1987), Malagueira houses (Duarte 2001),
Cola-cola bottles (Chau et al. 2004).

Results

This section presents a classification diagram, in the form of a check-list (Fig. 9).
The template is filled with an example of categorization of a specific shape grammar
(Garcia and Romão 2015). Notice that the classifications can be applied to the
whole or to sections of a shape grammar; hence the user can select more than one
type in each category (or none).

Only the main types are presented. Some subtypes could be included, such as:
curve type (arcs/Bézier curves); nondeterminism type (1/2/3); and application
subdomain (e.g. product design). The basic elements and dimensional space of
labels and weights are not included.
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Fig. 9 Shape grammar classification guide
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Discussion

The classification that is conducted in this paper elucidates how existing knowledge
can be categorized based on several criteria, and thus launch a new aid for forth-
coming grammar developments.

The categorization provides a systematic review of the known types. The
developed framework stimulates new, important questions such as the main gaps in
the overall theory, and some specific issues raised by each type. Within the given
example of a shape grammar categorization, one can easily frame the work in
progress, and to prove the novelty of the grammar.

Considering that shape grammars are currently under development, it would be
profitable for this categorization process to become collaborative. That would allow
to join other types that are not mentioned in the paper, and to include other
forthcoming types. Furthermore, future work could be directed to the statistics on
how many grammars were developed within each type, a timeline illustrative of all
the mentioned types, and a database of examples.
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From Shape Computations
to Shape Decompositions

Djordje Krstic

Abstract This is a third paper in a series on shape decompositions, which are seen
here as a means to grasp computations with shapes. That is, decompositions that
arise in computations with shapes and may serve to explain them are investigated.
Due to certain isomorphisms, computations with discrete and topological decom-
positions are carried out in parallel with shape computations thus providing insights
into the latter. In particular, discrete decompositions grasp the transition of intuitive
spatial computations envisioned by the designers into symbolic ones that could be
carried out by a computer. Some counting has been done showing that even simple
spatial computations require a great many symbols in order to be turned into the
symbolic ones. It is interesting to explore the converse: turning complex symbolic
computations with vast numbers of symbols into the simpler spatial ones with
shapes. This may prove promising in tackling big data problems.

Introduction

This paper continues the study of decompositions of shapes in the context of design
theory evolving around shape grammars. In the previous papers (Krstic 2004, 2008)
and their extended versions (Krstic 2005, 2010) the emphasis was on the use of
shape decompositions as shape approximations. Here decompositions appear in a
new role, as tools for investigating computations with shapes. Such computations
are of the outmost importance for design as computing with shapes is exactly what
designers do when they draw, erase move, tweak, or pick shapes in order to
complete their designs. Before moving any further some background information
on shapes, their decompositions, and framework(s) for computations with them
may prove useful.
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Shapes, Decompositions, Algebras, and Grammars

Shapes are important part of our everyday experience and play role in many human
activities, but most crucially in design. Designers (engineers, architects, tradesmen,
artists…) manipulate shapes—physical or abstract—to create new ones for different
purposes. Design theory, which started with shape grammars (Stiny and Gips 1972)
[and (Stiny 2006) for a recent account], formalizes these activities in terms of shapes
and computations with them. The former are seen as sets of basic elements points,
lines, planar segments, and solids—of dimension 0, 1, 2, and 3, respectively—while
the latter are carried on in the framework of algebras for shapes (Stiny 1991) [and
(Krstic 2014) for a recent account]. The algebras are equipped with Boolean oper-
ations of sum + and difference −, which model what designers do when they draw
and erase shapes. The operations are based on the relation of partial order on shapes
and work differently than familiar ones-with numbers. A shape is greater or equal (≥)
to another shape if it is the only one we see when both are drawn. Shapes are added
by simply drawing a new shape on top of the existing ones. However, only parts of
the added shape not shared with the original shapes appear to be added to the
drawing—not the whole shape. In contrast, when this new shape is subtracted, by
erasing it from the drawing, only parts of the original shapes not shared with the
erased shape remain—and not the whole original shapes. If a and b are shapes then
expressions a + b = a + (b − a) and (a + b) – b ≤ a reflect the previous state-
ments. Needless to say that if a and b are numbers the first expression would be an
inequality while the second would be an equality. Two more Boolean operations are
useful for shapes: product, defined as a�b = a − (a − b) = b − (b − a), and sym-
metric difference ⊕, given by a ⊕ b = (a − b) + (b − a).

Designers use differently oriented shapes, which may vary in size and may also
be mirrored or moved. To model that, an algebra has to be equipped with Euclidian
transformations that could act on shapes by rotating, reflecting, translating or
scaling them. Transformations could also be combined to produce compound
transformations or to cancel each other. Two consecutive 30° rotations amount to a
60° one, which could be canceled by the same rotation in the opposite direction. In
order to handle this, group operations of composition and inverse are added to the
Boolean ones.

Finally, an algebra of shapes Uij manipulates two sorts of objects: shapes with
basic elements of dimension i defined in a space of dimension j ≥ i (i, j 2 {0, 1, 2,
3}), and Euclidean transformations that could act on shapes. Shapes together with
Boolean operations amount to the Boolean part of Uij while transformations with
group operations define its group part. The two parts interact via group action,
which is the only two-sorted operation in the algebra. Group action takes a trans-
formation, say t, and a shape, say a, to produce the transformed shape t(a).

One of defining characteristics of shapes, which distinguishes them from sets, is
that they come unanalyzed rendering any division into parts possible. Where finite
sets have only finitely many subsets, finite shapes—with basic elements of
dimension 1 and above—have infinitely many parts to choose from. And that is
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exactly what we do when we try to describe shapes. We analyze and structure them
in terms of their certain parts in effect creating shape decompositions. The latter are
“…sets of shapes that show how their sums are divided into parts of certain kinds”
(Stiny 1991). Decompositions thus serve as shape approximations and one should
be able to compute with them in the same way as with unanalyzed shapes. Algebras
of decompositions facilitate that. They come in two flavors: as set algebras Dij and
complex algebras ℘(Uij). Both combine transformations the same way Uij does and
both have the same group action operation: an extension of the one from Uij to finite
sets of shapes. That is, transformation t acts on decomposition A to produce
decomposition t(A) = {t(a)| a 2 A}. The algebras differ in the way they combine
decompositions. Set algebra Dij does it using set operations of union and difference.
Consequently, it treats shapes that are elements of decompositions as atoms or
symbols without taking advantage of their spatial properties or combining them. In
contrast, ℘(Uij) relies on operations from Uij to combine elements of decomposi-
tions exhaustively. Operations + and − from ℘(Uij) are extensions of shape oper-
ations to direct products of decompositions. If X and Y are decompositions then
X + Y = + (X × Y) = {x + y| x 2X, y 2 Y} and X − Y = −(X × Y) = {x − y| x 2X,
y 2 Y}. In their most general form decompositions are finite sets of arbitrary shapes
without an apparent structure. However, they may come structured in an algebraic
fashion to become lattices, topologies, and Boolean algebras, to name a few, or they
could have some other structure like consisting of pairwise discrete shapes. The
latter are discrete decompositions characterized by a�b = 0, for any two different
elements a and b of such a decomposition.

Algebras of shapes provide a framework for shape grammars, which are rule
based production systems, equivalent to Turing machines and capable of generating
designs in design languages. A shape grammar consists of a finite set of replace-
ment rules where each rule is an ordered pair of shapes, say (a, b), customarily
written as a → b. Such a rule is applied (or acts) on an existing design, say shape c,
and changes it by replacing a transformed version of a, or t(a), with t(b), provided
t is a transformation that makes t(a) a part of c. The replacement computation is
done in the framework of algebra Uij according to the formula

c0 ¼ c� tðaÞ½ � þ tðbÞ; ð1Þ

where c′ is the altered shape.
Rules are applied in an exhaustive fashion to generate a new design. The process

of generating a new design with shape grammar or shape derivation with grammar
starts with an action of the initial rule of the form 0 → b. Because empty shape 0 is
a part of every shape, the choice of transformation t is not critical and one can pick
it so to make the resulting shape t(b) of the desired size, orientation and position.
A derivation is complete when no rule—other than the initial one-could be applied,
or when some other previously defined conditions are met. The resulting shape is a
design in the language specified by the grammar.
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Computations and Decompositions

It has been mentioned earlier that describing a shape leads to its decomposition. It
seems that even looking at one does the same. According to some vision theories
shapes are recognized—as figures against the ground—based on how easily they
could be broken into parts (Hoffman and Singh 1997). Moreover, this is done
almost instantaneously via pre-attentive processing. It further seems that whenever
we try to do something with shapes they end up structured. Computing with shapes
is no exception. Any computation with unanalyzed shapes implies decomposing
each of these in some way. These acquired structures may serve to explain the
computation.

Let, for example, two shapes a and b engage in a computation carried out in an
algebra Uij. Certain parts of a and b are readily distinguishable just from the fact
that the two are combined-regardless of what the computation might be. Namely,
the greatest part of a that is also a part of b or a�b, the greatest part of a that does not
have parts of b, or a − b, and the greatest part of b that does not have parts of a, or
b − a. This leads to the respective decompositions of a and b, A = {a�b, a − b} and
B = {a�b, b − a}. Because each of the shapes may also be combined with itself,
shapes a = a�a = a + a, b = b�b = b + b, and 0 = a − a = b − b become avail-
able. Hence, the enlarged decompositions A = {a, a�b, a − b, 0} and B = {b, a�b,
b − a, 0}. Now, let the computation be the sum a + b. Shapes a and b are already
structured—as A and B—so their sum should follow. Because a and b are parts of
their sum, its decomposition C should at least include A and B, or C = A [ B, but
may also include some other shapes. The structure of A and B suggests inclusion of
shapes a + b and (a + b) − (a�b) = a ⊕ b, which makes C = {a + b, a ⊕ b, a, b,
a − b, b − a, a�b, 0}. This is clearly a Boolean algebra generated by two generators
a and b, and relation a + b = 1, where 1 is the Boolean unit. Including more
relations makes C smaller.

For example, if a ≤ b holds, then C = {a, b, b − a, 0} = B.
As a consequence of the computation, all of the shapes involved a, b, and

a + b ended up structured in decompositions A, B and C, respectively.

Argument Lattices and Argument Decompositions

The previous reasoning may be generalized to explain an arbitrary computation
with shapes defined in Uij. Any shape that plays a role in a computation may be
decomposed as above. That is, by recognizing the parts that emerge in combina-
tions of arguments of the computation. Such decompositions are argument
decompositions, and their upper bound is an argument lattice.

Let a and b be the arguments of a computation resulting in shape c. Further, let a
Boolean algebra L be constructed with a and b as generators, and the set of relations
between the generators that includes a + b = 1. Algebra L includes all of the shapes
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distinguishable in any of the computations with a and b as arguments. That is, all of
the shapes obtainable as combinations of a and b in Uij. Decompositions A, B, and
C obtained as sets of elements of L that are parts of a, b, and c, respectively, include
all of the parts of a, b, and c, that are recognized in the computation.
Decompositions A, B, and C are therefore principal ideals of L generated by the
respective shapes—where principal ideal I(x) generated by x 2 L is the set of all
elements of L smaller than or equal to x. Thus the values of A and B, remain the
same for all of the computations while C changes. For c = a + b, C is as above
while for c = a − b, c = b − a, c = a�b, and c = a ⊕ b, C becomes {a − b, 0},
{b − a, 0}, {a�b, 0}, and {a ⊕ b, a − b, b − a, 0}, respectively. Even trivial
computations imply decompositions like C = A if c = a + a or c = a�a and
C = {0} if c = a − a, c = b − b, c = a ⊕ a or c = b ⊕ b. The eight element

Boolean algebra L includes all of the possible computations

with shapes a and b as arguments, provided that no other relation—except a +
b = 1—exists. Additional relations between the arguments make L smaller like

Boolean algebras, , , and , which correspond to relations

a�b = 0, a ≤ b, and a = b, respectively.
It is easy to extend the notions above to computations with any number of

arguments.

Definition 1 Let X = {x1, x2,… xn} be a finite set of shapes defined in Uij, and let
R be a set of relations among the elements of X. The Boolean algebra Ar
(X) generated—with the aid of operations from Uij—by generators X and relations
R [ {∑X = 1} is the argument lattice for all of the computations with x1, x2,… xn
as arguments.

Definition 2 Let x be an element of Ar(X). Principal ideal I(x) of Ar(X) generated
by x is the argument decomposition of x, with respect to any computation with x1,
x2, … xn as arguments.

Let p(X) = a be a computation, where X = {x1, x2, … xn}, and p is an n-ary
polynomial of Uij. Shape a is clearly an element of the argument lattice Ar(X),
because the latter contains all of the shapes that are values of n-ary polynomials of
Uij for X. Argument decomposition I(a) together with decompositions I(xk), where
k = 1, 2, … n, may serve to explain computation p(X) = a. If some shape y other
than x1, x2, … xn, or a plays a role in explaining the computation, I(y) may be
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considered as well, assuming that y 2 Ar(X). Examples of such computations are
examined in the next section, while y 62 Ar(X) case is left for future study.

It is interesting to note that in some algebras of shapes Ar(X) may fail to be a
Boolean algebra. In particular, properties of algebras for weighted shapes (Stiny
1992) depend (also) on properties of weights, which may not be Boolean resulting
in Ar(X) being a lattice, but not a Boolean one. This motivates the use of the term
argument lattice instead of, say, argument Boolean algebra.

For example, Stiny (1992) introduced algebras of weighted lines with numeric
weights standing for line thicknesses. For weights u and v, where v ≤ u he specifies
sum u + v = v + u = u, product u�v = v�u = v, and difference v − u = 0 in a
Boolean fashion, while treating difference u − v as an arithmetic one. Suppose that
two spatially identical lines, but with different thicknesses—say lines l1 and l2 with
respective thickness of 3 and 2—engage in a computation of some sort. Related
argument lattice Ar({l1, l2}) has l1 + l2 = l1 as the unit, empty shape l1 − l1 =
l2 – l2 = 0 as zero, and should also have the complements of the lines. The com-
plement of l2 is, in a Boolean fashion, line l2′ = 1 – l2 = l1 – l2 of thickness 1 and it
should, again in a Boolean fashion, satisfy identities l2 + l2′ = 1 and l2�l2′ = 0.
However, l2′ fails both identities because l2 + l2′ = l2 ≠ l1 = 1 and l2�l2′ = l2′ ≠ 0,
rendering Ar({l1, l2}) a non-Boolean lattice.

Derivations and Decompositions

As mentioned earlier, spatial kinds of computations in Uij emerge in the course of a
shape derivation with a shape grammar. The derivation starts with action r1 of the
initial rule 0 → b1 resulting, according to (1), in shape c1 = t1(b1). Other rule
actions follow producing a new shape at each step so that in an n-step derivation, a
sequence (ci)i=1,…n of n shapes is produced by the sequence (ri)i=1,…n of n rule
actions. In accordance with (1), each shape ci in the sequence is produced from the
previous shape ci−1 via ci = [ci−1 − ti(ai)] + ti(bi). The latter computation has three
arguments ci−1, ti(ai), and ti(bi), which together with relation ti(ai) ≤ ci−1 generate
argument lattice Ar(ri). The sequence of argument decompositions I(ci−1), I(ti(ai)), I
(ti(bi)) describes this computation.

For example, shape ci defined inU22 is produced when

rule → acts on shape ci−1

. The related argument lattice Ar(ri) is an atomic
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Boolean algebra whose set of atoms At(Ar(ri)) has five elements

defined by:

qi1 ¼ ci�1 � ti ai þ bið Þ
qi2 ¼ ti ai � bið Þ
qi3 ¼ tiðai � biÞ
qi4 ¼ ci�1 � ti bi � aið Þ
qi5 ¼ ti bið Þ � ci�1

ð2Þ

The lattice has 25 = 32 elements, and because the only relations among the
generators are ci−1 + ti(ai) + ti(bi) = 1 and ti(ai) ≤ ci−1, Ar(ri) is the biggest an
argument lattice for a single rule action can get. The argument decompositions of
shapes ci−1 and ci are atomic Boolean algebras with four atoms each. Atoms

(qi1, qi2, qi3, qi4) are that of I(ci−1) while atoms

(qi1, qi3, qi4, qi5) belong to I(ci−1).

An n-step derivation may be seen as a single computation resulting in shape cn
defined recursively by ci = [ci−1 − ti(ai)] + ti(bi), and satisfying relations ti(ai) ≤ ci
−1 for i = 1, 2, 3, … n. This creates an opportunity of representing all of the shapes
in the derivation as respective argument decompositions related to this computation.
Its argument lattice Ar(Cn) is generated with set {t1(b1), t2(a2), t2(b2),… tn(an),
tn(bn)} of 2n − 1 generators satisfying n − 1 relations of the form ti(ai) ≤ ci−1
(i = 2, 3, … n).

For example, two rules → and → that translate letters B and

C from linear font along their respective

axes of symmetry may be used sequentially in a derivation that starts with initial

rule → having shape with two B letters and ends with shape spelling

DK. This may seem paradoxical, because BB is transformed by translating a B and

a C shape to produce DK. However, shape that is produced by applying the rule

that translates B has a number of different elements from the font as parts. These

include (B, C, D, I, K, M, and 1). The
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second rule picks C from the shape and moves it to the right, leaving D and I
behind. The translated C combines with I to produce K, so that DK emerges. The

derivation is given by sequence . The derivation’s argument

lattice is produced with five shapes as genera-

tors, and two relations and . It has six atoms

and 64 elements. Sequence of argument

decompositions

describes the derivation.

Properties of Argument Decompositions

An argument lattice Ar(X) is a finite Boolean algebra if its elements are shapes
defined in Uij. Consequently, argument decomposition I(a) for a 2 Ar(X) is also a
Boolean algebra because it is an ideal of a Boolean algebra. The argument lattice
itself is an argument decomposition, namely, the one generated by the sum of the
generators ∑X, or Ar(X) = I(∑X). Note that ∑X = 1 2 Ar(X) by the definition of
Ar(X). Argument decompositions are also topological decompositions of shapes
(Stiny 1994; Krstic 2008, 2010), and any topological decomposition that is a
Boolean algebra is an argument lattice for some set of generators. If this is a
non-trivial topological decomposition—that is, the one with more than two ele-
ments—then it may be generated by more than one set of generators. Consequently,
it may represent more than one argument lattice.

For example, an atomic Boolean algebra may be generated by the set of its
atoms, as well as by the set of its dual atoms.
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It is often more convenient to deal with sets of atoms than with argument
decompositions. This is especially true in longer computations where an argument
lattice may become gargantuan. It is then useful to be able to produce the set of
atoms of some argument decomposition without having the decomposition itself.
The following proposition provides for that.

Proposition 1 Let S be a subset of X. Shape α(S) defined by α(S) =
∏S − ∑(X − S) is either an atom of Ar(X) or 0.

It is clearly so, because the product of α(S) with any shape generated by S is
α(S) and with any shape generated by X − S is 0.

The set of atoms of Ar(X) can, according to the proposition above, be obtained as
the union of α shapes for all subsets of X or

AtðArðXÞÞ ¼ [ S2}ðXÞaðS)� f0g ð3Þ

The possibility of constructing the atoms of an argument lattice without
constructing the lattice itself, justifies abbreviation At(X) = At(Ar(X)).

Argument lattice Ar(X) is clearly a subalgebra of Uij and the same is true for each
of its argument decompositions I(x), x 2 Ar(X). It is less clear that set I(Ar(X)) =
{I(x)| x 2 Ar(X)} of argument decompositions is a subalgebra of ℘(Uij) and the set
of sets of their atoms At(I(Ar(X))) = {At(I(x))| x 2 Ar(X)} is a subalgebra of Dij.
Moreover, all three subalgebras Ar(X), I(Ar(X)), and At(I(Ar(X))) are isomorphic.

Proposition 2 Let Ar(X) be an argument lattice.

i) Set I(Ar(X)) is a subalgebra of ℘(Uij) isomorphic to Ar(X).
ii) Set At(I(Ar(X))) is a subalgebra of Dij isomorphic to I(Ar(X)).
iii) Ar(X) and At(I(Ar(X))) are isomorphic Boolean algebras.

Note, that the proof of the proposition above is given in Krstic (1996) (pages
142–144) and will be omitted here.

The proposition allows for computations with shapes to be duplicated with their
discrete and argument decompositions. Let pU, p℘, and pD be the same polynomial
p defined in Uij, ℘(Uij), and Dij, respectively. The computation described by p may
then be carried out in parallel by pU, p℘, and pD in all of the algebras above. This is

represented by the commutative diagram ,

which may also serve to illustrate Proposition 2.
It is interesting to note that computations conducted in Dij with the set of

arguments At(I(X)) do not take advantage of spatial properties of shapes. That is, if
the shapes that are elements of every At(I(x)), where x 2 X are substituted with
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symbols, the computation will remain the same. Moreover, At(I(x)) is the smallest
decomposition with this property.

Proposition 3 Let Ar(X) be the argument lattice for all of the spatial computations
carried out in Uij with X as the set of arguments. Set At(I(Ar(X))) contains the least
decompositions of elements of Ar(X) that allow for these computations to be carried
out with symbols.

According to Proposition 2, iii, a spatial computation with X as the argument set,
carried out in Uij may be duplicated with symbols in Dij. Sets Ar(X) and At(I(Ar
(X))) are the least upper bounds for all of such spatial and symbolic computations,
respectively. Because Ar(X) is the least Boolean algebra that contains X, and At(I(Ar
(X))) = ℘(At(X)) elements of At(I(Ar(X))) are the least decompositions of elements
of Ar(X) that allow for all of the computations with shapes—described above—to
be duplicated with sets of symbols.

Size of Argument Lattice

The size of an argument lattice, generated by some set X of n generators, depends
on the relations among the generators. Ar(X) is always smaller than a free Boolean
algebra generated by an n-element set. That is, X is never entirely “free” of rela-
tions, as relation ∑X = 1 is always assumed. In the most general case this is the
only relation and Ar(X) is maximum.

Proposition 4 An argument lattice related to some computation with n different
arguments has 2k elements, where k is an integer that satisfies the following:

i) k = 2n − 1 in the maximum case, and
ii) k = log2n in the minimum one.

Let Ar(X) be such a lattice. Because Ar(X) is a finite Boolean algebra, k is the
number of its atoms. Let S be a subset of X, the shape α(S) defined in Proposition 1
is either an atom of Ar(X) or 0. In the first case, the only relation between elements
of X is ∑X = 1 so that α(Ø) = ∏Ø − ∑X = 1 − 1 = 0. Hence, α(Ø) is not an atom
of Ar(X). However, all of the other subsets of X yield atoms so that Ar(X) ends up
with k = 2n − 1 atoms. Note that ∏Ø = 1 is often assumed in topology; however,
in set theory it is considered undefined. If the latter approach is preferred, then α(Ø)
becomes undefined, so again it is not an atom. In the minimum case, one has to look
for the smallest set of atoms that will generate all n elements of X, which is clearly
k = log2n.

It is obvious from the proposition above that Ar(X) can have a huge range of
sizes. For example, an argument lattice for a computation with seven arguments
may range from 8 elements to 2127 elements. This also shows how a spatial
computation with shapes may become cumbersome when duplicated with symbols.
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When a computation is conducted in the framework of shape grammars, some
new relations between the arguments are introduced. Namely, ti(ai) ≤ ci−1 for each
2 ≤ i ≤ m, where m is the number of steps in the derivation. These relations affect
the size of a maximum argument lattice for an m-step derivation. It becomes smaller
than the maximum argument lattice for computations with the same number of
arguments n = 2 m − 1.

Proposition 5 The argument lattice for an m-step derivation has at most 2k

elements, where k = 22(m−1) + 2m−1 − 1.
Let Ar(C) be an argument lattice for an m-step derivation C. Ar(C) is generated

by the set X = {t1(b1), t2(a2), t2(b2),… tn(an), tn(bn)} of 2 m − 1 generators. For
every subset S of X there is a shape α(S), which is either an atom of Ar(C) or the
empty shape, in accordance with Proposition 1. There are 22m−1 such shapes so that
the number of atoms of Ar(C) is k = 22m−1 − v, where v is the number of instances
of α(S) that are 0. For each l = 1, 2, … m − 1 define decomposition β(l) = {t1(b1),
t2(b2),… tl(bl)} consisting of all the shapes that are added in the first l steps of the
derivation. Shape cl is clearly a part of ∑β(l) and because relation tl+1(al+1) ≤ cl
holds it follows that tl+1(al+1) ≤ ∑β(l). Consequently, if some S � X is such that
tl+1(al+1) 2 S and β(l) � X − S then α(S) = 0. Every subset of X − β(l) that has
tl+1(al+1) as an element, satisfies this condition. Because X − β(l) has
2 m − 1 − l elements, there are exactly 22m−2−l such subsets for each l, which
makes ∑l=1,…m2

2(m−1)−l = 22(m−1) − 2 m−1 the total of such subsets. It was shown
earlier that α(Ø) = 0 so that v = 22(m−1) − 2 m−1 + 1 and k = 22m−1 −
(22(m−1) − 2 m−1 + 1) = 22(m−1) + 2 m−1−1.

Continuity

Stiny (1994) introduces topological decompositions of shapes as means to explain
computations with shape grammars. He uses continuous mappings—describing a
certain aspect of rule actions—to analyze the shapes in a derivation. Continuous
mappings guarantee that the analysis proceeds without incompatible divisions of
the analyzed shapes i.e. in a continuous fashion. As mentioned earlier, argument
decompositions are topological decompositions and are also used for analyzing the
shapes in a derivation. Because they belong to the argument lattice of the derivation
the divisions of the analyzed shapes are compatible, rendering the analysis con-
tinuous. Moreover, such argument decompositions are upper bounds for all of the
topological decompositions describing the derivation in a continuous fashion. The
latter decompositions also belong to the argument lattice of the derivation, which is
the upper bound of the argument decompositions.
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Application of Argument Decompositions

Argument decompositions as descriptions of computations with shapes provide an
important link between different systems that manipulate shapes spatially and
symbolically. This is especially interesting when the computations are conducted
within the framework of shape grammars.

Most of the intuitive appeal of shape grammars stems from the fact that they treat
shapes as spatial objects. Spatial properties of shapes, like emergence-that are often
used by designers-are fully appreciated by shape grammars and associated algebras.
In some cases, however, emergence does not play any role in design. It is then
possible to treat shapes symbolically as in computer-aided design, where shapes are
divided into predetermined parts to suit some data structures. Stiny (1982) intro-
duces set grammars, a formalism similar to shape grammars, except that it regards
shapes as symbols. Both formalisms are of equal computational power and the
former can be used in place of the latter whenever it is possible to describe shapes in
terms of kits of parts. “Even so, set grammars are perhaps better behaved as
algorithms; they are particularly close relatives of the symbolic production systems
of computer science” (Stiny 1982). Set grammars are well suited for generating
designs from a given (predetermined) vocabulary of shapes. For example, designs
composed with Froebel’s building blocks (Stiny 1980), or buildings produced in a
building system. They treat shapes as sets of symbols manipulating them with the
set operations of Dij. “Those wishing to combine the multidimensional properties of
shape grammars with the symbolic properties of standard production systems for
their own special computer applications should find set grammars an ideal com-
promise. Others more interested in the spatial properties of designs will still find
shape grammars the better bet” (Stiny 1982).

Given the differences between the two formalisms, it seems promising to analyze
computations with shapes conducted in one of the formalisms by duplicating them
in the other. This can answer the questions of what makes a symbolic computation
look like a spatial one, or more importantly, how a spatial computation can be recast
as a symbolic one. A computation carried out with sets of shapes symbolically-like
computations carried out in set grammars—may easily be duplicated to appear as if
it was carried out with shapes spatially, like computations carried out in shape
grammars. It is sufficient to substitute sets of shapes with their sums. The former are
manipulated in Dij and the latter in Uij. It, however, takes some work to go the other
way.

When designs are generated with a shape grammar, there is no such thing as a
predetermined vocabulary of shapes that is necessary to define a set grammar.
However, such a vocabulary can be distinguished after a computation has taken
place.

Let C be an n-step derivation with shape grammar GU, carried out in Uij, and let
Ar(C) be its argument lattice. According to Proposition 3, iii, this computation with
shapes may be duplicated with sets of atoms of their argument decompositions. Set
At(I(Ar(C))) is then the least upper bound for all of such computations, in
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accordance with Propositions 2 and 3. Because At(I(Ar(C))) = ℘(At(C)) set of
atoms At(C) of Ar(C) may serve as a vocabulary of shapes to define a set grammar
GD. Shapes c1, c2,… cn, t1(b1), t2(a2), t2(b2),… tn(an), tn(bn) are then represented by
the sets of atoms of their respective argument decompositions: At(I(c1)), At(I(c2)),
… The rules of GU are transformed into the rules of GD so that if ak → bk, k = 1,…
n, is a rule of the former, At(I(ak)) → At(I(bk)) is a rule of the latter, where I(ak)
and I(bk) are obtained as tk

−1(I(tk(ak))) and tk
−1(I(tk(bk))), respectively. Therefore,

argument decompositions may serve as a means for converting manipulations with
shapes familiar to designer, into the computations with sets of symbols under-
standable to a computer. Moreover, argument decompositions, with all of the
possible spatial combinations of their atoms, explore the spatial possibilities within
the constraints imposed by the symbolic treatment of shapes. This justifies recasting
computations with shapes into computations with argument decompositions.

Let C, GU, Ar(C) and GD be as above. The computation describing C carried out
in Uij can be duplicated in ℘(Uij). The new grammar G℘ has rules of the form
I(ak) → I(bk).

It is, therefore, possible to see shapes in three different ways: as spatial entities in
Uij, as sets of symbols in Dij, and as combinations of both in ℘(Uij). Computations
with shapes are then carried out by three different grammars GU, GD, and G℘,
respectively.

The 3-step derivation from the previous example may be carried out by gram-

mars GU, GD, and G℘ so that rules and

act to produce triple derivation.

From Shape Computations to Shape Decompositions 261



Computations support the 3-step

derivation by grammarG℘ carried outwith argument decompositions in algebra℘(Uij).
Grammars GU, GD, and G℘ have the same number of rules. In fact, each rule of

GU is matched with the corresponding rules in GD and G℘. However, this may not
always be the case. Whenever the same rule is used more than once in a derivation
by GU, it is possible for each of its applications to be paired with a different rule in
GD and G℘.

For example, let GU′ be a simple grammar with → the

initial rule and rule → that translates a triangle. In the
first step of a derivation with GU′ the initial rule introduces shape
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which is then altered by the other rule acting on the left triangle

of the shape so that is produced. This shape is further altered by the
same rule, this time acting on the emergent triangle (in the middle), to produce the
final arrowhead shape .

When the computation above is duplicated inDij and℘(Uij) two new grammarsGD′
and G℘′ emerge. The argument lattice Ar(C′) of the derivation has 64 elements and six
atoms as in the previous example. Similarly, the grammarsGD′ andG℘′ have three rules
each.However,GU′has only two ruleswhere in the previous exampleGU had three.The

rule that translates a triangle in GU′ becomes

and —two rules.Note how theGU′ parts of

both rules are the same.
These two example may provide some insights on what is gained by converting

spatial computations of Uij to symbolic ones of Dij and ℘(Uij).
From the “spatial” point of view, the only similarity between the two derivations

is that they are of the same length. Otherwise, they may look quite different. The
shapes are different, the rules are different, even their number in one grammar is
different than in the other. However, from the “symbolic” point of view, the two
computations look pretty much the same. Both argument lattices Ar(C) and Ar(C′)
have 64 elements and six atoms each. Decompositions of the relevant shapes in
both of the computations have the same respective numbers of elements, and Ar(C′)
can be obtained from Ar(C) and vice versa by a simple exchange of their atoms.
Moreover, one grammar can be transformed into the other. Let the atoms of
Ar(C) and Ar(C′) be mapped onto the set of symbols {q1, q2,… q6} as follows
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. The rules are obtained via argument

decompositions of the related shapes: t1(b1) for the initial rule, t2(a2) and t2(b2) for
the second, and t3(a3) and t3(b3) for the third rule. The initial rule emerges
when → q1 + q4 + q5 is transformed via t1

−1, the second when q1 → q2 + q3 is
transformed via t2

−1, and the third when q3 + q4 → q6 is transformed via t3
−1.

Therefore, the rules are:

i) → t1
−1(q1 + q4 + q5)

ii) t2
−1(q1) → t2

−1(q2 + q3)
iii) t3

−1(q3 + q4) → t3
−1(q6)

To get the rules of GU and GU′ in their usual spatial form, it is sufficient to
compute i), ii), and iii) with the appropriate values for atoms and transformations.
Coincidently, when ii) and iii), are computed in Uij with the values from Ar(C′)
identities t2

−1(q1) = t3
−1(q3 + q4) and t2

−1(q2 + q3) = t3
−1(q6) emerge resulting in GU′

having one rule where GU has two.
This example suggests the possibility of using argument lattices and argument

decompositions to provide for algebraic machinery to facilitate transformations of
shape grammars and languages of designs. The program of transformations in
design developed by Terry Knight (1994) may be enriched by these tools. They
may also lead to some kind of algebraic classification of shape grammars.

There is a possibility to use argument lattices for constructing new building
systems. This can be achieved by the following program:

i) Define one or more shape grammars for desired buildings;
ii) Generate a number of prototype buildings using the grammars;
iii) Take the atoms of the derivations in ii) as the building blocks of the system.

This program is truly design oriented; it starts with designs and leads to building
systems. It differs from the usual approach where building systems are developed
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around certain building technologies. Papers (Krstic 2008, 2010) provide a glimpse
into this possibility. There, a plan of a residence and the outlines of the rooms—
which are the design elements—are used to extract the walls and joints between the
walls—which are the structural elements. Computations

are carried out in a U22 algebra, where the product

operation is used twice to extract the walls and again to single out their joint.
Given that even simple spatial computations with shapes require big sets of

symbols to be carried out “symbolically” it may be interesting to explore the
converse: turning complex computations with vast numbers of symbols into simpler
spatial ones with shapes. This could help in visualizing complex problems and
prove promising in tackling big data. This approach is not without precedents.
Stouffs and Krishnamurti (Stouffs and Krishnamurti 2004) extend the shape rep-
resentation logic-of shape grammars theory—“to other, non-geometric, data,
without necessarily considering non-spatial information as attributes to shapes.”
Elsewhere (Krstic 2008, 2010), topological decompositions of shapes yield some
functional (non-spatial) information. For example, information on which compo-
nent of a broken object needs to be replaced and which parts of the broken com-
ponent could be salvaged is obtained via simple interior/closure arithmetic in a Uij

algebra.
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Automated Induction of General
Grammars for Design

Mark Whiting, Jonathan Cagan and Philip LeDuc

Abstract Grammars are useful for representing systems of design patterns, how-
ever formulating good grammars is not straightforward in many contexts due to
challenges of representation and scope. This challenge has been identified as one of
the 3 goals for computerized use of shape grammars: grammar inference. This work
introduces a highly flexible mechanism for inducing viable general grammars from
a computational representation of a designed context. This mechanism is evaluated
with several common types of devised media of increasing complexity based on
dimensionality: 1D (e.g., text), 2D (e.g., PCB layout, building plans), many
dimensional (which in abstract can generally be used to represent product, system,
platform or service designs), and, against a set of grammar properties necessary for
a grammar acquisition method to be useful: accuracy, variability, repeatability and
conciseness. This work shows complete enumeration over possible grammars in the
1D case and a continuum of approaches for higher dimension data sets that are
demonstrative of grammars in design.

Introduction

Formally, grammars define the scope of content and structure that constitutes a
language. People use grammars naturally through human language but also strictly
when communicating with computers and other computational systems. Examples
of the latter can be very simple, such as the reverse polish notation (Ball 1978), a
syntax used to efficiently input arithmetic to a calculator by listing all operands of
an expression before their operator. But they can also be more complex, such as
parsing programming languages, or even extremely complicated, such as elements
that formally convey subtleties of human design, like Shape Grammars (Gips and
Stiny 1972; Stiny 1980) and Graph Grammars (Ehrig et al. 1973).
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Statements in programing languages generally have unique interpretations for a
given language, for example “for i in range(10): print(i)”, is always interpreted in
the same way by python. On the other hand, Design representation, either geo-
metrical (in shape grammars) or ontological (in graph grammars), tend to not be
uniquely interpretable (Benrós et al. 2015). This is exacerbated by the fact that
designs are often made by humans, and not perfectly logical systems, who some-
times unwittingly incorporate internal inconsistencies of rule interpretation, for
example inconsistent execution of a brand identity. In other words, humans face
similar challenges adhering to a formal grammar when designing as they do when
communicating with spoken languages. This is noticeable in languages like English
where the growth of the language has led to new spelling rules as well as some
surprising grammatical divergences. Similarly, development of a design grammar
often requires adding more rules as special cases are introduced. A shape grammar
for a house can not include a bathtub until a specific rule detailing a bathtub is
added to the grammar. Furthermore, this is true, even if the house only needs one
instance of the bathtub.

The difference between rote knowledge of a grammar and native speaker
familiarity with it is stark. Although poetry generally exemplifies the valid use of a
formal language grammar, it is also an example of a higher level of cultural use of
the grammar, that is not easy to explicitly document. As a result, native speakers
can capture this with significantly more ease and repeatability than formal lingual
grammars do. This contrast is relevant with grammars used in design too. For
example, although it is possible to explicitly define a shape grammar based on an
existing design in order to make more designs of a similar style, it is often hard to
know when there are enough rules to be able to reliably use the grammar as a
generative tool that will effectively demonstrate the style. Human designers, on the
other hand, can easily mimic the design style directly. One aspect of this challenge
is that many grammars are over simplified because factors they aim to represent are
too subtle to be incorporated manually. For example, the grammar mentioned above
that now has a rule for a bathtub, but the rule creator may not bother to add rules for
specifically locating the feet of the tub; yet these need to be located precisely to
make the tub functional. Formally, this challenge involves inducing latent gram-
matical traits of the natural grammar (this can be thought of as the human designer’s
copycat design), and representing those in the formal shape grammar (an optimized,
complete, and rule based design).

Bridging between natural grammars and formal grammars has also been a focus
in automated language translation (Ding and Martha 2005). Probabilistic Grammars
are a schema used when specific grammatical representations can’t be computed so
a field of representations is used with probability weightings (Stolcke and
Omohundro 1994). These approaches afford induction of grammars from repre-
sentative datasets in very specific contexts, but do not effectively support inducing
grammars from generalized data; in other words, they do not resolve situations with
no syntactical coding. As a result, they are not particularly suitable for making
grammars in design more available or powerful at this time, because they would
require input data with some structural coding, but may become useful as more
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dynamic approaches emerge. An example of this is demonstrated by Talton et al.
(2012) showing that with coded design data, machine translation methods can be
effectively used to generate grammars.

Other efforts to conduct automated grammar inference have been discussed since
early in shape grammar literature (Evans 1971), but there remain no complete
solutions. In addition to the reasons mentioned above, generating grammars com-
putationally is difficult because it is computationally challenging, it requires
assessing many possible rules, and because there are not precise objectives or
heuristics for determining the single best grammar out of a range of possible
grammars (Königseder and Kristina 2015; Gips 1999). As a result, high-level
sketches for shape grammar automation have been proposed (Gips 1999), and some
parts of the process have been automated with statistically generated rules (Talton
et al. 2012; Orsborn et al. 2008). However, these do not sufficiently solve the issue
for arbitrary problems, which is the underlying challenge in inducing general
grammars for design.

The aim of this work is to introduce an approach for generating general gram-
mars through induction from arbitrary, pattern driven design data, one of the three
potential tasks for applying computation to grammars as identified by Gips (1999).
To do this, a means for evaluating grammar completeness and efficiency is estab-
lished, and a method for inducing lexical grammars is introduced. This method is
extended for more complex data types, of the same type as those used in grammars
for design for things such as layout problems, and product, service and platform
style design problems. Both methods are then assessed on real and manufactured
data sets.

Grammar Metrics

In design, a grammar’s effectiveness can be judged first by its ability to commu-
nicate style, and then by its ability to do so in an optimal way, from a computational
performance perspective. As a mechanism for conveying style, there are at least 3
critical previsions for effectiveness, adapted from Stiny and Mitchell (1978): (1) it
should clearly convey the common elements of stylistically similar artifacts, (2) it
should be complete enough to facilitate determining if an artifact is within a style or
not, and (3) it should be usable to generate new artifacts that adhere to the style but
were not part of the style corpus.

The accuracy of a grammar, defined as how well the grammar affords repre-
senting the input materials used to establish it, is intended to evaluate Stiny and
Mitchell’s first point above. However, quality of representation is somewhat binary
with non-probabilistic grammars because there is no margin of error—it’s either
correct, or not correct—so for the sake of this work, accuracy is assumed to be a
requirement of any grammar. Without this feature, the grammar is not even reliable
enough to reproduce its own input and it should be rejected.
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The variability of a grammar, on the other hand, interpreting Stiny and
Mitchell’s third point, is defined as how well a given grammar can be used to
generate new examples of the style or construction rules embedded in the grammar.
Again, with non-probabilistic grammars, a grammar either offers variability, or does
not, so this will be considered a necessary condition for a grammar to be accepted.

Another aspect of a grammar system is the expectation that a similar grammar
could be achieved from different observed artifacts. A practical example of this is if
one builds a lingual grammar for English from two different instances of the New
York Times Newspaper, there would be some hope that the contents of the two
grammars would be similar and functionally interchangeable. We term this as the
repeatability of a grammar, or the likelihood that grammars A and B will be
identical when grammar B is learnt based on material generated from grammar A.
In practice, grammar variability means that most data can be represented by many
different valid grammars, so it is better to require that there is a grammar B in the set
of grammars learnt from material generated by grammar A, such that grammar A
and B are functionally identical.

Repeatability is not exactly the same as Stiny and Mitchell’s second point,
because for repeatability it is assumed that grammars of two different artifacts are
comparable, as opposed to determining the degree to which one grammar serves
two different artifacts. However, these two approaches end up being computa-
tionally similar in the worst case, because applying a grammar to an existing artifact
is approximately as hard as developing a new grammar from that artifact. This work
does not prove that claim, but it was found in practice, and since our definition of
repeatability is stricter than Stiny and Mitchell’s second point, that has been the
preferred metric.

Computational complexity of grammars is a well studied challenge (Slisenko
1982; Yue and Krishnamurti 2013), and determining if two different grammars can
have identical output, with only a difference in complexity is nontrivial. Prioritizing
conciseness in generated grammars can be established by adhering to the infor-
mation axiom found in Axiomatic Design (Suh 1990); if two designs are otherwise
equal, choose the simpler one. When learning grammars, and after ensuring they
have accuracy, variability and repeatability, the next priority is to establish that the
selected grammar is the most simple. In practice, this is convenient for computa-
tional complexity but also because it implies that more salient information is stored
per grammar rule, so arguably, it can demonstrate more nuance in alternative
outputs.

Together, accuracy, variability, repeatability and conciseness offer a complete
metric for computational optimality as well as effective communication of style.
Achieving the first two is a necessary condition for a grammar to be considered
effective, then the latter two offer helpful insight when deciding which grammar
representation best suits a given data set. These will be used as key metrics for
determining the effectiveness of grammar induction methods outlined below.
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Inducing Grammars

To induce a grammar is to use the content of a sample dataset and inductive
reasoning to derive what grammar rules define that dataset. A stark example of this
is trying to learn the structural rules of a foreign language simply by parsing text in
that language. It is not an impossible task, but one at which humans are not very
good. An algorithm, on the other hand, can be made to tackle this problem with
precision and tireless sampling.

Text can be classified as data with one dimension of structural order that follow
some set of grammar rules and has some standardized segmentation symbol, usu-
ally a space or punctuation. In this work, data of this type is described as 1D, for
one dimension of connection. A token in this form of data is a nuclear unit of the
data, such as a word in text or a data object in a more complex dataset. Grammar
rules are replacement rules in which one specific token can be replaced by one or
more other specific tokens to implement the rule.

Our algorithm, detailed in Fig. 1, begins by ranking the set of segments on the
token level. The algorithm is rank schema agnostic but for the purposes of intro-
ducing the method, token frequency will be considered directly proportional to a
token’s rank. The token ranking is used to determine a higher level segmentation, to
initiate a recursive process and generate rules that represent the grammar. Recursion

Fig. 1 The algorithm being used on one dimensionally connected data for the first segmentation
level. a Input data is parsed. b Data is segmented around a specific repeated token, in this case ‘C’.
c Sub-data segments are formed from the segmentation. d After recursive runs with all tokens (not
shown), a final grammar is achieved
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can incorporate the entire set of unique tokens, or can be stopped earlier, depending
on how granular the grammar representation is required to be for a specific
application.

Tokens appearing only once in a dataset are treated as singletons. To make these
usable, it is necessary for their final tokens to include the previous least common
token grouping, so they are clustered and incorporate relevant positional informa-
tion to be useable in the grammar.

As shown in Fig. 2, intuitively, the data are broken into parts based on most
frequently repeated elements, these parts are then broken into smaller parts based on
the second most frequently repeated elements. This goes on until no repeated
elements remain. The eventual result of this process is a set of element clusters, that
when applied in the right order, can reproduce the input data exactly.

By using alternative rankings, an exhaustive set of valid grammars can be
generated for a given dataset without any other awareness about the dataset.
However, in practice, measurable properties of tokens are generally more practical
for ranking. In other words, token clusters of any pairing rule can be the final rules
after generating a grammar, just by using different token ranking mechanisms. This
brings a lot of flexibility, but means that choosing the appropriate way to do ranking
is an important step and has a critical influence on which grammars are most useful
for specific situations.

Working with Interconnected Data

The most common forms of data with one dimension of connection are text, audio
and video. In design there are often more dimensions of connection, for example
both content and position play a key role in designing the layout of a graphic work,
this might be considered two dimensional (2D). Products and service systems can
incorporate even more dimensions of interconnection (nD) to represent their
physical, functional, temporal and cognitive complexities. However, once a design

1. Parse dataset into tokens.
2. Rank tokens using specified ranking heuristic.
3. While sub-datasets are larger than a grammar rule size constant:

1. Split the dataset into smaller sub-datasets at each
instance of the highest remaining ranked token.

2. Remove the token just used from the ranking.
4. Return set of sub-datasets as grammar rules.

Fig. 2 Pseudocode of the 1D grammar induction algorithm. Each token of data is assumed to be
connected to only 2 others, one before it, and one after it, and there is assumed to be an implicit
ordering governed by those connections, as is the case with text in English
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is represented by a graph that is more complicated than just a list, it can’t be
assessed quite the same way. Although not all design issues can be expressed as
graphs, shape grammars and graph grammars are both formalisms which can be.
For this reason, this work assumes that separate algorithmic approaches are only
necessary for one dimension and more than one dimensions of connection, so only
the algorithms in Fig. 2, for one dimension, and Fig. 3, for more dimensions, are
demonstrated.

With the same terminology used in the one dimensional case, it is possible to
treat data with more dimensions of interconnection as systems of tokens that are
connected in a node graph made up of tokens with interconnections as edges, the
nD case. Just as was done in the one dimensional case, rankings can be used to find
critical points about which to segment the graph, however, the graph can be seg-
mented in more than one way at each node. Because how the graph is segmented
drastically influences which strings of tokens are parsed, it also greatly impacts
which grammar rules are formed, independent of the ranking used. This is prob-
lematic for the sake of comparison and repeatability.

By enumerating paths through the data graph, all alternative interpretations of
the data are incorporated and separately evaluated. The algorithm used in the 1D
case is then applied to each path and a grammar is then devised as the set of rules
from all the rules derived in this process. Figure 3 shows the nD algorithm while
Fig. 4 shows an example graph with 100 nodes and 10 unique tokens, labeled with
letters ‘A–J’. This example was generated with a grammar with a relatively small
number of rules, one being that letters datasets could exist in their labeled alpha-
betical order, ‘ABCDEFGHIJ’. Figure 5 shows the rules used to generate the
sample data in Fig. 4, and also shows rules induced from that data using this
algorithm.

1. Parse graph into tokens.
2. Rank tokens using specified ranking heuristic.
3. Enumerate unique paths through the graph as datasets
4. While sub-datasets are larger than a grammar rule size constant:

1. Split the dataset into smaller sub-datasets at each
instance of the highest remaining ranked token.

2. Remove the token just used from the ranking.
3. If any resulting sub-dataset has been previously

processed, discard it.
5. Return set of sub-dataset units as grammar rules.

Fig. 3 Pseudocode of the nD grammar induction algorithm. All tokens are assumed to have some
connection to other tokens in the graph, but no other assumptions are made about how tokens are
connected
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Because many paths through the data could have similarities, many of the
sub-datasets could be identical between paths. As a result, at any point that seg-
mentation leads to a sub-dataset that has already been induced by the algorithm, it
can be discarded and the algorithm can move onto the next step. This process helps
reduce the processing time of the algorithm and reduces it significantly with respect
to the number of edges in the graph.

Fig. 4 Sample experimental nD graph with 100 data objects of 10 different types labeled with
letters A–J and ‘A’ objects are darkened to demonstrate that a simple segmentation rule is not easy
to implement in a graph. 9 other objects are greyed with stronger edge markings to show a possible
tour of part of the graph that highlights one of the grammar rules used to generate this data, objects
ordered alphabetically by title, ABCDEFGHIJ
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Trial Data and Evaluation

Evaluations were conducted with two types of data: (1) artificial grammatically
defined data objects of arbitrary complexity for 1D and nD cases, (2) randomly
selected text snippets from the Corpus of Contemporary American English (Davies
2008) with special characters removed for 1D cases only. Without reliable reference
results to compare to, it is difficult to make strong claims about grammar accuracy
with corpus data. By comparing artificial data with corpus data it was possible to
verify matching effectiveness between the two. Randomly generated grammar rules
were used to build the artificial data sets, as opposed to purely random data, to
ensure that there were sufficient patterns for the grammar induction algorithm to
find. Figure 5 shows an example of the grammar rules used to generate the example

Fig. 5 a The grammar used to generate the graph in Fig. 4, made up of 33 rules. b A grammar
induced from the graph in Fig. 4 using the grammar induction algorithm resulting in 25 rules. 60%
of the rules in the induced grammar are identical (marked with black starting token) to ones in the
generated grammar
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graph in Fig. 4, as well as an output grammar from the grammar induction
algorithm.

Trials were run with small (n = 100), medium (n = 10,000) and large
(n = 1,000,000) numbers of nodes to induct into a grammar, for each of one (1D),
two (2D), and many dimensional (nD) cases. These evaluation sizes were chosen to
emulate problems of vastly different levels of complexity. The number of unique
tokens in each case was 10% of the number of nodes in that trial. Trial data objects
consisted of random strings.

The implementation was in Python 3 and interconnections were managed with
the NetworkX library (2015). All trials were run locally on commodity hardware
with 8 cores and in instances in which processing lasted longer than one hour, trials
were cut short. One hour was used as the time-limit after it was found that giving
significantly more time tended to not show different results. For example, the 2D
Large case had also not finished after 24 h. Because of the computational com-
plexity of higher dimensional cases, this meant that medium and large trials were
not practical to run for nD cases.

Results

Results are reported on trial runs of generated datasets for specific complexity levels
in Table 1. Reported values are the percent of resulting grammars that express
accuracy, variability and repeatability while reported values for conciseness are the

Table 1 Grammar metrics

Trial Accuracy
(% achieved)

Variability
(% achieved)

Repeatability
(% achieved)

Conciseness
(% rules/n)

Real
World

100 100 80 50

1D Small 100 100 100 50

1D
Medium

100 100 100 50

1D Large 100 100 100 50

2D Small 100 100 50 83.5

2D
Medium

100 100 50 91.7

nD Small 100 100 10 98.2

Evaluations with runtime over 1 h omitted. Accuracy and variability are necessary conditions.
Repeatability is desired at 100% and conciseness, reported as a percentage ratio of grammar tokens
to nodes, has an expected arithmetic asymptote of approximately 50%
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percentage of the ratio of rules to total data-points, which agrees with computational
bounds.

As a necessary condition of any grammar to be selected was that it would
achieve accuracy and variability, all evaluations reported achieved those goals.
Unlisted evaluations such as 2D Large were too complex to achieve results within
the time limit, but there is no evidence that they would not converge given enough
time.

Repeatability varied over the course of experimental cycles. In the trial data
cases, it varied proportionally to connectedness with higher dimensionality leading
to significantly fewer repeatable grammars. This is assumed to be the case because
selecting for concise grammars may sometimes lead to certain grammar features
being represented more than once. As is mentioned in Talton et al. (2012), it can be
very difficult to determine the difference between two grammars for the same data
set. For the nD Small case this is not a problem but for larger cases this might mean
that it becomes almost impossible to rely on only searching for unique rules over all
resulting grammars when the algorithm is run.

Conciseness performed best on one dimensional cases but showed significantly
less favorable results in more complex evaluations. This is attributable to the
number of plausible and actual node connected pairs increasing significantly with
more dimensionality. As a result, however, it means that the inducted grammars are
too large to be useful and are likely to include many rules that are near duplicates of
each other. Removing these is nontrivial and would make the current approach take
orders of magnitude longer to compute.

Conclusion

Inducing a general grammar defining a dataset is difficult in that it requires gaining
a sense of the content and the structure of the data simultaneously. This work
focused on studying how structural rules can be learnt with a straightforward
algorithm and evaluated its performance with 4 grammar metrics: accuracy, vari-
ability, repeatability and conciseness. Results were promising for every metric with
simple grammar induction problems, however, when dealing with highly connected
datasets, grammar conciseness and computational complexity exceeded a compu-
tation threshold leading to reduced value. The algorithm would take much longer
than an hour to complete and the size of the grammar became close to the number
of tokens in the set trial. This method is able to induce a compelling grammar for a
wide variety of structured datasets, including those found in traditional uses of
grammars in design. However, it is not yet practically usable for many of the more
sophisticated examples of these because of the very large number of possible
grammars to calculate and the amount of time computing all those options takes.

Immediate areas for potential refinement include better measures of conciseness,
refined bounds for the high dimensional cases, and more nuanced exploration of
rankings to improve graph segmentation. Additionally, further experimentation
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with this approach as computational performance is improved will offer insight into
its strengths and weaknesses for design.

This work has introduced a first step in automating the use of grammars. By
considering multiple dimensions of interconnection, it has also addressed many of
the issues in automatically using grammars for design. With more effort in this area,
grammars could become widely used for generative design and as an analytical
tool.
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Generative Shape Design Using 3D Spatial
Grammars, Simulation and Optimization

Luca Zimmermann, Tian Chen and Kristina Shea

Abstract Advancements in 3D printers are challenging engineers to design ever
more complex, customizable and unique products. This paper presents a method
that facilitates design by combining 3D spatial grammars, structural simulation and
optimization. The proposed method is generic and illustrated here through the
design of wheels for inline skates since they have both aesthetic and functional
requirements. A new spatial grammar for wheel spoke design is described that
integrates constraints from additive manufacture such that the wheels can be
directly fabricated. Next, the necessary adjustments to enable automated FE sim-
ulation with invariant boundary conditions are shown. The design selection process
during generation is driven by simulated annealing optimization and a spatial
grammar specific neighborhood definition is introduced for shape modification.
Results presented for the case of the inline skate wheel show promise both in
automatically generating many different yet valid concepts and in obtaining a
structurally optimized design.

Introduction

Technological advancement in the Additive Manufacturing (AM) offers new
opportunities for engineers to design and fabricate complex structural and
mechanical products (Stanković et al. 2015). It has also been recognized that
manual design with current CAD technology is inadequate in leveraging the pos-
sibilities offered. In particular, the geometric complexity is both difficult to envision
in a manual design process and difficult to model in CAD (Gibson et al. 2010).

While the benefits of a human design process are numerous, human designers
have some difficulties that may lead a design to be suboptimal, such as design
fixation (Purcell and Gero 1996) and confirmation bias (Hallihan et al. 2012). These
challenges lead the authors to automate the design conception and evaluation
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process through a combination of a 3D spatial grammar formalism, Finite Element
(FE) simulation and Simulated Annealing (SA) optimization.

Design is a process where the designer creates form and structure that possess
the required behavior and function (Starling and Shea 2005). On an ad hoc basis, a
human designer is able to tailor the interpretation of these requirements to the
specific stages of design. A designer is also able to implicitly guide the design to a
state of sufficient quality before formal evaluation begins (Antonsson and Cagan
2005). However, in automated design space exploration, the given requirements
must be formulated in a way that can be understood and satisfied by the exploration
method. In this paper, we focus on the size, shape and topology design of one
component within an assembly and forgo the design generation of assemblies and
systems.

Competing methods have been proposed in the fields of art, design, architecture,
and engineering. Continuous topology optimization (Bendsøe and Kikuchi 1988) in
particular offers potential to take advantage of the capabilities offered by AM
(Brackett et al. 2011). Given a solid volume, the method optimizes for the distri-
bution of mass within this volume so as to achieve a defined goal (e.g. minimum
compliance) subject to defined constraints (e.g. allowable stress range) (Bendsøe
and Kikuchi 1988).

While continuous topology optimization generates an optimized design given
the constraints, there are several challenges to be overcome if the generated design
is to be physically fabricated. Aside from the technical need for post-processing,
e.g. to adhere to AM constraints, the method produces only one design for a given
optimization model that the user cannot directly influence, e.g. the form. If the
designer’s intention is to explore the design space with requirements that cannot be
quantified in terms of engineering performance, such as aesthetics, and directly
incorporate AM constraints, a more suitable method is needed.

By dissociating design generation from design evaluation, one is able to use a
number of methods for each, thereby allowing for much greater freedom in design.
Numerous researchers have proposed methods in which the design is parametrized
(Woodbury 2010). These parameters are then varied systemically using a
meta-heuristic algorithm (Rutten 2010) to achieve an optimum. One inherent dis-
advantage of such a system is that when the number of variables increases, the
algorithm may have difficulty in converging to an optimum. Conversely, with few
variables, the design space becomes unnecessarily limited.

A grammar system provides an alternative to parametric modeling in generating
a design. In particular, the spatial grammar formalism (Stiny 1980) is one such
rule-based system for shape generation. Connecting such a system to SA opti-
mization is explored in this work. The authors demonstrate the flexibility of both
the generative system and the optimization method, and the synergy between the
two when solving design challenges involving both function and form constraints.

Here, the authors expand the general approach of the 2.5D structural shape
grammar proposed by Shea and Cagan (1997) to the continuous domain using a
primitive-based 3D spatial grammar interpreter, spapper, presented by Hoisl and
Shea (2011). Whereas Shea and Cagan proposed a method for the optimization of
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truss structures, here a method is proposed to optimize continuous structural
geometries.

In this paper, a spatial grammar is used to generate wheel design variants, the
resulting designs are evaluated with structural FE simulation, and Simulated
Annealing with a rule-based neighborhood definition is used for selection towards
generating optimized designs. The complete procedure as shown in Fig. 1 starts
from design generation, transforms the model automatically to an FE simulation
model that provides evaluation for the optimization and finally the optimized
designs can be directly fabricated.

The paper begins with a brief review of spatial grammars, the spatial grammar
interpreter spapper and further relevant work. Then the method is described in
general terms following the procedure outlined in Fig. 1. First, the spatial grammar
developed for this design task and implementation is discussed. Next, the prepa-
ration of the CAD-based design model for FE analysis along with its automation is
detailed. The subsequent section discusses the SA implementation when combined
with the spatial grammar. Section four presents the design of an inline skate wheel,
focusing on the spokes, to demonstrate the effectiveness and versatility of the
proposed method for both form and function design. The paper finishes with a
conclusion and future outlook.

Background

The proposed method consists of four distinct components, three of which are
introduced and summarized separately in this section. The description of SA is
omitted here but a comprehensive overview is given in (Dowsland and Thompson
2012).

Fig. 1 Proposed process from generation to evaluation, optimization and fabrication using the
design task of inline skate wheel spoke design as an example
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Spatial Grammars

Stiny and Gips (1971) first introduced the shape grammar formalism in 1971.
A typical shape grammar consists of four components, namely a set of shapes, rules
and labels, and a starting shape. The rules and the shapes within the current working
shape (CWS) are built from elements in the vocabulary. The formalism is defined as
a transformation of the CWS by replacing a set of matching, in terms of geometry
and spatial relations, shapes with replacement shapes according to a set of prede-
fined rules. As stated in the introduction, the shape grammar formalism provides a
more powerful alternative to parametric design, and has been shown to generate
more and novel solutions in comparison (Chen and Shea 2015).

spapper—A Parametric, 3D Spatial Grammar Interpreter

To reduce the difficulty associated with implementing the spatial grammar for-
malism (Krishnamurti and Stouffs 1993) and thereby widening its adoption, Hoisl
and Shea (2009) developed a 3D spatial grammar interpreter. As a plugin to
FreeCAD, spapper links grammar development with a CAD system that offers
primitive modeling. Features of spapper include rule development, 3D primitive
recognition and replacement, labels and enumeration of the search space through
automatic rule selection. spapper is used in this work to generate the initial and the
neighboring solutions in an automated manner.

Two wheel spoke grammars have been implemented using spapper. The first
was used to demonstrate the capability of spapper (Hoisl and Shea 2011), and the
second attempted to generate both existing and novel designs of automotive wheel
spokes. It was proposed that such a grammar system can generate designs that have
more variety than using a parametric system as well as incorporate constraints from
AM so that the designs can be automatically fabricated (Chen and Shea 2015). In
these examples, limited quantitative evaluation took place.

Combining a Spatial Grammar with Optimization

Combining a spatial grammar with an optimization algorithm has been investigated
with success. As exemplified by Ang et al. (2006) who proposed a method for
product development, a spatial grammar is used to generate the shapes, and an
optimization algorithm in conjunction with a volume-based objective function is
used for selection.

Shea and Cagan developed a spatial grammar system that explores the design
space of truss structures from 2D to 2.5D and 3D (Shea and Cagan 1997; Shea et al.
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1997). With limited and reversible rules, they were able to traverse the design
language with SA to generate designs that can be better than human designs in
terms of optimization and novelty. This combination is coined shape annealing
(Cagan and Mitchell 1993). The design evaluation involves structural simulation
and is limited to 3D pin-jointed truss structures. The method itself however is
unique in that topologies are grown and optimally directed, as opposed to members
being removed from a ground structure (Saitou et al. 2005). In addition, it has been
shown to be an effective asset to designers by expanding the designers’ search space
(Shea and Cagan 1999). In this paper, the concept of shape annealing is extended
by utilizing a 3D spatial grammar interpreter and a FE solver with 3D brick ele-
ments, rather than truss elements.

Method

This section first presents the spatial grammar developed for the generation of inline
skate wheel spokes. This serves as a concrete example of the method. The method
itself however is generic so that 3D spatial grammars intended to generate other
products can be used in the design synthesis. The second portion of this section
describes the necessary adjustments to enable automated FE simulation and
optimization.

Spatial Grammar

The rule system consists of 14 rules, 13 of which are illustrated in Fig. 2. The
generative power of these rules results from two special properties. The first can be
seen in the middle of Fig. 2: The left hand side (LHS) is the same shape for each
rule. Although certain rules constrain the LHS box to have a minimum length,
every rule is guaranteed to be applicable at any time of the generation process.
Thus, the rule sequence can be classified as unrestricted (Knight 1999). The second
detail is the absence of labels in the rules. Labels are introduced in spatial grammars
as indicators of further, often non-spatial information, in addition to the shape. For
example, if the LHS of two or more rules is the same, but they can only be applied
in certain sequences or spatial relations, the designer adds a label in order to
distinguish the two. The more labels a designer uses, the more control is exerted on
the rule system, but the creative potential and generative power of the spatial
grammar are more restricted. The concept for this wheel grammar is to let the
grammar generate shapes as freely as possible, which is why labels are omitted in
the rules (Table 1).

The validity of designs needs to be ensured without the use of labels in the rules.
This is achieved mostly by the parameter boundaries but also by the possible
selection of rules, e.g. rule 14 is only applied at the very end of a run as it can
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Fig. 2 Spatial grammar rules of the wheel spokes

Table 1 Description of each rule of the inline skating wheel grammar

Set A: In-plane rules, rotation only around the axis of the wheel

1 Duplicates a box, rotates the resulting boxes by an angle

2a Adds to the end of the box a new box rotated counter-clockwise

3a Adds to the beginning of the box a new box rotated counter-clockwise

4a Same as rule 2 but rotates the new box clockwise

5a Same as rule 3 but rotates the box clockwise

6 Duplicates the box and places it adjacent to the original

Set B: In-plane rotation rule

7 Rotates a box around its longitudinal axis

Set C: Out-of-plane rules

8 Adds to the end of a box a pitched smaller box with an upward translated box at its end

9 Same as rule 8 but downwards

10 Same as rule 6 but in vertical direction

Set D: Sizing rules

Changes the height (11), width (12), and length (13) of a box

Set E: Removal rule

14b Removes one box from the design
(continued)
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disconnect the rim and hub of the wheel. The process from the initial shape to a
final design that can be evaluated numerically is shown in Fig. 3.

The initial shape is one radially placed box, to which the rules are applied from 1
to 2. Rather than having a rule that copies each box around the wheel like Hoisl and
Chen (Chen and Shea 2015; Hoisl and Shea 2009), the generated pattern is repli-
cated in the post-processing step 3, assuming rotational symmetry as an aesthetic
constraint. This is done parametrically, i.e. possible numbers of copies around the
wheel range from 3 to 8, and is denoted as NC. The part shown in step 4 is imported
and intersected with the pattern, and the resulting geometry (5) is then united with
hub and rim (6). The rule format is additive with regard to shapes (Knight 1999),
but is hard to further categorize due to the absence of labels. The vocabulary
consists of primitives, but the grammar could employ other vocabularies. As this
grammar is not subject to any other constraints, it can be categorized as near
unrestricted. As such, an extensive design space is expected.

Fig. 3 Generation steps of a sample wheel

Table 1 (continued)
a Shape detection in spapper functions by recognizing an origin (and thus a label) placed

at a specific corner of each box, thereby embedding directionality. Rules 3 to 5 are
therefore included to remove the dependence on this origin, as they represent all the
in-plane combinations of rule 2 without any labels. Rules 7, 11, 12 and 13 are not
affected because the rules do not change the location of the center of mass for a box. The
same is true for rules 6 and 10, where the new box is placed adjacent to the original, but
both boxes are translated so that their interface lies on the middle axis of the original
box. Rules 8 and 9 do not cover all possibilities

b This rule is needed as a post-processing rule, and is omitted in Fig. 2. SA may accept
worse solutions, for example, boxes that add weight but do not contribute to the strength
of the structure. These boxes can be filtered out at the end of the optimization process
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NSol ¼ NCNPNRules

XNAppl

n¼1

n! ð1Þ

Equation 1 approximates how many designs can theoretically be generated. The
smallest step spapper assigns to free parameters is integer size. If for example a free
parameter ranges from 1:5 to 10mm, possible values that spapper uses are
2; 3; . . .; 10. The wheel rules are parametric; each rule can generate approximately
NP ¼ 1300 different shapes on average. The number of copies around the hub NC

equals 6. Finally, on average, there are as many generated boxes as the number of
rule applications (NAppl). In total, for three rule applications, the design alternatives
sum to approximately 900,000 designs. This would increase with the number of
rule applications.

In comparison to other methods, one of the important advantages is that spatial
grammars can include constraints. The authors include Design for Additive
Manufacturing (DfAM) constraints within each rule that are specific to the printing
process as measured by Chen et al. (2015) (Table 2).

Due to constraints (1) and (2), the minimum thickness and width of the boxes are
set to 2mm in all rules. (3) is directly enforced in rules 8 and 9, which are the only
ones that generate pitched boxes, thus the angular parameter limits of these rules are
set to [45� : 90�]. However, the bigger issue with these rules is not the feasibility,
but the validity of the resulting designs. The rule parameters in the plane of the
wheel, e.g. length of the boxes, are designed such that the hub and rim stay
connected. By introducing pitched members, this constraint is likely to be violated,
because any rule that disconnects the pitched middle member of rules 8 or 9 from
one of the horizontal members generates an invalid design. Thus, we need to
prevent the application of any topology rule to the pitched middle members. If we
worked with labels, this would be the point where the pitched box is assigned a
label, which is then added to the LHS of all the rules that apply to the pitched box.
For every such rule, the rule creation process with labels is iterative and tedious,
and with every new introduction of a label, the rule system becomes more restricted
and loses generative power (Knight 1999). This issue is resolved here by setting the
minimum length on the LHS of all topology rules to be greater than the maximum
length of the pitched members in rules 8 and 9. The maximum length of a pitched
box is 12mm, which is why the minimum length for said rules is set to 13mm. The

Table 2 3D printing constraints, adopted from Chen et al. (2015)

Dimensions Range of validity

1 Minimum thickness in horizontal direction w� 1:5mm

2 Minimum thickness in vertical direction h� 0:66mm

3 Angle of overhang to eliminate support material hOH� 45�

4 Minimum interior angle a� 10�
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minimum interior angle constraint (4) is implemented as a soft constraint, meaning
that the rotational limits of spokes in rules 1–5 is set to 10� or 170�, respectively.

To prevent identical designs from being analyzed multiple times, each resulting
geometry is subjected to a volume check, which accepts all solutions that exhibit a
different volume than its predecessor. The generated wheels can then be imported
into the FE simulation.

Simulation

After a design is generated, FE simulation analyzes the design and calculates the
objective value that is used by the optimization algorithm. The automation involves
replacing the previously simulated design with the current output by the spatial
grammar interpreter and then simulating the new design. During this process, the
simulation software must ensure that boundary conditions (BCs) and the surfaces to
which they are applied remain invariant when the underlying geometry changes.
This is achieved by dividing the overall design into multiple smaller components,
so that the boundary components remain in the simulation and only the spatial
grammar output (SGO) is replaced.

This division usually requires the definition of contact parameters between the
components. However, since the components are assumed to be rigidly connected,
the degrees of freedom on the contacting surfaces between components are made
rigid with respect to each other in the simulation model. The top diagram in Fig. 4
shows a generic, standardized simulation, in which the design is fixed on the left
side and a distributed force is applied to the right side. To separate the SGO from
the invariant components in the model, one must distinguish two situations. In the
first case, where the contact surface of the SGO lies exactly on the surface of the
invariant component, they can just be connected (A on Fig. 4 lower). The second

Fig. 4 Generic simulation (upper) and possible separation of the part (lower)
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situation B is illustrated in Fig. 4 lower, where the surface of the SGO is either
unknown or lies within the invariant volume such that there is an overlap. A buffer
component remedies the situation, but requires a two-step process, because it and
the SGO must be united before they can be connected to the invariant component.
This second solution offers more flexibility depending on the design task.

Optimization

Spatial grammars pose unique challenges for optimization algorithms. For a general
application of optimization in spatial grammar systems, a nonlinear search space is
anticipated. In addition, the nature of spatial grammar often creates a discontinuous
optimization task. This is a consequence of the rules’ LHS/RHS nature and the
transformation from one state to another by adding and removing shapes and their
associated variables. Lastly, the selected optimization algorithm must be able to
provide a reasonably good optimum given a solution space that is multi-modal.

Depending on the class of the spatial grammar (Knight 1999), generated search
spaces can be vast. Variety typically results from a parametric rule set and not from
the sheer number of applicable rules. Due to a spatial grammar’s ability to generate
many solutions with only a few rule applications, it would be beneficial for the
selected algorithm to optimize with a breadth-prioritized strategy. Two possibilities
that meet the requirements are SA and Genetic Algorithms (GAs).

It may be natural to encode the genotype of a GA as the rule application
sequence, e.g. bin 135ð Þ would result in rules 1 ! 3 ! 5 applied in that order. The
disadvantage of such an encoding is that the values of the free parameters in a
parametric rule set would be unknown. It would be necessary to update the gene
after the application of each parametric rule to record the selected parameters.
Second, in spatial grammars, in contrast to L-systems, a rule when executed only
applies to one matching LHS shape, but not all. Therefore, to maintain a one-to-one
mapping between the genotype and the phenotype, the ID of the matching shape in
the CWS must also be recorded. Such genotype may increase in length pro-
hibitively, and the implementation of genetic operations becomes overwhelmingly
complex and ineffective.

SA has been employed to optimize large search spaces (Dowsland and
Thompson 2012) and has been shown to work well with spatial grammars (Shea
et al. 1997; Reddy and Cagan 1995). It is a robust algorithm that can be tailored
easily to different optimization problems, including discrete, nonlinear and
multi-modal search spaces. Therefore, SA is chosen as a suitable optimization
algorithm for this task.

Two parts of the SA algorithm need special attention in their implementation,
namely the definition of a neighboring solution and state dependent rule sets. The
requirements of a neighbor are that the next solution is close in proximity, but far
enough that all possible solutions within the entire space can be reached. To support
a general application of the method, we define the neighborhood as follows.
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We proceed with the above-mentioned rule sequence 1 ! 3 ! 5, which is
denoted as “current” solution in Fig. 5. There are three possible neighbors: a parent
solution, a sibling or a child. A child solution would mean an additional rule is
applied to the current solution, e.g. 1 ! 3 ! 5 ! 7. A sibling replaces the last
applied rule with a different one, e.g. 1 ! 3 ! 4. A parent solution is defined by
replacing the previous rule and removing the current, e.g. 1 ! 2. In case of a
parametric rule set, neighbors with the same rule sequence, e.g. 1 ! 3 or
1 ! 3 ! 5, could generate a new solution as the parameters may change. If this is
not the case, then the choice needs to be restricted so that the same rule is not
reselected. This generic neighborhood definition can be applied to parametric or
nonparametric rule sets, and to grammar systems ranging from basic to unrestricted
(Knight 1999). The distinction between different rule sets, e.g. topological and
sizing rules, poses a challenge in combining grammar systems and optimization
(Königseder and Shea 2014).

Deciding which rules to apply in which stage of the optimization is a delicate
operation, and the best strategy differs from task to task. Therefore, it is important to
allow designers to influence such a strategy. Figure 6 depicts the rule structure
using the inline skating wheels as an example. In the first stage of the algorithm,
topology and sizing rules (1–13) are applicable, whereas the rule set is reduced to
sizing rules only (11–13) in the second stage. In the final stage, the removal rule is
applied.

With SA, the neighborhood definition may change at different stages of the
algorithm as well. “P” (parent), “S” (sibling) and “C” (child) in Fig. 6 can be
tailored to the designer’s needs; if the sizing rules in the second stage are reversible,
there would be no need to include parental neighbors (sibling neighbors may also

Fig. 5 Neighborhood definition for spatial grammar based SA
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be omitted, but enabling them keeps the solution concise). Neighbors, rules and
stages can be arranged in any combination.

Wheels of Inline Speed Skates

The proposed method is applied to the task of designing wheels of inline skates.
These wheels provide a good example of a product that requires both engineering
performance and aesthetic appeal as well as a good example for the state-of-the-art
3D printing with multiple materials used in the same part. The “tire” can be printed
with a compliant elastomer, whereas the spokes use a stiff plastic (Boyer 2000). The
printed specimen can be tested for structural integrity and performance.

For inline speed skates, the wheels are ≥100 mm in diameter and 24 mm across.
The wheel designs, focusing on the spokes, are generated using spapper in
FreeCAD and are then sent to Siemens NX 8.5 for FE simulation. The load case is
adapted from car wheel simulations (Giger and Ermanni 2005; König 2004; Stearns
et al. 2006) and ice speed skating (De Boer et al. 1986, 1987), which was shown to

Fig. 6 Possible stage structure for different rules and neighbors

290 L. Zimmermann et al.



exhibit the same load case as inline skating (De Boer et al. 1987). Each wheel is
simulated with linear FEA (both material and geometry) four times to guarantee
structural soundness for left and right cornering, and is completed in 2 min on an
Intel Xeon E31245 with 8 GB RAM. The geometry is meshed with unstructured
tetrahedrons to provide flexibility. Mesh density is calculated automatically and the
average size of an element is 5 mm.

Pre-process and FE Simulation

This section shows the necessary division of the wheel for the FEA simulation,
specifies the objective function and the parameter definition for SA, and finally
discusses the results of the process.

The wheel is divided into four parts (Fig. 7, A. hub, B. SGO, C. rim, D. tire).
The SGO (B) is connected to the hub on the inside and the rim on the outside.
Conventional wheels have a stiff rim beneath the compliant tire (Boyer 2000),
hence these components are separated from each other. Because the SGO is gen-
erated through intersection, its boundaries are predefined and thus do not need a
buffer part for either the hub or the rim. Hub, rim and tire are always present in the
simulation file, and the SGO is replaced at each iteration and united with hub and
rim. The load case is shown in Fig. 8. The inner surface of the hub (A) is restrained
from translation and rotation. Two different load cases are defined to account for
both straight skating and cornering. In both cases the force is applied on the outer
surface of the tire where ground forces attack, but its direction and magnitude differ.
A 100 kg skater is assumed; this mass is distributed onto four wheels evenly,
resulting in 250 N of nominal force. A motion factor amplifies the load depending
on the load case (De Koning et al. 1987). The distribution of the force into its
vertical and horizontal components depend on the angle of contact hE (De Boer
et al. 1986, 1987) (Table 3).

Fig. 7 Division of the roller
blade wheel in multiple
components
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Simulated Annealing

As mentioned before, the SA structure used here is shown in Fig. 6. Since the
optimization takes place in two major stages (the third stage with rule 14 does not
need a separate definition), the objective function definition and the parameters
change between the stages. A safety factor of 4 is applied (Ehrenstein and Erhard
1984; Krishnamachari 2002; Mascarenhas et al. 2004), leading to a maximum
allowable stress of radm ¼ 10:6MPa. This constraint is implemented through an
exterior penalty method with a penalty factor of 1� 107. Both the stress and
volume are normalized, where Vmax ¼ 81; 505mm3 is the volume of a solid wheel
(Table 4).

robj ¼ r
radm

; Vobj ¼ V
Vmax

ð2Þ

p ¼ robj ifrobj � 1
robj � 1
� �� 107 ifrobj [ 1

�
ð3Þ

Fig. 8 Schematics of load
and boundary conditions

Table 3 Summary of applied loads

Straight Cornering

Nominal force 250N 250N

Motion factor 1.50 1.05

Fdesign 375N 263N

Fdesign;X 218N 173N

Fdesign;Z 305N 198N

hE 35:5� 41:2�
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Hence, the formulation of the optimization is the following:

Minimize X ð4Þ

Subject to r � 10:6MPa ð5Þ

The multiplier c in the first objective function equalizes the influence of the
volume and the stress objectives on the algorithm. c ¼ 20 is determined through
heuristics. The inclusion of the stress function p in the first objective function stems
from the additive nature of the spatial grammar. Without the stress, after a feasible
solution is found, only volume subtraction would guarantee acceptance, which
would go against the additive rule set.

The temperature schedule follows an exponential reduction, with starting tem-
peratures of T0 ¼ 108 for stage one and T0 ¼ 0:25 for stage two, which in both
cases is the maximum possible change in the objective; this follows a standard
implementation (Dowsland and Thompson 2012). The number of moves within the
inner loop is 39 in the first stage, equal to the number of all neighbors for one
solution (13 rules for parents, siblings and children), offering the possibility for the
algorithm to test every possible neighbor. Since the sizing stage includes only 200
iterations, a faster decrease rate in comparison to the first stage is needed. The three
sizing rules need more trials per rule relative to the topology stage, which is set to
eight, resulting in 24 inner loop moves. The displacement does not need to be
included in the objective function because it is proportional to the stress and does
not exceed a maximum of 1.5 mm for feasible solutions.

Results

The above SA optimization is performed 20 times. The best found solution for these
20 runs is shown in Fig. 9 and its volume is 6:42% of a fully filled wheel. The
design with the highest objective function value has a volume fraction of 7:96%, the
mean volume fraction over all runs is 7:16% and the standard deviation is 0:38%.

Table 4 Objective and SA parameters

Stage Objective function SA parameters

1: Topology and sizing X1 ¼ pþ cVobj

Where
c ¼ 20

T0 ¼ 108

Fraction ¼ 0:85
Number of iterations ¼ 800
Inner loop size ¼ 39

2: Sizing X2 ¼ Vobj T0 ¼ 0:25
Fraction ¼ 0:80
Number of iterations ¼ 200
Inner loop size ¼ 24
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The best wheels from the other 19 runs follow the same design strategy, all
featuring simple, radially placed spokes. The best solution is shown to obtain the
same shape as a continuous topology optimized wheel with the same load case and
volume fraction. Another important outcome of the developed method is the variety
that is generated. Figure 10 shows a small collection of chosen designs to illustrate
the unique designs that arise from the proposed method. The shown wheels all
fulfill the stated requirements and may have more aesthetic appeal and capitalize on
the capabilities of AM.

The last step of the proposed method is the printing of the designed wheels.
A chosen design is selected and fabricated on a Stratasys Polyjet 500 Connex 3.
The spokes, hub and rim are printed with VeroWhite+, the tire is printed with
FLX9870. The wheels are attached to a pair of skates and the assembly is tested
both statically and in motion (Fig. 11).

Fig. 9 Solution with the best
objective function value in 20
runs

Fig. 10 Collection of selected wheel designs
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Discussion

The authors demonstrate a method that systematically explores the design space in
an optimally directed way. As a framework, it yields the possibility for a designer to
exchange any of the four components (generation, analysis, optimization and fab-
rication) for others independently.

In the wheel example, the solution that is optimized for structural performance
alone may not be what the designer wants. In contrast to a direct optimization
method such as continuous topology optimization, in addition to the optimized
design, the designer is also provided with a range of ‘good’ designs that may have
other desirable qualities such as aesthetics. With consumer products, the ability to
generate a variety of functional designs can be invaluable.

The biggest time investment for a designer to create such a system is the creation
of the spatial grammar and the set-up of the FE simulation. There currently exists no
automatic generation of spatial grammar rules, although this has been investigated
in research in the past (Schnier and Gero 1996), but it is possible to improve the
simulation automation. A designer would still have to simulate once, but could then
specify the components to replace, the boundaries and possible buffer parts in a
program that translates this for the method.

One future step is to add aesthetics and spatial uniqueness as an objective as
opposed to a beneficial side effect of using a stochastic optimization method.
Optimizing for minimum volume and constraining stress guarantees functional
solutions, but interesting designs are found rather as by-products.

Conclusion

In this work, we propose a design method that is able to generate a suite of
structurally optimized designs for a product with geometry that may be difficult to
conceive by human designers in a comparable amount of time and that is feasible to
fabricate with Additive Manufacturing. The method integrates a spatial grammar

Fig. 11 Selected wheel
printed and assembled onto
the skates
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interpreter with FE simulation and stochastic optimization for general structural
forms composed of primitives. Label-free spatial grammar rules with constraints
encoded in each rule, some of which embed AM constraints, are used to generate
alternative designs for an inline skate wheel. FEA is performed on each design and
the process is automated through the definition of invariant boundary geometries.
A modified Simulated Annealing routine is used to drive the process towards
optimally directed designs. In particular, a neighborhood definition tailored to the
spatial rule application process is proposed to explore the design space. The results
for an inline skate wheel that can be directly printed on a multi-material 3D printer
illustrate that the approach can generate optimized designs for structural perfor-
mance and, as a result of using a stochastic optimization method, a variety of
alternative, feasible designs that can be selected for their aesthetics.
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Design Cognition—Design Behaviors



Comparing Two Approaches to Studying
Communications in Team Design

Hao Jiang and John S. Gero

Abstract This paper explores intragroup communication in team design using data
collected from a protocol study. Two units of analysis are introduced, (1) at a coarse
level: turn-taking of utterances during conversations, and (2) at a fine level: design
issues on the basis of the FBS ontologically-based coding scheme. These basic ele-
ments of team design activities (i.e., conversational turns and design issues) are then
interconnected using Goldschmidt’s Linkography method. The proposed two methods
are demonstrated and compared through a case study of product design meeting.
Results indicate that, for the purpose of structure-based analysis, the measurements
derived from the turn-taking model are able to largely resemble the measurements
derived from the FBS-based model, though the former model could be achieved with
much less labor than the latter model. However, content-based analysis could only be
conducted by using the more sophisticated FBS-based method.

Introduction

To deal with the increasing complexity of contemporary design problems, the
design professions have moved from mainly an individual activity towards pre-
dominantly a team-based activity. Studying team design activities, particularly
verbal communications and interactions between designers as well as other stake-
holders, therefore becomes one of the important emerging interests of design
research. For example, the 7th Design Thinking Research Symposium (DTRS7)
“analysing design meetings” (McDonnell and Lloyd 2009) and the 10th Design
Thinking Research Symposium (DTRS10) “analysing design review conversa-
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tions” (Adams and Siddiqui 2013) both focus on multidisciplinary design collab-
orations through conversation.

The shift from individual’s work to teamwork introduces new dimensions
beyond a simple increase of the number of participants. Olson et al. (1992) found
that in various small team design sessions only 40% of the time on average was
spent on direct discussion of the design. Social issues, e.g., information sharing,
collective learning and cognitive consensus, need to be explicitly considered when
studying team design activities (Mohammed and Dumville 2001).

This paper focuses on detailed analyses of verbal communications of a small
design team during one or a few design sessions. This is a typical situation for the
use of the protocol analysis methodology. Many studies have adapted protocol
analysis methods to explore shared mental models of the design team (Bierhals
et al. 2007), multimodal communication channels (Eris et al. 2014), and some other
team design issues. However, the majority of current cognitive studies into team
design activities relied on the research paradigms developed from the cognitive
studies of individual designers. They tended to consider the design team as a whole
and primarily focused on the overall performance of the teams, rather than through
the lens of communication between multiple participants. A more appropriate
approach for modeling team design activities is required to facilitate a better
exploration of the nature of team design.

This paper reviews several communication models and methods that attempt to
elucidate the structure of communication during a team-based activity. It then
synthesizes the merits of these methods and proposes two approaches to studying
communications in team design. These two methods are then demonstrated and
compared in a product design meeting case study using the DTRS7 common
dataset.

Studying Communications in Team Design

Modeling Communication as Conversational Turn-Taking

Verbal communication provides a primary means for interpersonal information
exchanges among team members (Krauss and Fussell 1996). To become a valid form
of communication or team design activity, a necessary condition is the involvement of
more than one participant. Turn-taking of conversations is a fundamental feature of
interpersonal communication infrastructure (Stivers et al. 2009; Schegloff 2007). To a
large extent, information is sequentially transmitted from one participant of commu-
nication to another with minimal time gaps or overlaps. Sacks et al. (1978) classic
turn-taking model captured the structure of communication, rather than its contents. It
was selected to form the basis for our initial approach to modeling team design
communication. Irrespective of the content of utterances, conversational turns are then
used as basic elements for a simple team communication model. We further encode
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conversational turns with the roles of designers, and explore the communication pat-
terns from a social perspective.

Gero and Kan (2009) demonstrated this turn-taking model in a case study of an
engineering design meeting. They applied first-order Markov chain analysis to
explore the interpersonal interactions between adjacent conversational turns. The
transitional trend between turns revealed the formation of sub-teams during the
team design activities.

Using Linkography to Connect Turns Beyond Adjacency

Gero and Kan’s (2009) turn-taking model is a syntactic model, based on the
assumption that a successive design action has potential connection to its imme-
diately preceding one. In reality, the conceptual dependency of a design action
exists beyond adjacent ones (Suwa and Tversky 1997). A semantic modeling
approach should construct the connection between two design actions on the basis
of their semantic relationship, rather than the adjacency in terms of temporal
relationship.

Linkography, developed by Goldschmidt (1990, 2014), is an example of
semantic modeling methods. It delineates the structure of the designing process in
terms of a network of nodes and links. The basic element of Goldschmidt’s
Linkography is called “design moves”, i.e., an incremental change of the design
status (Goldschmidt 1995). The links among design moves are constructed on the
basis of critical assessments of the semantic meaning contained in those moves
(Goldschmidt 1990, 2014). It enables constructing connections beyond adjacent
moves and also allows one move to connect with more than one other move, or to
have no connection at all (isolated or “orphan” move). Several measurements (e.g.,
critical moves, and link density) have been developed to analyze different properties
of the designing process using this approach.

Though not developed for the purpose of analyzing team design activities, the
idea of the designing process as a network of interconnected design actions is
valuable for modeling team design activities. We thus integrate Goldschmidt’s
(1990, 2014) Linkography with Gero and Kan’s (2009) turn-taking model: on the
basis of their semantic meaning, a conversational turn could be conceptually linked
to another turn which has been taken either immediately preceding it or anywhere in
the past.

FBS-Ontologically-Enhanced Linkography

The sequence of conversational turn-taking could be seen as a structure of commu-
nication that provides an environment for the acts of designing. A social-linguistic
turn-taking model specifies that a turn may consist of many turn-constructional units
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(e.g., sentences or clauses) (Sacks et al. 1978; Ford and Thompson 1996). A designer
often generates more than one piece of design information in a conversational turn.
Information items could thus be seen a unit of analysis nested in the conversational
turn, Fig. 1.

The design information exchanged during team communication could be coded
and examined in a variety of ways. The Function-Behavior-Structure
(FBS) ontology (Gero 1990; Gero and Kannengiesser 2004) and the correspond-
ing coding scheme (Gero et al. 2011) provide a validated means to categorize
design information, independent of specific contexts in which designing takes
place. The FBS ontology describes the designing process in terms of function (F) of
a designed object (its teleology); behavior (B) of that object (either derived [Bs] or
expected [Be] from the structure), and structure (S) that represents the components
of an object and their compositional relationships. These ontological classes are
augmented by requirements (R) that come from outside the designer and description
(D) that is the document of any aspect of designing, Fig. 2.

Kan and Gero (2009) proposed a Linkography study based on the FBS-based
coding scheme. The integration of Linkography method and categorization of
design ideas should produce a richer understanding of design cognition. We con-
sider conversational turns as a superimposed structure to design issues. The
Linkography of design issues could also apply to examine relationships between
designers.

Fig. 1 A sequence of conversational turns and design ideas in a team design process

Fig. 2 The FBS ontology with the resultants design processes delineated as transitions between
the ontological constructs (after Gero and Kannengiesser 2004)
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Two Linkography-Based Methods of Examining
Communication in Team Design

Based on a simple turn-taking model, Linkography and the FBS-ontologically
based coding scheme, we propose two approaches to studying communication in
team design. They aim to cover major structure and content-based analyses. Both
methods adopt Goldschmidt’s Linkography to reveal the structure of designing
process. The distinction is in the unit of analysis. The two methods respectively use
conversational turns and design issues as basic building blocks. Figure 3 shows a
graphical representations of communication in team design when applied with our
methods.

Linkography of conversational turns is a simpler method. Determining conver-
sational turns from a transcript of team design is straightforward as the unit of
analysis is the individual conversational utterance. The segmentation process can be
untaken semi-automatically and inter-rater reliability of segmentation is sufficiently
high for reliable results. As turn-taking is defined independent of utterances’
semantic meaning, this unit of analysis is largely homogeneous in nature, except for
the label of speakers.

The unit of analysis of FBS-based linkography is design issues. Empowered by
the FBS-based coding scheme, both design issues and transitions between design
issues are associated with ontologically-defined categories. A content-based anal-
ysis is thus possible using the linkograph of design issues. The benefits of
Linkography of design issues come with a cost. The FBS-based segmentation and

Fig. 3 Linkograph of conversational turns and linkograph of design issues
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coding of designing process into design issues requires critical judgments about the
scope of a design issue as well as the ontological category of individual issues. This
process can be very time-consuming and labor-intensive. The Delphi method (Gero
and McNeill 1998) is usually required to increase the coding reliability. A larger
number of design issues, compared to the relatively smaller number of conversa-
tional turns in a same protocol, also demands more effort to construct the linkograph
of design issues.

The main purpose of this paper is to examine to what extent the Linkography of
conversational turns could resemble the characteristics of Linkography of design
issues. If the differences between the measurements derived from these two
methods are minimal, we could apply Linkography of conversational turns as a
quick-and-dirty alternative to the more sophisticated Linkography model of design
issues.

Case Study: Engineering Design Meeting from DTRS7

These two Linkography-based methods were performed on a seven-person team
design session, using data from the DTRS7 dataset (McDonnell and Lloyd 2009).
The source data was a video of design meetings taking place in a product design
practice, Fig. 4. The meeting lasted approximately one and half hours.
A multidisciplinary design team was asked to brainstorm ideas for solving technical

Fig. 4 Four camera digital recording of the design session
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issues in the design of a thermal printing pen. Figure 5 illustrates what the thermal
pen was intended to do.

The team consisted of a business consultant, who acted as the moderator (Allan),
three mechanical engineers (Jack, Chad and Todd), an electronics business con-
sultant (Tommy), an ergonomist (Sandra), and an industrial design student
(Rodney). They were all professionals from the same company and the student,
Rodney, was on an internship with the company. They knew each other well and
were efficient at collaborating. The details of the meeting setting can be found in
McDonnell and Lloyd (2009).

This dataset has been examined by a number of researchers, e.g., (Gero and Kan
2009; Kan and Gero 2011; Gero et al. 2014). Previous findings are compared with
current results.

Overall Comparisons Between Two Linkography Models

A simple and crude way to compare these two Linkography-based models is to
visualize them in a graphic form, i.e., as a linkograph, and visually inspect the
geometric patterns of these two linkographs. A linkograph can be generated by
software such as LINKODER (Pourmohamadi and Gero 2011).

This is followed by overall comparison of Goldschmidt’s (Goldschmidt 2014)
Linkograph metrics: (1) link density, the ratio of the number of links to the number
of segments (turns or design issues); (2) forward link (a transition connecting a
segment to a subsequent one) and backward link (a transition connecting a segment
to a previous one).

Linguistic turn-taking models focus on transitions between an adjacent pair of
turns (Sacks et al. 1978; Wooffitt 2005). We then examined the proportions of
adjacent turns/issues link.

Communication operates on both intrapersonal and interpersonal levels (Krauss
and Fussell 1996). Figure 3 distinguishes two broad categories of interpersonal

Fig. 5 Illustrations used in the session showing the function and expected behavior of the thermal
printing pen being designed
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links and intrapersonal links. A high percentage of interpersonal links would
indicate a high interchange of opinions among collaborative designers. A high
percentage of intrapersonal links may indicate a less successful team efforts, as each
designer tends to concentrate on their own ideas and considers other participants’
contributions less.

A more detailed categorization was imposed onto the Linkography of design
issues, Table 1. This coding scheme takes the relative positions of two issues into
consideration. It distinguishes conceptual dependency between recent turns/issues
and those between remote turns/issues. For the Linkography of conversational
turns, Intra 1 and Intra 2 types are not applicable, and Inter 1 and Inter 2 links will
collapse into a single sub-category.

Transitional Analysis Between Designers

Dynamics between participants are key to communication. A more detailed com-
parison looked into the patterns of information exchange between designers,
through examining transitions between designers. A transition between designers is
unidirectional, from a designer with a forward link connecting to another with a
backward link. We first examine whether some designers were more likely to
initiate a transition and some others were more likely to follow team members’ lead.
This is done by a Pearson’s Chi-square test of independence, comparing overall
frequency distributions of designers before and after a transition.

Contingency tables were then generated for each Linkography model. Designers
with a forward link are listed in rows, and the corresponding designers with a
backward link in columns. The cells are frequency of transitions from designer with

Table 1 Coding scheme for links of Linkography of design issues

Category Sub-category Description

Intrapersonal
link

Intra1
(immediate)

A design issue to its immediately preceding issue generated
by the same participant

Intra2 (same
turn)

A design issue to an issue that is generated by the same
participant in the same conversational turn, but not
immediately adjacent

Intra3 (cross
turn)

A design issue to an issue that is generated by the same
participant, but in a different conversational turn

Interpersonal
link

Inter1
(immediate)

A design issue to its immediately preceding issue generated
by a different participant

Inter2
(adjacent
turn)

A design issue to an issue that is not immediately preceding
in the issue level, but is in the immediately preceding turn

Inter3 (cross
turn)

A design issue to an issue that is generated by a different
participant, and beyond an adjacent conversational turn
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a forward link to designer with a backward link. Contingency tables help to reveal
whether transitional relationship of designers are reciprocal, i.e. whether the
probability of designer A transiting to designer B is statistically different from the
probability of designer B to designer A. This can be done using the Bowker
procedure (Koppel and Berenson 2006; May and Johnson 2001), a symmetry test of
contingency table, which examines changes in the categorical responses before and
after some treatment condition.

The similarity between contingency tables from the two Linkography models is
then compared by a regression vector coefficient, RV coefficient (Abdi 2006). It is a
generalization of the Pearson’s product-moment correlation coefficient for two
matrices.

RV Wi;Wj
� � ¼ trace Wi;Wj

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
trace Wi;Wið Þ � trace Wj;Wj

� �q

where trace Wi;Wj
� �

, trace Wi;Wið Þ and trace Wj;Wj
� �

are respectively generalized
covariance coefficient between matrices Wi and Wj, and generalized variances for
matrices Wi and Wj. The RV coefficient takes values between 0 and +1. The closer
RV is to 1, the more similar are the two contingency tables. The significance test of
RV was conducted by Monte Carlo resampling (number of permutations = 5000).
Statistical software XLSTAT (version 2015) was used for calculation.

If the above comparisons reveal these two models are similar, this will indicate
that a model produced with significantly lower effort will suffice to reveal the
structure of communication in team design. Should that be the case we will con-
tinue to examine any additional benefit when using Linkography of design issues,
i.e., what benefits the labor-intensive FBS-coding will provide above the simpler
turn-taking model.

Results and Discussion

Protocol Segmentation and Coding

Turn-Taking Model

The segmentation and coding of design protocols resulted in 1279 design issues and
563 conversational turns taken during this team design session. Table 2 shows the
frequencies of conversational turns. Participants were not equally active in terms of
how many times they addressed their options. Allan, the moderator of this meeting,
contributed the most conversational turns, approximately one quarter of total turns.
Todd (a mechanical engineer) and Tommy (an electronics business consultant)
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generated 21 and 19% of total turns respectively. The ergonomist (Sandra), and the
student intern (Rodney) were relatively inactive during the conversations.

Design Issue Model

The frequencies of design issues, when applied with the FBS-based protocol seg-
mentation and coding, are presented in Table 3. It shows that, for the categories of
design issues, the structure issues were most discussed, representing 40% of total
design issues. It is followed by two behavioral issues (expected behavior and
behavior from structure), together representing approximately one half of total
issues. Design description and function issues constitute the rest 10% of total issues.
No requirement issue was identified in this session. It was thus removed from the
following analyses.

Conversational turn can be seen as a superordinate unit of analysis to design
issues. It is possible to calculate the frequencies of design issues embedded in the
unit of analysis of designers. Table 4 shows that one conversational turn, on
average (mean), contains 2.3 design issues (SD = 2.5). The number of design issues
per turn is highly left-skewed. Approximately three quarters of the turns contain
only one or two issues. There are only 12 conversational turns containing more than
10 design issue per turn. The longest turn is generated by the engineer Jack when he
was elaborating the structure in the late phase of the session. This turn contains 30

Table 2 Frequency distribution of conversational turns

Designer Role Count %

Allan Moderator and business consultant 137 24.5

Chad Mechanical engineer 57 10.1

Jack Mechanical engineer 88 15.6

Todd Mechanical engineer 117 20.7

Rodney Industrial designer (intern) 27 4.8

Sandra Ergonomist 32 5.7

Tommy Electronics business consultant 105 18.6

Total – 563 100.0

Table 3 Frequency
distribution of design issue

Design issue Count %

Requirement 0 0.0

Function 47 3.7

Expected behavior 275 21.5

Behavior from structure 369 28.8

Structure 512 40.0

Description 76 6.0

Total 1279 100.0
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design issues (19 structure issues, 10 behavior from structure issues and 1 expected
behavior issue). The second longest turn drops to 16 issues, when the moderator
Allan addressed the beginning of the session (10 expected behavior issues, 3
structure issues, 2 behavior from structure issues and 1 function issue).

Though designers varied their involvement in the group design activities
(measured in the number of conversational turns and design issues), a
Kruskal-Walis one-way ANOVA shows the median numbers of design issue per
conversational turn were not statistically different among designers, v2(6) = 6.47,
p = 0.37.

Comparison of the Overall Distributions of Designers

Pearson’s Chi-square test for independence was performed to compare the overall
frequency distributions of designers between the Linkography of conversational
turns and Linkography of design issues. Results indicate the distribution differences
between two models were not statistically significant, v2(6) = 5.56, p = 0.47,
Cramer’s V = 0.055. We could use the measurement of either model to indicate
designers’ relative involvement during the team design communication.

Construction of Linkography

When applying the Linkography technique to interrelating segmented conversa-
tional turns and design issues, it generates 1879 links for the linkograph of con-
versational turns (Fig. 6), and 5088 links for the linkograph of design issues
(Fig. 7). By presenting these two graphs to match their lengths and then overlap-
ping them, the geometric features of these two graphs were visually similar.

Using Goldschmidt (2014) Linkography metrics, it was found that though total
numbers of links varied, the link densities of two models were close, 3.34 and 3.98

Table 4 Frequencies of
design issue per designer

Designer Frequencies of
design issues

Frequencies of
design issues per
designer

Count % Mean SD

Allan 307 24.0 2.24 2.40

Chad 129 10.1 2.26 2.42

Jack 225 17.6 2.56 3.51

Todd 248 19.4 1.93 1.38

Rodney 52 4.1 1.56 1.19

Sandra 50 3.9 2.12 2.06

Tommy 268 21.0 2.55 2.64

Total 1279 100.0 2.27 2.51
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respectively, Table 5. The distance between the two linked segments (link span)
varied. A link may connect two immediately occurring segments, or connect a
segment located nearer the beginning of the session and the other nearer the end of
the session. The latter case happens when the team wrapped up the discussion and
corresponded to the agendas set in the beginning of team design session. In general,

Fig. 6 Linkograph of conversational turns (generated by LINKODER)

Fig. 7 Linkograph of design issues (generated by LINKODER)

Table 5 Summary of Linkography

Link measurement Linkograph of conversational turns Linkograph of design issues

Number of links 1879 5088

Link density 3.34 3.98

Link span (range) 1–514 1–1178

Link span (median) 4 4
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the distributions of link spans were highly right skewed. The medians of link span
were 4 for both linkograph of conversational turns and linkograph of design issues.

Directionality of Links

Each node (a conversational turn or design issue) of a linkograph may be associated
with a forward link (a link connecting to a consequential node), a backward link (a
link connecting with a preceding node), or both. Table 6 shows that the majority of
nodes contain both forward and backward links, 91.5% for the linkograph of
conversational turns and 92.4% for the linkograph of design issues. The frequency
distributions of these three link types were not statistically different between two
models, v2 (2) = 3.00, p = 0.23, Cramer’s V = 0.040 (Table 6).

Adjacent Links

Syntactic models, which only consider the transition between adjacent pairs, are
widely used in studies into designing processes, e.g., (Gero et al. 2014; Stempfle
and Badke-Schaub 2002). Here 480 transitions between adjacent turns and 1100
transitions between adjacent design issues were identified. Applying the syntactic
modeling approach, there are 562 links for the turn-taking model and 1278 links for
the design issue model. Even though these syntactic links were constructed unre-
lated to the semantic meaning in the segments, the majority of these links were
valid in the semantic modeling, 85.4 and 86.1%, Table 7. The proportion of
adjacent turn links in the total number of semantic links was slightly higher than the
proportion of adjacent issue links, 25.6 versus 21.6%. It shows the Linkography of
design issues may enable more elaborate analysis of conceptual dependency beyond
adjacent design issues.

Intrapersonal and Interpersonal Links

The Linkography of conversational turns compresses intrapersonal links within a
turn, the intrapersonal percentage therefore would be lower than its counterpart of
Linkography of design issues. A correction should be made by only considering

Table 6 Forward and
backward links associate to
the segments

Type of link Linkograph of
conversational
turns

Linkograph of
design issues

Count % Count %

Bi-direction 515 91.5 1182 92.4

Forward only 9 1.6 30 2.3

Backward only 39 6.9 67 5.2

Total nodes 653 100 1279 100
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cross-turn links when comparing the relative frequency of intrapersonal links. There
are seven participants in this team design session. If the transitional probabilities
from one person to another are equal, the percentage of intrapersonal links is
approximately 14.3% (1/7) of cross-turn links. The actual intrapersonal link per-
centage is 28.6%, almost twice of the hypothetically evenly distributed probability.
This implies that, when designers refer to their previously generated design ideas,
they are more likely to revisit their own ideas rather than their partners’.

For the Linkography of design issues, the frequency of intrapersonal links was
44.9% of total links, more than triple of this hypothetically evenly distributed
probability (14.3%). It shows designers not only revisit their own ideas more often
in terms of conversational turns, they also elaborate more of their own ideas than
other participants’ ideas.

Transitional Analysis Between Designers

A Pearson’s Chi-square test of independence of the distribution comparison of
forward links and backward links was conducted, Table 8. There was no statistical
difference found in the Linkography of conversational turns, p = 0.58. The test was
statistically significant for the Linkography of design issues, p < 0.01, but the small
Cramer’s V value (<0.1) indicated the difference was trivial.

Table 7 Transition between adjacent pairs of turns/design issues

Linkography of conversational
turns

Linkography of design
issues

No. of adjacent links 480 1100

No. of syntactic links 562 1278

Adjacent link/syntactic links
(%)

85.4 86.1

Adjacent link/total semantic
link (%)

25.6 21.6

Table 8 Comparison of nodes with forward and backward links

Statistic method Linkography of conversational turns Linkography of design issues

Pearson’s Chi-square test of independence

v2 4.72 19.35

df 6 6

p 0.580 0.004

Cramer’s V 0.035 0.044

Bowker procedure

B 17.50 59.10

df 21 21

p 0.680 0.000
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The Bowker procedure showed that transitions in the Linkography of conver-
sational turns were reciprocal, p = 0.68. A significant result was found in the
Linkography of design issues, p < 0.001. But post hoc tests (Koppel and Berenson
2006) failed to detect specific discrepancies. We thus argue that transitions in the
Linkography of design issues were essentially reciprocal.

The similarity of transitions between the two Linkography-based models was
then quantitatively assessed using the RV coefficient. Results confirmed that two
transition matrices were strongly similar, RV = 0.85, p < 0.001.

Comparing Linkography of Conversational Turns
and Linkography of Design Issues

On the basis of the above comparisons, the characteristics of the Linkography of
conversational turns, to a large extent, were similar to the Linkography of design
issues in terms of the structure-based analysis. This implies that we could apply the
Linkography of conversational turns as a relatively economic tool to explore
structural patterns of communication in team design, e.g., relationships between
designers.

On the other hand, the hierarchical feature of the Linkography of design issues
enable us to explore the team communication beyond the turn-taking structure, and
tap into semantic information exchanged during communication. For example, a
richer categorization of links (Table 9) can be applied to explore the nuanced
dynamics of team design communication. The transition between design issues can
be automatically coded as eight ontologically design processes (Fig. 2), providing
access to semantic aspects of concept developments. The following example
illustrates a content-based analysis that can only be obtained using the more
labor-intensive FBS-based method.

Exemplary Content-Based Analysis Using Linkography
of Design Issues

Design issues are considered to be nested in the structure of conversational turns.
We cross-tabulated the frequencies of design issues against designers, Table 10.
Pearson’s Chi-square test of independence shows that the frequency distribution of
design issues was statistically associated with designers, v2 (24) = 83.80,
p < 0.001, Cramer’s V = 0.128.

A closer examination indicates the differences are related to the role of partic-
ipants, using a battery of Z tests (adjust p value by Bonferroni method). The
differences were mainly exhibited by the moderator Allan. He had a significantly
higher percentage of expected behavior issue (29.6%) than the three mechanical
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engineers (14.7–17.8%), and a lower percentage of behavior from structure issue of
18.2% than the rest of participants (32.2% in average). It seems that Allan was more
focused on the design problems, and less evaluative. The problem-solution (P-S)
index (Jiang et al. 2014) also shows Allan had a higher value of 0.54 than the other
participants (0.30 in average). The role of the moderator may require him pulling
back the discussion, from time to time, and aligning it with the set agendas. Allan
also generated approximately a half of total description issues.

Table 9 Comparing two Linkography-based methods

Linkography of conversational
turns

Linkography of design issues

Unit of
analysis

Conversational turns Design issues

Nature of unit
of analysis

Homogeneous in nature Six ontological categories, e.g.,
function, expected behaviors (Fig. 2)

Segmentation
and coding

• Straightforward and fast
(semi-automatic)

• Reliable (single coder is
sufficient)

• Labor-intensive and time-consuming
• Require Delphi method (Gero and
McNeill 1998) to increase reliability
(in this case, agreement between
individal codings and final arbitrated
code is approximately 84–87%)

Construction
of links

Manually construct
(relatively less labor-intensive,
due to smaller number of turns
than design issues)

Manually construct
(labor-intensive, inter-ratter agreement
is 80 + % in this case)

Nature of link Homogeneous in nature • Eight ontological categories, e.g.,
formulation, synthesis (Fig. 2)

• Possible to categorize higher-order
transitions

Intra- versus
inter-personal
links

No intrapersonal links within a
turn

Richer categories (Table 1)

Scope of
application

Structure-based analysis only Structure-based analysis
Content-based analysis

Table 10 Design issue frequencies for each designer

Designer Design issues (%) Problem-Solution index

F Be Bs S D

Allan 5.2 29.6 18.2 34.5 12.4 0.54

Chad 3.1 14.7 34.1 42.6 5.4 0.22

Jack 3.6 17.8 27.6 46.2 4.9 0.27

Todd 3.6 17.7 31.0 41.5 6.0 0.27

Rodney 0.0 15.7 45.1 39.2 0.0 0.19

Sandra 6.0 22.0 38.0 34.0 0.0 0.39

Tommy 2.6 23.1 32.8 39.6 1.9 0.35

Total 3.7 21.5 28.9 40.0 6.0 0.34
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It is interesting to note that, there are no statistically significant differences
among three mechanical engineers, Chad, Jack and Todd, v2(8) = 2.75, p = 0.95.
They are generally more focused on structure and behavior from structure issues.
Using the FBS-based method is possible to detect how the participants perform the
roles they are assigned through examining the FBS-coded communication contents
as well as transitions between design issues.

Linkography of design issues, based on coding with the FBS ontology, should
help to elucidate how design concepts are synthesized and evolve during com-
munication in team design.

Conclusion

This paper proposed two Linkography-based methods of examining team design
communication at two different levels of analysis units. The Linkography of con-
versational turns is an economic tool in term of the labor required to produce
results. The relative objectivity of determining turn-taking of conversations make it
much less labor-intensive than the Linkography of design issues, which requires
critical assessment of the scope of a design issue and its ontological category.
A series of model comparisons in a case study showed the characteristics of the
Linkography of conversational turns to be similar to those of the Linkography of
design issues if researchers are mainly concerned with structural patterns of com-
munication in team design. Linkography of conversational turns should be suffi-
cient for this structure-based analysis. But the Linkography of design issues should
be selected if researchers want to extend their interests into content-based analysis.
The more labor-intensive Linkography of design issues can provide deeper insights
to team design communication. The hierarchical feature of model building blocks
enables us to investigate both structure and content of team design communication.
The selection of model should be based on the purposes of investigation and
available resources.
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Individual Differences in Tendency
for Design Fixation

Song Liang Lai and L.H. Shu

Abstract Not all individuals may be equally susceptible to design fixation. We
sought to identify characteristics that could predict individual tendency for design
fixation, and explored the use of Kruglanski’s Need for Closure Scale for this
purpose. We devised an experiment to determine whether correlations exist
between participants’ score on this scale and the degree of fixation in concepts
elicited. Specifically, engineering-student participants were asked to complete the
Need for Closure Scale as well as develop concepts for which an example solution
was provided. Two statistical techniques, the Mann-Whitney U test and ordinal
logistic regression, showed that participants’ Need for Closure scores correlated
significantly with degree of fixation in generated concepts.

Introduction

Jansson and Smith (1991) describe design fixation as “a blind adherence to a set of
ideas or concepts limiting the output of conceptual design”. Despite potential
benefits of fixation, e.g., for experts who know when to pursue certain ideas, many
researchers are interested in reducing fixation.

We are interested in possible individual differences in tendency towards design
fixation, with implications for corresponding interventions. To predict tendency for
fixation, we explore the use of the Need for Closure Scale, an individual difference
variable developed by Arie Kruglanski, a social psychologist. Kruglanski (1990),
describes Need for Closure as a desire for “an answer on a given topic, any
answer”, which we believe to be relevant to design fixation. Below, we highlight
research on (1) design fixation and (2) the Need for Closure Scale, the intersection
of which comprises the current work.
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Design Fixation

Regarding what constitutes design fixation, Youmans and Arciszewski (2012,
2014) highlighted the challenge to researchers due to inconsistent definitions of
design fixation. They classified design fixation phenomena as: unconscious
adherence, conscious blocking, and intentional resistance. Furthermore, they pro-
posed an updated definition of design fixation as “limitations in the inventive design
process that occur when designers are biased towards, or are consciously or
unconsciously influenced by, a set of conceptual ideas or a previous body of
knowledge”.

Many researchers have worked to identify factors that contribute to design fix-
ation. Purcell and Gero (1996) conducted a study using Jansson and Smith’s (1991)
car bike-rack problem and found no evidence of fixation, except for one feature of a
pictorial fixating example, noting that fixation may depend on familiarity with an
example. Viswanathan and Linsey discussed the roles in fixation of physical mod-
eling as a sunk cost (Viswanathan and Linsey 2011) and of expertise (Viswanathan
and Linsey 2013). Other researchers have examined the effects of representation of
fixation as well as the fixating example. For example, Zahner et al. (2010) and Dong
and Sarkar (2011) studied the differing levels of representation/abstraction involved
in fixation. Atilola et al. (2016) studied the effects of different representations of the
fixating example, i.e., as a sketch, function tree, and the two combined.

Efforts to measure and quantify design fixation include the following. Linsey
et al. (2010) and Atilola et al. (2016) measured fixation by counting the number of
times features from an example were repeated in generated concepts. Genco et al.
(2012) used a similar “conformity score”, counting the number of basic and
additional features that were translated from examples to generated concepts for
alarm clocks.

Efforts towards overcoming design fixation have been reported by several
researchers including: Chrysikou and Weisberg (2005) instructing participants to
avoid problematic elements in an example; Kohn and Smith (2009) using incuba-
tion and distraction; Youmans (2011) and Kershaw et al. (2011) using prototyping
and critical feedback; Smith and Linsey (2011) adding hints and clues; Moreno
et al. (2014) using analogies; and Toh et al. (2012) using product dissection.
Specifically, Toh et al. (2012) found that undergraduate students exposed to more
parts in a product-dissection activity generated less fixated and more ideas when
subsequently redesigning the product.

The notion that tendency for design fixation is not equal among all individuals is
supported. Bellows et al. (2013) noted how individual differences in workingmemory
capacity affects design behavior. Toh et al. (2012) noted that extroverts examined
more parts during product dissection. Toh et al. (2015) reported the effect of own-
ership bias during concept selection, and specifically a gender difference where more
males than females tended to select their own ideas during concept selection.

As for our laboratory’s past work, we conducted several unpublished design
fixation studies with varying results, where we had noted potential individual
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differences in susceptibility for design fixation. Therefore, we sought to identify
metrics that could predict individual tendency for design fixation. We had tried the
Myers-Briggs Type Indicator (MBTI), commonly used to form design teams, but
did not detect significant differences in fixation. In our other work, Hallihan et al.
(2012, 2013) found that confirmation bias can lead designers to “ignore or discount
factual contradictory information” and “fixate on initial (confirmed) ideas”.
Confirmation bias is related to Kruglanski and Webster’s (1996) “seizing” and
“freezing” in high Need for Closure, further discussed below.

Need for Closure

Plaks (2011) describes those with high Need for Closure as more likely to make
snap judgments, while those with low Need for Closure (or high need to avoid
closure) may have enormous difficulty deciding what to order from a restaurant
menu. Need for Closure is an individual difference variable, as well as a
situational/environmental variable that can be manipulated in the laboratory, e.g.,
through time pressure.

Kruglanski and Webster (1996) described a desire to attain closure quickly that
may manifest as frantic “seizing” upon relevant cues to come to a quick evaluation,
followed by “freezing” or protecting that evaluation. In a state of high Need for
Closure, less information may be processed in the seizing stage before a judgment
is committed in the freezing stage. Paradoxically, with fewer competing hypotheses
considered prior to evaluation, a potential result is an inflated sense of confidence in
the evaluation. Those with heightened Need for Closure tended to rely more on
early and readily accessible cues, an observation we found closely related to design
fixation, where participants adhere to initial fixating ideas and examples. Such
findings motivated us to pursue the current work.

Kruglanski and Fishman (2009) reported that Need for Closure may be situa-
tionally manipulated, at least temporarily. For example, Need for Closure can be
heightened in time-pressure situations that require immediate decisions. Mayseless
and Kruglanski (1987) studied situational or environmental Need for Closure. They
asked participants to list as many as possible hypotheses for the identity of everyday
objects presented in photographs. These photographs were enlarged to a point
where the identity of the objects was unclear. The group in the high Need for
Closure condition was told that reaching firm decisions is an indication of general
intelligence. The group in the low Need for Closure condition was told that correct
visual identification is an indication of general intelligence. The low Need for
Closure condition group produced the most hypotheses, followed by a control
group, while the high Need for Closure condition group produced the fewest
hypotheses.

Kruglanski et al. (1993) devised a formal measure of dispositional Need for
Closure. Known as the Need for Closure Scale, it includes five different subscales:
(1) order and structure, (2) ambiguity, (3) decisiveness, (4) predictability, and
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(5) close-mindedness. The Need for Closure Scale consists of 42 questions scored
on a 6-point scale, for a total Need for Closure score range of 42 (low)–252 (high).
Those with high Need for Closure generally have: preference for order and struc-
ture, discomfort with ambiguity, high decisiveness of judgments, desire for pre-
dictability, and high close-mindedness. Conversely, those with low Need for
Closure have the opposite preferences. The Need for Closure Scale was validated
by Webster and Kruglanski (1994), receiving high internal consistency in groups of
n = 281 (Cronbach’s a = 0.8405) and n = 172 (Cronbach’s a = 0.8413).
Test-retest reliability was also high (r = 0.8611). The Need for Closure Scale has
been translated into different languages including Arabic, French, and Mandarin
Chinese. According to Kruglanski and Fishman (2009), numerous studies support
that Need for Closure Scale ratings can be meaningfully compared across countries
and cultures.

We saw strong parallels to design fixation in Kruglanski et al.’s (1993) Need for
Closure Scale statements such as: “When trying to solve a problem I often see so
many possible options that it’s confusing”, “I do not usually consult many different
options before forming my own view”, and “When faced with a problem I usually
see the one best solution very quickly”. We therefore pursued our research question
below.

Research Question

As Need for Closure is an individual characteristic, we argue that a designer carries
out his or her work in accordance with this dispositional characteristic. Thus, we
sought to answer our research question:

Is there any correlation between an individual’s dispositional Need for Closure score and
his or her tendency towards design fixation?

Experiment

This section describes our experiment participants, method and execution.

Participants

Following approval by the University of Toronto Research Ethics Board, 29 par-
ticipants were recruited from a fourth-year undergraduate engineering design
course. This course covers topics, e.g., design fixation and design for resource
conservation, which may affect the results of the study. Therefore, we took care to
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schedule this experiment before these topics were introduced in the course.
Participants included students studying mechanical engineering, industrial engi-
neering, and engineering science. Of the 29 participants, 22 were male and 7 were
female.

Method

Given that we aimed to investigate the relationship between Need for Closure and
tendency for design fixation, participants completed Kruglanski et al.’s (1993)
42-item Need for Closure Scale, and developed concepts intended to reduce the
amount of time that users spent running water in a shower (Fig. 1). The Intatec
shower (Fig. 2c) was provided as an example.

We selected the shower problem because all participants were likely to be
familiar with the problem domain. In addition, we were already familiar with
potential pitfalls of using this as the experimental problem due to our laboratory’s
other research on resource conservation (e.g., Srivastava and Shu 2013). To address
these known pitfalls, we imposed restrictions on acceptable concepts, by pro-
hibiting the use of water aeration, as well as the use of information, feedback, or
automation as behavior-change strategies.

Problem: Reducing Water Consumption While Showering

Background: California has declared a state of emergency due to severe 
drought conditions. Governor Jerry Brown issued Executive Order B-29-15 on 
April 1, 2015, imposing a statewide 25% reduction in urban water usage.

Description: Your task is to design products that reduce the amount of time 
spent running water while showering. Your solutions must not incorporate in-
formation, feedback or automation. Water aeration is also not an acceptable so-
lution. Information and feedback, such as the information sign shown (in Fig-
ure 2a), can easily be ignored. Automated showers, such as the motion sensor 
activated model shown (in Figure 2b) below, take away user control and are 
susceptible to sensor failures, malfunctions, and unintended activation.

A product that does not use information, feedback or automation is the Intatec 
shower panel shown (in Figure 2c) below. The Intatec shower panel is operated
with a push button that activates a timed water flow of approximately 15s. 

Definitions:
Information: Tell the user about the problem and the benefits of change.
Feedback: The effect of the actions of the user is conveyed to the user.
Automation: Device performs actions for the user.

Fig. 1 Design problem description provided to participants
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Information sign       Motion sensor activated shower

Intatec shower panel

(a)

(b)

(c)

Fig. 2 Examples provided to participants
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Execution Details

The experiment was completed during a regularly scheduled 3-h laboratory session,
entitled “Creativity exercises” on the course syllabus. Instead of the regular labo-
ratory room, the experiment took place in a computer classroom, with computer
stations fixed in five rows, all facing the front of the room. Participants were seated
in the rows with at least one empty computer station between them to reduce their
ability to see others’ computer monitors. Each participant was given a confidential
note with an access code to the experiment, which was conducted online. The
access code allowed participants to anonymously complete the two experimental
tasks: the Need for Closure Scale and the concept generation activity.

The Need for Closure Scale was implemented as an online questionnaire, where
participants answered each question by clicking on radio buttons that correspond to
a Likert scale. Written instructions included, “Read each of the following state-
ments and decide how much you agree with each according to your beliefs and
experiences.” Upon completion of the questionnaire, participants clicked a submit
button at the bottom of the page to move on to the concept generation task. If they
neglected to answer any questions, they were instructed to return to those questions.

The concept generation activity was also implemented online using canvases of
1000 by 600 pixels. Written instructions included, “Please draw your concepts on
the canvas below.” Verbal instructions were provided to clarify that participants
were to click and hold the left button of their workstation mouse to draw on the
canvas, as well as to only draw one concept per canvas. In addition, clicking the
right mouse button opened a text box into which they could type and save anno-
tations for their concepts. A choice of six colors (black, blue, red, green, yellow,
gray) was available for both drawing and text input. Participants could also undo
and redo drawing and text-input actions before submitting their concepts.

While no explicit time limit was given for specific parts of the experiment,
participants had up to 1 h 15 min to complete both tasks (the usual duration until a
mid-laboratory break). Participants spent 50–75 min on the activities, during which
they were instructed to not communicate with other participants, and to raise their
hands if they had any questions, which were answered individually.

Participants were debriefed in a 15-min session at the end of the 3-h laboratory,
following activities unrelated to the experiment. (Specifically, related to product
affordances, students were asked to identify shared vs. unique action opportunities
for pairs of products that fulfill similar functions, e.g., paper clip vs. binder clip.)
Consistent with our ethics protocol, the debriefing consisted of a short explanation
of the NFC scale and our research question of whether it is related to design
fixation. We also clarified that the activity did not affect their course grade, and then
distributed information letters requesting permission to use their data. All partici-
pants agreed to our use of their data in this experiment.
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Results

Fixation Evaluation

We measured fixation relative to the provided Intatec shower example through
degree of similarity in (1) form and (2) function. This evaluation is similar to the
work of Linsey et al. (2010, 2013) and Genco et al. (2012), which compared
participant concepts to features of provided examples. Table 1 shows our
fixation-rating scheme. Table 2 demonstrates how we applied this scheme to 3
example concepts, shown in Figs. 3, 4 and 5.

Figure 3 shows the 1st sample concept, which is the 2nd of 3 concepts, as
submitted by participant D. For Form Similarity, the concept was rated 5/5 because
it used an identical panel housing and multiple push buttons. Although the concept
used multiple push buttons versus Intatec’s single button, it was still highly similar
in form. For Function Similarity, the concept was rated 5/5, as the buttons had to be
functionally identical (timed) push buttons for the concept to work. We treated the
absence of explicit notes to the contrary as the participant intending the same
function for the same form on the Intatec. In this case, while the participant did not
explicitly state that the push button activates a timed water flow, it was rated as such
because of the absence of any alternative information.

Figure 4 shows the 3rd of 8 concepts, as submitted by participant I. The concept
rated 3/5 on Form Similarity because of the similarity between the pull handle and
push button, especially given the explicit transfer of the 15-s timed water flow from
the Intatec. The concept rated 5/5 on Function Similarity as the timed-water flow
uses the same strategy as the Intatec.

Table 1 Fixation score rating scheme

Score Form similarity Function similarity

Similarity in appearance to Intatec
example; fixating features include panel,
push button, but not showerhead

Similarity in function (strategy) to
Intatec example, which discretizes
(interrupts) water flow through timed
button

1 Concept borrows no features from
Intatec and has novel form

Concept uses strategy other than
discretized flow (e.g., require work)

2 Concept borrows no features from
Intatec but looks like a conventional
shower

Concept uses resource-based discretized
water flow (e.g., packetization of water
as in a camping shower)

3 Concept uses features similar, but not
identical, to Intatec (e.g., lever or other
timer instead of timed button)

Concept implements other time-based
flow i.e. “only on when needed” (e.g.,
pressure-sensitive pad)

4 Concept uses at least one identical
feature to that used in Intatec

Concept uses an explicit countdown
timer (e.g., kitchen timer)

5 Concept solely uses (multiple) panel(s),
push button(s) as in Intatec

Concept uses timed device to provide
water flow for set time
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Table 2 Evaluations of sample concepts

Participant ID
Concept # of total

Form similarity score and
reasoning

Function similarity score and
reasoning

D Concept 2 of 3 5/5, identical panel and push
button elements

5/5, water flow controlled by timed
button

I Concept 3 of 8 3/5, pulling handle instead of
pushing button

5/5, water flow controlled by timed
device

J Concept 1 of 8 1/5, no features from Intatec,
novel form

1/5, used neither timed nor
discretized flow as strategy

Fig. 3 Participant D, concept
2 of 3, similarity ratings: form
5/5, function 5/5, combined
10/10 (high)

Fig. 4 Participant I, concept
3 of 8, similarity ratings: form
3/5, function 5/5, combined
8/10
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Figure 5 shows the 1st of 8 concepts, as submitted by participant J. The concept
rated 1/5 on Form Similarity because it does not borrow any features from the
Intatec, and the “balloon spikes” constitute a novel form. The repeated use of a
showerhead was not counted in Form Similarity. The concept rated 1/5 on Function
Similarity as it does not use discretized (interrupted) water flow as a
resource-conserving strategy. Rather, it aimed to decrease the comfort of the user
through the use of “balloon spikes” which increasingly inflate as the shower runs.

In total, the 29 participants generated 110 concepts. Two raters, the first author
and a second rater (not one of the authors) both rated all 110 concepts. Concepts
were rejected if they did not follow the instructions stipulated in the problem
description. Examples of rejected concepts include showers using aeration, and
only information and/or automation as resource-conserving strategies. The first
author accepted 88 concepts while the second rater accepted 84 concepts, which
were a subset of the 88 concepts accepted by the first author.

The two components of rating for each concept, form similarity and function
similarity, were summed into a combined similarity, or fixation score. The
inter-rater reliability of the fixation score on the 84 concepts accepted by both raters
was calculated as Krippendorff’s a (ordinal) = 0.798, marginally below a � 0.8,
which corresponds to perfect agreement (Krippendorf 2004). Given this high level
of agreement, we conducted further statistical analysis using the first author’s rat-
ings for the 88 accepted concepts.

Fig. 5 Participant J, concept 1 of 8, similarity ratings: form 1/5, function 1/5, combined 2/10
(low)
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Observations

Figures 6 and 7 plot as functions of participants’ Need for Closure scores, (1) fix-
ation scores for each accepted concept, and (2) mean fixation score of accepted
concepts per participant. A preliminary assessment of this data was performed using
the Goodman-Kruskal gamma test, which assesses the similarity of ranking order
between pairs of observations, not adjusting for ties. Goodman-Kruskal c ranges
from −1 (perfect negative association) to +1 (perfect positive association). We
obtained Goodman-Kruskal c = 0.28 for Fig. 6, which indicates a weak positive
correlation between participants’ Need for Closure and their accepted-concepts’
fixation scores. Goodman-Kruskal c = 0.22 for Fig. 7 indicates a weak positive
association between participants’ Need for Closure scores and their
accepted-concepts’ mean fixation scores.

In subsequent sections, we use the term “participant” to refer to actual partici-
pants of our experiment, and the term “individual” to refer to any given individual
of a population, e.g., when interpreting the results of our ordinal logistic regression
model.

Statistical Analysis

Our statistical analysis included two techniques. First, the Mann-Whitney U
non-parametric statistical test was used to compare (ordinal) fixation scores of
concepts by participants of low versus high Need for Closure (NFC). Second, an

Fig. 6 Fixation scores of
accepted concepts versus need
for closure
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ordinal logistic regression was used to model how participants’ NFC scores affected
their concepts’ fixation scores. Both statistical techniques yielded significant results.

Mann-Whitney U Test

Table 3 shows participants placed in low versus high NFC groups based on their
score, using a mean split. Participants who scored below the mean of 157.24 were
placed in the low-NFC group, and the remaining were placed in the high-NFC
group. We used the mean fixation scores of participants’ concepts to meet the
Mann-Whitney U test assumption of independent samples. In addition, the ordinal
nature of fixation scores did not violate the Mann-Whitney U test assumption of
non-nominal values. The mean fixation scores of participants’ concepts in the
low-NFC and high-NFC groups were 5.90 and 7.56, respectively.

We used a mean instead of a median split as we had 29 participants/data points
and wanted to avoid removing 2 data points. As a non-parametric technique, the
Mann-Whitney U test is also inherently more conservative compared to parametric
techniques. Previously published analyses involving the NFC Scale used both mean
(Holbert and Hansen 2006) and median splits (Kardes et al. 2007).

Fig. 7 Mean fixation scores
of accepted concepts per
participant

Table 3 Mann-Whitney U test groups

Low NFC High NFC

Number of participants, n 16 13

Mean NFC score 142.88 174.92

Mean participants’ concepts fixation scores 5.90 7.56
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The Mann-Whitney U test revealed significant differences in the mean fixation
scores of concepts between participants in the low and high NFC groups
(Mann-Whitney U = 55.5, Z = −2.10, mfixationscore1(high) = 7.56, mfixationscore2

(low) = 5.90, n1 = 13, n2 = 16, p < 0.05, r = 0.39, two-tailed). The effect size was
r = 0.39, corresponding to a medium effect.

We also tested for, but did not find, significant differences in either NFC scores
or fixation scores by gender in our 29 participants (7 female and 22 male). The
female group had a mean NFC score of 160.29 and a mean fixation score of
6.13/10. The male group had a mean NFC score of 156.27 and a mean fixation
score of 6.80/10. A Mann-Whitney U test did not find any differences in NFC
scores between females and males (Mann-Whitney U = 86.5, Z = 0.48, m1(fe-

male) = 160.29, m2(male) = 156.27, n1 = 7, n2 = 22, p = 0.63, r = 0.09, two-tailed).
The effect size r = 0.09 was below the r = 0.10 cutoff for a small effect. Another
Mann-Whitney U test found no significant difference in the mean fixation scores of
participants’ concepts between males and females (Mann-Whitney U = 59,
Z = -0.92, mfixationscore1(females) = 6.13, mfixationscore2(males) = 6.80, n1 = 7, n2 = 22,
p = 0.36, r = 0.17, two-tailed). The effect size of r = 0.17 corresponds to a small
effect.

Ordinal Logistic Regression

As our fixation metric is an ordinal variable, i.e., has two or more ordered/ranked
categories, we used ordinal logistic regression. This regression is used to predict an
ordinal dependent variable given one or more independent variables, and can also
use interactions between independent variables to predict the dependent variable
(McCullagh 1980). We selected participants’ NFC score as the predictor (inde-
pendent) variable and fixation score of participants’ concepts as the outcome (de-
pendent) variable. Fixation scores ranged from 2 (least fixated) to 10 (most fixated).

Because participants produced multiple concepts, our data consisted of repeated
measures. We therefore used generalized estimating equations (GEE) for our
model, which was fitted using PROC GENMOD in SAS 9.1, with further speci-
fications of cumlogit link function and multinomial distribution. Table 4 shows
significant effects for the predictor variable NFC score (log odds ratio = 0.0235,
v2(1) = 4.32, p < 0.05), which is equivalent to an odds ratio of 1.024 (exp
(0.0235)). This means that if an individual’s NFC score increases by 1 unit or point,
there is a 2.4% increased likelihood that a concept by that individual will score a
higher fixation score relative to the contiguous lower fixation score, further

Table 4 Log odds ratio for increase by one in NFC score on fixation score

Log odds ratio 95% confidence interval Wald test

0.0235 0.0035–0.0435 v2(1) = 4.32, p = 0.038*

*p < 0.05
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explained below. We assessed the validity of our model using a likelihood-ratio test
and obtained significance at the 0.05 significance level (v2(1) = 6.24, p = 0.0125).

To further illustrate the above, Table 5 shows the probabilities, obtained from
our model, of a concept from individuals with NFC scores shown as row labels,
achieving fixation scores shown as column labels. For example, the probabilities
that a concept by an individual with NFC score of 42, will be scored fixation scores
of 2 or 3 is 0.327 or 0.466, respectively. If an individual has an increase of one unit
in NFC score (i.e., 42 + 1 = 43), the probabilities of a concept by that individual
achieving fixation scores of 2 or 3 become 0.322 or 0.468 respectively. The odds
for an individual with NFC score of 42 to develop a concept with a fixation score of
3 rather than 2 is 0.466/0.327 = 1.425. Similarly, with NFC score 43, these odds
are 0.468/0.322 = 1.453. Thus, if an individual’s NFC score increases from 42 to
43, the odds of their concept having a fixation score of 3 rather 2 is increased from
1.425 to 1.453, approximately a 2.4% increase. This 2.4% increase is consistent in
different contiguous NFC score comparisons and different contiguous fixation score
comparisons. For example, if an individual’s NFC score increases from 251 to 252,
the odds of his/her concept obtaining a fixation score of 10 rather than 9 increases
by approximately 2.4% or ([0.613/0.086]/[0.608/0.087]).

Table 5 is a subset of the data shown in Fig. 8, a probability distribution plot of
our model, which estimates the probability of a concept by an individual with a
specific NFC score of achieving a particular fixation score. The 9 fixation score
probability curves represent the probabilities of a concept achieving each respective
fixation score outcome. By definition, for each NFC score, the total of each fixation
score probability sums to 1.

We note that curves corresponding to the lowest (2) and highest (10) fixation
scores make intuitive sense. The curve corresponding to Fixation Score 2 (Least
Fixated) show that it is more probable for a lower NFC individual’s concept to
obtain a fixation score of 2, where probabilities range from 0.327–0.003 for NFC
scores of 42–252. Conversely, the curve corresponding to Fixation Score 10 (Most

Table 5 Probability distributions of a concept from an individual with various NFC scores of
achieving a particular fixation score

N
F
C

Probability that concept from individual with NFC score corresponding to row
label would have fixation score corresponding to column label

Sum

2 3 4 5 6 7 8 9 10

42 0.327 0.466 0.091 0.023 0.014 0.037 0.023 0.005 0.011 1

43 0.322 0.468 0.093 0.024 0.015 0.038 0.024 0.005 0.012 1

77 0.176 0.452 0.143 0.042 0.027 0.074 0.049 0.011 0.025 1

112 0.086 0.340 0.171 0.059 0.041 0.126 0.097 0.024 0.056 1

147 0.040 0.206 0.149 0.062 0.047 0.169 0.163 0.046 0.119 1

182 0.018 0.108 0.097 0.047 0.038 0.166 0.216 0.075 0.234 1

217 0.008 0.051 0.053 0.028 0.024 0.120 0.211 0.095 0.411 1

251 0.004 0.024 0.026 0.014 0.013 0.070 0.155 0.087 0.608 1

252 0.003 0.023 0.026 0.014 0.013 0.069 0.153 0.086 0.613 1
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Fixated) shows that it is more probable for a higher NFC individual’s concept to
attain a fixation score of 10, where probabilities range from 0.011–0.613 for NFC
scores of 42–252.

Discussion

We investigated the relationship between engineering-student designers’ Need for
Closure (NFC) score with the degree of fixation to a provided example, on concepts
generated that aimed to reduce shower water-run time.

In the first statistical analysis, participants were divided into two groups, low
NFC and high NFC based on a mean split of their NFC scores. A Mann-Whitney U
test confirmed significant differences between the mean fixation scores of partici-
pants’ concepts in the low versus high NFC groups. Specifically, the high NFC
group had a higher mean fixation score than the low NFC group. Another
Mann-Whitney U test was used to investigate gender effects, but found no signif-
icant differences between mean fixation scores of females’ versus males’ concepts
or NFC scores.

In the second statistical analysis, ordinal logistic regression was used to create a
model of participants’ NFC scores and the fixation scores of their concepts. This

Fig. 8 Probability
distribution plots for fixation
scores
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model showed that an individual’s tendency to fixate on the provided example for
our concept generation problem increased with increased NFC score. Specifically,
an increase by 1 in an individual’s NFC score is associated with a 2.4% increased
chance of a concept by that individual to be rated the next higher fixation score.

While our sample size of 29 participants is admittedly small, our results support
our hypothesis of a relationship between NFC and design fixation, and relate to
differences in design fixation observed by other researchers. For example, Purcell
and Gero (1996) asked mechanical engineering and industrial design students to
develop concepts that assist elderly people in and out of a bathtub, and provided an
Autofit fixating example. Of the Autofit’s 12 detail features, the mechanical engi-
neering students fixated on 8 features (significant difference between experimental
and control groups) while the industrial design group fixated on 3. Purcell and Gero
(1996) note that a potential explanation is “differences in educational processes in
the two disciplines” where industrial design “emphasizes creativity and difference”.
This difference may correspond to educations that attract and/or encourage higher
NFC in mechanical engineers and lower NFC in industrial designers.

Bellows et al. (2013) also found that individual differences in working memory
capacity correspond to different behavior with respect to design fixation. Toh et al.
(2012) inversely related fixation with the number of parts examined during product
dissection, and noted that extraverts examined more parts. Combined with our
results, there may also be a relationship between NFC and introversion versus
extraversion. Different from Toh et al.’s (2015) results of a gender difference in
ownership bias during concept selection, we did not observe statistically significant
difference by gender in either NFC or fixation scores.

We also did not observe a correlation between NFC score and the number of
concepts that participants submitted. Others, e.g., Mayseless and Kruglanski
(1987), showed that high NFC leads to fewer generated hypotheses. We attribute
the absence of this correlation in our work to the fact that past work manipulated
high and low NFC conditions through situational or environmental means, whereas
we measured dispositional (individual) NFC.

In hindsight, we would have had participants complete the concept generation
activity prior to completing the NFC questionnaire, however, we believe that this
would not have a significant effect on our results because of the few number of
questions directly related to concept-generation behavior. Overall, despite our rel-
atively small sample size, the preliminary results are sufficiently promising to
warrant further studies in this direction.

Conclusions and Further Work

We have shown that individual differences in Need of Closure (NFC) may be
potentially used to predict an individual’s tendency for design fixation. In our
present study, participants’ NFC scores were significantly correlated with their
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concepts’ design fixation scores in an intuitive manner; higher NFC scores corre-
sponded to higher fixation scores, and vice versa.

We did not attempt to manipulate NFC environmentally in the present study, i.e.,
by providing different experimental conditions. However, others’ past work,
demonstrating that NFC can be situationally manipulated, points to potentially
individualized interventions to overcome fixation. For example, Mayseless and
Kruglanski (1987) informed participants that reaching firm decisions is an indica-
tion of general intelligence to induce a high NFC condition. Such manipulations
could be explored to examine their effects on fixation.

Finally, other characteristics have been significantly linked to NFC. For exam-
ple, Jost et al. (2003) demonstrated a robust association between NFC and political
orientation, i.e., conservatives have higher NFC. This and other characteristics
could be used as a shortcut to the NFC questionnaire, in estimating individuals’
tendency to fixate, and implementing interventions as required.
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Functional Thinking: A Protocol Study
to Map Modeling Behavior of Designers

Ashwinraj Thiagarajan, Apurva Patel, Steven O’Shields
and Joshua D. Summers

Abstract Function modeling is a tool used to map functional requirements of a
design problem to the solution space. Research has been done on various repre-
sentations and uses of function modeling, however, there is a lack of research on
how designers think about function modeling. This paper presents a protocol study
which was used to analyze modeling behaviors and further the understanding of
how designers create function models and subsequently understand how designers
cognitively process function models. The experimental setup used for the study, the
data collection, and the analysis of participant generated models are provided in this
paper. Preliminary results suggest that designers mostly use forward chaining when
modeling function structures, with some nucleation and almost no backward
chaining. Moving forward, this study will be expanded to include a larger partic-
ipant pool in order to provide substantial evidence for the conclusions.
Additionally, other patterns that exist in designer activity will be explored and
investigated from a cognitive perspective.

Motivation for Research on Functional Thinking

The design process is the intentional transformation or mapping from a problem
space to a solution space. This transformation is performed in stages, such as
problem definition, conceptual design, embodiment, or detailed design (Pahl et al.
2007; Ullman 2010). Function modeling is a tool that can be used during the design
process to relate the knowledge obtained during problem definition, such as
requirements, to the information that is known in the solution phase, the end
product’s function. Functions can be used in the requirement stages to understand
the problem (Albers et al. 2004; Schaafstal et al. 2000), and also in the solution
phase to generate concepts (Ottosson 1998; Hey et al. 2008).
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A typical function structuremodel is a compoundflow chart offunctions andflows,
as shown in Fig. 1. A function is usually the anticipated effect of the component which
helps in guiding, transforming, or regulating a flow of material, energy, or a signal in
the part or system (Pahl et al. 2007). All of these transformations happen inside a
system boundary within which energy and mass are conserved.

At present, there is experimental research to understand functional modeling and
its outcomes (Thomas et al. 2009; Ramachandran et al. 2011; Nagel et al. 2013), but
limited research has been conducted on understanding how these models are being
constructed and used as a solution for design problems. Results from this research
could enhance the use of function structures in academia, by helping improve
student understanding about how designers model and, in turn, promote effective
designs. This paper will use an existing protocol that has been tested and used to
determine whether designers exhibit a certain pattern when using function struc-
tures as a modeling tool (Sen and Summers 2012). Specifically, the outcome of this
experiment will help in understanding the behavior of designers, and how they
construct function structures, in terms of modeling chaining.

Chaining of Function Models

Chaining of a model describes the directionality of the model as it was being
constructed. Three different methods of model chaining can be identified: forward
chaining, backward chaining, and nucleation. The model in Fig. 2 will be used as
an example to demonstrate the three types of chaining discussed in this paper.

Forward Chaining

Forward chaining is a technique that generates the model from the known inputs to
the desired outputs. For example, if the model in Fig. 2 was generated using

Fig. 1 Function model for a hair dryer from the design repository (http://repository.
designengineeringlab.org/)
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forward chaining, the elements would be added such that the left most element
(E.E.) would appear first, with the subsequent elements being added from left to
right. As such, the source for a function is always added before the function itself,
and the sink for the function always follows the function. A source is the element
that serves as an input, whereas a sink is the element that acts as the output. This
source-sink relationship can be graphically represented in a topology graph. An
example of the topology graph for forward chaining is shown in Fig. 3.

In Fig. 3, the element, number chronologically, are shown on both axes, and the
sources and sinks identified for each element are graphed. For a forward chaining
model, the line connecting the sources shows a positive slope.

Backward Chaining

Backward chaining is done in the reverse order compared to forward chaining, with
the final output being added first and the initial input being added last. In backward
chaining, the sink for the function is always added before the function, and the
source for the function is always added after the function. A general topology graph
for backward chaining can be seen in Fig. 4.

As shown in Fig. 4, the line connecting the sources shows a wave form instead
of a positive slope. This is indicative of backward chaining because it shows that
the sinks to an element are added before the sources.

IMPORT 
ENERGY

CONVERT 
E.E TO M.E

TRANSFER
ENERGY

E.E E.E M.E M.E

Fig. 2 Sample model used to generate general graphs for comparison
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Fig. 3 General topology graph for forward chaining
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Nucleation

Nucleation of a model occurs when most central, or the element carrying the most
information, is added to the model first and the rest of the model is nucleated from
there. In other words, nucleation uses both forward and backward chaining as
needed. For example, if Fig. 2 was generated using nucleation, the “Convert EE to
ME” function (block) would be added first, the input (E.E.) and output (M.E) flows
for that function second, the functions associated with those flows next, and so on.
A general topology graph for nucleation can be seen in Fig. 5.

As shown in Fig. 5, a topology graph for nucleation can described as a com-
bination of the forward chaining and backward chaining topology, a wave form
moving along a line with positive slope. Previous research showed that designers
use forward chaining and nucleation for function modeling of novel design prob-
lems. Backward chaining and nucleation were generally used for reverse engi-
neering (Sen and Summers 2012).

Pilot Protocol Study

A protocol study was conducted by Sen and Summers (2012) and Sen et al. (2010)
to understand the modeling behaviors of designers using function modeling. The
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pilot examined two participants, with varied background in design experience and
with different years of design experience. The same design problem was given to
both the designers, and their activities were recorded and coded. Findings from the
pilot study suggested that a pattern may exist in how designers use function models.
Observations from the study show that forward chaining and nucleation were pri-
marily used for construction of the models. Additionally, the more experienced
designer was recoded using nucleation more often than the novice designer.

As this study only used two participants, statistically significant conclusions
cannot be drawn from the results. However, the data analysis methods developed
for this study can be useful. An inter rater reliability test was conducted on the
protocol and results suggest that the coding process was reliable.

The pilot study conducted by Sen and Summers (2012) and Sen et al. (2010) was
the genesis of this research. The gaps identified in the pilot study lead to the
following research questions:

1. “Are there any patterns in designer’s modeling behaviors when using function
modeling for novel design problems?”

2. “Do designers use forward chaining predominantly while they model a novel
design problem?”

Experimental Setup

This research employs a protocol study approach to achieve the research deliver-
ables. Four main factors were considered for this protocol study: the design
problem, participant selection, mode of data collection, and the coding scheme. The
following sections will discuss the study structure and coding scheme followed.

Design Problem

The design problem used for the study must be clear, concise, and feasible for
artifact production and should be similar across cultures (Fraenkel and Wallen
1993). As this study is in the context of generative design, the problem focuses on a
new product. However, the fundamental principles should be familiar to the
engineer. This ensures that the participants are familiar with the domain and the
models they generate are useful.

The problem given is a combination automatic ironing and folding machine,
which has been adapted from prior research (Sen and Summers 2012). The problem
satisfies the previously explained constraints of clarity, conciseness, significance
and similarity over all cultures:

Design an automatic clothes-ironing machine for use in hotels. The purpose of
the device is to press wrinkled clothes as obtained from clothes dryers and fold
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them suitably for the garment type. You are free to choose the degree of automa-
tion. At this stage of the project, there is no restriction on the types and quantity of
resources consumed or emitted. However, an estimated 5 min per garment is
desirable.

Participant Selection

The eight volunteer participants of this study were all graduate students from
Clemson University with equivalent or comparable experiences and education.
Each of the participants was required to answer a questionnaire that ensured they
had sufficient design experience and expertise with function modeling to be
observed for the research. All participants had taken the graduate level course in
design methods and had design experiences ranging from two to five years.

All the participants were subjected to same environment and same time of the
day to maintain consistency. The participants were not asked to complete the model
in a set amount of time, however, it was anticipated that 45 min would be a
sufficient amount of time for the actual modeling activity. The volunteers were told
the following before the start of the experimental session:

1. They were to use function structures to address the design problem.
2. There would be no time limit to develop the model.
3. They were going to be videotaped by two different cameras.
4. They may read the problem statement and ask any clarification questions.
5. They may revisit the problem statement during modeling as needed.

Data Analysis Through Video Encoding

The selected method to capture the behavioral information without interfering with
the designers while they model was through video recording. The experimental
setup used for each participant included a dry-erase board and a tray, which con-
tained dry-erase markers and erasers. Cameras were consistently placed in two
different locations to capture all pertinent data whether the participant was right or
left handed.

Coding and Steps to Code

Once the experiment was conducted, the aim was to record every activity of the
designer and assign them with a code. Coding was carried out for the following
three components of the activity.
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1. Element coding—used to code the element first.
2. Activity coding—used to code the activity of the designer.
3. Topology coding—used in identifying how elements were connected while they

were added.

Overall, there are six steps to encode designer behavior into element, activity,
and topology coding. Detailed coding steps can be found in the “Appendix”.

Element Coding

The previous study by Sen and Summers (2012) and Sen et al. (2010) identified the
various elements that are used in modeling and tabulated them. An alphabet code
was assigned to the most frequently used elements. The goal of element encoding is
to capture the type of element being used by the participant. Table 1 gives all the
codes used along with their definition.

Figure 6 gives a pictorial representation of all the elements used in a model
along with how to identify the elements.

Activity Coding

Activity coding allows for the modeling activities of the designers to be more easily
compared between designers. The pilot study in Sen and Summers (2012) and (Sen
et al. (2010) helped show that there was a set of basic activities that were carried out
by the designers while they modeled the product. These activities are given
abbreviated codes, which can be used to identify the activity they carried out. The
goal of activity coding was to gather all the information regarding which elements
was added or deleted along with the time of action. All the codes and the definition
associated with the code are given in the Table 2.

Table 1 Element coding scheme

Element Code Definition

Block B A rectangle typically used to represent a function in the model.
Incomplete definitions such as rounded edges or open corners will be
included

Block
text

BT Text written within a block, indicating the name or description of the
block

Edge E An arrow, including its stem and its head, attached to a block or not,
typically use to represent flows in the model

Edge
text

ET Text written above, below, or beside an edge, indicating a name or
description of the flow

Note N A textual or symbolic expression that is not an ET or a BT
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Topology Coding

In this coding scheme, elements were numbered depending on how they were
connected to other elements while being created. A source and a sink was identified
for each element based on when the element was added in the model. Figure 7
shows a table of topology coding of P7 model. In Fig. 7, the first column under
topology shows the source of the element, and the second column shown the sink.
If the element is not connected to either a source or a sink at the time of addition,
then the respective column under topology is left blank. If the environment is acting
as the source or sink for the element, then a zero-value is used. Encoding the model
in such a topology enables the future recreation of the model, in the sequence that
the model was created by the designer.

Coding Scheme Inter-rater Reliability

An inter-rater reliability test was conducted for the element coding and activity
coding processes using Cohen’s kappa. If the kappa value is greater than 60%,
agreement is considered substantial, whereas a kappa value of 80% or higher can be

IMPORT 
ENERGY

E.E E.E

Note 
Edge Block Block

Text

Have to import 
energy into the 
system

Edge
Text

Fig. 6 Description of all the elements used in the model and coding scheme

Table 2 Activity coding scheme

Activity Code Definition

Add element A To add a new element into the model

Delete
element

D To delete an element from the model. Partial deletion will be
considered a full deletion

Edit element E To make changes to an existing element. It could mean a simple
change in route or arrow or the text on or in an element

Read problem
stmt.

PS To interact with the given design problem and instructions, while not
doing A, D, or E

Pregnant
pause

Blank To take a pause for more than two second
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considered high agreement (Cohen 1960). For element coding, the average agree-
ment between raters was found to be 96%, while the average agreement for activity
coding was found to be 83%. Both kappa values suggest that the coding method is
robust and yields a high agreement.

Protocol Study Results: Total Count of Variables

The activity of all the designers were coded according to the steps previously
discussed. The data collected from the function modeling activity for each partic-
ipant included activity coding, element coding (combined with topology coding),
and time stamps. An activity graph was then generated to plot participant actions on
a time sequence. The final model and the chronologically numbered element
identifier (ID) are also stored for future use.

As shown in Table 3, the number of blocks and block texts are always equal
each participant, while the number of edge and edge text are not. For P1, P2, P6,
and P7, all four elements are equal which mean all the flows and the blocks were
labeled. The number of edge text was always less than that for edges, except for P1
where the edge text was larger in number than edge. For P1, there are sixty edge
text as compared to 43 edges. The model for P1 had two or more edge text for an
edge in several instances, causing the increase in number of edge text when
compared to edges.

The level of detail of the function structure can be associated with the total
number of the functions and flows. The maximum number of block and block text
was 15, whereas the maximum number of edges was 43. A review of the numerical
results and each function model showed that P1 had the most detailed function
structure of the participant pool in the protocol study. Conversely, the model for P6
was the least detailed with four block and block text, and twelve edges and edge
text. The model in P8 has less edge text than P6, however, P8 drew color-coded
edges with a legend.

Fig. 7 Example for topology
coding
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The average difference between the edge and edge text is 15.25 and the
occurrence of edge is 3.7 times more likely than edge text. This suggests that
designers gave more importance in writing the function and block text instead of the
flows as every block was labeled with a block text. This result contradicts the
claims found in the previous pilot study and suggests that the designer gives more
importance to labeling the functions when compared to flows.

A sign test was conducted to evaluate the differences between block and block
text. The sign test showed no significant differences between block and block text
as the number of blocks was always equal to the number of block text. For brevity,
this test result is not presented here. A similar test was conducted to see the relation
between the edge and edge text. The sign test hypothesizes that the median of
differences between the edge and edge text will be zero. Table 4 shows the dis-
tribution of the signs across all the eight participants.

The sign test (Table 5) suggests there is no strong evidence to prove that the
difference between edge and edge test is not equal to zero, as the total number of

Table 3 Number of block,
block text, edge, and edge text
for each participant

Participant Element name

B BT E ET

P1 15 15 43 60

P2 11 11 31 31

P3 7 7 20 6

P4 11 11 19 9

P5 5 5 21 16

P6 4 4 12 12

P7 8 8 13 13

P8 12 12 25 3

Total 73 73 184 150

Average 9.125 9.125 23 18.75

SD 3.758 3.758 10.128 18.683

Variance 14.125 14.125 102.571 349.071

Maximum 15 15 43 60

Minimum 4 4 12 3

Table 4 Sign test for E-ET E ET E-ET SIGN

43 60 −17 “−”

31 31 0 “+”

20 6 14 “+”

19 9 10 “+”

21 16 5 “+”

12 12 0 “+”

13 13 0 “+”

25 3 22 “+”
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positive difference is four. There should be a difference of at least 5 between edge
and edge text to be considered significant.

Since the sign test neglects the number and takes into consideration only the
sign, information could be lost. To avoid this, a signed rank test is conducted to
check for the same difference between edge and edge text. Table 6 tabulates the
result for the signed rank test.

The signed rank test shows that the test statistics value of four is less than the
critical value required for this test of five. Therefore the test suggest that the null
hypothesis be rejected which suggests that the difference is not zero and there is
evidence to show that the edge occurs more than edge text.

Function Modeling Activity Coding Discussion

After examining the results, it can be concluded that the blocks are always labeled
by a block text. However, only 81.5% of edges are being followed by edge text.
This result suggests that the conclusion in the previous study (Sen and Summers
2012; Sen et al. 2010), that flows are perceived as more important than functions,
may not be correct. To help understand the difference from the results of this
research from that of the previous research, other patterns such as pauses and the
activity around the pauses may need to be investigated before concluding if

Table 5 Sign test results for
E-ET

Frequencies N

E-ET Negative difference 1

Positive difference 4

Zero 3

Total 8

Table 6 Signed rank test for
E-ET

E ET E-ET Sign Abs
value

Rank Signed
rank

43 60 −17 “−” 17 4 −4

31 31 0 N/A

20 6 14 “+” 14 3 3

19 9 10 “+” 10 2 2

21 16 5 “+” 5 1 1

12 12 0 N/A

13 13 0 N/A

25 3 22 “+” 22 5 5

Positive 11

Negative −4
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functions are more important. Also, since quality of the solution was not expected
from the designers, there is a possibility that not all of edges are labeled with an
edge text.

Results for Chaining and Participants’ Graphs

Each participants’ activity and topology coding is shown. A chaining graph is then
presented and can be compared with the general graphs. In comparing the general
trend followed by P1 (Fig. 8) and the general graphs on forward, backward, and
nucleation chaining, P1 relied on forward chaining. P1 also used nucleation
chaining in 13 other instances. There was no evidence of backward chaining found
in the model created by P1.

Similar topology graphs were created for the remaining seven participants.
However they are not presented here for brevity. A summary of the model chaining
results is presented in Table 7.

As shown in Table 7, most of the participants spend the bulk of their time using
forward chaining to generate the model. P3 and P8 roughly used a third of their time
doing nucleation, but the rest of the time was dedicated to forward chaining, and no
backward chaining was seen. P7 had the highest amount of time spent in backward
chaining at 10.4%. However, no nucleation was performed by P7 resulting in the
majority of the time being spent forward chaining.

Activity Graph

The chaining of the function model showed that there is a pattern with designers
using function models. Therefore, the similarity of the activities between designers

0 

20 

40 

60 

80 

100 

120 

140 

160 

1 7 13 19 25 31 37 43 49 55 61 67 73 79 85 91 97 10
3

10
9

11
5

12
1

12
7

13
3

El
em

en
ts

  

Elements 

source

sink

Fig. 8 Topology graph participant 1

350 A. Thiagarajan et al.



should also be investigated. In order to compare the participants, activity graphs
were plotted for each participant. The activity graph for participant 1 can be seen in
Fig. 9.

As seen in Fig. 9, the activity graphs were plotted with the duration of the
modeling activity on the X-axis and the number of elements on the Y-axis. The
variables plotted on the activity graph were the count of elements added or deleted,
and the count of elements edited. The activity graphs for the remaining participants
are not included for brevity. A summary of the observations from the activity
graphs is provided in Table 8.

As shown in Table 8, besides participant 6, all participants generated the bulk of
their model in the first two-thirds of the modeling time. The second and the final
third mainly consisted of model refinements and some additions.

Table 7 Model chaining results for all participants

Participant Forward chaining Backward chaining Nucleation

P1 89.6 0.0 10.4

P2 86.2 1.1 12.8

P3 72.5 0.0 27.5

P4 93.9 0.0 6.1

P5 85.7 0.0 14.3

P6 90.6 3.1 6.3

P7 89.6 10.4 0

P8 65.6 0.0 34.4

Average 84.2 1.8 14.0

Legend Greater than 50% Between 10 and 50% Less than 10%

Fig. 9 Activity graphs for P1 plotted against the duration of the modeling activity
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Conclusions and Future Work

The figures from the element and activity analysis of the function model designers
assisted in answering the two research questions posed in this paper. There are
sufficient data to draw at least suggestive inferences. Results from these research
questions are further discussed.

Are there patterns in designers using functional modeling as a design tool?
In reviewing the final models created by the participants, whenever a block was

created in a function model, it also had an associated block text; however, not every
edge had an associated edge text. With the exception of P1, the number of instances
of edge text was always less than or equal to the number of edges. P1 had instances
where multiple edge texts were associated with a single edge. This pattern also
shows that the experience of the designer, though being similar, did have different
results in the way the designer modeled the product.

Using the activity graphs, it can be pointed out that the designer adds much of
their detail during the initial phases of modeling when compared to the later stages
of modeling. The editing of elements also occurs predominantly towards the fin-
ishing stages of modeling.

Table 8 Observations from the activity graphs

Time 0–33% (time) 33–66% (time) 66–100% (time)

P1 33:00 11:00 22:00 33:00

Larger addition Fewer additions and larger
pauses

Edits and addition

P2 18:00 06:00 12:00 18:00

Larger addition Larger addition and
intermittent edits

Edits and addition

P3 07:00 02:20 04:40 07:00

Larger addition Larger pauses fewer addition Larger pauses fewer
addition

P4 07:00 02:20 04:40 07:00

Larger addition Larger addition and pauses Edits and addition

P5 15:00 05:00 10:00 15:00

Larger addition Larger pauses fewer addition Addition

P6 06:00 02:00 04:00 06:00

Comparatively fewer
addition

Comparatively fewer
addition

Comparatively larger
addition

P7 24:00 08:00 16:00 24:00

Pauses and addition Larger addition Larger pauses fewer
addition

P8 14:00 04:40 09:20 14:00

Larger addition Comparatively fewer
addition

Comparatively fewer
addition
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Is forward chaining predominantly used?
Based on the topology observations, between eight participants, 84.2% of their

time in the function modeling process was used for forward chaining, while only
1.8% of the duration was used for backward chaining. There were instances where
the designers used nucleation in their modeling (an average of 14%), but it was not
greater than forward chaining in any case. Therefore, it can be concluded that these
participants used forward chaining predominantly.

Existing research on determining an ideal method to use function structures as a
tool could help in directing further research towards the components of function
structures (flows or functions). This future research could help explain whether
designers perceive functions or flows as the major role in modeling. Moreover, if
patterns exist with how designers perceive the components of function modeling,
this can aid in improving existing tools for teaching function models to students as
well as develop new tools that help students better apply their function modeling
knowledge.

Appendix: Steps to Encode Video Data

There are six steps to be followed to code the designer’s activity and they are
explained in detail in the section below.

STEP 1: Run the video of the participant throughout to check which camera
angle is best suited for the coding. Choose the best suited camera angle for coding.
This could be different camera angle to avoid ambiguity while coding. The tools
required for this step would be a video player that can be control the play back
speed. The entire selection of video is subjective because the angle that one coder is
comfortable is may not be easier for the other coder. So, the choice of the angle of
the video could be according to each rater’s comfort (Figs. 10 and 11).

STEP 2: Reproduce the final function structure or use the final picture of the
functions structure to mark the elements in chronological order. In this stage there
should be no ambiguity as the structure is exactly reproduced for the coding. The
original function model is shown in Fig. 12 and the digitally reconstructed model is
shown in Fig. 13.

STEP 3: Label all the elements using an element identifier in a chronological
manner. In the Fig. 14, assuming the model is generated using forward chaining,

Fig. 10 Angle 1 from video
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the element ID is given to according to which elements are added first. If the edge is
added first label is with element ID “1” and label the next element added as “2” and
so forth. This information will be used to populate the element coding sheet in
excel.

STEP 4: Use element coding and give the elements their respective element
coding. Connect this information to the element ID (Table 9).

Fig. 11 Angle 2 from video

Fig. 12 Raw model

Fig. 13 Reconstructed model

Fig. 14 Element Id numbering
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STEP 5: Re run the video to focus on the activity of the designers. In this step,
use the activity coding to code the activity of the designers. In addition, give time
stamp to the activity too. Running the video at half speed has been found to have a
good balance between efficiency and accuracy. This is also done to make sure that
there is two or more seconds in pause in activity, which could be considered as a
pause. Once the activity sheet is populated, it will look like Fig. 15.

STEP 6: Run the video for another time to take in details for topology of the
function structure. Enter it into the topology chart in the element id sheet, which
would say how that element was connected to the other element. This topology is
going to be considered as soon as the element was added rather than in the end of
the model. So the source or the sink of the element could be environment which is
denoted by zero. A sample sheet is shown in the Fig. 16.

Table 9 Element coding for the model

ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14

CODE E B BT ET E B BT ET E ET B BT E ET

Fig. 15 Example of an activity coding sheet
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To Copy or Not to Copy: The Influence
of Instructions in Design Fixation
Experiments

Luis A. Vasconcelos, Chih-Chun Chen, Eloise Taysom
and Nathan Crilly

Abstract Design fixation experiments often require participants to solve a design
problem whilst being exposed to an example solution and instructions for how to
treat that example. However, little is known about the influence of such instruc-
tions, leading to difficulties in interpreting results and understanding how the
introduction of examples affects idea generation. In our experiment, participants
were all provided with the same design problem and example solution, but were
presented with different instructions, ranging from strongly encouraging copying
the example to strongly discouraging copying. Analyses of participants’ work
indicated that only the instructions encouraging copying had an effect. When
encouraged to copy, participants tended to only copy the structural features of the
example rather than the underlying concept. By contrast, the number of features
copied was not reduced when participants were discouraged from copying. These
findings suggest that there are subtle interactions between instructions and stimuli
that influence design fixation.

Introduction

Inspiration is vital to creative design. This has driven design researchers to conduct
many studies into inspiration, for instance to find out what materials inspire
designers (Gonçalves et al. 2014), how designers achieve inspiration (Zhao 2013),
and how inspiration can improve designers’ performance (Eckert 1997). Many of
these studies have observed the use of external stimuli during idea generation, and
have reported that whilst external stimuli can assist idea generation, they can also
hinder it. This detrimental effect of inspiration is described in the design literature as
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‘design fixation’ (Jansson and Smith 1991). Design fixation was originally studied
in situations where the stimuli represented possible design solutions to the problem
that was being addressed. It is often measured in the solutions that the designers
propose according to the repetition of features from the stimuli that the designers
see (Jansson and Smith 1991; Cardoso and Badke-Schaub 2011; Dahl and Moreau
2002; Linsey et al. 2010; Purcell and Gero 1996; Youmans 2011a, b). Although
reproducing the features of good designs might be beneficial or efficient, the
researchers have found that repetition is still present when the stimuli contain
flawed inspiration sources, which they had thought designers would identify and
avoid (Jansson and Smith 1991; Linsey et al. 2010; Youmans 2011b).

In general, fixation research suggests that blindly copying features from stimuli
is harmful to idea generation, and therefore to the design process itself. As such,
some studies have incorporated constraining textual instructions into the stimuli
given to participants, to prevent them from copying features. However, the efficacy
of the instructions seemed to vary across different accounts: they were effective in
some cases (Chrysikou and Weisberg 2005; Yilmaz et al. 2010) and ineffective in
others (Jansson and Smith 1991; Perttula and Sipilä 2007). Thus, it is still uncertain
how textual instructions can influence the copying behaviour, and this uncertainty
might be attributed to different factors. For instance, people may tend to overlook
instructions presented along with example material (LeFevre and Dixon 1986), they
can interpret the instructions in different ways if instructions are not strict, or
wonder why they are being exposed to the stimuli and change their idea generation
process accordingly. Whatever the reason might be, it is important to understand the
relevance of the instructions provided to designers as part of the inspiration
material. Methodologically, this would help in determining how fixation studies
should be conducted and the results interpreted. More practically, it would also help
to better understand how stimuli should be presented in software tools that aim to
help idea generation by providing external stimuli to designers, and in other con-
texts in which designers are stimulated with examples (for such tools, see
Chakrabarti et al. 2005; Linsey and Wood 2008; Vattam et al. 2011).

In order to better understand the influence of instructions on idea generation, we
conducted an experiment in which participants in different treatment conditions
were provided with the same design problem and the same stimuli, but the
instructions they were given with respect to that solution differed between the
groups. In reporting on that experiment we offer insights that are useful for inter-
preting the existing inspiration and fixation studies, and for designing new ones.
These insights are also relevant for considering how inspirational material might
best be presented to designers outside of experimental contexts, for example where
computer tools are used to index and retrieve inspirational material.
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Inspiration, Fixation and the Introduction of Inspiration
Sources

Design researchers have been studying many different aspects of the inspiration
process, including properties of the inspiration sources (e.g. quantity of sources)
and aspects of the design process (e.g. total time available) (Sio et al. 2015). One of
the stimuli characteristics that has been studied is whether good and bad examples
would be copied indiscriminately. Researchers wanted to know whether designers
would fixate on the examples they see and would copy them to some extent,
irrespective of their quality. Indeed, a series of studies has found that participants
still replicated features from previous examples even though they were flawed
(Jansson and Smith 1991; Linsey et al. 2010; Youmans 2011b; Chrysikou and
Weisberg 2005; Perttula and Liikkanen 2006; Viswanathan et al. 2014). To
counteract this indiscriminate replication, some studies have tried warning partic-
ipants about the flaws in the examples (Jansson and Smith 1991; Chrysikou and
Weisberg 2005; Viswanathan et al. 2014), while others have tried instructing
participants not to copy the examples (Perttula and Sipilä 2007; Smith et al. 1993;
Yilmaz et al. 2010). Considering these two approaches, Chrysikou and Weisberg
(2005) found that warning participants of flaws in the examples was not enough;
they had to be told to avoid repeating those flaws. Yilmaz et al. (2010) also reported
telling participants not to reproduce the examples and found that feature repetition
was reduced. Conversely, Jansson and Smith (1991) and Perttula and Sipilä (2007)
found fixation effects even when participants were instructed to avoid using features
from the examples provided. As such, surveying the published literature reveals
conflicting results relating to the use of instructions when providing stimuli to
designers.

Whilst many variables have been manipulated in fixation experiments, and some
studies have already tested the effectiveness of using textual instructions to some
extent, the way the stimuli are introduced in such experiments has not yet been
studied systematically. Such stimuli introductions can typically be divided into two
components: a descriptive statement on what the stimulus is (e.g. “here is an
example solution”) and a prescriptive instruction for how the stimulus should be
used (e.g. “don’t copy its features”). Currently, the stimuli introductions (i.e.
descriptions and instructions) given to participants vary from study to study. For
instance, participants have been told that the example should be considered a
solution for the given problem (Linsey et al. 2010), that it was provided to help
them get started (Dahl and Moreau 2002), that it was there to raise thoughts
(Liikkanen and Perttula 2010), and that it should be used to awaken thoughts but
should not be reproduced (Perttula and Sipilä 2007) (also, sometimes the studies do
not report how the stimuli were introduced). Such variation in the way the stimuli
are provided can be attributed to a lack of agreement across studies about which
‘real world’ situation is being simulated (e.g. contexts in which examples are
accidentally seen, intentionally searched for, or already known). Regardless of the
reason, the variation in the way copying is encouraged or discouraged makes it
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difficult to know to what extent the design work is being influenced by such
instructions. It could even be possible that designers will incorporate features from
the examples provided irrespective of how constraining the instructions provided to
them are.

To investigate the influence of stimuli instructions on idea generation, Smith
et al. (1993) did an experiment in which participants were asked to either conform
to or diverge from the example solutions provided in a creative task. Some par-
ticipants (group 1) were told that the examples were great ideas previously created
for that task, and that participants should create ideas like those whilst not copying
them exactly. Other participants (group 2) were told that the examples restricted
people’s creativity, and that participants should create ideas that were different to
the examples. Finally, other participants (control group) were given the same
examples but without any instructions. It was found that when compared to the
ideas generated by participants in the control group, those in group 1 and in group 2
generated more ideas containing features from the examples and that groups 1 and 2
were not different in this respect. Based on these results, the researchers proposed
that the participants did not conform to examples because they had assumed that
they should; they conformed because they could not forget the examples that they
had seen. However, the instructions used in the experiment were not strict (i.e. they
suggested how ideas should be created, but did not forbid or require the use of
features from the examples, allowing participants to interpret the information in
different ways) and both the description of the stimuli and the instruction for their
use varied between groups, making it difficult to infer the influence of each piece of
information in isolation. We believe that a different experimental setup could
provide research with more data, complementing the results previously found and
helping the field to clarify the influence of the textual instructions used in
experimental research and professional design practice. To investigate this, we
designed and conducted an experiment to find out the effects of instructions in
design inspiration and fixation, be the instructions neutral or either—slightly or
very—encouraging or discouraging.

Methodology

Objective and Hypothesis

This experiment investigates how textual instructions accompanying external
inspiration sources can shape the design work of the participants. In particular, we
hypothesise that instructions provided along with external sources will not influence
the ideas that participants generate.
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Experimental Method

Participants were randomly allocated to different experimental conditions. They
were verbally asked to be creative and to design, individually, as many ideas as
possible to a given problem. They were also asked to sketch and describe in writing
their ideas on sheets of paper. Except for a control group that designed without any
stimuli, all other experimental groups received a sketch of one example solution and
a description of what the sketch represented. These stimulated groups received
instructions for the use of features from the example, and these instructions varied
with respect to how constraining or encouraging they were (see the materials
section for the complete instructions). Finally, the authors assessed the participants’
ideas to evaluate the influence of the instructions on the level of fixation
demonstrated.

Participants

One hundred and sixty-eight first-year students in Engineering from the University
of Cambridge, UK, were assigned to six experimental groups (n = 28).
Participation in the experiment was part of the students’ education, and was aimed
at collecting data that could later be used to introduce them to the concept of design
fixation. No demographic data was collected from the participants, but as first year
undergraduate students they were broadly similar in age and design experience,
drawn from a cohort with a male-female ratio of 3:1.

Task and Problem

The participants were told to solve the following problem. “Bicycles are a popular
mode of transportation and recreation for many people. While growing up, a person
might go through a series of ever-larger bikes, sometimes having several models,
one after the other. However, having several bikes can be a problem for many
reasons. Your task is to generate as many ideas as possible to eliminate the need to
have multiple bikes as people grow up.”

This problem was selected because it was expected to satisfy the following three
criteria. First, it was unlikely that the participants had designed solutions to it
before, although they were likely to have experienced the situation described in the
problem previously (i.e. while growing up, they probably had multiple bikes),
therefore helping their understanding of it. Second, the problem could be solved in
many different ways, with many different underlying principles being applied, thus
leaving enough room for creativity. Finally, both the design brief and the potential
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ideas held a low level of complexity, thus being suitable for a quick experiment
fitting with the constraints of the course.

Procedure (Overview)

The experiment took place in a large lecture theatre with all the participants present.
During the first 5 min, the participants listened to an oral explanation about the
activities to follow and received all the material they needed. Participants in the five
stimulated groups (SGs) received the design brief, the inspiration source, and blank
sheets of paper, whilst participants in the control group (CG) received the brief
without any inspiration source. Then, the participants were asked to think of ideas
for 3 min without actually committing any designs to paper (because different
participants had different materials and content, this ensured they all had enough
time to read all the materials and start developing some ideas). Finally, for the
remaining 10 min, all participants individually generated as many ideas as possible
in silence, ideally including both a sketch and a written description for each idea.

Materials

All participants received the same design problem written on an A4 sheet, as well as
blank A4 sheets to sketch and annotate their own ideas. Except for the participants
in the control group, all participants received one additional sheet with an example
solution, i.e. an annotated sketch of a bike (Fig. 1).

The example solution was preceded with the description: “Below is an example
of how you should present your ideas (i.e. annotated sketches)”. This description
was either immediately followed by an instruction regarding the use of features
from the examples (constraining or encouraging) or by no instruction whatsoever.
The instructions for the different experimental groups are listed below against a
code for each experimental group.

• SG−2 (strictly forbidding): “make sure you do not use features from this
example in your own work”.

• SG−1 (constraining): “avoid using features from this example in your own
work”.

• SG0 (neutral): no instruction was given.
• SG+1 (encouraging): “consider using features from this example in your own

work”.
• SG+2 (strictly requiring): “make sure you use features from this example in your

own work”.
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Analysis

The assessment of the participant’s ideas was conducted by the first three authors of
this study, with backgrounds in design, computer science, and mechanical engi-
neering respectively. Initially, the three evaluators agreed on the metrics to be
included in the analysis. After that, the three evaluators analysed the design work of
a random experimental group together in order to agree on the assessment method,
ultimately reaching a consensus with respect to how to interpret and assess the
ideas. Finally, each of the evaluators individually judged a subset of the remaining
ideas. If any evaluator had trouble judging an idea, this idea was then discussed
collectively. This interactive assessment method was intended to offer a reliable
analysis of the ideas; but because there was no redundancy in the assessment, no
inter-rater agreement could be calculated. We considered ‘one idea’ either to be a
sketch or a written description (usually both) that presented an understandable way
to solve the problem. Participants often generated more than one idea, but in some
cases all ideas could be considered as one, particularly when the idea was a bike.
For instance, if the ideas could all be incorporated onto the same bike without
interference, then they were considered as a single idea. Conversely, if there were
two or more ideas for the same bike component (e.g. frame, wheel, handle bar),
then they were considered to be distinct ideas.

Fig. 1 Example solution provided to participants along with the following description. “A
modular bike with parts of various sizes that can be connected and swapped to fit people with very
different heights. Apart from the socketing parts and expansible/contractible wheels, the angles
between tubes can also be modified in specific joints”. The sketch used is a modification of the
ECO 07 Compactable Urban Bicycle (ECO 2015)
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The metrics used in the assessment were ‘idea fluency’ and idea ‘repetition’. Idea
fluency is the total number of ideas generated, also called ‘quantity’ elsewhere
(Shah et al. 2003). Idea repetition might happen in different levels, for instance, the
repetition of idea types, conceptual features, or structural features. With respect to
the idea type, we divided the ideas into two broad categories: bike and non-bike
ideas, thus by designing a bike the participant would be repeating the idea type.
With respect to their conceptual features, we also divided the ideas into two cat-
egories: modular or non-modular ideas, thus by designing a modular idea the
participant would be repeating the conceptual feature. Finally, we examined the
incorporation of structural features in the participants’ ideas. These features were
intentionally included into the example design in order to permit a measure of
fixation. There were five structural features: swappable components to change bike
size; frame joints (lugs) that act as sockets for the tubes; wheels with bendable
spokes; an hourglass-shaped frame; and a saddle that cannot be adjusted in height
directly.

Eight participants (4.8%) either did not generate any idea or generated ideas that
could not be interpreted by the authors; the results from such participants were not
included in our analysis. The adjusted number of participants per experimental
group is indicated in the following section.

Results and Discussion

Idea Fluency

Instructions had no effect on the number of ideas generated. The data did not satisfy
the assumptions for a standard ANOVA, therefore a non-parametic Kruskal–Wallis
test equivalent to a one-way ANOVA was implemented instead. The results show
that the number of ideas generated did not vary significantly across the five stim-
ulated groups (SGs) (H(4) = 2.63, p = 0.62). However, there is a significant dif-
ference in the idea fluency between participants in these groups and those in the
control group (CG) (H(5) = 18.27, p < 0.01), with participants in the control group
generating a greater number of ideas. Additionally, although the majority of par-
ticipants in the stimulated groups had an idea fluency of 1, participants in the
non-constraining groups (SG, SG+1, and SG+2) had a higher frequency of fluencies
greater than 1 (i.e. more participants in those groups generated more than one idea).
However, this difference was not shown to be significant (X2(4) = 19.85, p = 0.47).
A significant difference in the frequency of idea fluencies was found between the
stimulated groups and the control group (X2(5) = 55.38, p < 0.001), with partici-
pants in the control group having a higher frequency of fluencies greater than 1.
Table 1 shows summary statistics for these results.
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These results reveal that the idea generation rate was not influenced by how
encouraging or constraining the instructions were. However, the presence of an
example design affected idea generation: designing without exposure to stimuli
resulted in more ideas being generated, which we interpret as a benefit of isolation
from examples. This effect is consistent with other studies in which seeing an
example caused reduction in the idea fluency (Linsey et al. 2010), although studies
have also reported an increase in the idea fluency as a result from external stimu-
lation (Purcell and Gero 1992) or even no effect at all (Jansson and Smith 1991).
Finally, we should mention that although all groups were asked to present their
ideas with both sketches and textual descriptions, the control group produced many
ideas that were presented only in text. Thus, it is possible that the control group
created more ideas because they did not spend their time sketching every idea.

Repetition of the Idea Type

Instructions had no effect on the number of bike ideas. The data did not satisfy the
assumptions for a standard ANOVA, therefore a Kruskal–Wallis test was imple-
mented instead. The results show that the number of bike ideas generated did not
vary significantly across the five stimulated groups (SGs) (H(4) = 2.98, p = 0.56),

Table 1 Summary of ideas generated per participant and ideas frequencies across groups

Generated ideas SG−2 SG−1 SG0 SG+1 SG+2 CG

Mean (and SD) for the
number of ideas per
participant

1.50
(1.27)

1.30
(0.61)

1.48
(0.49)

1.41
(0.56)

1.54
(1.10)

2.39
(1.31)

Range of ideas per
participant

1–6 1–3 1–4 1–4 1–6 1–5

Total number of ideas 39 35 40 38 43 67

Participants with 1 idea
(and %)

21 (80.8) 21 (77.8) 16 (59.3) 19 (70.4) 19 (67.9) 11 (39.3)

Participants with 2
ideas (and %)

2 (7.7) 4 (14.8) 10 (37) 6 (22.2) 7 (25) 3 (10.7)

Participants with 3
ideas (and %)

1 (3.9) 2 (7.4) 0 (0.0) 1 (3.7) 0 (0.0) 7 (25)

Participants with 4
ideas (and %)

0 (0.0) 0 (0.0) 1 (3.7) 1 (3.7) 1 (3.6) 6 (21.4)

Participants with 5
ideas (and %)

1 (3.9) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 1 (3.6)

Participants with 6
ideas (and %)

1 (3.9) 0 (0.0) 0 (0.0) 0 (0.0) 1 (3.6) 0 (0.0)

Total number of
participants

26 27 27 28 28 28
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nor between these groups and the control group (CG) (H(5) = 3.55, p = 0.62).
Consistent with these results, there is also no significant difference in the proportion
of bike ideas generated (compared to non-bike ideas) across the five stimulated
groups (X2(4) = 2.53, p = 0.64). However, there is a significant difference in the
proportions between these groups and the control group (X2(5) = 32.73, p = 0.001),
with participants in the control group having a greater proportion of non-bike ideas,
such as other transportation means or policies to discourage the use and acquisition
of bikes. Table 2 shows summary statistics for these results.

If we adopt a bike and non-bike categorisation for the ideas generated, these
results reveal that the type of idea generated was not influenced by the instructions.
Additionally, the presence of the bike example did not increase the number of bike
ideas either. However, whilst the number of bike ideas was roughly the same for all
groups, there was a large difference in the proportion of bike ideas between the
control and stimulated groups. Only 60% of all ideas generated by the control group
were bikes, whereas the stimulated groups had a much greater proportion of bike
ideas (89% on average). The results indicate that bike ideas were equally likely to
be generated irrespective of the experimental condition, but not seeing the example
allowed participants from the control group to explore different areas of the solution
space, again confirming the beneficial isolation effect. This effect is broadly con-
sistent with other studies in which seeing an example caused participants to con-
form to certain types of solutions, thus reducing the diversity of ideas (Jansson and
Smith 1991; Cardoso and Badke-Schaub 2011; Linsey et al. 2010).

Repetition of the Conceptual Feature

Instructions had no effect on the number of modular ideas. The data did not satisfy
the assumptions for a standard ANOVA, therefore a Kruskal–Wallis test was
implemented instead. The results show that the number of modular ideas generated
did not vary significantly across the five stimulated groups (SGs) (H(4) = 4.21,
p = 0.38). However, there appears to be a significant difference in the repetition of

Table 2 Summary of bike and non-bike ideas generated across groups

Bike ideas SG−2 SG−1 SG0 SG+1 SG+2 CG

Mean (and SD) for the
number of bike ideas per
participant

1.27
(0.92)

1.15
(0.36)

1.33
(0.83)

1.33
(0.55)

1.29
(0.53)

1.43
(0.84)

Range of bike ideas
per participant

0–5 1–2 0–4 1–3 0–2 0–3

Number of bike ideas
(and %)

33 (85) 31 (89) 36 (90) 36 (95) 36 (84) 40 (60)

Number of non-bike
ideas (and %)

6 (15) 4 (11) 4 (10) 2 (5) 7 (16) 27 (40)
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modularity between the stimulated groups and the control group (CG) (H
(5) = 11.40, p < 0.05), with participants in the control group creating a greater
number of modular ideas. When looking at the frequencies, there is no significant
difference in the proportion of modular ideas generated (compared to non-modular
ideas) across the five stimulated groups (X2(4) = 5.12, p = 0.27), nor even when the
control group is included in the comparison (X2(5) = 5.68, p = 0.34). Table 3
shows summary statistics for these results.

If we adopt a modular and non-modular categorisation for the ideas generated,
these results reveal that the type of idea generated was not influenced by the
instructions. In fact, modular ideas were extremely rare across all groups. However,
the results suggest that the presence of an example design affected idea generation
and the control group created on average more modular ideas than the stimulated
groups. This apparently surprising result can be attributed to a higher overall
number of ideas generated by the control group, which is supported by there being
no difference in the proportion of modular ideas generated among all groups. Still,
the fixation literature would suggest that the stimulated groups would generate more
modular ideas, an effect similar to the repetition of the idea type (i.e. bikes). In
particular, participants in SG+1 and SG+2 were encouraged to use features from the
example in their own work (and modularity was a visible feature on the example
provided) but the results from those groups do not indicate that they acted
accordingly. Similarly, participants in SG−2 and SG−1 were discouraged from
using features from the example but generated as many modular ideas as the other
groups. One possible explanation for this is that instructions have no influence on
idea generation, as we had previously hypothesised. However, as there was no
difference in the proportion of modular ideas between control and stimulated
groups, we believe that the general principle of modularity (included in the example
as a conceptual feature) was less obvious than the structural features and thus did
not induce fixation effects.

Table 3 Summary of modular and non-modular ideas generated across groups

Modular ideas SG−2 SG−1 SG0 SG+1 SG+2 CG

Mean (and SD) for
the number of modular
ideas per participant

0.08
(0.27)

0.3
(0.47)

0.19
(0.40)

0.19
(0.40)

0.18
(0.39)

0.43
(0.50)

Range of modular ideas
per participant

0–1 0–1 0–1 0–1 0–1 0–1

Number of modular ideas
(and %)

2 (5) 8 (23) 5 (13) 5 (13) 5 (12) 12 (18)

Number of non-modular
ideas (and %)

37 (95) 27 (77) 35 (87) 33 (87) 38 (88) 55 (82)
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Repetition of Structural Features

Instructions had a significant effect on the number of ideas that contained the
structural features of the example provided. The data did not satisfy the assumptions
for a standard ANOVA, therefore a Kruskal–Wallis test was implemented instead.
The results show that the number of structural features incorporated into the par-
ticipants’ ideas varied significantly across the five stimulated groups (SG) (H
(4) = 41.62, p < 0.001) and between these groups and the control group (CG) (H
(5) = 54.63; p < 0.001), with participants in the encouraged groups (SG+1 and SG
+2) incorporating a greater number of structural features. Consistent with these
results, there is also a significant difference in the relative number of ideas with
structural features across the stimulated groups (X2(4) = 37.32, p < 0.001), with a
higher number of features being associated with positive instructions to copy. There
is also a significant difference between these groups and the control group
(X2(5) = 49.74, p < 0.001), with the control group’s repetition rate being close to the
neutrally stimulated group (SG0). Table 4 shows summary statistics for these results.

These results reveal that encouraging instructions influenced the repetition or
incorporation of structural features, an outcome that does not support our hypoth-
esis. On average, participants in SG+1 and SG+2 incorporated more features per
idea and generated more ideas that incorporated any feature. Additionally, partic-
ipants in the strictly forbidding (SG−2) and constraining (SG−1) groups produced
results similar to the neutral (SG0) and control groups (CG). This result is partially
consistent with research from Smith et al. (1993) but inconsistent with Chrysikou

Table 4 Summary of features incorporated into the participants’ ideas and frequencies of ideas
with features across groups

Feature SG−2 SG−1 SG0 SG+1 SG+2 CG

Mean (and SD) for the number
features incorporated per idea

0.08
(0.27)

0.17
(0.38)

0.10
(0.30)

0.71
(0.98)

0.93
(0.99)

0.13
(0.42)

Range of features incorporated 0–1 0–1 0–1 0–3 0–3 0–2

Ideas with 0 features (and %) 36 (92) 29 (83) 36 (90) 22 (58) 19 (44) 60 (90)

Ideas with 1 features (and %) 3 (8) 6 (17) 4 (10) 8 (21) 11 (26) 5 (7)

Ideas with 2 features (and %) 0 (0) 0 (0) 0 (0) 5 (13) 10 (23) 2 (3)

Ideas with 3 features (and %) 0 (0) 0 (0) 0 (0) 3 (8) 3 (7) 0 (0)

Ideas with 4 features (and %) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)

Ideas with 5 features (and %) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)

Ideas with features
incorporated (and %)

3 (8) 6 (17) 4 (10) 16 (42) 23 (56) 7 (10)
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and Weisberg (2005), as encouraging instructions increased fixation, whereas
constraining instructions did not decrease it. However, contrary to the results from
Smith et al. (1993), our constrained groups did not replicate more features than a
control group, contradicting the idea that participants could not forget the example
they had seen. It seems that a few structural features were naturally likely to be
incorporated into the ideas generated (supported by the similar results from SG−1,
SG0 and CG), with SG+1 and SG+2 incorporating more features because instructed
to do so. When comparing the results from the repetition of structural features to the
repetition of the conceptual feature used in this study, we infer that concrete
structural features can be more easily copied or can fixate more than abstract
conceptual features from examples. This is similar to what has been suggested in
previous studies (Zahner et al. 2010; Cheong et al. 2014; Feng et al. 2014). Again,
we should highlight that the control group produced proportionally less sketches
than the other groups. This puts the other groups in an unfavourable position with
respect to the count of structural features incorporated, since these groups had to
represent a shape of the bike in which repetition could be more easily recognised—
it is difficult to identify structural repetition when the idea is represented only by
text—thus possibly biasing the results.

Study Limitations

The main limitations of this study involve the duration of the generation session, the
pool of participants chosen, the design problem used, and the assumptions for
inter-rater agreement. These limitations are discussed next.

The idea generation session in this study was 10 min long, which can be con-
sidered short when compared to other fixation studies in which generation sessions
lasted for 30 or 60 min (Vasconcelos and Crilly 2016), and shorter still compared to
professional practice (Crilly 2015). Also, past research suggests (Kudrowitz and
Dippo 2013), novel ideas tend to occur later in the idea generation session. As a
result, the short session adopted for this study might have contributed to inflated
fixation scores.

The participants in this study were undergraduate students and the generation
session was part of an ongoing engineering course. This might have resulted in a
more diligent participant behaviour when compared to other studies in which
participants and experimenters did not have a student-lecturer relationship. As a
result, the setup adopted for this study might have contributed to an increased
participant adherence to the instructions. The design problem used in this study was
chosen because it was unlikely that the participants had designed solutions to it
before. As such, it is possible that using familiar problems will produce different
results, although research has demonstrated that fixation effects can be observed
with both familiar and unfamiliar problems (Jansson and Smith 1991).
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Finally, in this study we did not measure the inter-rater agreement for the
assessment, a test which is often performed for similar studies. Such measurement
is important to demonstrate that the reliability of the evaluators’ assessment when
working individually. Whereas the assessment performed in this study involved
many interactions between evaluators (thus we expected a high agreement between
evaluators), we cannot quantify how good this agreement might have been, or even
if there were varying levels of agreement for the different ideation metrics used in
this study.

Conclusion and Future Work

In this study we have tested the influence of instructions on idea generation. In
particular, we analysed how instructions may affect the number of ideas generated
and the repetition or incorporation of the example or its parts into the participants’
ideas. The instructions used were provided along with an external stimulus and its
description. It is important to differentiate the descriptions from instructions
because in this study we have controlled the former but manipulated the latter. We
found that instructions had some influence on the idea generation of our partici-
pants. When asked to use features from the example, participants copied structural
features but failed to copy a more abstract conceptual feature. When asked not to
use features from the example, however, most participants did not reduce the
number of features copied. This result allows us to infer that more concrete features
are easier to recognise—and thus reproduce—than more abstract features, such as
modularity. Also, it might indicate that positive instructions are more effective than
negative ones, which can tell us how to frame future instructions, whether that is
with respect to experimental stimuli in research or inspirational stimuli in design
practice.

Irrespective of how constraining the instructions were, participants exhibited
fixation effects due to their exposure to the example design (in comparison to the
control group, all stimulated groups created more ideas of the same type as the
example provided). This result is in line with many other design fixation experi-
ments in which participants become stuck on a particular idea type. However, it is
important to emphasise that the description of the stimulus itself could also be
causing the fixation effect as the stimulus was presented to the participants as “an
example of how they should present their ideas”. Thus, perhaps there is an implicit
suggestion for the participants to produce ideas similar to the example, i.e. a bike.
Future studies could investigate such possibility and complement our understanding
about stimuli introduction with the influence of the descriptions provided to
designers.

In this study we observed that some results might have been influenced by
participants communicating their ideas in different ways (some of them drawing,
some writing, and some doing both), an issue that cannot be confirmed until the
analysis of the results. In inspiration and fixation studies, participants are asked to
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provide their ideas according to a content template, but that is rarely compulsory. It
is fundamental that all ideas contain the same elements (e.g. text and sketch) in
order to be analysed and compared, so studies should make sure every idea has a
similar content. Additionally, future studies could investigate the difference
between providing written, pictorial or spoken instructions to designers, but also
how they assimilate instructions. For instance, it is possible that people need
instructions about the instructions (i.e. “read the instructions carefully”), as one way
to make sure that they will read and fully understand what is required from them.

Finally, when considering design practice, the results reported here are relevant
to how inspirational stimuli should be framed when presented to designers. This is
particularly important for the development and implementation of computer-aided
design tools that provide designers with external stimuli. Much has been researched
on how such software tools might be structured and interacted with, and what form
the inspirational stimuli should take (Töre Yargin and Crilly 2015; Shneiderman
2000). However, it is also important to understand how those stimuli should be
introduced, whether by description, instruction, or both. Should designers be
steered towards or away from the repetition of structural features, directed to
identify conceptual features, or simply left alone to interpret and respond as they see
fit? By developing a better understanding of how stimuli instructions influence idea
generation, we will move closer to answering such questions and thereby be more
capable of supporting design activities.
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Part VI
Design Processes



A Self-Organizing Map Based Approach
to Adaptive System Formation

Dizhou Lu and Yan Jin

Abstract Multi-agent systems are considered to be potential solutions to complex
tasks. Cellular self-organizing (CSO) multi-agent systems have been proposed that
take a field-based approach to regulate agent behaviors. One difficulty in designing
CSO systems is to generate rules to map given tasks to agent behaviors. This paper
proposes an approach for adaptive system formation based on a field analysis and
self-organizing map (SOM) algorithm. The tasks are captured as multiple task
fields. The relationship among the agents is translated into a social field. Each agent
has multiple function modes corresponding to the task fields. SOM and a function
mode selection algorithm are devised to match the social field of the system with
the task fields. Computer simulations have demonstrated the effectiveness of this
approach and its potential in designing CSO systems for solving system formation
tasks.

Introduction

When changes in the task requirement and operation environment occur, a system
often needs to change its formation (e.g., form/shape, size, or structure) in order to
stay functional. For example, a sophisticated rescue robotic system must be able to
change its shape when the space on the path varies with the harsh and unpredictable
environment. Space and deep sea explorations are also examples of such variable
environments. In most, if not all, engineered systems, the physical components are
designed for only limited and predetermined purposes and operation ranges, beyond
which the system behaviors are not predictable.

Multi-agent systems are potential solutions to complex tasks. The flexible
relationships among the agents provide the system adaptability to deal with
changing functional requirements and operation conditions. In order to guide a
multi-agent system to fulfill a task, the global task information needs to be encoded
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into local rules for agents to follow. The adaptability of the system depends on the
encoding process and the range of applicability of the local rules. Most of current
approaches encode the task information into agent behaviors. In order to generate
suitable rules for given tasks, designers must either specify rules based on their
knowledge, or provide algorithms like genetic algorithm to optimize the parame-
terized rules. In both cases, external supervision is needed, limiting the system
adaptability.

Our previous field based behavior regulation approach to cellular self-organizing
(CSO) systems (Chen and Jin 2011; Humann et al. 2014) separates the task
encoding process from the system model design process by translating the tasks and
environment information into a task field, and the agents operate in the task field by
moving from the “higher place” to the “lower place” in the field. The current
approach, however, has several limitations, making it difficult to deal with system
formation problems. First, in the earlier field based approach (Chen and Jin 2011),
each agent operates independently based on its own sensed field information. The
system formation is largely an emergent result. Although the emergence offers
adaptability, the lack of explicit relations between the agents makes it hard to
generate a specific formation, such as a tube or a ring, when the task demands it.
Second, in the later dynamic social structuring approach (Khani and Jin 2015)
agents form local social structures based on the predefined social rules. Although
the introduction of social rules has made it possible to generate local forms and
increase the global productivity, the coding of rules can be domain and designer
dependent. Third, the approaches to CSO systems developed thus far generally lack
learning capability, making it difficult to deal with complex system formation
problems where changes need to be learned by the agents during the process of
operation.

In this paper, a self-organizing map (SOM) based approach is proposed for CSO
system design. The goal here is to apply unsupervised learning and build a system
model which is compatible with the task fields generated by the field based
behavior regulation. Each agent in the system is treated as a neuron in a SOM, with
the ability to sense the environment and communicate with other agents. Tasks are
represented as multiple task fields external to the system, and the cooperation
among the agents is represented as the social field of the system. The system has the
ability to organize itself to fulfill system formation tasks via matching its social field
with the external task fields. In the rest of this paper, recent research related to
multi-agent systems, field-based regulation, and shape formation is reviewed in
second section together with a short introduction to self-organizing map. The
adaptive system formation problem and the framework of our approach are intro-
duced in third and fourth sections, respectively. Three case studies are described in
fifth section to demonstrate the effectiveness of our approach. Final section draws
concluding remarks and points to future research directions.
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Related Work

In the past decade, design for adaptability has been popular in the field of engi-
neering design and more efforts have been made to investigate multi-agent system
design. A multi-agent system consists of multiple robotic agents that are supposed
to work with each other to fulfill global level tasks based on their local information.
The design of multi-agent system is usually a bottom-up process, with a focus on
developing a suitable interaction model of multiple agents. Two types of approa-
ches are commonly used in building such models.

The structural design approach is initially inspired by social structures and bio
structures in nature. Fukuda and Ueyama (1992) compared robotic system with
social system, and pointed out the importance of system structure for the intelli-
gence of the system. Kawauchi et al. (1992) further proposed the “CEBOT” with
genetic knowledge production algorithm that achieved self-organization and
self-evolution with a “distributed intelligence system”.

Also inspired by social structures, we introduced the concept of field based
behavior regulation, in which agent behaviors are regulated by both social field and
task field (Chen and Jin 2011; Humann et al. 2014). The task field is used to
represent the task and the environment for the system. The social field is formed by
introducing social rules in multi-agent systems (Khani and Jin 2015). This dynamic
structure can enhance the self-organizing functionality for multi-agent systems
using both general and context-based social rules among the agents in the system.

Behavior modeling and optimization is another approach to designing agent
interaction model. Our previous work proposed a COARM behavioral model
(Humann et al. 2014) that specifies agent behavior as the composition of five
primitive behaviors: cohesion, avoidance, alignment, randomness and momentum.
A genetic algorithm is used to search for the optimal composition for different tasks
such as foraging and habitat construction.

Researchers have applied multi-agent systems to solve shape and structure
formation problems. Nagpal et al. (2006) developed an algorithm for multi-agent
systems to form arbitrary predefined shapes. A compiler is used to translate global
shape information to local agent rules. Bai and Breen (2008) proposed a cell
aggregation model to achieve self-organizing shape formation. In this model, an
artificial scalar field is introduced for cells to move in the direction of the field
gradient. A genetic Programming method is used to discover the relationship
between different field functions and the shapes formed by the cells. Doursat (2012)
presented a model using non-random genetic rules to achieve self-assembly and
pattern formation. In his approach, self-assembly and pattern formation are inte-
grated in loops to form complex shapes or structures. Werfel (2010) proposed a
3-dimensional model to implement low-level primitives shown in biological sys-
tem. In his model, the gradient of morphogen field is used to guide modular robots
to grow into structures of desired sizes, and provide them with position information.

De Rosa et al. (2006) proposed a shape formation algorithm for lattice-arrayed
modular robots. In their algorithm, the desired shape is compiled into a plan which
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guide the movement, creation and deletion of the void space in the lattice, trans-
forming the lattice into the desired shape. Tolley and Lipson (2010) presented an
approach for stochastic assembly of modular robots. The modular robots are put in
a fluidic tank, and they can self-reconfigure into different 3-dimensional shapes
depending on the fluidic environment.

The current multi-agent system formation approaches mostly involve supervised
learning such as genetic programming or compiling that requires pre-knowledge of
the target forms. To deal with the uncertainty in the real world, unsupervised
learning is more preferable since the information about the environment and the
needed formation can be unknown and human interventions to the system are not
possible. Self-organizing map is an unsupervised artificial neural network devel-
oped by Kohoen (1990). It has been successfully applied in the areas including
image processing and speech recognition (Galda et al. 2004; Zhang et al. 2014).

With a high degree of topological order, SOM can be used in multi-agent
systems for structure design through organizing the relationships among the agents.
Although there is little direct research to apply SOM to multi-agent systems, some
work showed how SOM could be used to solve inner-system relationships and
physical pattern matching problems. Kiang et al. (1995) applied SOM as a clus-
tering tool in group technology, where SOM was used to address the part machine
relationships for grouping the parts. Kit et al. (2014) developed the location aware
self-organizing map to discover visual features of geographical locations.

One major barrier for applying SOM in multi-agent systems is to map the
codebooks (related to the social field discussed below) to the data space density
(related to the task field discussed below). This problem is represented as magni-
fication control in vector quantization. Villmann and Claussen (2006) explored
different methods to control the magnification in SOM with regard to the typical
SOM learning rules, and summarized them into three types. Localized learning
algorithms introduce local learning rates and can achieve arbitrary magnification.
The other two types of magnification learning algorithms are winner-relaxing
learning and concave–convex learning (Claussen and Villmann 2005; Zheng and
Greenleaf 1996). Compared with localized learning, winner-relaxing learning and
concave–convex learning have the advantage of independence on the data distri-
bution (Villmann and Claussen 2006).

The Problem: Adaptive System Formation

In this research, the problem of adaptive system formation is considered as a kind of
design problem, in which a set of task properties or requirements is given and a
system is formed to accomplish the task. The difference between this problem and
the traditional design problems is that the system to be designed must be able to
sense the changing task requirements and environments and adaptively form and
configure itself in response to the changes. Therefore the system formation problem
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in this sense is a meta-design problem: it is about designing a self-design (i.e.,
formation or configuration) mechanism.

Examples of system formation include shape formation (Bai et al. 2008),
structure and topology self-configuration (Ferguson and Lewis 2006), and more
recently programmable matter (Derakhshandeh et al. 2015). Depending on the
tasks, various approaches can be applied to solve system formation problems. In
many robotic applications, sophisticated mechanical mechanisms are developed to
facilitate dynamic formation of systems. In an evolutionary approach, a system
evolves its formation overtime through generations of computational evolution.
When system performance measures are difficult to obtain, unsupervised learning
approaches can be effective for systems to attain their needed formations.

The long term goal of our research is to devise mechanisms that can allow
systems to adapt to changing tasks and environments by changing and evolving
system formation of shapes, structures, and functional components autonomously
without human intervention. As the first step toward this goal, in this paper, we
apply an unsupervised learning approach, self-organizing map (SOM), to shape
formation problems.

The adaptive system formation framework is developed based on our previous
work on cellular self-organizing (CSO) systems (Chen and Jin 2011; Humann et al.
2014; Khani and Jin 2015). As shown in Fig. 1, in this framework, task require-
ments together with environmental constraints are transformed into one or multiple
task fields by the agents. At the same time, the agents sense each other and generate
a system formation that is supposed to match the task fields. A SOM algorithm is
introduced to do the mapping and update the system formation based on the mis-
match. The following section provides details of this approach.

Task field landscape
(e.g., position, strength, function)

Task Fields

Generating Task Field

SensingSensing

Agent relations
(e.g., 2 -D lattice)

Generating Formation

Social Fields

Mismatch

Task Environment
(Tasks, Env. Constraints)

Social Environment
(Agents)

Agent action

Information

Legend :

Self-Organizing
Map Approach

Mapping

Fig. 1 A proposed system formation approach
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A SOM Based System Model

System and Agents

Following the two dimensional SOM modeling convention, a system Sys is defined
by k � k agents that form a lattice network topology.

Definition 1 (System)

Sys ¼
Agent 1; 1ð Þ � � � Agent 1; kð Þ

..

. . .
. ..

.

Agent k; 1ð Þ � � � Agent k; kð Þ

2
64

3
75

where Agent a; bð Þ: Agent positioned in (a, b) in the network.

In the two-dimensionmodel, the task fields are represented in a standard 2-D space
x; yð Þ, 0� x� 1 and 0� y� 1, which is also called working space. The system for-
mation in this case is against this space. Therefore, each agent, in addition to the
network position (a, b), holds an attribute of position in the task field: x; yð Þ:
Furthermore, in order to differentiate between different task fields that demand dif-
ferent agent functions, we introduce another agent attribute called function-mode: f,
which can take an integer value to indicate a specific function mode of the agent.
Therefore, we have threemore agent attributes in addition to (a, b):Agent a; b; x; y; fð Þ.

Task Field

In the CSO framework, tasks together with environmental situations are represented
as “task fields” in which agents seek and move to attractors (Chen and Jin 2011). In
this research, the distribution of “attractors” represents the tasks requirements. The
attractors can be singular or can be evenly distributed over an area. We introduce
the concept of “task field strength” to capture the attractors. Since there can be
multiple tasks involved in a single application, each task should have its own “task
field strength distribution.” In the special case of two-dimensional task field space,
the field strength distributions of two tasks can be “parallel” meaning that the two
tasks can be performed concurrently or “sequential” meaning only one can be
performed at a time. We have the following task definitions.

Definition 2 (Task field strength distribution)

TFi x; yð Þ ¼ tFLD Env; taskið Þ

where Env is the environment for the system to perform taski, and tFLD is a task
field formation operator for generating the field strength distribution of the task.
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In case of multiple task fields, the overall task field strength at a given time and
position in the field depends on whether the tasks are parallel or sequential. For
example, an agent can have the tasks of moving towards a target, and moving away
from an obstacle at the same time. Then the overall task field strength distribution
can be calculated as:

TFoverall x; yð Þ ¼
X

xi x; yð Þ � TFi x; yð Þ

where xi is the weight function for task field i.
On the other hand, an agent can have the tasks of searching for food, and

carrying food back to the nest. However, the agent can address only one of the two
tasks at a time. In such case, the overall task field can be represented by the
following equation:

TFoverall x; yð Þ ¼
TF1 x; yð Þ; FunctionMode1
TF2 x; yð Þ; FunctionMode2

..

.

8><
>:

In most cases, both of the above two methods are needed to add all task fields
together. Thus in a more general form, the overall task field can be represented
combining Definitions 2 and 3.

Definition 3 (Overall task field strength distribution)

TFoverall x; yð Þ ¼

P
x1i x; yð Þ � TFi x; yð ÞP
x2i x; yð Þ � TFi x; yð Þ

..

.P
xmi x; yð Þ � TFi x; yð Þ

2
6664

3
7775 ¼

x11 x12 . . . x1n

x21 x22 . . . x2n

..

. ..
. . .

. ..
.

xm1 xm2 . . . xmn

2
6664

3
7775

TF1

TF2

..

.

TFn

2
6664

3
7775

where n is the number of all the tasks for the system, and m is the number of the
function modes for each agent.

Social Field

Solving the adaptive system formation problem with a CSO systems approach
requires the agents in the system to work together to update their formation in
response to the needs and changes of the tasks. As shown in Fig. 1, a specific
system formation in our approach is manifested by its corresponding social field.
Similar to the task field, a social field can be characterized by its “social field
strength” and “social field strength distribution” over the task field space x; yð Þ,
0� x� 1 and 0� y� 1. As Fig. 1 indicates, the mapping between the social field
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and the task fields provides guidance for the agents of the system to adjust their
formation in order to finally achieve minimum mismatch with the task fields.

Our previous work has shown that social structuring among individual agents
plays a very important role for self-organizing systems to achieve desired perfor-
mance (Khani and Jin 2015). In this research, the social structuring is achieved in
two ways (see Fig. 1). First, the “Agent Relations” are predefined between the
agents. As shown in Definition 1, a 2-dimension lattice network topology is
employed in this paper for modeling agent relations. Each agent (a, b) has 2–4
connections depending on whether (a, b) is located in the corner, edge or center part
of the network. These connections form the neighborhood of agents. During the
process of system formation and update, neighbors influence each other to maintain
a desirable formation for given tasks. Second, a social field strength operator is
introduced for agents to assign and evaluate the social field strength at any given
position (x, y) in the task field space. Based on the SOM algorithm, an ideal system
formation is the one that has the compatible “social field strength distribution” with
the given “task field strength distribution.” Mismatch between the two leads to
agents in the system working with their neighbors to adjust their system formation
toward better ones. We introduce the following definitions.

Definition 4 (Social Field Strength Distribution for function model j)

SFj x; y; tð Þ ¼ sFLD Sys;FunctionMode jð Þ

where Sys represents the system network, sFLD is a field formation operator which
transforms the information from Sys to social field strength under Function Mode j
at point (x, y).

Definition 5 (Overall Social Field Strength Distribution)

SFoverall x; yð Þ ¼
SF1 x; yð Þ
SF2 x; yð Þ

..

.

SFm x; yð Þ

2
6664

3
7775

where m is the number of all the possible Function Modes of each agent in the
system.

Matching Social and Task Fields

The ideal system formation for a given task j is determined by assessing the level of
match between task field strength and the social field strength. The ideal match is
that the two strengths are equal. Otherwise, the system formation can be
“under-matched” or “over-matched” for the given task. We introduce the following
definition:
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Definition 6 (Level of Match for Task j)

Matchj x; yð Þ ¼ SFj x; yð Þ=TFj x; yð Þ

where SFj and TFj are the social field strength and task field strength for task j at
point x; yð Þ.
Definition 7 (Overall Level of Match)

MatchOverall x; yð Þ ¼
Match1 x; yð Þ
Match2 x; yð Þ

..

.

Matchm x; yð Þ

2
6664

3
7775

The overall level of match for the system is represented by the vector called
matching vector in the above definition. From the definition, it can be seen that the
best match happens when Match (x, y) = 1. When it is “<1”, the system is called
“under-matched” (indicating the system is not capable enough to fulfill the task)
and when it is “>1” the system is called “over-matched” (the system is overly
capable for the task, indicating waste of agent resources).

SOM Based System Formation Algorithm

The approach proposed in this paper aims to employ an unsupervised learning to
generate system formations based on the social field and task fields, so that the
system does not need to go through iterations to find the parameters in structural or
behavioral models for convergence. Self-organizing map is one of the most popular
unsupervised machine learning algorithms, and the topology of SOM network
shows great potential for achieving adaptive system formation. The learning pro-
cess of our approach includes the following two steps.

Step 1: Distribution

This step is to update the position in the task space (x, y) of each agent. In this step,
a variant of SOM algorithms is applied, as shown below:

1. Initialization

The system is initialized by deploying the agents into the working space (i.e.,
task space). In this paper, it is a 2-D space D2. Each Agent a; bð Þ has a vector
x; y; SFð Þ. a; bð Þ represents the topological position of the agent in the lattice of the
SOM. x; yð Þ represents the position of the agent in the 2D working space. x; yð Þ is
randomly picked during initialization.
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SF is the overall social field strength at x; yð Þ and is calculated by the number of
agents within the neighborhood of distance c around a; bð Þ.
2. Competition

A random point ðxp; ypÞ is picked up from the working space. The picked point
has a vector xp; yp; TF

� �
. TF is the overall task field strength at xp; yp

� �
, which is a

vector. All the agents in the system compete against each other to find the one
which is closest to xp; yp

� �
. The winner is selected as the best matching agent

(BMA), denoted by Agent u; vð Þ.
3. Cooperation

The BMA then communicates with their neighbors and addresses the task field
along with the neighbors. The “amount” of cooperation depends on the distance
between their positions in the lattice network.

Definition 8 (Neighborhood Function for Agent (a,b))

k a;bð Þ ¼ exp � u� að Þ2 þ v� bð Þ2
2 � p21

 !

where u; vð Þ is the position of the BMA in the network, p1 is a parameter which can
be adjusted to control the strength of cooperation inside the system.

4. Adaptation

All agents update their vectors according to their neighborhood function and the
level of task-social field matching at the picked point xp; yp

� �
, indicated as learning

rate.

Definition 9 (Learning Rate at xp; yp
� �

)

r xp; yp
� � ¼ exp �

SF xp;ypð Þj j
TF xp;ypð Þj j
2 � p22

0
B@

1
CA

where SF xp; yp
� ��� �� is the norm of SF xp; yp

� �
, TF xp; yp

� ��� �� is the norm of
TF xp; yp
� �

, and p2 is a parameter which can be adjusted to influence of level of
match has on the distribution of the agents in the system.

Finally, the new position of Agent (a, b) in the working space is determined by
the following equation:

x a;bð Þ; y a;bð Þ
� � ¼ x a;bð Þ; y a;bð Þ

� �þ p3 � j a;bð Þ � r xp; yp
� � � xp; yp

� �� x a;bð Þ; y a;bð Þ
� �� �
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where p3 is a parameter which can be changed to control the rate of learning for the
system.

Step 2: Differentiation

Noticing that the function mode of each agent is not changed in the distribution
step, it is updated in the second step, the differentiation step. In this step, the
function modes of agents are updated based on their level of match as defined in
Definitions 6 and 7 according to the Function Mode Selection Diagram of Fig. 2. In
general, an agent chooses the function mode corresponding to the task field that the
agent has the best match.

For example, as shown in Fig. 2, each agent has three different function modes,
with Mode 0 being the default standby mode. When an agent updates its function
mode, the position of its matching vector determined its behavior. If the matching
vector goes across the blue boundary, the agent switches to Mode 1, so as the green
boundary for Mode 2 and red boundary for Mode 0. If the match vector does not
intersect any boundary, the agent stays at its old mode. s0 is a parameter which can
be adjusted to control the sensitivity for agents to switch function modes.
Randomness maybe added to the function mode changing rule to increase the
adaptability of the system.

The process introduced above provides an approach to apply SOM to solving
system formation problems. Using this approach, in a real application, the task
fields can be manipulated by changing the weight matrix xm�n, and a detailed agent
behavior model should be designed by specifying the parameter p1, p2, p3, the
neighborhood distance c and the Function Mode Selection Diagram. The Following
section provides specific case studies to show how the process described above can
be implemented.

Fig. 2 Function mode
selection diagram example
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Case Studies

The self-organizing map algorithm is commonly used to organize high-dimensional
data and visualize them in low-dimensional maps (Kit et al. 2014). The great
performance of self-organizing map in vector quantization shows the possibility of
building unsupervised algorithms using SOM for adaptive system formation.
Several cases simulating shape formation applications are developed to validate this
possibility. Matlab was used as the platform for the simulation to take advantage of
its capability in calculating vectors and matrices. Figure 3 shows an example of the
simulation result.

Figure 3 represents the simulation result for shape formation in a 2D space. The
horizontal axis represents the x axis; the vertical axis represents the y axis. Task
fields (not shown in Fig. 3) distributes in the area of {(x, y)| 0 < x < 1, 0 < y < 1}.
Nodes with different color represent agents working under different function modes.
The links between agents represent the physical connections between agents. The
length of the physical connection can be changed, while the topology of the agents
is predefined. Depends on different cases, the nodes and links have different specific
meaning, which will be shown in the case studies below.

Case 1: Self-Organizing Tube Formation

Tubes and pipes are used to transfer fluids like air or water. While most tubes are
pre-made and then installed in their applications, a self-organizing formation system
will be more flexible for installation and repair. In this case study, we demonstrate
the capability of our approach in using multiple non-overlapping uniform discrete

Fig. 3 Example of
simulation results
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task fields. As shown in Fig. 4, the working space is a 2-D space with boundaries
from 0 to 1.

Task Field 1: Tube Wall Construction Field TF1. TF1 indicates the positions of
the boundary of a tube in 2-D. At the boundary, tube wall is needed to isolate the
fluid from the environment. TF1 is distributed over the work space with the task
field strength equals to 1 at green areas in Fig. 4a.

Task Field 2: Flow Resistance Demand Field. TF2 indicates the resistance
needed to control the flow rate at each point. TF2 is distributed over the work space
with the task field strength of 1 at blue areas in Fig. 4b.

The specific parameters used in the simulation are shown in Table 1.

(a) TF1 Distribution (b) TF2 Distribution

Fig. 4 Task field distribution

Fig. 5 Function modes
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Each agent in the system is programmed to have three function modes with
regard to the two task fields as in Table 2. Figure 5 shows an visual example of the
simulation result.

Results

The simulation results with varying strength of each task field are plotted in
Fig. 6a–f. Here we make the initial task field strength fixed as 1, and adjust the
weight operator w for TF1 and TF2 to change the corresponding task field strength
for each simulation. Figure 6 shows simulation results for different w1, and w2.
Figure 6a shows an initial distribution of the system: all the agents are randomly
distributed in Mode 0.

Figure 6b shows the result of a simulation with both task fields are strong
(w1 = w2 = 15), which means a thick tube wall and high resistance to the flow are
needed. The results shows 52 agents are in Mode 2, forming the wall, and 42 agents
are in Mode 1, creating large resistance inside the tube.

Figure 6c shows the result of a simulation with a medium TF1 (w1 = 10), and a
large TF2 (w2 = 15), meaning a medium tube wall and high resistance are needed.
In this simulation, 38 agents are in mode 2, forming a thinner wall. 44 agents are in
Mode 1 inside the tube, which is similar to Fig. 6b.

Figure 6b, d, f shows the simulation results of decreasing TF2 (w2 = 15, 10, 5, 0
respectively) with the same strong TF1 (w1 = 15). As can be seen from these
figures, when TF2 decreases, fewer agents inside the tube is in Mode 1 (42, 34, 17,

Table 1 System parameters

Size of
network

Simulation
steps T

Parameter
p1

Parameter
p2

Parameter
p3

Neighborhood
distance c

Switch
Threshold
r0

10 × 10 500 3–0.05 0 1–0.1 0.2 Rand(1,1)/
2

Table 2 Function modes

Function
mode

Color Size and
shape

Function Related task
field

0 (default) Red Small, circle Cause negligible resistance for the
flow

None

1 Green Long, block Seal the flow with other agents in this
mode

TF1

2 Blue Large, circle Cause certain resistance for the flow TF2
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4 respectively), which means the resistance inside the tube is decreasing, correctly
responding to the changing task demands.

Case 2: Self-Organizing Structure Formation

The first case study validates that the proposed approach can be used in applications
where task fields are “tiled” to each other. In addition, it showed that task field
strength can be used to control the formation of the system. In this case study we
show that the approach is also applicable for multiple intersecting task fields.

The task for the system is to form a multi-member structure, each member
requiring different materials/components for achieving different functions. Two task
fields are used to indicate required formation of the structure as shown in Fig. 7.

Task Field 1: Compression Field TF1 shows the expected path for the weight
support of a structure. TF1 is distributed over the work space with the task field
strength equals to 1 at every point.

Task Field 2: Tension Field TF2 shows the expected path for the tension force
which will be loaded on the structure. TF2 is distributed over the work space with
the task field strength equals to 1 at every point.

Fig. 6 Self-organizing tube simulation results
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The same system parameters are used as in Case 1, and each agent in the system
is programmed to have three function modes regarding to the two task fields as in
Table 3.

Results

By changing the task field distribution, we can control the formation of the struc-
ture. The simulation results are shown below in Fig. 8. From Fig. 8, we can see that
the proposed approach can give accurate results to map the agent function modes to
the task fields. The distribution of green and blue agents can adequately adapt to the
changing arrangement of the task fields, forming needed structure to fulfill the
tasks.

(a) Compress Field Distribution (b) Tension Field Distribution 

Fig. 7 Example of task field distribution

Table 3 Function modes

Function mode Color Connection Function Related task
field

0 (default) Red None Idle and ready to be applied None

1 Green Compression force Support weight (e.g., a beam) TF1

2 Blue Tension force Maintain leveling (e.g., a slab
or beam)

TF2
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Case 3: Smart Material Formation

The two cases described above have evenly distributed task fields within the
defined geometry boundary. The agents going through the self-organizing mapping
process can mostly form proper shapes and structures to fulfill the designated tasks.
In many other applications, however, the task distribution may not be even, and
certain gradient of change of strength along a given direction may be needed for
certain system formation purpose. Forming smart materials by depositing multiple
kinds of materials in different densities and mixes along given directions and depth
is an example of such applications. Two task fields are used in this case study.

Task Field 1: Thermal Field TF1 has its strength either fixed (1 or 8) or
decreasing along the direction of x (15*(1-x) or 8*(1-x)), shown in Fig. 9.

Task Field 2: Flexibility Field TF2 always has its strength increasing along the
direction of x (15x or 8*x), as shown in Fig. 9.

The same system parameters are used as in Case 1, and each agent in the system
is programmed to have three function modes regarding to the two task fields as in
Table 4.

Results

In each of the simulation, the two task fields TF1 and TF2 cover the entire 2D
working space and are completely overlapped. Figure 9a–e show the system for-
mation results of various combinations of the distributions of TF1 and TF2. From
the figures it can be seen that the distribution of green “heat resistors” and blue
“flexiblers” are mostly consistent with the demands of the two task fields TF1 and
TF2, respectively. Because the working space is only 2-dimensional, it is hard to
realize how such distribution can lead to smart materials. When the working space
is 3-D or n-dimensional the physical realization of such distributions becomes
imaginable.

Fig. 8 Simulation results (V = Vertical, H = Horizontal)
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The comparison of the simulation results demonstrates two important features of
our system:

• The distributions of agents in different functional modes are properly mapped to
the distributions of multiple task fields.

• The number of agents activated in different functional modes is determined by
the varying strengths of multiple task fields.

However, the results also show that even though the task field densities are
varying linearly, the agent distributions are not linear. The distortion of the results is

Table 4 Function modes

Function
mode

Color Connection Function Related task
field

0 (default) Red None Idle and ready to be
applied

None

1 Green Thermal
effect

Resist heat TF1

2 Blue Flexibility Allow bending and torsion TF2

Fig. 9 Overlapping task fields simulation results
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possibly because of the nonlinearity of SOM, the randomness of function mode
selection, the border effect, and the limited number of agents. Our future research
will address these issues.

Concluding Remarks and Future Work

Solving adaptive system formation problems is essential for developing
self-organizing engineered systems. Many natural systems, including both physical
and biological systems, possess the capability of dynamically evolve or develop
forms, structures and functional components in response to the environmental
changes and survival needs. Taking advantages of the natural field distributions,
such as gravity and morphogen, natural systems can develop, maintain, and change
their formations autonomously. The challenge for developing engineered systems in
a similar way as nature is to devise general and yet powerful mechanisms (i.e.,
physical agents) and algorithms that can be applied to solve real engineering
problems. Recent progress in micro robotics as well as drones has offered mech-
anism opportunities, whereas challenges remain with seeking proper self-formation
algorithms.

In this paper, a SOM based approach is proposed to design CSO systems for
solving adaptive system formation problems. As an unsupervised learning algo-
rithm, SOM provides certain level of intelligence and makes systems more flexible
for complex tasks. The core idea behind the proposed approach is to transform
SOM from an artificial neuron network into an agent network by using field-based
behavior regulation. The task fields are used to capture the task requirements, and
the social field represents the system formation. The CSO system “redesigns” itself
automatically by matching the social field with the task fields. The case studies
demonstrated the ability of the SOM-based approach.

Compared with existing research, our approach shows uniqueness in the fol-
lowing aspects:

• The information of the tasks is embedded in task fields, external to the
multi-agent system. The structural model and behavior model of our approach is
independent from tasks, which means the same system with the same config-
uration can be used to perform different tasks in different environments. In case
of shape formation, the change of the task fields will guide the agents
self-organize into different shapes.

• Our approach has the capability of dealing with multiple task fields. The case
study results show that agents in the system are able to differentiate into different
“species” according to their tasks. Differentiation is the fundamental capability
for biological systems to evolve sophisticated functional organs. Our approach
aims toward that direction.

• In our approach, agents do not need to synchronize their coordinates for gaining
global spatial information in order to choose their behaviors. Instead, the agents
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are engaged in a parallel mapping process, which increases the speed of
self-organization, but also makes it difficult for the system to perform formation
tasks that requires precision.

• From a SOM algorithm perspective, in comparison with existing density
tracking network algorithms, our approach is a bottom-up one. The imple-
mentation of the algorithm is distributed to individual agents rather than a single
computer. By using the field regulation, the system captures multiple
3-dimensional dataset in 2-dimensional space at the same time, making the
multiple mappings and calculations more efficient.

The long term goal of our research is to devise algorithms that can allow systems
to adapt to changing tasks and environments by changing and evolving system
formation of shapes, structures, and functional components autonomously without
human intervention. To pursue this goal, we will conduct more case studies with
more close-to-real example problems. In doing so, we will further enhance our task
field modeling scheme and social field system presentation. Physical implementa-
tion is also a future direction.
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Utilizing Markov Chains to Understand
Operation Sequencing in Design Tasks

Christopher McComb, Jonathan Cagan and Kenneth Kotovsky

Abstract Design often involves searching for a final design solution by iteratively
modifying and adjusting a current design. Through this process designers are able
to improve the quality of the current design and also learn what patterns of oper-
ations are most likely to lead to the quickest future improvements. Prior work in
psychology has shown that humans can be adept at learning how to apply short
sequences of operations for maximum effect while solving a problem. This work
explores the sequencing of operations specifically within the domain of engineering
design by examining the results of a human study in which participants designed
trusses. A statistical analysis of the data from that study uses Markov Chains to
show with high confidence that meaningful operation sequences exist. This work
also uses an agent-based modeling framework in conjunction with Markov Chain
concepts to simulate the performance of teams with and without the ability to learn
sequences. These computational studies offer confirmation for the conclusion that
sequence-learning abilities are helpful during design.

Introduction

Design often involves searching for a final design solution by iteratively modifying
and adjusting a current design. Through this process designers search the design
space, attempting to iteratively improve on their current solution. However, through
the process of searching, designers also learn how to efficiently navigate the design
space through the operations that they use to modify their solutions. This work
studies the ability of designers to learn beneficial sequences of operations, and
examines the performance implications of such behavior.

The ability to learn sequences of operations is essential to human performance
across a variety of both everyday and specialized tasks (Clegg et al. 1998).
A related behavior is the ability of humans to collect many pieces of related
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information within a single unit of memory. This process is commonly referred to
as chunking, and has been observed across a variety of domains (Chase and Simon
1973; Egan and Schwartz 1979; Reitman 1976). Observations of chunking behavior
in humans have even led to the enhancement of computational design algorithms
(Moss et al. 2004). While chunking is an important aspect of design, this work
focuses on an equally important aspect: sequencing of operations. Sequencing may
be thought of as temporal chunking, but the two behaviors are functionally distinct.

In some domains, the presence of sequential behavior has been shown to be
indicative of expertise (Pretz et al. 2003). However, in other studies of individual
problem-solving that used the Tower of Hanoi puzzle (Kotovsky et al. 1985;
Kotovsky and Simon 1990) or the Thurstone Letters Series Completion task (Simon
and Kotovsky 1963) it was shown that participants were able to acquire and begin
employing move sequences within a short period of time. In studies using the
Tower of Hanoi puzzle, participants spent most of their time learning to sequence
moves appropriately, and a relatively short amount of time in finally solving the
puzzle (Kotovsky et al. 1985). When comparing easy and difficult isomorphs of that
puzzle, it was discovered that participants solving hard isomorphs spent longer in
the learning phase, but that both conditions took approximately the same amount of
time in the final solving phase (Kotovsky et al. 1985). Studies using the Thurstone
task identified that participants’ problem-solving behavior consisted broadly of two
steps. In the first step participants recognized some order in the letter series and
codified it as a rule (i.e., generating a pattern), and in the second step they used that
rule to extrapolate the letter series (i.e., generating a sequence) (Simon and
Kotovsky 1963). This two-step process was validated with computer simulations
(Simon and Kotovsky 1963), and has since been revisited and confirmed (Kotovsky
and Simon 1973). Other work explicitly studied the order of operations used in a
geometric analogy task (Novick and Tversky 1987). Although the task itself placed
no constraints on the order in which operations could be performed, it was found
that there was a strong preference amongst participants for a specific order (Novick
and Tversky 1987). Further, participants made to use a non-preferred order per-
formed with lower speed and accuracy, indicating that the preferred order was an
important construct (Novick and Tversky 1987).

There is evidence that humans learn sequences implicitly, without the need for
direct attention (Nissen and Bullemer 1987; Reed and Johnson 1994) but there is
also evidence that explicitly learning sequences can boost effectiveness (Perruchet
and Amorim 1992; Willingham et al. 1989). This evidential duality gives credence
to the theory that sequence learning can occur through a variety of cognitive
pathways (Clegg et al. 1998; Curran and Keele 1993).

Research on sequencing in design has examined both the ordering of design
stages and the ordering of specific tasks. The sequencing of discrete design oper-
ations, however, has received little attention in engineering design. The following
literature review is summarized in Table 1. These three sequencing levels (design
stages, tasks, or operations) can be conceptualized along a continuum that describes
the degree of abstraction of the sequenced object, from design stages (the most
abstract and generalized of the three) to design operations (the least abstract and
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most detail-specific). The sequencing levels can also be differentiated in terms of
the timescale at which the sequenced object is enacted, with design stages at the
longest timescales and design operations at the shortest.

The sequencing of design stages is commonly examined through design studies
with either teams or individuals. In a study that coded intra-team design commu-
nication as either content-focused or process-focused, it was noted that teams had a
high probability of remaining on one focus for several communicative acts before
switching to the other focus (Stempfle and Badke-schaub 2002). The same study
also coded communication in terms of steps in the design process, and noted a
similar pattern of repeated communicative acts within a step (Stempfle and
Badke-schaub 2002). Another study tasked participants with the design of a
playground, and activity was coded with respect to design stages (Atman et al.
2007). Expert sequences flowed smoothly from one stage to the next, while novice
sequences were more choppy and unstable (Atman et al. 2007). In a comparison of
undergraduate and PhD students, it was noted that there was significant variability
in the sequence in which design stages were visited (Goldschmidt and Rodgers
2013). Interestingly, none of the participants followed a linear design process
(Goldschmidt and Rodgers 2013). A similar study showed that participants who
transitioned linearly through the design process produced more effective solutions
(Radcliffe and Lee 1989).

The sequencing of individual design tasks however takes place at shorter
timescales than the sequencing of design stages, with numerous design tasks usu-
ally performed within a single stage. Intelligent ordering of tasks can increase the

Table 1 Summary of sequencing research in engineering design

Sequenced
object

Timescale/abstraction Engineering design literature summary

Stages Long timescale; high
abstraction

Teams tend to talk about a single design stage
several times before transitioning to another
(Stempfle and Badke-schaub 2002)
Experts’ patterns of design stage transitions are
more linear and smooth than those of novices
(Atman et al. 2007)
Few designers follow a perfectly linear pattern
(Goldschmidt and Rodgers 2013)
Linear patterns can produce more effective
solutions (Radcliffe and Lee 1989)

Tasks Intermediate timescale;
moderate abstraction

Appropriate task sequencing can:
increase concurrency (Todd 1997)
minimize the time and cost (Rogers 1996)
increase information availability (Sen et al. 2010)
Tasks may span design stages (Waldron and
Waldron 1988)
Task order can be optimized algorithmically (Meier
et al. 2007)

Operations Short timescale; low
abstraction

To be addressed in this work
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concurrency with which tasks can be completed (Todd 1997), minimize the time
and cost involved in developing a product (Rogers 1996), and increase the avail-
ability of information for important decisions (Sen et al. 2010). Waldron and
Waldron observed the sequence of tasks involved in the design of a complex
walking vehicle (Waldron and Waldron 1988). They noted that there was not a
distinct separation between conceptual and detailed design and that tasks may span
across design stages (Waldron and Waldron 1988). Theoretical work on task
sequencing has shown that optimal strategies for ordering tasks may be tied to
problem complexity (Sen et al. 2010). Other work has utilized genetic algorithms to
optimize task sequences for a variety of different objectives (Meier et al. 2007).

The current work specifically stems from a study in which small teams of
engineering students were instructed to design a truss (McComb et al. 2015a).
Previous work hypothesized that the order in which operations were performed in
that study may have had a large impact on the quality of solutions (McComb et al.
2015b). By focusing on the ordering of operations, the analysis in the current work
is conducted at a more fine-grained resolution and at shorter timescales than other
work on design stage or task sequencing. This degree of resolution is more akin in
scope to studies conducted in the psychology literature. It is at this level that
engineers and designers directly interact with potential solutions, so the selection
and application of the best actions is particularly crucial for the creation of
high-performing solutions. Two questions are specifically addressed in this work:

1. Do designers employ recognizable sequences of operations when solving a
design problem?

2. Is the employment of sequences of operations beneficial to designers?

This work proposes that the Markov Chain model can be used as a tool for
understanding and simulating the order in which humans perform operations in a
design context, thus helping to address the two research questions. It should be
noted that Markov Chain models do not directly extract fixed-length sequences of
operations. Instead, such models implicitly represents fixed-length sequences using
probabilistic chains.

After a brief background section, the main body of this paper is presented as two
investigations, each of which is aligned with one of the research questions posed
previously. The first explores whether or not designers employ recognizable
operational sequences. To answer that question, a statistical analysis is conducted
on the human data from a prior cognitive study. This analysis indicates with high
confidence that participants of the study utilized sequences of operations when
creating solutions. The second investigation analyzes whether or not sequences of
operations are beneficial to the designer. This is accomplished by performing
computational simulations of design team behavior within the Cognitively-Inspired
Simulated Annealing Teams (CISAT) modeling framework, an agent-based plat-
form that approximates the process and performance of engineering design teams.
These simulations demonstrate that the ability to learn sequences during design was
extremely beneficial to teams in the study.
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Background

This work draws from two elements of prior work. The first is the Markov Chain
model, a statistical model that provides a means for modeling sequences of oper-
ations. The second is a corpus of data from a truss design study by McComb et al.
(2015a). The current work applies Markov Chain models to study and analyze the
operations used in that study.

Markov Chains

A Markov process is a stochastic process in which a system transitions between a
finite number of discrete states. Markov processes are commonly modeled using
Markov Chain models (Stroock 2005). In a Markov Chain model, the probability of
transitioning to a future state depends only on the current state of the system, and
not on previous states (Stroock 2005). The probability of transition to a future state
from a current state is given by the transition matrix, T, where the value of Tij is the
probability of transitioning from state i to state j. Markov Chains were first intro-
duced more than a century ago (Seneta 2006), and have since been used in a
number of applications including computer performance evaluation (Scherr 1962),
web search (Page et al. 1999), and chemical processes (Tamir 1998).

Figure 1 depicts a Markov Chain with three states (S1, S2, and S3). The entries of
the transition matrix are shown next to arrows that indicate the relevant transition.
Self-transitions are allowed in the model, meaning that the system remains in the
same state across multiple time steps.

In this work, Markov Chains are used to describe the order in which modifying
operations are applied to designs. Operations constitute the states of the Markov
Chain model, and the transition probabilities in T describe the probability of
transitioning between those operations.

It should be noted that this work considers only first-order Markov Chain
models, meaning that the next state depends only on the current state. Higher-order
Markov Chain models assume that the selection of the next state is dependent on

Fig. 1 Example Markov
Chain with 3 states
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the current state as well as any number of past states, thus encoding some degree of
“memory” in the model (Raftery 1985). Within the domain of design, the inherent
memory of higher-order models could provide a useful analog of expertise and
memory of human designers. However, increasing the order of a Markov Chain
model quickly increases the overall complexity of the model, which in turn
increases the likelihood of over-fitting and decreases the accuracy with which the
model parameters can be estimated. Therefore, in the interest of model parsimony
and accurate parameter estimation, this work uses only first-order Markov Chain
models. It will be shown that first-order Markov Chain models are sufficient to
achieve the objectives of this work.

Cognitive Study Data

The operation sequences used in this work were extracted from a design study in
which 16 small teams of 3 engineering students were tasked with the design of a
truss structure (McComb et al. 2015a). Design was conducted over the course of
six, 4-min design sessions.

During the study, the design problem was changed twice without warning
through the introduction of new problem statements. The initial problem statement
simply asked teams to design a truss with the two loading points and three supports
shown in Fig. 2. The first change presented participants with the same layout, but
also instructed them to account for the fact that any one of the supports could be
removed at any time. The second change modified the problem so that teams had to
build their truss around an obstacle. Teams were given a target mass and

Fig. 2 Example solution to the truss design task. The locations of the supported and loaded joints
(the lowest row of grey circles) could not be modified by participants
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factor-of-safety for the initial problem statements and for each of the subsequent
modified problem statements.

To facilitate design, every participant was given access to a
computer-implemented truss design program that was created for the purpose of the
study. This program allowed the participants to build, assess, and share truss
designs within their teams. In addition to facilitating design, the truss design pro-
gram was used to continuously record the operations that participants chose and
applied in order to modify their designs, thus allowing a full account of design
operations to be accumulated. The operations available to participants were:

1. Adding a joint.
2. Removing a joint.
3. Adding a member.
4. Removing a member.
5. Changing the size of a single member.
6. Changing the size of all members.
7. Moving a joint.

This information was post-processed to extract a string of move operators (de-
noted by the integers 1 through 7) for each of the 48 participants in the study.
A typical solution sequence consists of 400–500 operations. A short example
sequence is provided in Fig. 3.

When training multinomial models and Markov Chains in the current work, each
operation is treated as a state observation. In addition, the sequence of moves for a
single participant is treated as a single piece of data, and is not subdivided during
cross-validation.

Fig. 3 Example operation
sequence, with numbers
corresponding to the list of
truss operations introduced
previously
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Do Designers Use Operation Sequences?

This paper first analyzes human protocol data from the truss design study with the
objective of determining whether or not any common operation sequences are
apparent. This is accomplished by training and comparing sequential (Markov
Chain) and no-sequential (multinomial) statistical models on the operation protocol
data extracted from the truss design study.

Methodology

Markov Chain models are trained on the human data in order to provide a statistical
representation of the sequence in which operations occurred in the cognitive study.
The following discussion is based on material in Stroock (2005), but is presented in
terms of design operations (rather than Markov process states).

A Markov Chain is defined by the values of its transition matrix, T. Element Tij
in the matrix defines the probability that the next operation will be operation j,
given that the previous operation was operation i. Therefore, the elements of the
transition matrix for a Markov Chain can be estimated using

Tij ¼ Nij

Ni
ð1Þ

where Nij is the number of times that operation j is observed to follow operation i,
and Ni is the number of times that operation i is observed.

The log-likelihood is a quantity that indicates the probability that a model could
have produced a given set of data, and can thus be used to compare different
models. The log-likelihood for a Markov Chain model (LMC) is

LMC ¼
XM
i¼1

XM
j¼1

Nij � ln Tij
� � ð2Þ

where Nij and Tij are defined as above and M is the number of different operations.
Multinomial models are also trained on the same data in order to provide a

non-sequential statistical representation. In this application, the multinomial model
can be thought of a weighted die with M sides (one corresponding to every truss
operation). Training the multinomial model on the truss design data encodes the
frequency with which each operation occurred. This information is stored in a
vector p of length M. The elements of p can be estimated by computing
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pi ¼ Ni

NTOTAL
ð3Þ

where Ni is the number of times that operation i is observed in a given dataset, and
NTOTAL is the total number of operations performed in the dataset. The
log-likelihood for a multinomial model (Lmult) can be computed similarly to the
multinomial model as

Lmult ¼
XM
i¼1

Ni � ln pið Þ ð4Þ

where Ni, pi, and M are defined as above.
These models can be used to provide non-sequential (multinomial) and

sequential (Markov Chain) representations of the human operation data from the
cognitive study. By comparing the log-likelihood of the two models, it becomes
possible to determine which is a better representation of the data. Further inspection
of the trained models can divulge details of the way in which human study par-
ticipants operated on solution concepts.

Results

Statistical models are trained on the data using k-fold cross-validation (Stone 1974).
Cross-validation first partitions the available data into k subsets of equal size.
A model is then trained using k � 1 subsets, and tested using the remaining subset.
This is repeated until every subset has been used for testing (k times). Specifically,
this work uses k-fold cross validation with k ¼ 8.

The log-likelihood of each model (computed on the testing subsets) is shown
with a boxplot in Fig. 4. The horizontal lines of the boxes indicate the 25th, 50th,
and 75th percentiles, and the tails above and below the boxes indicate maxima and
minima.

The difference between the two models is highly significant (ANOVA:
q\ 10�6, F ¼ 70:4). Because the sequential Markov Chain model has a signifi-
cantly higher log-likelihood than the non-sequential multinomial model, the human
data displays significant amounts of sequencing. This means that participants in the
study identified and utilized chains of move operators. However, this analysis does
not indicate whether or not this behavior was beneficial. An evaluation of the
relationship between sequencing and performance is addressed in the next section.

The probabilities of the average multinomial model are shown in Fig. 5, and the
transition matrix of the average Markov Chain model is shown in Fig. 6. The colors
of the squares indicate the magnitude of the probability, which is also noted
numerically within each square.
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Examining the differences between Figs. 5 and 6 provides some insight as to
why the Markov Chain model is more veridical than the multinomial model. The
most striking aspect of the transition probability matrix is that it is largely diagonal.
This indicates that most move operators were likely to be applied several times
before another move operator was selected. This aspect of the participants’ behavior
simply cannot be captured in the multinomial model. For instance, the multinomial
model indicates a 33% chance that the next operation will be to add a member,
regardless of the previous operation. However, the column of the Markov Chain
transition matrix that corresponds to adding a member shows that that operation is
most likely chosen after adding a joint, removing a joint, or adding a member, and
rarely selected if the last move involves changing the size of truss members. Thus,
the selection of the subsequent operations is highly conditional on the last operation
performed. Similarly, the multinomial model shows a 33% chance of changing the
size of a single member. However, the Markov Chain transition matrix more
incisively encodes the operational data by showing that that operation is rarely
selected after adding a joint, removing a joint, adding a member, or removing a
member.

In addition, a graphical representation of the average Markov Chain model is
provided in Fig. 7. Arrows are used to indicate transitions between states and line
thicknesses represent the relative likelihood of those transitions, with thicker lines

Multinomial Markov Chain
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indicating the more likely transitions. Only the strongest transitions were included
in the representation (those with transition probabilities above the median,
approximately 0.03). The probabilities pertaining to self-transitions are indicated by
the thickness of the border of the corresponding operation.

0.35 0.07 0.55 0.01 0.00 0.00 0.02

0.23 0.33 0.26 0.11 0.01 0.04 0.01

0.21 0.03 0.66 0.04 0.01 0.02 0.03
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Figure 7 provides further insight as to the pattern of operations in the study.
Actions involving the topology of the truss (adding and removing joints and
members) are connected by the thickest arrows, indicating that there is a strong
probability of transition between these operations. This indicates that these topol-
ogy operations were usually employed together during the design study.

In contrast, operations that only change the shape of the truss (changing the size
of members, or moving joints) are connected by arrows that are much thinner,
indicating that there is far less interaction between these operations. These opera-
tions are also much more likely to be applied multiple times in a row, as indicated
by the probability of a self-transition. Finally, there is a very low probability of
leaving the state corresponding to changing the size of a single member (“size
(single)”). This indicates that participants were very likely to repeatedly apply this
operation to fine-tune the size of the members in their designs.

Are Operation Sequences Beneficial to Designers?

The previous section established that there are recognizable operation sequences in
the data from the truss design study. This section investigates whether or not the use
of operation sequences was beneficial to the participants of the study. Because
sequence learning can take place implicitly (Nissen and Bullemer 1987; Reed and
Johnson 1994) it would be nearly impossible to control as an experimental variable
in a study with human participants (i.e., implicit processes could take over even if a
participant were successfully prevented from explicitly learning any operation
sequences). For that reason, this work utilizes the the CISAT modeling framework
(described in greater detail below) to test the effects of sequence learning (McComb
et al. 2015b). Individuals and teams simulated in CISAT have clearly defined
abilities, making it possible to perfectly control the way that these simulated
individuals learn operational sequences. Therefore, a comparison between
sequential and non-sequential learning patterns becomes feasible, and offers insight
as to the benefit of sequence learning for real human designers.

Methodology

The Cognitively-Inspired Simulated Annealing Teams (CISAT) modeling frame-
work is an agent-based computational platform that effectively simulates both the
process and performance of engineering design teams (McComb et al. 2015b). At
its core, the CISAT framework makes use of simulated annealing constructs. Eight
additional cognitive characteristics are then layered on top of the core structure with
the intention of supporting a more full description of how individuals proceed
during design, and how they interact with one another as part of a team (McComb
et al. 2015b).

412 C. McComb et al.



The operational learning characteristics of the CISAT framework is of particular
interest in this work. The intention behind this characteristic is to provide CISAT
agents with the ability to learn which move operators should be applied in the
future. The characteristic was originally implemented as follows. During every
iteration, an agent selects which move operator to apply next by taking a random
draw from a multinomial distribution defined by a vector of probabilities, p. The
chosen move operator, i, is then used to modify the current solution. If operator i
improves the quality of the solution, then the probability that that operator will be
chosen in the future is increased using the equation

pi  pi � 1þ kOLð Þ; ð5Þ

where kOL is a constant used to control how quickly learning occurs. If the move
operator worsens the quality of the solution, the probability of selecting it in the
future is decreased using

pi  pi � 1� kOLð Þ: ð6Þ

The probability vector is re-normalized following every update.
This work updates the operational learning characteristic in CISAT to accom-

modate sequence learning via Markov Chain concepts. The move operator selection
process is modified so that agents select move operators to apply using the prob-
abilities in a Markov Chain transition probability matrix, T, and then iteratively
tune the probabilities in T to bias selection towards the best move operators. This
process is similar to the bipartite pattern/sequence generation process identified by
Kotovsky et al. for human participants solving the Thurstone Letter Series
Completion task (Simon and Kotovsky 1963). Here, the tuning of probabilities in T
constitutes the pattern generation step, and the selection of a subsequent operation
based on T is analogous to the sequence generation step.

To select which move operator to apply, a random draw is taken from the
multinomial distribution defined by row i of the matrix T, where operator i is the
last move operator applied. The chosen operator, operator j, is then applied to the
current solution. The values in T are updated depending on whether the quality of
the current solution improves

Tij  Tij � 1þ kOLð Þ; ð7Þ

or worsens

Tij  Tij � 1� kOLð Þ: ð8Þ

Through the Markov Chain transition matrix, the selection of the next move
operator is made conditional upon the last move operator that was applied. This
modification enables CISAT agents to learn and apply beneficial sequences of
operations. Note that the Markov Chain model does not directly extract fixed-length
sequences of operations from the experience of the agent. Rather, these sequences
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are implicitly coded within the transition matrix of the Markov Chain model by
updating probabilities according to move operator performance (i.e., whether
applying a move operator improved or worsened solution quality). This makes the
enactment of previously beneficial sequences more likely, thus accounting for
sequence learning within the CISAT modeling framework. However, the proba-
bilistic nature of operator selection still allows for the exploration and discovery of
new sequences. This is the only modification made to the framework, and all other
constants and settings are as given in McComb et al. (2015b).

Results

The simulated teams that are capable of learning operation sequences are pro-
grammed to use Markov Chain learning models, whereas the teams that are not
capable of learning sequences will use multinomial learning models. Comparing the
solution quality obtained by these two groups will indicate whether or not
sequence-learning can be beneficial within a design context.

In the interest of simplicity, performance is only simulated for the initial problem
statement as shown in Fig. 2. For the multinomial learning condition, the simulation
parameters are the same as those used in McComb et al. (2015b). For the Markov
Chain learning condition, the only modification made is to the operational learning
characteristic to enable sequence learning via a Markov Chain model. A total of 100
teams are simulated for each condition. The results of the simulations are then
post-processed to track each team’s best solution over time. The mean Normalized
Strength-to-Weight Ratio of each team’s current best solution (abbreviated SWR,
and indicative of solution quality) is then computed, and is shown in Fig. 8.

Fig. 8 Comparison of normalized SWR for multinomial and Markov Chain learning approaches
(error bars show ±1 SE)
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The difference in final design quality between the two conditions is highly
significant (ANOVA: q\ 10�3, F ¼ 11:2) and the Markov Chain condition
achieves a higher final design quality. The framework used to conduct these sim-
ulations has been shown to accurately model engineering design teams solving this
design problem (McComb et al. 2015b). Therefore, these simulations indicate that
the ability to learn operation sequences while solving a design problem is beneficial
to human designers.

Figure 9 compares the frequency with which topology operations are applied
during the simulations. Topology operations are those that modify how the truss
designs are connected: adding members, removing members, adding joints, and
removing joints. All other operations (moving joints and changing the size of
members) are shape operations. This metric can be used to track the progressive
transition from layout design to detailed design. In the original cognitive study, the
initial problem statement was solved over the course of three design sessions, of
4 min each, in which participants conducted design activities with short breaks in
between. To calculate the frequency of topology operations metric, the data is split
according to the three design sessions in the original study.

Comparing the two conditions through Fig. 9 indicates that the overall pattern of
topology versus shape operations did not change substantially with the addition of
sequence learning. Simulated teams in both conditions follow a similar global
pattern in transitioning from layout design to detailed design. However, the intel-
ligent sequencing of those operations in the Markov Chain condition leads to
substantially improved final design quality.

The CISAT simulations indicate that operation sequencing is a beneficial aspect
of human cognition during design. However, the results also indicate that applying
the right set of operations to a design problem has little benefit unless those

Fig. 9 Comparison of frequency of topology operations for multinomial and Markov Chain
learning approaches (error bars show ±1 SE)
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operations are applied in the correct order. For this reason, designers should
emphasize the importance of learning beneficial operation sequences during itera-
tive design problems.

Conclusions

This work examined operation sequencing in engineering design and demonstrated
that it was both present and beneficial to designers in a human study. Two research
questions were specifically addressed:

1. Do designers employ recognizable sequences of operations when solving a
design problem?

2. Is the employment of sequences of operations beneficial to designers?

To address the first question, both sequential (Markov Chain) and non-sequential
(multinomial) models were trained on the operation data from a human study.
A comparison of the two models showed that the Markov Chain model was more
likely. This indicated that participants in the truss design study employed sequences
of move operators while designing. Further analysis of the Markov Chain model
provided insights as to the pattern of topology versus shape operations used by
participants.

To address the second question, computational simulations were performed to
assess whether or not the ability to learn and employ operation sequences was
beneficial to study participants. Simulated teams without the ability to learn
sequences utilized a multinomial reinforcement learning strategy, while teams
capable of sequence-learning were simulated with a Markov Chain reinforcement
learning strategy. It was shown that the ability to learn operation sequences sig-
nificantly increased the quality of solutions.

Together, these two findings indicate that designers can benefit from identifying
and employing beneficial sequences of operations while solving iterative design
problems. This would allow them to improve solutions with greater efficiency, thus
achieving the delivery of final design solutions of higher quality. This work also
demonstrated the utility of Markov Chains for modeling and extracting meaning
from operation-based protocol data. This approach can be applied to any protocol
data that has a finite and well-defined set of operations. For that reason, designer
studies that entail the application of design grammars may be particularly
well-suited to analysis via Markov Chains. This approach will be further utilized
and extended in future work.
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Designerly Pick and Place: Coding
Physical Model Making to Inform
Material-Based Robotic Interaction

Daniel Smithwick, David Kirsh and Larry Sass

Abstract To study how designers explore ideas when making physical models we
ran an experiment in which architects and undergraduate students constructed a
dream house made of blocks. We coded their interactions in terms of robotic pick
and place actions: adding, subtracting, modifying and relocating blocks. Architects
differed from students along three dimensions. First, architects were more con-
trolled with the blocks; they used fewer blocks overall and fewer variations.
Second, architects appear to think less about house features and more about spatial
relationships and material constraints. Lastly, architects experiment with multiple
block positions within the model more frequently, repeatedly testing block place-
ments. Together these findings suggest that architects physically explore the design
space more effectively than students by exploiting material interactions. This
embodied know-how is something next generation robots will need to support.
Implications for material-based robotic interaction are discussed.

Introduction

Much of what has been said of designerly ways of knowing is about manual
sketching activity: it is the means by which designers have ‘reflective conversa-
tions’ with their design (Schon 1992); it is how designers ‘see as’ and ‘see that’
(Goldschmidt 1991); it situates designers and enables them to ‘think on the fly’
(Suwa et al. 1998); and it enhances a designer’s ability to perceive visual-spatial
features and conceive multiple design ideas (Bilda and Demirkan 2003). Indeed,
much of design knowledge initially takes form as exploratory sketching activity.
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However, sketching is not always necessary in design activity (Bilda et al. 2006)
and it is not the only means of exploring a design manually. Architects also make
physical models, including: sketch models, diagram models, concept models,
massing models, presentation models, and more (Mills 2011). Gursoy and Oskar
(2015) distinguish two types of architectural models. Models of architecture rep-
resent ideas that have already been resolved; models for architecture explore and
develop new ideas.

In this paper we are concerned with models for architecture. Unlike sketching,
which involves marking a 2 dimensional paper surface, physical model making
takes place in three dimensional space and involves different forms of material
interaction. For instance, different modeling materials afford different actions:
chipboard can be layered, paper can be folded, wood can be milled, concrete can be
cast, and so forth. Schon (1992) says such complexity gives way to entirely dif-
ferent design worlds. Moreover because physical models have many sides what one
sees depends on one’s position in relation to the model and on the many different
ways of physically manipulating the model.

If sketching is thought of as visual design thinking (Goldschmidt 1994), model
making, with its emphasis on building, assembly and manipulation, ought to be
considered physical design thinking—a more tangible, interactionist way of
exploring designs. Yang (2005) calls 3-D prototyping a unique design language
quite distinct from sketching. Yet very little has been said about model making as a
kind of designerly knowing in action. Physical model making has been found to be
beneficial by giving students hands-on opportunities to test and refine design
concepts (Lemons 2010) and by reducing fixation (Youmans 2011). But there is
more to say. Since “A designer’s knowing in action involves sensory, bodily
knowing” (Schon 1992, p. 5) it ought to be possible to go beyond visual thinking to
explain how designers think with their bodies.

Framing certain forms of action as enactive thinking is central to theories of
embodied and situated cognition in cognitive science (Anderson 2003). Gesture can
facilitate thinking in calculation (Martin and Schwartz 2005) and problem solving
(Goldin-Meadow and Beilock 2010). Body movement enables dancers to probe
movement structures in ways inaccessible through observation alone (Kirsh 2011).
Some have even argued that because of the role played by external resources during
thinking the process of thought may actually extend beyond the brain into one’s
physical interactions with material objects beyond the body (Clark 2008).

Aims

Our objective here is to extend the notion of designerly thinking to physical model
making. What sketching is to visual thinking model making is to physical thinking.
To explore this idea we created a simple design world—a blocks world—where
model making is abstracted to picking, manipulating, and placing blocks in a con-
figuration on a site. We devise a simple coding scheme that tracks the key material
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interactions over time. By video recording the design sessions of designers and
non-designers we are able to compare their interactions and by using the method of
voice aloud protocol analysis we can relate these to what is said during activity.
Assuming designers do behave differently than non-designers, our central concern is
to elucidate a framework that will reveal these differences and explain them.

Significance

Our ultimate motivation is to provide a theoretical and empirical foundation for
developing interactive robotic design tools that enhance the material-based nature
of exploratory model making. A first step in creating new tools is to analyze and
understand a particular design activity in specific terms that the tool could poten-
tially enhance or automate. The tool we are interested in developing is an interactive
robotic manipulator arm, therefore in this study we strive to understand what
designers do in terms of picking and placing physical material.

We believe that formalizing how designers interact with blocks offers insights
into how physical forms of design thinking can be enhanced. Many projects
illustrate the potential for such tools (e.g. Willis et al. 2011; Zoran and Paradiso
2013). However they do not make claims for enhancing design thinking. Some
researchers have begun exploring how interactive manipulatives can enhance cre-
ativity (Grace 2014). Other researchers have asked how making as a kind of
design-in-action can be formalized in terms of generative processes (Knight and
Stiny 2015) and evaluative processes (Bernal et al. 2015). Our work has implica-
tions for how material interaction and body movement can be enhanced with
robot-aided design processes.

Background: Previous Protocol Analysis Methods

Very few protocol analysis studies (those that either utilize coding schemes or
segmentation methods) have been conducted on designing with physical media
(e.g. Lemons 2010; Kim and Maher 2008). In a small scale study (n = 6), Kim and
Maher (2008) compare the use of TUIs versus GUIs to determine how hands-on
interaction changes spatial cognition in a design task. Their coding scheme is based
on those developed in Suwa and Tversky (1997) and Suwa et al. (1998) including
the following categories of analysis: action, e.g. drawing and looking; perception,
e.g. perceiving visual-spatial features; process, e.g. setting up goals; and lastly,
collaborative, e.g. communicative gestures. They found that TUIs support
exploratory activity in terms of epistemic actions and that the ‘naturalness’ of
interacting with physical objects enhances spatial reasoning and visual-spatial
perception by offloading cognitive tasks to the environment.

To explain the benefit of hands-on model making in engineering design, Lemons
(2010) had participants construct models with Lego bricks. They focused on their
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subjects’ accounts of what they were thinking, using verbal protocols exclusively
and did not code the different physical actions performed such as joining, dis-
joining, rotating or sorting bricks.

Many more studies have been conducted on revealing the benefits of interaction
with physical media although they do not utilize protocol analysis methods (e.g.
Yang 2005; Youmans 2011; Fjeld and Barendregt 2009; Klemmer et al. 2008), In a
large scale study (n = 120), Youmans (2011) compared the design performance
outcome benefits in a tool design exercise of having access to physical prototyping
materials versus having no access. He found that with access to materials designers
would fixate less on previous tool design examples given in the exercise and
produce more novel and better functioning tools designs.

Predominantly, sketching has been the activity that is analyzed in protocol studies
(e.g. Suwa et al. 1998; Bilda et al. 2006; Suwa and Tversky 1997; Kavakli 2002).
Typically, video recording is used to capture the design activity followed by retro-
spective reporting, where the participant is asked to watch himself in the video and
verbally account for what he was thinking. Another approach, known as the concur-
rent thinking aloudmethod,whichwe report here, is to have participants describewhat
they are thinking while in the design session. Concurrent reporting is thought to
provide a more accurate depiction of how thought unfolds over time (Suwa et al.
1998). With retrospective reporting the account may be more thorough and less dis-
ruptive of the design process (Kavakli 2002) but potentially less true to the moment.

Many protocol studies are based on Suwa and Tversky’s coding scheme (1997)
which identified four information categories that architects see and think about
while sketching: emergent properties, spatial relationships, functional relationships
and background knowledge. Suwa et al. (1998) adapted these categories to corre-
spond to the flow of cognitive processes involved in human cognition: distin-
guishing physical, perceptual, functional and conceptual action. Physical actions
include drawing, looking, and gesturing. Perceptual actions involve attending to
features, relationships, and making comparisons. Functional actions include relating
non-visual information with spatial features e.g. circulation of people through
rooms. Conceptual actions involve setting up goals and making value judgments
based on domain knowledge. Physical and perceptual action can be identified by
watching the video recording. Functional and conceptual action are identified from
a designer’s verbal account.

By examining the flow of actions Suwa et al. (1998) found that physical actions,
along with perceptual actions are drivers of design thinking in sketching just as
much as background knowledge and predetermined goals. In other words they
found that physical and perceptual action is able to drive thinking forward as much
as conceptual and functional. They concluded that the physical action of sketching
enables designers to ‘think on the fly’.

In the current work, we are interested particularly in how physical action in
model making drives design thinking and in what ways this may differ between
experts and novices. Looking more closely at the kinds of physical actions defined
by Suwa et al. (1998), however, we find their action types ill-suited for describing
material interactions in model making. They distinguish these seven:

422 D. Smithwick et al.



• Revise the shape, size or texture of a depiction
• Create a new depiction
• Trace over a depiction on same/new sheet

• Depict a symbol
• Write sentences or words
• Look at previous depiction
• Move a pencil/depiction

In physical model making one may perform these actions in the course of
making a model, e.g. to depict a shape to be cut out of paper, but this would be a
sketching action plus some other physical action. Strictly speaking, model making
means working with material in hand. The actions possible depend largely on the
type of material, opening up a wide range of interactions: folding, twisting, lami-
nating, stacking, sorting, cutting, milling, pouring, and so on. In addition, model
making commonly involves the application of skill and technique with tools as
diverse as knives, drill presses, laser cutters, and 3D printers.

Methodology

Experiment Setup

In our experiment participants were asked to build a physical model of their dream
house by arranging blocks on a wooden site model (Fig. 1, left). The task was
open-ended: no specific constraints were imposed, such as building a minimum
number of rooms or meeting a square footage requirement. Nor was a particular
scale given; a single block could represent the entire house or a piece of furniture.
Participants were supplied with 44 3D printed parallelepiped-shaped blocks and
free to use as many or as few as they wished. The parallelepiped shape enabled
fairly complex assemblies with varied spatial relationships. No other tools or
medium (e.g. no pencil or paper) was allowed. Participants were given 15 min to
complete the task. Prior to that they had a minute or two familiarize themselves with

Fig. 1 The experiment site model and 3D printed blocks, left; a robotic arm picking and placing
blocks, right. How can model making be supported by this tool?
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the look and feel of the blocks. Once they began the experiment they were
encouraged to voice aloud any thoughts they had concerning their design or their
process as they manipulated blocks. Video/audio was captured looking down on the
site model and photographs were taken throughout each session. The participants
were not told how the dream house would be evaluated other than that once the
15 min was over they were to walk the researcher through their model.

Participants

Three participants were architects with 4–8 years of professional practice as well as
teaching experience at the graduate level. The student participants were spilt into two
groups. Three students were undergraduates majoring in architectural design, and
three were undergraduates from non-design related departments. With the exception
of one architect, all participants were from the same academic institution. See Table 1.

Hypothesis

Our hypothesis was that in an exploratory design task requiring physical manipu-
lation, there will be significant differences between the way architects and students
interact with materials. We expected student participants with design training also
to show differences with novices. But we doubted those differences would do more
than trend toward significance.

Why Make a Dream House by Picking and Placing Blocks?

Building a dream house is an architectural program accessible to both architects and
non-architects. Most people at some point have imagined what their dream house
might look or feel like and if they haven’t developed evolved ideas they typically
have likes and dislikes they can share. For experimental tractability we constrained

Table 1 Participant groups Architects 3 3M, 0F

Students in architecture 3 1M, 2F

Students in non-design fields 3 2M, 1F

Total 9 6M, 3F
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the task, however, to arranging blocks. This limits the possible architectural forms
but leveled the playing field by making irrelevant differences in technical skill or
specialized training.

We also limited possible operations to those which may in principle be performed
by a robotic manipulator arm: picking, transforming and placing blocks (Fig. 1,
right). Given our goal of understanding how a robotic manipulator arm may support
early stage conceptual design our work here sets the stage for informed speculation.

Coding Scheme

The goal of our coding scheme is to analyze the physical actions and the talk aloud
protocols captured on video in order to understand the role physical action plays in
design thinking. We do not code for perceptual, functional or conceptual actions as
have previous studies. Instead we focus exclusively on physical action. Coding for
functional and conceptual actions requires retrospective reporting by the participant
(Suwa et al. 1998). Perceptual actions are inherently dependent on physical actions
so we collapse these two categories together.

Pick-Manipulate-Place Framework

In our model making activity one works with discrete objects and arranges them in
different relationships called configurations. The making of configurations can be
characterized as a three-stage process: picking, manipulating (rotation, translation),
and placing the objects. Picking and placing are defined by location in the world,
either within a configuration or on the site. Manipulation is what a participant does
after picking up a block and before placing it. We consider only rotations and
translations, not such things as squeezing, spinning or other physical actions. Each
manipulation has a duration, measured in seconds.

Primitive Interaction Types

Based on the pick-manipulate-place framework we construct four primitive inter-
action types: adding blocks to a configuration, subtracting blocks from a config-
uration, modifying blocks within a configuration, and relocating blocks across the
site. Each of these four types is defined by the locations of the picking and placing
actions as identified in Table 2. For each participant we counted each occurrence of
an action type and measured its duration.
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Interaction Sequences

An interaction sequence is a pattern of interactions over time. We observed three
types of sequencing:

• Consecutive interactions involve three or more identical actions in a row. For
example, Add–Add–Add or Modify–Modify–Modify.

• Compound interactions occur when the Place location of one interaction
becomes the Pick location of next action. For example, when a subject Adds a
block to a configuration and without putting it down, does a Modify action, such
as adjusting its orientation etc. We count the adjustment as a new action despite
the participant never releasing the block.

• Coordinated interactions are two-handed actions. There are two types:
Synchronous and Asynchronous. For example a subject may modify the ori-
entation or shift its location using both hands. We call this a synchronous
interaction because both hands are involved in the same action. Asynchronous
interaction is doing two different interactions with two hands, such as picking up
two blocks or moving two apart. See Table 3 for all interaction sequence
definitions.

Table 2 Definition of interaction types by pick and place location

Interaction
type

Pick location Place
location

Description

ADD Site Configuration Participant adds block from the site to the
configuration

SUBTRACT Configuration Site Participant removes block from
configuration and places on site

MODIFY Configuration Configuration Participant adjusts block within
configuration only

RELOCATE Site Site Participant moves block across the site

Table 3 Definition of interaction sequence types

Interaction sequence type Name Interactions

CONSECUTIVE Manage Relocate–relocate–relocate

Disassemble Subtract–subtract–subtract

Assemble Add–add–add

Explore Modify–modify–modify

COMPOUND Test:reject Add–modify–subtract

Test:affirm Add–modify

Test:eject Modify–subtract

COORDINATED Synchronous Modify/modify, e.g.

Asynchronous Add/modify, e.g.
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Results

Despite our small sample size there were important differences between the three
participant groups. At a structural level there were significant differences in the block
count, block variation, and block arrangement of the final model. At a protocol level
there were suggestive differences but variance in the quantity of talk aloud results
prevented us from finding anything more than anecdotal differences. At an inter-
action level, however, there were clearer differences in the primitive interaction
counts as well as trends in the interaction sequences across the three groups.

Dream House Models

Figure 2 shows renderings of the participants’ final models. Each rendering is an
orthographic projection of the model. It should be noted that the projection angle
was chosen in order to provide the best overall visibility of the blocks in the model.

Block Count

Architects tended to use fewer blocks in their models than the other two groups.
Their mean number of blocks used was 11.0, whereas the novices used 17.3 and the
non-designers used 19.0. We found that the novices and non-designers would often
keep adding blocks to their configuration until the supply ran out. The experts
seemed to identify a limited set of preferred blocks, e.g. all red blocks, and then
work with those. See Table 4.

Block Variations

Architects also used fewer variations of blocks. Ten variations of blocks were
provided. Two experts only used 2 variations of the blocks—in one case both were
red blocks (Fig. 2, E1) and in the other case the architect used only the blue and
wire-frame blocks (Fig. 2, E3). The novice student designers used 6.3 (mean) block
variations; the non-design students used 7.3, while the architects used 3.3 block
variations.

Based on visual analysis of the models, the architects appear to be more selective
and controlled providing them with further problem constraints. Why might this be
the case? We seek evidence in the verbal protocols that may shed light on the
architects’ thought processes.
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Verbal Protocol Results

We do not code or segment the verbal protocols as have previous protocol studies
(e.g. Lemons 2010); we admittedly only present anecdotal evidence from a few
thoughts voiced by participants during the session. We have chosen the quotes
below to convey general differences between the three groups. The key difference

Table 4 Block count and variation in the dream house models

Architects Novices Non-designers

E1 E2 E3 N1 N3 N2 ND1 ND2 ND3

Block count 9 12 12 22 15 22 12 16 29

Block variations 2 6 2 6 4 9 6 8 8

Fig. 2 Renderings of the final dream house models by Architects, left; novice design students,
middle; and non-design students, right
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we find is the generative approach voiced by the architects and the more repre-
sentational approach taken by the novice and non-design students.

For example, one novice design student described her process as one of finding
blocks to represent typical household features:

I’m using this [block] as the entrance…and I’m going to use these [blocks] as the grass and
flowers…and these [wireframe blocks] will be windows (Fig. 2, N1).

A non-design student voiced a similar approach, expressing practical concerns
about the house, commenting that:

It’d be kind of cool to have a wall of windows along the side of the house…maybe the
south facing side where there’s a lot of sun (Fig. 2, ND3).

Furthermore, the participant was thinking about particular rooms and how to
connect them:

This is a wide open living room, here’s an open hallway on the side of the building…the
little blocks I’m treating as hallways and maybe stairs, this is the kitchen, here is a studio…
there’s bedrooms on the second floor.

Architects had a different approach. They commented on the effect of moving
shapes around to explore the spatial relationships between blocks. One architect
started off his design session by exploring the blocks’ properties, saying:

Using the blocks, I am creating face-matching walls.

He was giving himself a constraint—joining the blocks face-to-face—and seeing
what relationships were possible. While exploring these relationships he developed
design goals:

I’m looking for…what I’m hoping this will be is some kind of dividing wall…or on this
side I want to have an elevated mass…held up by three [blocks]…because I want the idea
of danger to be present.

Another architect remarked very early on in the session about the design potential
embedded within the blocks, saying:

I like that these [the red blocks] create an ‘outdoor/indoor’…a kind of exterior spatial
definition and an interior spatial definition…it’s super strong…and you don’t have to do
much to let them do that…which is nice (Fig. 2, E1).

With this realization he developed a design concept early on and was able to give
himself a constraint by working with a limited set of blocks, saying:

I didn’t intermingle the blocks because I like the way the red ones fit together. It’s more
controlled for me.

Another notable difference was that the architect was not thinking about the blocks
in terms of household features:

I can’t go through it and say what’s my bedroom, what’s my living room…but as a plain
figure I like it and can imagine it occupied in many ways.
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Material interaction for the architects was more like visual-kinesthetic experimen-
tation rather than fitting blocks to a preconceived idea. We now look at the inter-
action protocols to seek evidence for how this experimentation is reflected in
physical action.

Interaction Results

We first coded each of the participant’s video session in terms of primitive inter-
actions (add, subtract, modify, relocate). See Table 5. For example, subject E2 did
27 Add actions. This accounted for 24.5% of all of his interactions.

We did a Chi-Square analysis to test the null hypothesis that the physical action
data represent a chance distribution. The result is x2(6, n = 9) = 32.22, p < .01.
This is a very low probability and we can therefore confidently reject the null
hypothesis and claim there is a significant relationship between participant group
and interaction count. But what is the relationship?

The charts in Fig. 3 reveal two differences between the participant groups: the
percentage of Modify interactions and Relocate interactions. Differences in Add and
Subtract interactions across the groups are minimal, which is what one would
expect given that the task was to build a structure out of blocks. Comparing just the
architects with the non-design students we see that the architects more often Modify
blocks and less often Relocate blocks. By devoting more action to Modifying
blocks within the model architects are able to cycle through and see more potential
block relationships.

Table 5 Interaction primitive counts per participant organized by group

Interaction type Architects Novices Non-designers

E1 E2 E3 N1 N2 N3 ND1 ND2 ND3

# of ADD actions 11 27 16 42 36 26 21 22 33

% of total 25.0 24.5 28.1 28.6 22.2 24.5 39.6 23.9 31.1

Time/action 1.0 1.0 1.0 1 1.1 1 1.2 1.1 2.5

# of SUBTRACT actions 4 12 4 9 13 9 6 5 7

% of total 9.1 10.9 7.0 6.1 8.0 8.5 11.3 5.4 6.6

Time/action 1.0 1.0 1.0 1.0 1.5 1 1 1 1

# of MODIFY actions 19 39 20 59 90 35 13 31 17

% of total 43.2 35.5 35.1 40.1 55.6 33.0 24.5 33.7 16.0

Time/action 5.5 6.6 3.5 5.0 2.6 4.5 4.9 4.2 2.8

# of RELOCATE actions 10 32 17 37 23 36 13 34 49

% of total 22.7 29.1 29.8 25.2 14.2 34.0 24.5 37.0 46.2

Time/action 1.1 3.5 1.4 1.9 2.0 1.4 2.4 4.7 1.8

Total action time 130 410 113 429 340 243 126 335 227

Total actions 44 110 57 147 162 106 53 92 106
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We characterize this as experimental model-centric interaction: position a block
this way in relation to its neighbors and see what it looks like; reposition it another
way and see what that looks like, and so forth. On the other hand non-design
students interact with blocks more often on an individual basis, isolated from the
model.

However, we do not find a progression across the three groups; why do the
novices perform more Modify interactions and fewer Relocate interactions than the
architects? First, there may be different kinds of Modify and Relocate interactions
that our framework does not distinguish between. For example, there may be
additional Modify interactions that only serve to fix positioning errors. A second
possible answer may lie in the context in which interactions proceed. To explore
this possibility we look to the sequence of interactions.

Experimental and Model-Centric Interaction Sequences

Overall, we find that as a percentage of total interactions there is a trend from
architects to novices to non-designers in structuring their interactions as
Consecutive and Compound sequences. For architects, this is 60.7% ± 3.1; for
novice designers, 50.8% ± 1.5; and for non-design students 43.8% ± 3.2. This
suggests that architects, more so than the other groups, have top-down interaction
strategies.

Looking more closely at the individual sequence types listed in Table 3, we find
further trends across the three groups. For example, in the Consecutive sequences
there are trends in Manage, Assemble and Explore interactions (Fig. 4). As a
percentage of their total, the architects Manage and Assemble the blocks the least,
and Explore with the blocks the most. The architects and the novice design students
are grouped closely, suggesting overlapping behaviors amongst the individuals;
however, there is clear distinction between the architects and the non-design stu-
dents. For example, the non-design students perform Assemble interaction
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28.0% 23.1%
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.60

Architect Novice Non

% of Relocate Interactions

Fig. 3 Mean percentage of modify and relocate interactions by group. Error bars show standard
error of the mean
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sequences seven times as much as the architects; they perform Explore sequences
less than half as much.

With Compound sequence types there are similar trends across the groups
(Fig. 4). Most revealing are trends found in Test:Reject and Test:Eject sequences.
Architects perform over two times as many Reject interaction sequences and over
three times as many Eject sequences compared to non-design students. It seems the
architects are more selective when choosing which blocks to keep in the model.

The Role of Modify Interactions

These trends in selectivity also provide a more nuanced explanation of the role of
Modify interactions for the architects. At first glance one would think that architects
would perform Modify interactions the most out of the three groups (see Fig. 3).
Instead of just adding and assembling blocks, as if constructing a preconceived
idea, a designer would ‘think on the fly’, discover ‘unexpected’ ideas, and do more
with less by modifying blocks within the configuration. However, the architects
performed fewer Modify interactions than the novice design students. How do we
account for this?
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Fig. 4 Percentage of consecutive (above) compound (below) sequences types by group. Error
bars show standard error of the mean
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Framed within a Compound sequence a Modify action can be thought of as an
experimental embodied interaction after which one decides to either accept or reject
a block. While the novice may perform more Modify interactions they may also pay
less attention to the results of the experiment. Evidence for this is suggested by the
novices’ lower rate of Reject and Eject sequences (Fig. 4) and higher rate of Accept
sequences (novice = 56.2% ± 4.7; expert = 48.1% ± 1.1). In other words, if one
more often accepts the experiment result, i.e. keeping a block in the configuration, it
may be because they set up more predictable experiments. We believe architects set
up better embodied interaction experiments.

Discussion

Limitations of Making Physical Models
with Computational Tools

Current digital design and fabrication model-making processes are set up for
automation and assembly and do not support hands-on model making interactions
such as the ones analyzed in our study. The limiting factor in digital fabrication is
that a model must be defined before it is made physical. To make a physical model,
it must first be designed visually on a computer screen; then discretized into
manufacturable parts, and then finally assembled together (Sass 2008).

Robotic manipulator arms currently implemented in digital fabrication processes
either replace CNC machines as more advanced fabrication tools, such as in
multi-axis routing or 3D printing, or they are used to automate the assembly of
complex geometric structures (Kohler et al. 2014).

Material-Based Robotic Interaction

We take a different approach. Our vision is to integrate robotic tools into the early
exploratory stages of a design process where design ideas are still being formed
(Fig. 5). The challenge is to computationally support the material-based interactions
that we observed in hands-on model making. To do so we need to altogether rethink
the way designers use computational tools and processes. Instead of visualizing a
design on a computer screen before making it physical, designers ought to be able
to work directly with material. As roboticist Rodney Brooks famously said, “The
world is its own best model.” We interpret this to mean that visualization should
happen in real-time as the physical model develops. In other words, the physical
model should be its own visualization.
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Robotic manipulator arms have the potential to enhance material interaction only
if they are equipped with vision and object recognition functionality. What it needs
to be able to ‘see’ is if material has been added to a model or subtracted from it;
whether material has been modified within the model, or whether material has been
relocated independent of the model. These are the ways we observed designers to
interact with materials in model making activity.

The question still remains: how can designers control a robotic manipulator arm
without expending more energy in communicating their intent than simply doing
the action themselves? What we propose builds on typical CAD-based commands
such as creating geometric reflections, copies, arrays, or rotations, but uses material
interaction itself as the control interface. For example if a vision system can see that
the designer has added material, the robotic arm can be programmed to copy that
particular interaction, or array that interaction, or rotate it. In this sense the designer
learns to think through potential robotic actions that duplicate and extend his own.

To achieve these goals we must re-imagine the designer’s work environment. It
must consist of a site that is physically accessible to the designer and to a robotic
manipulator arm. The manipulator arm must be fitted with an end-effector appro-
priate to the material. Some material can be rotated and translated, e.g. blocks, but
other material can be folded, casted, or cut. A camera must be able to sense the
work environment. With 3D material multiple cameras will be needed to support
interaction. Lastly, safety is a concern if designers are to physical interact with
robotic tools. The ability to sense the designer in the work environment will be
needed to avoid collision.

Fig. 5 Imagined robotic-aided design environment

434 D. Smithwick et al.



Conclusion

When working with physical media we found that architects work with material in
ways that can be characterized in four simple interactions: adding, subtracting,
modifying, and relocating material. We claim their interactions are ‘designerly’ and
therefore supportable by design tools by distinguishing their interactions from those
of non-designers. To simplify the analysis we created a blocks world in which
model making activity is constrained to picking, transforming, and placing blocks
on a site. By formalizing and distinguishing an architect’s interactions our work sets
the stage for developing interactive robotic tools that can enhance exploratory
model making.
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Knowledge Distribution and the Effect
of Design Tools on the Design Process

Mina Tahsiri, Jonathan Hale and Chantelle Niblock

Abstract This paper compares the cognitive performance of architecture students
when designing tasks using one of the three design tools: pencil and paper, software
Sketch Up and Rhinoceros 3D. It questions if a design tool can affect when
knowledge is generated and used in the duration of design activity. This is explored
through a protocol ‘think aloud’ study for which a new coding scheme was
developed. The methodology is grounded on the theory of Distributed Cognition
and Zhang and Norman’s (Cognit Sci 18(1):87–122, 1994) method of ‘represen-
tational analysis’, based on which, knowledge is either ‘internal’ in that it is actively
memorized by the designer or is ‘external’ in that it is implicitly made available via
a stimuli like a design tool. Using an Analysis of Variance (ANOVA) test, for the
five participants of this study, external knowledge generated significantly earlier on
within the process when using Sketch Up compared to the other two tools.

Introduction

The design process is understood to be a co-evolving process between problem
definition and solution generation, taking the designer from an abstract to a more
concrete form of thinking (Dorst and Cross 2001; Maher and Poon 1995). This
indicates that the structure of the task space is not fully defined at the outset of the
process and is susceptible to change (Gero and Fujii 2000). As Coyne et al. (1987)
state, exploring within a space that is only partially defined is the subject of cre-
ativity. In their view, creativity in concerned with a search for the “paraphernalia”
that can define that space, which they express to be knowledge. They further explain
that a design system’s potential for creativity is in its ability to acquire knowledge
but also to control its process and change its own structure. In doing so, a design
system makes use of its own components, knowledge being one of them, to control
the operations and implement required changes. As is explained by Edmonds
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(1993), a knowledge-based creative system makes use of knowledge to further
revise and refine knowledge. These accounts suggest that knowledge is not only a
structural component of the system, but a product of the processes and also an
operational tool. Therefore how knowledge is created, particularly in the earlier
stages of a design process, can be said to influence the designer’s evaluation on the
fitness of their ideas as they unfold (Coyne et al. 1987; Coyne and Gero 1986; Goel
and Pirolli 1992). Arguably it will also have semantic implications, as it will both
affect the issues the designer attends to and the depth and generality of their
application (Dorst and Cross 2001; Suwa et al. 1998).

The initial stages of a design process are important in cohesively framing the
task as it enables deliberation over a wider breadth of issues before committing to
the details (Dinar et al. 2011). To ensure this good practice, it is common in design
schools to encourage students to spend a good chunk of their time in framing the
problem as best as they can, early on in the process. It has been reported that
students that succeed in this section are more creative in their productions (Dorst
and Cross 2001). This approach reinforces a notion that the earlier knowledge is
exerted, the more impact it will have on the structure of the task space.

Respectively this paper questions whether a design tool can control the design
process by affecting how knowledge is distributed throughout the duration of the
design process. It questions where along the process, the mean distribution of
knowledge falls if a designer was to conduct a task using one design tool compared
to another. It then examines design behaviour under the influence of the design tool
that enabled the earlier average occurrence of knowledge.

Given the importance of the topic for design education, five final year archi-
tecture students from the University of Nottingham were chosen to participate in a
‘think aloud’ protocol design experiment. The experiment required each student to
conduct three similarly structured tasks, each time with one of the design tools
assigned to that task. These design tools were pencil and paper, software SketchUp
and Rhinoceros 3D.

Design Tools, Knowledge and Distribute Cognition

Besides the on-going debate on what design tools are better suited for nurturing
creative thinking of students, the main interest of this paper in questioning the role
of design tools arises from the speculation that they can be more than a peripheral
aid to cognition (Baber et al. 2014). In other words, the role of a design tool
transcends beyond enabling the representation and communication of ideas formed
in the mind into an external and visual format to acquiring epistemic credit (Clark
and Chalmers 1998). This notion is grounded on the theory of Distributed
Cognition, which defines cognition as a phenomenon extending the boundaries of
the skull and the mind, into the environment. Based on this theory, cognition is
distributed across people, artefacts and time involved in the execution of a task
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(Hollan et al. 2000). The manifestation of cognition into the world is therefore a
reflection of an aggregating contribution of all its components and not just pro-
cesses in the ‘mind’.

Notably, the accumulated knowledge which the mind holds, is argued by envi-
ronmental psychologists to be informed by the experience of performances in the
real world. Noe (2006) asserts that our knowledge, is not only determined by what is
done but also our know-how for doing something. This denotes that in thinking, we
incorporate both perception of the past and future into the instantaneous present. To
explain how future actions can inform present knowledge, Grafton et al’s (1997)
study is relevant. Their study showed that just the naming of the ‘use’ of a tool has
motor valence and effects cognitive processes. Dartnall’s (2005) philosophical
account also helps understand this further. He states that the world sometimes leaks
into the mind, in the sense that we can deploy our sensory abilities offline. Therefore
designers can structure their task space and predict their course of action by their
knowledge of the tool. In this regard Jonson’s (2005) study demonstrated how the
structure in which digitally native designers attend to design differs from its tradi-
tional alternative. He reports that these designers use verbalization rather than
freehand sketching as a conceptual tool in the early stages of their process.

On the other hand it could also be claimed that the knowledge a designer brings
to the process holds a preconception of a manner of performance. Arguably for
most designers this would be the knowledge accumulated through conducting
design tasks via freehand sketching, particularly since it is the method employed by
many design schools in the early years of educating students. In this regard, an
alternative explanation could be provided for studies such as that conducted by
Bilda et al. (2006) where they compared the performance of designers when
freehand sketching and when blindfolded (using imagery) and concluded that the
actual physical activity of drawing made no significant difference in the overall
outcome of the process. Similarity in the designers’ cognitive performances could
in fact be due to deploying their knowledge of freehand sketching both times
regardless of using imagery or an actual pencil to design.

Thereby in understanding how a design tool manifests its cognitive role within a
process, design has to be regarded as a distributed cognitive task and the role of the
design tool has to be incorporated into the scheme by which the process is analysed.

Methodology

In acquiring insight into designer’s knowledge, it is common in design studies to
rely on the designer’s verbalization which is the basis of the protocol study
methodology. In this methodology, verbal utterances and design actions of struc-
tured tasks are segmented and coded based on a coding scheme. The coding scheme
provides an ontological perspective of the design process and therefore allows for a
specific analysis of cognitive activity (Dickson et al. 2000; Ericsson and Simon
1993). The ‘think aloud’ method was chosen over retrospective verbalization to
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obtain a direct correspondence between thought content (knowledge) and imme-
diate actions.

Presuming that design can be seen as a distributed cognitive activity, the structure
of the tasks for this study had to be designed in a way that enables the knowledge
provided (through verbalization) to be further categorized into its ‘internal’ and
‘external’ components. The internal components are retrieved from internal memory
(the mind), in other words what is memorized and the external components from
external memory (the design environment), for example through drawing with the
design tool. The knowledge the designer manifests through verbalization and/or
drawings are an aggregated and abstract representation of processes within both of
these task spaces. Figure 1 provides an illustrated diagram of this concept.

The necessity of this categorization rises from the fact that analysis of processes
conducted at the level of the aggregated task space, cannot fully demonstrate the
underlying cognitive differences. In this respect, Zhang and Norman (1994) in their
study on ‘Representations in distributed cognitive task’ show how tasks with dif-
ferent internal and external structures can have the same structure when observed at
the level of the aggregated task space. They criticize methods used up to that date
(1994) in cognitive science studies in analysing distributed cognitive tasks, in that
those methods, either focused on internal structure, or when taking external
structure into account, failed to separate them from internal structure. Therefore
they insist on the importance of “decomposing the representation of a task into its
internal and external components so that the different functions of internal and
external representations can be identified” (20:89).

Respectively studies conducted thus far on the effect of design tools on the
design process suggest that the overall quality of the design process, in terms of
idea productivity and frequency of attending to design issues is not significantly
affected by the design tool used (Bilda et al. 2006; Yu et al. 2013). Therefore it is
suggested that should a design tool affect cognition it will be more on lower level

Fig. 1 Task spaces within a
distributed cognitive system
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activity such as perception or physical activity rather than conception (Tang and
Gero 2001). However it may be that we are facing a similar issue as that identified
by Zhang and Norman (1994) regarding analysis methods used in cognitive science
studies. Similarly it can be argued that in the context of a design experiment, when
a designer conducts similar tasks with different design tools, they compensate for
the micro internal and external changes in a way that the overall aggregated
structure is not significantly affected.

Alternatively Zhang and Norman (1994) propose a method called ‘representa-
tional analysis’. In their account, a task comprises of a series of rules and the
structure of the task space represents the relationships between these rules. In the
process of solving a problem, the problem solver thus applies these rules to progress
towards the solution. To enable use of their method, they structure the tasks of their
study so that some of the requirements require active attention and memorization,
which they label as “internal rules”. These rules are explicitly made available by the
conditions of the task. On the other hand some of the requirements are arranged to be
implicitly made available by the internal rules or conditions of the task and therefore
do not require to be memorized. This category is labelled as the “external rules”. In
this research a similar approach is employed, based on which a three phase design
task and a coding scheme is proposed. The design processes will then be compared
and analyzed at the level of the aggregated, internal and external task spaces.

Hypothesis

Based on what has been discussed thus far, the null hypothesis of this research
would be that there is no significant difference between the mean knowledge dis-
tribution across the design tools. Should this be approved when analysing distri-
bution at the level of the aggregated task space, it will provide evidence for the
veracity of this researcher’s scheme and degree of reliability of its method of coding
as the result is coherent with results from similar research which suggested that
tools do not have a significant effect on the overall cognitive activity measures
(Bilda et al. 2006; Yu et al. 2013). On the other hand the expectancy is to find
differences at the level of internal and external task spaces. In particular, the
research is interested with differences in the mean knowledge distribution in the
external task space, where knowledge exclusive to the situation of that particular
task is generated and put to use.

The Design Experiments

Each participant was required to conduct three tasks, each with its own assigned
design tool. To ensure that performances in each task were comparable to one
another, the three tasks all had the same structure but represented in different
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contexts. This means that the requirements in the briefs were the same, but dis-
played differently so that the designer is under the impression that they are
designing a totally different task each time. There was a 2 week break in between
the time each task was taken to ensure that the information learnt in one task does
not affect the next. Also, to compensate for the possible affect that the order in
which tasks are taken in can have on the results, the order each participant executed
the tasks was randomized.

It has been reported that designers’ individual approach and their expertise
affects the process (Eisentraut 1999). What is suggested here is that each designer
would read and interpret the requirements of the task differently. This calls for a
mechanism through which an understanding of the mental model the designer
creates from the briefing information is obtained and later used as a reference to
analyse the distribution of knowledge in the duration of actual design activity.
Therefore each task was comprised of the following three phases:

1. Briefing phase: Participants were asked to watch a short three minutes video
clip which display a walk through in the 3D model of the site and explained the
brief to them. They were asked to listen and watch carefully. They were then
given one minute to recite as much of the information that they had managed to
memorize or pick up from the contextual information.

2. Interpretation phase: Here participants were given the written format of the
brief with a site plan and three images of the site. They were required to read the
brief aloud to provide them a chance to revise the requirements. Repeating the
briefing information for a second time is used in similar studies which required
participants to enter the design phase without access to the brief (Bilda et al.
2006). According to the Modal model of memory, out of the receive information
through our sensory registers, only information which is repeated is processed
by memory (short term/long term) otherwise it is forgotten (Gazzaniga et al.
2014). The participants were also asked to talk about which information is
important to them and why. This enabled an understanding of their rationale in
interpreting and analysing, which would make judging the process easier. This
phase lasted about 5 min.
Together these two phase enable the participant to construct a mental model
which withholds the primary knowledge they will take onto to the design phase.

3. Design phase: In this phase, all the documents except for the plan were taken
away from the participants. They were given 40 min to develop a concept only
using the tool provided and on the 3D model of the site pre constructed for them.
They were specifically asked to plan their time so no process lasts any less than
30 min to ensure fairness of comparison. The removal of the written brief and
other documents allows the information that is inputted into the process to be
controlled.
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The Tasks

The tasks asked for a small cultural center on a square shaped site in close prox-
imity to a river and boxed in by east and west neighbors. The freehand sketching
process was located in London and asked for the design of an exhibition hall. The
Sketch Up process was located in Nottingham and asked for a performing arts
center. The Rhinoceros 3D task was located in Leeds and required the design of a
public atrium and reading hall. Figure 2 illustrates the 3D models of each site.

All tasks were located on sites in the UK, where the participants had more
cultural familiarity with. This had proved to be an important factor in a similar pilot
study conducted previously, where the task was set in Vietnam and the participants
struggled because of the lack of precedent knowledge.

The tasks were designed based on design issues the researchers had known
students at the University of Nottingham to have had practice in. Therefore all tasks
were centered on incorporating maximum diffused daylight. Each task required one
main central space which would cover the entire ground floor of the site and had to
be the most public place of the building. Other complementary smaller spaces that
were more private were also needed. A few of these spaces did not need any natural
daylighting, such as film and documentary show room for the Rhinoceros 3D task
for example. All tasks had the same height restriction. Therefore participants were
encouraged to locate the required functions in a creative way that allows each space
to receive its required light while maintaining a meaningful narrative in how the
building denotes its overall function.

Figure 3 presents an example of the site plans given to the participants. Notably
to ensure that the information that can affect external knowledge is similar across
the tasks, participants were provided with plans that had been stripped down to
some essential information, presented in the same way. This was also the case for
the 3D models of the sites. All the architectural elements in the site such as win-
dows had the same details across the tasks.

Fig. 2 The 3D models of the three tasks
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Participant Recruiting

A call for participants was sent to final year students in the Diploma Architecture
Programme at the University of Nottingham with experience in using the three tools
and confidence in developing a concept in those mediums. Out of the volunteers,
the suitability of candidates was conferred with two lecturers who knew each
student’s design skill level. All the students had undergone their undergraduate
degree at Nottingham and so came from the same education background. The
shortlisted candidates were then invited to an introductory workshop on how to
‘think aloud’, they were given short 5 min tasks to accomplish using the software
Rhinoceros 3D to practice thinking aloud.

Why the Three Tools: Pencil on Paper, Sketch
up and Rhinoceros 3D

In this study, the researchers chose to compare designing with pencil on paper,
Sketch Up and Rhinoceros 3D. The latter two are 3D modelling software, which
architecture students at the University of Nottingham often use to assist them in
developing initial design concepts as an alternative to freehand sketching. These

Fig. 3 Site plan of the freehand sketching task. Plan redrawn by researchers to ensure equality of
information across tasks
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three tools were mainly chosen because of their fundamental differences in how
they allow lines and shapes to be manipulated. The speculation is that each method
of manipulation will conjure a different mind-set and potential for intervention and
this will be the base cause of difference in the distribution of knowledge across the
cognitive system.

For example when a designer freehand sketches on paper they inscribe lines into
the material surface of the paper. That line is a true, scaled representation of the
object it intends to be and its properties remain constant. If they choose to omit the
line and rub it out, somehow the indentation will leave its trace behind. With
another tool such as Sketch Up, lines are more like narrow sticky tapes. They can be
picked up and moved around and if one line is drawn over the other on the same
plane, it will dissect the first line into pieces; basically it will stick to it.
A continuum of lines leading to a closed shape on one plane will always lead to the
appearance of an opaque surface, suddenly making that shape more apparent than
any other drawing in the medium. In Rhinoceros 3D however, lines are more like
rubber band, they have topological properties and can be stretched, pulled and
freely manipulated.

Analysis

The Coding Scheme

Table 1 presents the coding scheme developed for this research. This scheme is
knowledge based and process oriented. It describes knowledge as a series of rules
applied to the three processes in Asimov’s model of 1962, “Analysis”, “Synthesis”
and “Evaluation”. In the proposed scheme, both verbalizations and the design
actions are expressed by rule categories. The designer’s verbalization is mainly
used to understand their rationale and approach, therefore it is seen as a reflection of
their “Analysis” processes, which as extensively explained earlier on can be further
divided into internal or external rules.

Coyne et al. (1987) discuss that a design system consists of five sets of com-
ponents: “Designs”, “Vocabulary of Elements”, “Knowledge”, “Interpretations”
and “Contextual Information”. A synthesis of these components can generate new
knowledge. Newly generated knowledge needs to be evaluated for its fit in the
design. As a result this may induce structural changes in the relationship of other
components, which therefore encourages an analysis of the overall structure. In this
light Coyne et al. (1987) indicate that the design system’s potential for creativity
can be strongly connected to moments of induction of knowledge.

Respectively, in this scheme, the role of the synthesizer is relegated to the
design tool in use, in that the tool enables knowledge to be expressed through the
tool’s specific vocabulary of elements and via the designers’ drawing actions.
“Evaluation” processes can also be executed through the medium of the tool.
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An example of which can be rotating a design artefact while thinking. Both
“Synthesis” and “Evaluation” actions of such can be regarded as external in that
they are readily available and do not require memorization and also structural as
they contribute to the generation and modification of knowledge.

Table 1 A knowledge based, process oriented coding scheme

Category Name Description

Analysis Primary internal
rule (IRpx)

Rules created directly from reading the design brief for
the first time, without any drawing taken out

Generated internal
rule (IRgx)

Rules created as a result of evaluation

Modified internal
rule (IRmx)

Rules from the previous design instances modified as a
result of evaluation

Primary expected
external rule
(ERpx)

Implicit Rules in the design brief, driven from the
primary internal rules (rules other than the internal rules
which justify the designers proceeding actions)

Generated
expected external
rule (ERgx)

Implicit Rules created as a result of evaluation

Modified expected
external rule
(ERmx)

Implicit rules from the previous design instance modified
as a result of evaluation

Synthesis Applied structural
external rule
(ERsx)

Drawing actions leaving a mark on
the representational medium as
rules

ERs1-closed
lines

ERs2-open
ended lines

ERs3-appearing
lines

ERs4-
continuous
closed lines

ERs5-
continuous open
ended lines

Potential structural
external rule

Drawing action or bodily actions (eye movement/hand
movement) not leaving a mark or actions executed
mentally

Evaluation Transformed image
evaluation (ERs’1)

When no new rule is added to the task space but an
action is executed. These are evaluation actions
occurring [immediately] after an element has been
depicted and do not involve the drawing of lines

Primary image
evaluation (ERs’2)

When no new rule is added to the task space but a
drawing action is executed on the current configuration
(design) and usually happens concurrently with the act
of drawing an element

Task space
evaluation (ERs’3)

When new rules are introduced to the task space or old
rules refined as a result of transforming actions on the
entire configuration (design)
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The “Synthesis” actions are also further divided based on drawing actions. The
intention was to base the division on a language common to drawing regardless of
the design tool used. Therefore the most primitive token by which all design action
can be describes was chosen: lines (Arnheim 1977; Mitchell 1990). The different
line type categories in this scheme denote an understanding of the degree of cer-
tainty the designer displays while doing that act. For example when a designer is
certain about an idea, this is almost always illustrated by a crisp line with two
definite end points.

The subdivision of the “Evaluation” actions is temporal. It reflects the scale of
evaluation by revealing whether that action occurred concurrently to a drawing
action or after. It is also notable that some “Synthesis” actions, namely those
conducted in the mind are not codable using this scheme, as analysis must be based
on what is observable and represented through verbalization or actual physical
activity.

Method of Analysis

For every recorded process a code reference list based on the first two phases of the
experiment was made. A partial example of the code reference list for one partic-
ipant can be seen in Fig. 4. This is then used by the coders to interpret which
segments embrace which rules. Table 2 shows two coded segments with the code
reference list from Fig. 4, where the coding of rules IRg2 and ERg2 can be seen in
action. Where ever a rule is introduced for the first time, it has been indicated by a
bold font. In segments where there is more than one rule used they are placed in the
order they occur from left to right separated by the > sign.

For the comparison of knowledge distribution, the variable was the number of
segments each rule is distanced from the beginning of the design stage. The means
and standard deviations of the distributions for each participant’s tasks were cal-
culated regardless of the rule type, for all three task spaces: internal, external and
the aggregated. However since segments were not of equal time length across
participants, the data necessary for analysis (the mean and standard deviations) was
re-expressed in terms of the percentage of time passed when they occurred in their
process. The aim was to underpin possible significant difference in the mean
knowledge distribution based on the design tool used. Therefore a one-way
ANOVA (Analysis of Variance) test using IBM SPSS 21 was utilized here.

To not violate the assumptions of the ANOVA test, gaining assurance of the
normality of the data was required. The Shapiro–Wilk test was used for this pur-
pose. Also the homogeneity of variance of the means had to be checked for which
Levene’s test (Spiegel and Stephens 2008) was used. Where the ANOVA indicates
a significant difference at a level of a = 0.05, this was followed up by a pairwise
comparison applied through the LSD (Least Significant Difference) post hoc test to
determine where within the data the difference lies.
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Analysis was conducted at these levels: aggregated task space, Internal task
space, External task space and External task space (new rules only).

It is also notable that due to a small study group (15 experiments) the intention
was not to generalize findings from this study. The ANOVA was utilized only to
show that a difference in the means of distribution, is a difference that is consid-
erable and worth further investigation.

Results

Figure 5 displays the mean knowledge distribution of the 15 processes at the level
of the aggregated task space, where the error bars represent the standard deviation.

On average, in all processes regardless of the tool used or the participants’
individual approaches, the mean knowledge distribution occurs just under half way

Fig. 4 An example of part of the code reference list for one participant
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within the process, at 45%. Each process on average also held a standard deviation
of 28%. This fairly wide clustering of knowledge around the mean indicates that
participants are cognitively active throughout the process. A closer look at the
distributions showed that all throughout the process, the participants managed to

Table 2 An example of two coded segments

Verbal utterance Rule code
(internal)

Rule code
(external)

Rule code
(structural
external)

Segment
distance
from start
of
process

Or maybe or maybe it
could become a
multi-functional space
[moves cursor to explain]

_ Erg1 ERs’3 18

And erm, then I need to
create this vertical link
between the atrium and
library, and er,[moves
cursor as if drawing,
zooming in and out] let
me just, because it’s all
square and erm, and we
have this solid wall, I
will place them, [goes to
plan view port and
moves cursor to explain]
the stairs in the, sort of
middle, but not exactly
central but the, in the
middle of this solid wall.
Just see what happens,
it’s just kind of idea of, I
guess right now

IRg2 > IRp34 ERp6 > ERg2 ERs’3 > ERs’3 19

Fig. 5 Mean knowledge distribution and standard deviation of design processes
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generate new knowledge. Therefore it was not just the case that the creation of new
knowledge were dedicated to a specific interval within the process. This alternation
between reuse and generation of knowledge would thereby suggest that an executed
action through the use of the design tool has a contributing role.

Based on the Shapiro–Wilk test, processes conducted with each tool represent a
normal population (null hypothesis rejected since p value > a = 0.05 for each tool.
The p values are; freehand sketching:0.71, SketchUp:0.80, Rhinoceros 3D:0.37).
The 15 processes also indicate a homogenous population using Levene’s test (null
hypothesis rejected with a p value of 0.34). Having passed these two tests, the
ANOVA can be applied.

Studying Fig. 5, the effect of the participants’ individual differences is also more
apparent in tasks executed using the 3D modelling software, whereas in the free-
hand sketching process their performance in terms of knowledge distribution is very
similar. However the ANOVA shows the differences at this level of analysis, to be
insignificance (null hypothesis accepted with a p value of 0.75). Therefore the tool
has no significant effect on the overall (aggregated) cognitive process.

However it was still of interest to this study to understand why the participants’
performance in freehand sketching were more similar and consistent compared to
the other two. Therefore, three categories of their design actions were further
observed; ERs1-the drawing of closed lines, which displays certainty in the par-
ticipants’ decision making; ERs’2- evaluation concurrent to a drawing action, which
displays constant consideration of small scale spatial relation; ERs’3-evaluation of
the overall task space, which represents consideration of fitness of ideas with the
requirements and large scale spatial relation. Figure 6, shows that all participants,
were noticeably evaluating their concurrent actions more in the free hand sketching
process. They were also excessively engaged with drawing actions using this tool.
In the case of the 3D modelling tools, there is proportionally more evaluation of the
task space compared to the amount of lines drawn.

Based on the observation of the processes, in the freehand sketching process, the
participants are more dependent on the tool to inform their external knowledge.
They break the problem into smaller chunks and explore small scale options by
excessive drawing (rapidly re-drawing over an already depicted shape) without
simultaneously being concerned about the effects of the actions on the overall
configuration. However using the other tools, constant concern about the overall
configuration (which is encouraged through the possibility of zooming in and out
for example), means that each drawn line plays more of an importance within the
overall picture of the design. Therefore the participant only commits to drawing that
line when assurance of its necessity is reached. In this sense, as each drawing action
using these tools would bear more semantic value, it can also dramatically change
the structure of the design process compared to when freehand sketching. As a
result more divergence between participants using the 3D modelling software can
be expected.

The first part of the study shows that regardless of differences in actions, par-
ticipants had regulated their processes so that the overall mean knowledge distri-
butions were not affected. The second part of the study requires looking at whether
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the effect of these differences can be picked up when analysing distributions within
internal and external task spaces. Figure 7 illustrates the findings. When comparing
the mean knowledge distribution of all rules in the internal and external task spaces
the ANOVA indicated no significance difference (internal task space-p value 0.39,
external task space-p value 0.37) However when we conducted a filtered analysis
on the moments new rules were introduced, the differences between the mean
knowledge distribution across the two task spaces for each process were more
dramatic (the hatched areas in Fig. 7).

Fig. 6 The participants’ frequency of drawing and evaluating actions
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In analysing the differences in the distribution of new rules across the task
spaces, there was a case of violation of normality for the mean knowledge distri-
bution of new internal rules, so we further looked to test the ANOVA for differ-
ences in the mean knowledge distribution of new external rules only. Here, it was
shown that there is a significant difference (p value 0.04). The LSD post hoc test,
showed this difference to lie within the mean knowledge distribution when com-
paring freehand sketching to Sketch Up, and Rhinoceros 3D to Sketch Up but not in
between Rhinoceros 3D and freehand sketching, which is reflected in Fig. 8.

This would imply that in design, the elements external to the task such as the
design tool and the environment it creates for design do affect the process. For these
participants, the fact that Sketch Up significantly entices external knowledge gen-
eration (which was discussed to be dependent on the tool in the case of this study)
early on in the process, together with the semantics that as described drawing
actions bear, means that this tool has had more of an impact on the structuring of the
process and how ideas are defined.

Fig. 7 Comparing mean knowledge distribution across internal and external task spaces (blue
internal task space; yellow external task space; hatched mean distribution of new rule introduction)

Fig. 8 Comparing differences for the mean knowledge distributions of new external rules
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Discussion

Based on the results, the question of interest for further discussion is on how design
behaviour using Sketch Up in the earlier stages of the process differs from that
conducted using the other two tools. Achieving a neat design—that is one where
drawings do not lead to frustrating issues, such as surfaces not forming in the same
plane or objects becoming integrated into other objects unintentionally—using
Sketch Up requires attention and planning. Using this tool—more than the other
tools—the designer is encouraged to break down the process based on the affor-
dance of the workspace, because the cost of errors can be quite high. Errors impose
hindrance in the creative process and the sequential flow of ideas (Nijstad et al.
2003). Retrieving from a mistake in free hand sketching requires less effort and time
and therefore an inappropriate decision would not affect the process as much as it
would using Sketch Up.

Therefore as observed in this study, to ensure sound decisions, the participants
relied heavily on contextual information made available to them when using Sketch
Up. Objects were often created as visual references to help the participant not
diverge from the domain which they believed will yield in their desired design
concept. An example of this can be seen in participant Jon’s process in Fig. 9.

What is postulated in this paper is that how the visual information at each
moment is framed also affects the process. In Sketch Up the designer works on one
3D canvas, constantly exposed to all information. In freehand sketching, only so
much can be depicted in each perspective drawing or on one canvas. Therefore the
designer can assess and read the information more effectively because the load has
been broken down. Sometimes it is easier to solve superficial and present issues first
before attending to more complex issues. Working on one canvas, holds the
designer back from focusing on delving into the deeper issues as there are many
trivial issues that can be attended to. There is a tendency in designers to shift
between frames or to minimize the frame so that it can help them focus on a small
cluster of information at each given time. In this respect Rhinoceros 3D’s provision
of four view ports is more effective than Sketch Up. Figure 9 shows instances when
Jon has zoomed into exclude contextual information in Sketch Up so as to focus on
a specific issue.

Fig. 9 Left An example of creating visual references in Sketch Up. Right zooming in, in Sketch
Up to reduce presence of contextual information in frame
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In the case of this study, interestingly new knowledge distribution for both free
hand sketching and Rhinoceros 3D process was the same. However as discussed,
these tools provide different workspaces and encourage different methods of
manipulation. This suggests that different methods of manipulation can be iso-
morphs of one another, meaning that we do not necessarily require the assistance of
intuitive or physically tangible tools such as pen and pencil to aid creative thinking.
Therefore it can be concluded that tools have a cognitive role in the design process
which goes beyond the physical nature of the tool. The change they apply is in the
breaking down of the process and affordance for effectively handling information.

Conclusion

This paper looked at how design processes can be affected by the tools used to
execute them. The study was limited to a small sample size. Therefore, the findings
are not considered to be truly representative of what happens in design processes.
However, it did manage to show the necessity of decomposing cognitive activity
into its internal and external components for an effective study of differences in
processes under the influence of varying external conditions.

A new coding scheme was also introduced based on the theory of Distributed
Cognition that can be used in protocol design studies, where the role of tools is
incorporated into the structure of the scheme. The scheme assisted in categorizing
the knowledge used in the process as a series of rules. Studying the distribution of
knowledge (rules), the results suggested there to be no significant difference
between the tools when processes are compared at level of the aggregated task
space. Research in this field, is currently focused on analysis at this level. However
a significant difference was in how the tools had affected the introduction of new
knowledge within the external task space.

The main argument here was that the reason for such outcomes, surpasses dif-
ferences in the physicality of the tools. The tools afford different controlling
qualities in the decision making structure and incorporation of information available
to the designer, which affects creativity by determining when and how new
knowledge is introduced to the process. Acknowledging this conclusion, we can
investigate how different methods of manipulation can result in isomorphs for a
creative cognitive system.
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A Heuristic Approach for the Automated
Generation of Furniture Layout Schemes
in Residential Spaces

Sherif Abdelmohsen, Ayman Assem, Sherif Tarabishy
and Ahmed Ibrahim

Abstract A variety of heuristic methods and algorithms have been developed for
space layout planning problems. Recent efforts to generate furniture layout schemes
in existing spatial configurations have mostly relied on exhaustive search and are
likely to produce dysfunctional or counter-intuitive solutions. In this paper, we
propose a heuristic approach for the automated generation of furniture layout
schemes, with specific focus on residential spaces. First, we present an operational
definition for furniture entities, space configurations, and space entities. Then we
introduce a heuristic algorithm for generating furniture layout schemes based on a
set of space subdivision rules, object-object relations, and object-space relations.
Using Grasshopper, we generate a group of possible schemes for a sample resi-
dential living space. A discussion follows, outlining current limitations, expanding
the context of the study, and possibilities for development.

Introduction

As a subset of space layout planning, furniture layout design involves a continuous
process of divergence and convergence of solution space in order to achieve
maximum diversity of alternatives along with informed decision making and near
optimum solutions. Benchmarking the quality of layout schemes and design
alternatives requires a balance between exhausting a plethora of possibilities, and
achieving rational optimality.

Furniture layout organization as a task is traditionally similar to the problem
of placing an object (with complex geometry) in space (implying topological
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relations). This problem, according to Flemming et al. (1988), implies an approach
that aims at systematically enumerating alternative solutions while simultaneously
considering a wide spectrum of criteria; both beyond human cognition. Some of the
main challenges in this problem involve the need for efficient search strategies
while dealing with the infinite solution space resulting from the inherent growing
geometrical complexity (Flemming et al. 1988), and the need to associate with the
natural design process of an architect while attempting to address basic topological
solutions (Medjdoub and Yannou 2000).

Research addressing the automation of furniture layout schemes in existing
spatial configurations stems from two lines of work; (1) facility layout and space
layout planning, and (2) furniture layout optimization based on interior design
guidelines. In essence, we approach the furniture layout problem as a space plan-
ning problem, where space boundary is perceived as a container for subzones that
hold furniture arrangements.

A variety of heuristic methods have been developed to address space layout
planning problems, including greedy algorithms (Boswell 1992; Ahuja et al. 2000),
branch and bound methods (Kim and Kim 1999; Xie and Sahinidis 2008), dynamic
programming (Rosenblatt 1986), and single-solution metaheuristic methods such as
tabu search (Abdinnour-Helm and Hadley 2000; Chiang and Kouvelis 1996). Some
recent efforts to generate furniture layout schemes in existing configurations
(Kjølaas 2000; Akazawa et al. 2005; Germer and Schwarz 2009; Larive et al. 2004;
Sanchez et al. 2003; Merrell et al. 2011; Yu et al. 2011) have adopted an exhaustive
search process that is likely to produce illogical or uninhabitable arrangements.
Others focused on merely ergonomic factors. Some others relied on object-object
relations without much attention to the analysis of space boundaries, or required
manual user intervention.

In this paper, we propose a heuristic approach for the automated generation of
furniture layout schemes that involve a thorough analysis of spatial configurations
and furniture objects, object-object relations, and space-object relations, to produce
a habitable layout scheme. We identify a set of rules for the logical and intuitive
placement and arrangement of furniture objects in a given space based on these
relations. We claim that the resulting range of possible furniture layout schemes
satisfy an intuitive furniture layout process, without the need for an exhaustive
search through all possible—and perhaps likely dysfunctional—solutions. Our goal
is to emulate how architects would perceive a given spatial configuration, analyze it
and propose basic habitable furniture layout schemes that are diverse enough and at
the same time meet the existing spatial constraints and conditions.

First, we present an operational definition for furniture entities, and space con-
figurations and entities. Then we introduce a heuristic algorithm for generating
furniture layout schemes based on space subdivision rules, object-object relations,
and object-space relations. We use Grasshopper to generate furniture layout
schemes for a sample residential living space.
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Related Work

A variety of approaches have been proposed for space layout planning that apply
for our context of study. The graph theory approach is one example, where form
emerges from the arrangement of spaces in a planar graph. Another approach
involves quadratic assignment problems, where entities are assigned to cells in a
matrix representation (Balakrishnan and Cheng 2000; El-Baz 2004). Contrary to
space emergence approaches, we focus on methods that employ the generation of
spaces or partial spaces within a fixed boundary. Developed originally within the
facility planning realm, the slicing tree approach is one of the early methods that
attempt to continually subdivide a given space through horizontal and vertical lines
to obtain new subzones (Tam 1998; Azadivar and Wang 2000; Al-Hakim 2000; Wu
and Appleton 2002; Shayan and Chittilappilly 2004; Honiden 2004; Aiello et al.
2006; Banerjee et al. 2008; Aiello et al. 2012). In this approach, terminal nodes
represent spaces and internal nodes represent the vertical and horizontal subdivision
of the children nodes.

Following the slicing tree approach which was limited in its configuration
geometry, other approaches emerged such as combining the space filling curves
(SFC) technique with genetic algorithms, where a continuous path is defined that
generates space on a matrix (Buscher et al. 2014; Hu et al. 2007; Islier 1998;
Kochhar et al. 1998; Wang et al. 2005). Others used evolutionary techniques to
solve the planning of departmental spaces (Dunker et al. 2003), where fixed or
flexible spatial blocks are allocated within a certain boundary. Other factors were
considered in later approaches like hierarchical organization of layout elements
(Koenig and Schneider 2012), calculation of distances between departments
through aisles using graph algorithms and genetic algorithms (Lee et al. 2005), and
multi-level space allocation using hybrid evolutionary techniques (Rodrigues et al.
2013).

An important factor to consider is how architects attempt to visualize and sub-
divide spaces to establish possible layout configurations. According to Indraprastha
and Shinozaki (2011), space boundaries and inter-relationships between different
architectural elements and planned activities constitute an essential component of
space composition. In their method, architectural space is composed of subdivided
enclosed territorial spaces defined by internal circulation paths, and each of these
spaces has a set of distinct physical properties that are impacted by different
elements.

Early attempts to generate furniture layouts include the work by Kjølaas (2000),
where functional space is represented as a nested hierarchy of rectangular templates
that are swapped by eight predetermined mutation functions, while free space is
represented using empty boxes in front of doors and windows. This approach is
limited however to strictly rectangular configurations. A later approach introduced
parent-child relationships between furniture objects and used a semantic database to
store these relations but with manual control on inter-object relations and con-
straints (Akazawa et al. 2005). Germer and Schwarz (2009) introduced an
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agent-based approach, where each furniture object was viewed as an agent seeking
to attach to a parent object. Parent-child relationships of each object had to be
manually defined.

Merrell et al. (2011) introduced a furniture layout system that generates pro-
posed arrangements interactively according to a set of developed interior design
guidelines, such as balance, alignment, emphasis and conversation. Yu et al. (2011)
introduced an automated furniture layout synthesis approach using realistic indoor
scenes, whereby they considered human factors including visibility, constraints,
accessibility, and pathways. While these approaches focused on ergonomics and
studied further aspects of visibility and accessibility, they tend to conduct an
exhaustive search for all possible schemes regardless of spatial analysis or
space-object relations, and generate solutions that may be counter-intuitive to how
architects perceive space and its closely coupled relation with furniture layouts to
produce habitable space. Our approach attempts to address this gap, and adopts a
heuristic approach to automatically generate basic furniture layout schemes in a
given spatial configuration, taking into consideration an in-depth analysis of space
entities, furniture entities, and space-object relations.

Approach

In order to study furniture arrangement within a given space, we first identified a
number of possible configurations and space boundaries within which furniture
groups are to be positioned. Below are some possible families of space boundaries
and their potentials and constraints (Fig. 1).

Fig. 1 Possible space boundaries for furniture arrangement: a–c single rectangular boundary, d–
f clustered rectangular boundary, g multi-grid boundary, h circular boundary, i organic boundary,
j angled boundary

462 S. Abdelmohsen et al.



1. Regular Space Boundary

(a) Single rectangular boundary: Our assumption is that the space boundary in
this configuration is the basic envelope for the bounding box of a single
furniture group (e.g. sofa and two armchairs, dining table with chairs, etc.), or
multiple groups, depending on space proportion. For example, a 4 m� 4 m
configuration is assumed to host a single furniture group, while a 6 m � 8 m
configuration is assumed to host two or more furniture groups.

(b) Clustered rectangular boundary: The space boundary in this configuration
is assumed to host multiple furniture groups due to the inherent space
division into subzones. For example, an L-shaped or a Z-shaped config-
uration can host two or more groups depending on space proportion.

(c) Multi-grid boundary: The space boundary in this configuration is assumed
to host multiple furniture groups with different alignments on its walls that
take different angles, provided clear paths for circulation in between the
furniture groups.

(d) Circular boundary: The space boundary in this configuration allows for
furniture groups with different alignment situations, where circular walls
constrain the placement of furniture objects.

2. Irregular Space Boundary

(a) Organic boundary: In this configuration, the space boundary is more
constraining in terms of furniture layout possibilities, but defines an
implicit subdivision of space based on organic virtual walls that define
possible subzones for furniture placement.

(b) Angled Boundary: The space boundary in this configuration, which is
characterized by its sharp edges and angled walls, is assumed to host
multiple furniture groups with constrained possibilities related to alignment
and spatial relationships.

In these configurations, two main factors affect the possibilities of furniture
arrangement: the feasibility of hosting single or grouped furniture elements in space
based on physical dimensions, and the divergent/convergent approach exercised by
the architect to generate rational arrangement alternatives within the given spatial
conditions.

Our basic assumption for these spatial configurations involves single-level
spaces with one or two entry points, windows and columns that are either embedded
inside the walls or protruding within the space so as to implicitly define subzones.
However, there exist other configurations with special elements that have direct
implications for furniture arrangement, such as spaces with free-standing columns,
multi-level spaces, and filleted or chamfered spaces, as illustrated in Fig. 2.

In these configurations, the column, the difference in level, and the chamfered
wall imply virtual walls that either introduce subzones as in the case of the column
and multi-level space, or introduce a virtual corner point for the space boundary.
These have consequences on the logic of furniture arrangement within the newly
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perceived space. For the scope of this paper, we focus on single and clustered
rectangular boundaries. In order to study possible furniture arrangements within a
given space, we first provide operational definitions for three main components of
the furniture-space setting: (1) furniture entities, (2) space entities, and
(3) object-space relations. Then we define rules for each component that constitute
the main algorithm for the proposed automated furniture layout system.

Furniture Entities

As shown in Table 1, we describe some of the main furniture entities. We classify
elements of furniture in a given space into Furniture Objects, such as TV, chair,
sofa, table, etc, and Furniture Groups, such as seating groups (including sofa, two
armchairs, and table), or dining groups (including dining table and six chairs).
Some of these objects and groups necessarily require clear orientation logic (Front
and Back) for wall alignment purposes, such as sofas and chairs, while others do
not, such as tables. We explicitly embed this logic for the purpose of our system, as
this affects how furniture is placed within a given space and in relation to other
elements.

We identify a Furniture Base Point by which the furniture object or group is
spatially allocated. For each, we define a Furniture Internal Boundary and
Furniture External Boundary. The internal boundary specifies the exact bounding
box enclosing the object or group, and the external boundary includes circulation
and use space (Fig. 3). This becomes significant in addressing circulation issues
within a given space. We also define an Entry Point for furniture groups, as this
defines a likely access point and has implications on circulation patterns within the
space. For each internal boundary, we identify a Corner and Center for the purpose
of alignment of furniture with a given wall or virtual wall.

Fig. 2 Spatial configurations with implications for furniture arrangement: a space with
free-standing column. b multi-level space, c chamfered space
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After defining the basic furniture entities, we implement three categories of rules
for furniture entities: (1) object-object rules, (2) object-group rules, and
(3) group-group rules. For the object-object rules, we implement rules for distance
constraints based on interior design standards data. For example, we define a range
of 2–3 m as an allowed viewing distance between a sofa and a TV, measured from
the Center of Furniture Internal Boundary for both objects.

For an object-group relation, such as seating group and TV, we assign the
distance constraints to the median of the distances between each object of the

Table 1 Furniture entity definitions

Definition Description

Furniture object A single furniture element (e.g. chair, table, TV, etc.)

Furniture group An arrangement that includes a number of furniture objects (e.g.
dining table with chairs, sofa with table and armchairs, etc.)

Furniture base point A reference point for spatial allocation of the furniture object or
group

Furniture internal boundary A bounding box that encloses a furniture object or group

Furniture external boundary A bounding box that includes a furniture object or group, and
their corresponding circulation and use space

Center of furniture internal
boundary

Center of gravity of bounding box of furniture object or group

Corner of furniture internal
boundary

Corner of internal bounding box of furniture object or group

Corner of furniture external
boundary

Corner of external bounding box of furniture object or group

Entry point of furniture
internal boundary

A point that defines access from circulation space to a furniture
object or group

Front of furniture external
boundary

A line segment on the external bounding box that defines a non
wall-aligning face of a furniture object or group, i.e. that faces
another object or group in the space

Back of furniture external
boundary

A line segment on the external bounding box that defines a
wall-aligning or virtual wall-aligning face of a furniture object or
group

Fig. 3 Furniture group with distinguishable front and back external boundaries (left) and
non-distinguishable front and back external boundaries (right)
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seating group and the TV. The priority of sequencing of furniture objects and
groups is significant in this case, as the seating group or sofa follows the TV object
space allocation.

For group-group relations, we define distance/viewing constraints in addition to
alignment and attachment constraints. For example, in a seating-dining group
relation, we define alignment conditions (which can allow for alignment from
Corner, Center, Front or Back of each furniture external boundary to allow for
through circulation).

These rules define interrelationships between furniture objects and groups, yet
not in context. In the next section, we analyze the space boundary and enclosure,
and the logic of furniture allocation within that boundary.

Space Entities

For our space analysis, we use the clustered rectangular configuration (an L-shaped
space organization) as an example. To implement the logic of furniture allocation,
we differentiate between two main entities: space boundary (or Parent Boundary)
and Wall Segment. For an architect attempting to allocate furniture within space, we
assume that two simultaneous processes take place; (1) space decomposition: a
process of perceiving space and its boundaries and subdividing it visually into
potential subzones for single or multiple furniture arrangements (depending on
space proportion, area and specific layout configuration), and (2) wall decompo-
sition: a process of aligning furniture objects or groups onto wall segments (rather
than just full walls), which are physically divided by columns and openings, in
addition to virtual walls, through basic geometric subdivisions.

Rather than an exhaustive approach of arbitrarily placing furniture objects in all
possible points in a given area or aligned on all possible points on the wall, we
constrain the furniture allocation possibilities to logical attempts by architects
during the process of perceiving any configuration.

The logic of subdividing and decomposing space depends typically on two
factors: the area/proportion of the space, and furniture size. As mentioned earlier,
we take into consideration two main furniture components; objects and groups. For
furniture groups, we assume that the minimum acceptable area of a group is
2.5 m � 2.5 m, measured from its external boundary to account for circulation and
use. This becomes the basic unit upon which the space subdivision logic is based.
To carry out the subdivision, we use virtual walls from key points on the parent
space boundary (such as corner points, midpoints, one-third, and so on). The
number of subdivisions, child boundaries and potential furniture allocation points is
directly proportional to space area, where the larger the area, the more the virtual
walls, and the higher the division level (DL), where DL1 is a subdivision of the first
level with one virtual wall and two subzones, DL2 is a subdivision of the second
level with two virtual walls and three subzones, and so on.
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Table 2 Space entity definitions

Parent boundary
The full boundary of a given
space, excluding any
openings or protruding
columns

Parent boundary corner
points
Corner points on the space
parent boundary

Virtual wall from corner
Virtual wall from parent
boundary points that
subdivides a given space into
subzones

Parent boundary segment
for virtual walls
Line segment on parent
boundary resulting from
space subdivision by a virtual
wall

Child boundary DL1
The full boundary of a
subzone resulting from space
subdivision by a virtual wall
of first division level

Child boundary points DL1
Points on the space child
boundary resulting from
space subdivision by a virtual
wall of first division level

Virtual Wall from parent
boundary points DL1
Virtual wall that subdivides
space into two subzones

Child boundary center DL1
The center of gravity of a
child boundary subzone

Wall segments DL1
Wall segments resulting from
space subdivision by a virtual
wall of first division level, in
addition to subdivision by a
column or window or door
opening

Wall segment points DL1
Points on wall resulting from
subdivision level 1 (dividing
wall into two wall segments)

Parent boundary segments
DL2
Line segment on parent
boundary resulting from
space subdivision level 2

Child boundary points DL2
Points on the space child
boundary resulting from
space subdivision by a virtual
wall of second division level

(continued)
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Table 2 (continued)

Virtual wall from parent
boundary points DL2
Virtual wall that subdivides
space into three subzones

Child boundary DL2_1
The full boundary of a
subzone resulting from space
subdivision by virtual wall of
second division level
(alternative 1)

Child boundary center
DL2_1
The center of gravity of a
child boundary subzone
resulting from space
subdivision by a virtual wall
of second division level
(alternative 1)

Wall segments DL2_1
Wall segments resulting from
space subdivision by a virtual
wall of second division level,
and subdivision by a column
or window or door opening
(alternative 1)

Wall segment points DL2_1
Points on wall resulting from
subdivision level 2
(alternative 1)

Child boundary DL2_2
The full boundary polyline of
a subzone resulting from
space subdivision by a virtual
wall of second division level
(alternative 2)

Child boundary center
DL2_2
The center of gravity of a
child boundary subzone
resulting from space
subdivision by a virtual wall
of second division level
(alternative 2)

Wall segments DL2_2
Wall segments resulting from
space subdivision by a virtual
wall of second division level,
in addition to subdivision by
column, window or door
opening (alternative 2)

Wall segment points DL2_2
Points on wall resulting from
subdivision level 2
(alternative 2)
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We define below our space decomposition rules:

• If the length of the largest parent boundary line (the largest segment in space to
determine subdivision) is greater than 5 m (to accommodate two furniture
groups of minimum dimensions), draw virtual wall from the midpoint of the
parent boundary line. If length is greater than 8 m, divide into three subzones
with two virtual walls. If length is less than 5 m, no subdivision should be done
(available space is sufficient for just one furniture group).

• In this layout configuration, virtual walls can also be drawn from parent
boundary corners. Subdivision from corners is only allowed if the resulting
subzones allow for a furniture group minimum dimension. Therefore, only if the
vertical length of the shorter parent boundary line is greater than 2.5 m, a
horizontal virtual wall can be drawn to introduce a new subzone, and vice versa.

• If DL1 orDL2 virtual walls arewithin near proximity (50 cm) to virtual walls from
a corner, the virtual wall from corner precedes. The corner tends to define space
and subzones physically more than visual subdivisions from the space boundary.
If the distance however is from 50 cm to 2.50 m, both alternatives are considered.

Upon subdivision and the definition of child boundaries and new points on these
boundaries, the virtual walls establish a new set of wall segments. The following
rules are then applied on these segments:

• For wall segments larger than 0.25 m and less than 8 m, divide segment by 2. For
segments between 3 m and 10 m, divide by 3, and for segments between 4 m and
12 m, divide by 4. A 6 m wall segment for example would contain furniture
allocation placeholders at 3 points resulting from subdividing it into four segments.

• For columns and window openings, their midpoints and endpoints should be
added to the list of potential points for allocation.

• If the virtual wall happens to hit the middle of the window, the system should
allow for a subdivision after or before the window and at the midpoint as well to
accommodate for visual placement of furniture groups or objects in relation to
the window segment.

Table 2 describes the different space entities and the subdivision process of
boundaries and walls to identify potential points for furniture allocation.

Object-Space Relations

We describe in this section rules for two basic relations between the space and
furniture objects or groups: (1) alignment and (2) circulation. Regarding alignment,
we distinguish between three types of furniture arrangements: wall-aligned furni-
ture, free-standing furniture, or furniture that accepts both arrangements. The nature
of how these furniture objects or groups align with the resulting child space
boundaries differs according to these arrangements. If the furniture object or groups
is free-standing, it can align with the child boundary in one of four possible
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scenarios: (a) center of gravity of furniture to center of gravity of child boundary,
(b) furniture boundary corner to child boundary corner, (c) furniture boundary base
point to child boundary point, and (d) furniture boundary base point to nearest wall
segment point DL1, DL2, DL3, etc. Wall-aligned furniture objects and groups can
only align based on conditions (c) and (d).

Regarding circulation, we introduce this layer of analysis to narrow down possi-
bilities of furniture allocation, considering how an architect would approach the
problem.We put forward that circulationwithin a habitable space containing furniture
objects is considered by the architect in two instances; (1) as a pre-checking mech-
anism, where basic walkability is determined through circulation area percentages,
and (2) as a detailed study of possible circulation paths around furniture arrangements
and their entry points. For the second more detailed circulation study, we propose the
following rules for a given space with two doors or access points (Fig. 4):

• Identify Furniture Boundary Internal edges for furniture objects
• Connect from midpoint of first Door Opening to the nearest Furniture Internal

Boundary Corner of each group.
• For each group or object, if there is direct access from nearest corner to second

access point in space, without intersecting any internal boundary within that
group or object, then draw a valid circulation edge. Else, search for next corner of
the same group or object, and apply again until valid circulation edge is identified.

• The identified circulation edge represents one boundary of the circulation path.
To identify a valid circulation path (with at least 80 cm), search for wall seg-
ment, column, or other edge (that defines the other boundary of the circulation
path). If the distance between both boundary lines is equal to or more than
80 cm, add this path as a valid circulation path. Else, eliminate the alternative
that contains this furniture arrangement from the possible solutions.

Case Study

We selected a 39 m2 living area L-shaped configuration with two doors, one
window, and a protruding column, as shown in Fig. 5. We introduced two furniture
groups: a seating group (sofa, two armchairs, table), a dining group, including a
dining table and six chairs, and a TV object.

Fig. 4 Circulation rule for an object-space relationship
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We used Grasshopper to define the algorithm for generating possible furniture
arrangements, as shown in Fig. 6.

For the algorithm, as illustrated in Fig. 7, we extend lines and draw virtual walls
from Parent Boundary Corner Points.

We identify new space subdivisions and child boundaries based on the virtual
walls. We draw Virtual Wall from Parent Boundary Points DL1, and identify the
resulting Child Boundary DL1, Child Boundary Center DL1, Wall Segments DL1,
and Wall Segment Points DL1. After applying Virtual Wall from Parent Boundary
Points DL2, we identify the resulting Child Boundary DL2_1, Child Boundary
DL2_2, Child Boundary Center DL2_1, Child Boundary Center DL2_2, Wall
Segments DL2_1, Wall Segments DL2_2, Wall Segment Points DL2_1, and Wall
Segment Points DL2_2.

After getting all possible furniture allocation points, we apply bounding boxes
for Door Opening Area entities to exclude them from any possible furniture

Fig. 5 Case study spatial configuration and introduced furniture groups and objects

Fig. 6 The Grasshopper definition used to implement the algorithm for generating alternatives for
furniture arrangement: a defining curves for room boundary, openings buffer, and other distance
parameters controlling the placement of furniture groups, b extracting virtual walls, creating all
possible combinations of subzones, c defining the furniture groups that will be used and setting
their priority of placement, d placing furniture groups in all possible subzones while testing for
collisions with room boundary and openings buffer
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Fig. 7 Algorithm for generating possible furniture arrangements: a draw virtual walls from parent
boundary corner points, b identify child boundaries, c identify center points of child boundary and
child boundary points DL1, d identify resulting child boundaries DL2 and DL3, wall segments
DL2 and DL3, and wall segment points DL2, DL3; e identify door opening bounding box, apply
circulation rules and apply algorithm to dining group, seating group and TV

Fig. 8 Set of possible furniture arrangements generated by the algorithm
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allocation. Then we apply the circulation rules to check for valid paths. We run the
algorithm, given the object-group relations between the TV and seating group, and
the group-group relations between the dining group and seating group, as defined
earlier. For this case, 10 possible alternatives for furniture arrangement were gen-
erated, as shown in Fig. 8.

Discussion and Future Work

Our research addressed the automated generation of furniture arrangements within a
given space, taking a residential living area as a sample with an L-shaped spatial
configuration. The logic presented in this paper, which involves space decomposition
and wall decomposition, is assumed to respond to the divergent/convergent conver-
sation conducted by architects while attempting to analyze a given space, its bound-
aries, possible subdivisions and virtual subzones, in addition to walkability scenarios,
while taking into consideration basic object-space and object-object relations. This
comes in contrast to other previous approaches that computationally exhaust all
possible solutions but might fall short of the logical and geometrical iterations that an
architect experiences during a space planning or furniture layout process.

Our algorithm applies to mostly regular space configurations, with the exception
of circular boundaries, which require—along with irregular space configurations—
further analysis of space perception, subdivision logic, and object-space relations.
We attempt to address different typologies of space boundaries, as well as different
furniture and equipment typologies. As they currently stand, our furniture entities
exhibit only a subset of all possible furniture classes (furniture with a fixed position
in space such as sofas and dining tables, movable furniture such as chairs, etc.).
Other possible classes that we have not addressed include multi-level furniture,
dynamic and extendable furniture, furniture with dynamic use, and transformable
furniture, only to mention a few. This also applies to equipment and accessories in
space. Further investigation of these entities and their object-object and
object-space relations will allow for an all-encompassing logic for a comprehensive
allocation of any object typologies in space.

We addressed space subdivision, circulation and walkability in space and around
furniture objects, according to design guidelines and standards, and based on how
architects would simply attempt to perceive a given configuration. More evidence is
needed to corroborate this basic assumption. Our ongoing research involves assigning
a group of configurations and furniture requirements to experienced architects in the
form of a graphical survey, where they are required to allocate furniture objects in
those configurations based on intuition and experience. Results from these surveys—
in the form of object and space coordinates—will be used to infer statistically the
guidelines and rules for our automated furniture generation system.

Another venue to explore is deducing rules and guidelines from patterns of use
and behavior in different spatial configurations, perhaps extending the context of
study into other settings other than residential units, where the complexity of
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behavior and space dynamics are expected to highly inform the automated space
planning and furniture layout generation.

Our approach in general relied on a consistent dataset resulting from geometric
subdivision of spaces and allocating furniture objects based on key points on a
spatial configuration. Our next step involves expanding the scope of our input
parameters to include complex and inconsistent datasets, including volumetric
spatial configurations, visibility, access, behavior patterns, environmental aspects,
etc. These dimensions cannot be incorporated into our system as it stands, espe-
cially when the objective does not only involve generation of configurations and
furniture layout schemes, but also an informed evaluation and optimization of those
schemes. We assume that the integration of fuzzy logic would contribute to
achieving a more true representation of spatial configurations and complex use
scenarios rather than just geometrical relations informed by non context-specific
design guidelines.
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3DJ: An Analytical and Generative
Design System for Synthesizing
High-Performance Textures
from 3D Scans

Sayjel V. Patel, Mark K.M. Tam and Caitlin T. Mueller

Abstract This paper presents “3D Sampling” as a new creative design process.
Analogous to sample-based music, 3D Sampling provides conceptual and technical
tools for hacking, mixing, and re-appropriating the material behavior, performance
features, and structures of real world objects. Building on previous research, this
paper demonstrates a new 3D Sampling design system—“3DJ”. 3DJ implements
user-guidance features within an evolutionary design process to synthesize new
texture designs from 3D scans. A case study demonstrates the use of 3DJ to
generate novel designs for a site-specific architectural canopy from 3D scanned
textures.

Introduction

3D Sampling reconsiders low-cost, hand-held 3D scanning technologies, such as
photogrammetry, as the generative design tools of the future (Patel and Mueller
2015). While 3D scanning technologies, such as photogrammetry, allow anyone
with a smartphone to digitize real world objects as point-cloud data, conventional
computer-aided design approaches fail to capitalize on a growing treasure trove of
free 3D scan data drawn from real world objects. Typically, CAD designers start
from abstraction; relying on first principles, known procedures, and classical
models to determine the final form of design artefacts. However, 3D Sampling
allows a designer to reverse this methodology; making detailed digital replicas of
physical objects the starting point for design. By contributing new methods and
tools to re-appropriate 3D scan geometries as new design variables, 3D Sampling is
a creative design process (Cross 1997) and constructs a new solution space beyond
the conventional calculus-driven, rule-based logic, of design modelling. In contrast
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to other methods, such as bio-mimicry and bio-inspired design (Oxman and
Rosenberg 2008), 3D Sampling equips designers with conceptual methods and
tools to immediately hack, filter, and mix the design features and performance
characteristics of real-world objects gathered through 3D scanning. While tech-
nological developments enable greater fusion of digital-physical design and man-
ufacturing, conventional “scan-model-print” approaches involve deterministic,
verification or measurement oriented applications (Boulaassal et al. 2009), and do
not provide an explicit design method to transform 3D scan data into new com-
positions. Thus, 3D Sampling contributes new possibilities towards the design of
creative artifacts.

This paper demonstrates how 3D Sampling offers new design computing and
materialization possibilities and extending ‘sampling’ as general design procedure.
Called “3DJ,” the proposed design system contributes: (1) a new design modelling
approach, combing user interaction with semi-automated statistical characterization,
performance analysis, and generative design methods for 3D scan textures; (2) new
design rules, including procedural hybridization, collage, and morphing rules, for
3D texture synthesis; and (3) case study evaluation of these tools and strategies.

Related Work

This research draws on developments in two areas of design and technical research:
(1) trans-disciplinary sampling-based design practices; and (2) developments in the
fields of texture classification and synthesis.

Sampling as a General Design Approach

Sampling vast troves of online “big data”, open-source networks have facilitated a
new digital culture that has revolutionized several design fields:

In music, sampling is the act of taking a portion of a sound recording and reusing
it to create original compositions. Miller provides a comprehensive overview of the
field of sample-based music (Smith et al. 2011); its motivations, compositional
strategies, and history. The central design operations applied by artists include:
digital signal processing, convolution, algorithmic filtering, looping, and mixing,
serve as analogies for the generative rules and design grammar we develop in our
research.

In architecture, sampling first-hand observations, external precedents, and
research are strategies that inform the architectural design process. A topic of recent
research activities, “critical appropriation” (Miljacki et al. 2013) has been examined
as a central design strategy to generate new design ideas from existing examples,
transfer knowledge, and contextualize buildings within a broader critical and cul-
tural framework.
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In computer graphics, sampling algorithms and methods are used to synthesize
new designs from 3D object libraries; “Zoomorphic Design” (Duncan et al. 2015) is
a recent field of inquiry that develops a new modelling approach to procedurally
collage and morph of 3D models together to produce new designs. Similarly,
“Chairgenics” (Sanchez et al. 2013), is a methodology that employs user-guidance,
feedback, and morphing features to breed design alternatives from a historical
database of chair samples.

In artificial intelligence, sampling to synthesize novel design artifacts for humans is
a key feature of computational creativity systems. An example of these systems,
culinary recipe generation systems implement new analytical and generative proce-
dures to process recipe databases in order to create novel recipes and provide corre-
sponding preparation procedures and ingredient quantities (Varshney et al. 2013).

The breadth of these example demonstrate sampling as a generalizable design
principal. Recognizing that the design process involves consideration of objective,
subjective, and intersubjective criteria (Heylighen 1997), a central aim of this work
is to develop a 3D Sampling design method to facilitate both quantitative and
qualitative design space exploration.

Texture Synthesis and Classification

Image-based texture synthesis explores methods for transforming 2D photographic
images samples into entire virtual worlds (Efros et al. 1999). Synthesis algorithms
have two primary goals: sampling texture data to generate new image data, and texture
transfer. The literature provides a detailed technical description of procedural texture
synthesis methods and algorithms considered for this research (Efros and Freeman
2001; Ashikhmin 2001; Ruiters et al. 2010; Wei and Levoy 2000).

Texture classification has been the subject of extensive study in the field of image
processing, involving statistical and psychological measurement approaches.
A standard procedure for texture characterization remains open-ended (Hertzmann et al.
2001), as texture characterization is amulti-dimensional, subject-specific, problem.The
literature summarizes texture evaluation methods (Varma and Zisserman 2005; Varma
2003; Liu and Wang 2003). Feature detection, encompassing partitioning methods to
group similar pixel information, is a particularly important feature of texture classifi-
cation systems. The literature contains current research into texture segmentation
methods considered for our design system (Mooneghi et al. 2014; Srinivasan and
Shobha 2008; Rajalakshmi and Subashini 2014; Sklansky 1978).

Research Aims

Building on early 3D Sampling research (Patel and Mueller 2015), this research
develops a design methodology, concerned with the generation, evaluation, and
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selection of texture designs based on performance-based criteria, while seeking to
(1) demonstrate statistical and analytical methods for characterizing, and extracting
design features, material characteristics, and performance attributes, (2) demon-
strate simulation methods for predicting performance behaviors of 3D textures, and
(3) develop design syntax to link operations with respect to the performance of
synthesized designs.

Paper Outline and Conceptual Overview

3DJ is a design framework developed for 3D Sampling textures—employing pro-
cedural texture generation methods to create new design ideas and selection
methods to determine the ones have best performance attributes. Similar to com-
putational creativity systems (Ventura 2011), 3DJ aims to use both the innate of
ability for a computer to generate design alternatives, and the ability of a human to
discern between options. As such, it is critical to develop both user interaction, and
robust generation and evaluation methods (Fry 2011).

The proposed scan-sample-print methodology (Fig. 1) contains the following
steps: (1) extraction of texture samples from 3D scan model; (2) characterization
and initialization of sample within data-base; (3) design rule application and gen-
eration of sample offspring; (4) design scenario specification, optimization, and
selection; (5) design modelling refinement; and (6) texture materialization. The
organization of this paper follows the order of this methodology—focusing par-
ticularly on the generation and optimization stage; covered respectively in
Implementation Step I, and Implementation Step II. The design rules, analysis, and
performance-based simulation methods that are applicable to both implementation
steps are respectively explained in Fundamentals I, II, and III.

Fig. 1 The 3D Sampling methodology incorporates quantitative and qualitative user feedback and
user-guidance features
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Extraction Methods

3D Sampling begins with the “Extraction” stage to facilitate the user-collection of
planar, and functional surfaces drawn from 3D scan models. A functional surface is
continuous over its domain, meaning it does contain have overhang conditions; there
is only one z value per coordinate [x, y]. The focus on functional surfaces allows for
the use of 2D matrix-based image processing methods in the characterization and
procedural synthesis of textures. Textures selected in this implementation (Fig. 2)
are chosen to demonstrate common examples encountered in daily life.

Fig. 2 Extraction and initialization of textures: a Lettuce, smooth, continuous; b Bark, sharp,
continuous; c Pineapple, rough, discrete. Representations; point-clouds (top), 3D depth images
(middle), meshes (bottom)
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Design Rules, Texture Characterization and Simulation
Methods

To create new texture designs from a finite number of input samples, the 3DJ
methodology is separated into the two primary steps: generation and optimization. The
objective of the ‘generation’ stage is to provide designers with the ability to quickly
synthesize a large number of texture variations in a generic context absent of design
constraints. Terminating with the final selection of n textures, the process is followed
by the optimization stage, where textures are mapped to a specific design problem.

This texture-synthesis system provides both the generation and optimization
stage with analytical methods for evaluation and design rules for geometric
manipulations. As demonstrated in Fig. 3, both generation and optimization share a
similar workflow consisting of the (1) population of options by design rules;
(2) evaluation of generated options; (3) visualization of evaluation results to users;
(4) selection of n surfaces by users, and (5) the breeding and repopulation of
options, or the termination of the process. To facilitate user interaction, both pro-
cesses rely on an interactive evolutionary generation engine. This approach differs
from standard evolutionary algorithm insofar as designer inputs are required for
specimen selection and parameters configuration. Interactive evolutionary algo-
rithms have proven effective in a number of disciplines that incorporate both
quantitative and qualitative goals, including structural design (Mueller 2013). Of

Fig. 3 3D Sampling, detailed overview; extraction, generation, and optimization stages of the
methodology
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particular significance, this approach allows the optimization process to be adjusted
based on unformulated or emerging goals, such as visual impact or constructability
requirements. Another difference between the generation and optimization relates to
rules application the generation stage involves design space, while the optimization
stage requires the specification to a particular site or context. The following ‘fun-
damental’ sections describe the process in greater depth.

Fundamental I: Design Rules

The following ‘fundamental’ sections summarize the design, analysis, and simu-
lation methods used to generate variations, characterize, and analyze performance.
To extend the 3DJ design space of texture samples, design rules are required. The
generative rules used in this implementation are organized into the two categories of
pixel-based and geometric-morphing rules:

Pixel-based rules include both first and second order statistical manipulation of
texture bitmap data. Figure 4 summarizes the rules considered for texture synthesis.
Using sample-based music as an analogy, the rules are categorized with respect to
music terminology and image processing methods: (1) Rip; subset extraction,
(2) Loop; feature repetition (Efros and Freeman 2001), (3) Cut; signal distortion,
(4) Mix; texture blending and transformation (Hertzmann et al. 2001), and
(5) Filter; texture convolution and spectral texture analysis (Liu and Wang 2003).

Geometric morphing rules are procedures for remapping or distorting textures
according to continuous global geometries (Fig. 5). Geometric control points and
parametric functions provide morphing parameters. These methods are useful for
calibrating a generic texture to a specific design problem. They also make com-
putation more efficient, especially in optimization, because it is expensive to set
individual translation vectors for all mesh vertices, due to geometric noise (Tam
et al. 2016).

Fig. 4 Summary of “3DJ” pixel-based design rules
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Fig. 5 Different classes of morphing methods, including global geometry deformation, depth
remapping, and attraction-based morphing. These procedures make it possible to morph of a
texture to supplementary topology with performance characteristics, such as structural patterns;
networks of curvature indicating paths of desired material continuity or reinforcement (Tam et al.
2016)
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Fundamental II: Texture Characterization

The aim of texture characterization in 3DJ is to allow a designer to rank potential
designs with respect to different design criteria. Texture characterization is an
important topic in the field of computer vision that is concerned with developing
methods for identifying meaningful visual patterns, features and characteristics
using first and second-order statistical evaluation of texture images (Varma and
Zisserman 2005; Srinivasan and Shobha 2008). Drawing from these existing
methods, “3DJ” attempts to extrapolate criteria such as roughness, coarseness,
symmetry and flow, to possible performance features. Organized with respect to
selection criteria, Table 1 summarizes texture evaluation methods that were con-
sidered for this implementation.

Simulation Methods

Simulation methods are used to predict the physical performance of texture sam-
ples. As simulation procedures of require computationally expensive specificities,
they are often unavailable to designers during the abstract stages of conceptual
design (Mueller and Oschendorf 2013). A set of generalized proxy simulation
scenarios based on possible design applications were developed to approximate the
performance of texture for a number of key phenomena important to designers and
engineers:

Optical refraction: Ray-tracing is used to determine the refractive capacity of
the texture materialized as a translucent thin shell (Fig. 6). The simulator projects a
grid of incidental rays to the texture, and calculates the final location of the

Table 1 Summary of class selectors and statistical and geometric methods

Method Objective criteria Subjective criteria Inter-subjective
criteria

Numerical,
1st order

Intensity; average, range,
probability; standard
deviation, variance,
entropy; spectral
histogram; co-occurrence
matrix

Appearance; symmetry,
contrast

Subject blending;
similarity
comparison

Numerical,
2nd order

Filters; convolution,
Gabor filter, Fourier
transforms; image
pyramids; Markov
random fields

Shape-description;
coarseness, fineness,
regularity, irregularity
directionality; gradient
flow

Subject-morphing;
similarity
comparison

Geometrical,
simulation
based

Performance; reflection,
refraction, flow

Feel; roughness,
slippery, silky, smooth,
regularity, irregularity

Hybridization of
performance
features
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doubly-refracted rays at a predefined distance from the backside of the texture using
Snell’s Law (De Greve 2016). The average distance between all source and des-
tination points of traced rays is a quantifiable measure of optical distortion.

Acoustic scattering: A common objective in the engineering design of acous-
tically performative tiles is the maximization of acoustic scattering (LMNts 2016).
Using ray-tracing, sound waves propagate across a virtual rectilinear room tiled
with the examined texture from a centralized spherical source. The reflection of the
sound waves are measured on a grid of ‘listening’ points distributed across the
room’s floor (Fig. 6). The procedure outputs an average and variance figure to
indicate respectively the fullness of the sound per point, and the evenness of sound
distribution.

Structural simulation: Finite element analysis (FEA) procedures analyze the
textures for their potential performance as structural elements for a number of
particular types of structural actions: (1) in-plane membrane stress, (2) out-of-plane
bending stress, and (3) in-plane bending stress. Structural efficiency is indicated by
strain energy normalized to account for total mesh surface area, as the minimization

Fig. 6 Various performance simulation types and example results
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of strain energy—also referred to as maximization of stiffness (Rozvany et al. 1995;
Achtziger 1997)—is frequently used as the objective function in structural opti-
mization processes.

Implementation Step I: Sample Texture Generation

The ‘generation’ stage develops procedures to guide the production of new texture
designs. A prototype design tool was developed to rapidly synthesize new texture
alternatives from a limited set of input textures (Fig. 7). Employing an interactive
evolutionary design approach, the tool incorporates user guidance and feedback
features within a generative engine to facilitate user-interaction in the selection
stage. Soliciting qualitative and quantitative-based selection and feedback from the
user, the design tool displays candidate solutions as interactive 2D texture tiles. The
user selects desirable tiles from the seed pool, while unselected tiles are replaced in
subsequent generations. To assist users with subject comparison and ranking, tiles
are sorted, in real-time, based on their objective, statistical-characteristics such as
bi-axial symmetry, variation, roughness. The tool features both 2D selection modes,
featuring a 6 � 6 matrix of tiles, as well as a 3D view mode to provide detailed
comparison up to four samples.

Behind the graphical user interface, the tool contains three major classes of
automated, real-time operations.

Texture Synthesis, Classification, and Ranking

Texture breeding and generation (Fig. 8): The iterative design tool allows a user to
curate the synthesis of new texture designs based on subjective and objective

Fig. 7 User experience, a guidance mode, user selects seed tiles, b sorting of tiles by objective
criteria, c 3D evaluation and visualization
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criteria. In each iteration, texture samples are drawn from a seed bank and trans-
formed using design rules. The goal of this stage is to incorporate the user in the
selection of candidate solutions to ensure desirable solutions are propagated in
future generations.

Texture evaluation and characterization (Fig. 9): Calculation of first-order and
second-order statistical properties to infer geometric texture characteristics such as
coarseness, fineness, directionality, and symmetry. This step aims to assist the

Fig. 8 Operation 1, texture breeding and generation. The arrows correspond to transformational
rules

Fig. 9 Operation 2, texture characterization and analysis (by row, starting from the top): 3D
depth-map texture image, 3D point-cloud, pixel histogram, neighborhood-based segmentation
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designer with connecting the generic design space of generation with
design-oriented properties and application.

Sorting, ranking, and comparison: Sorting operations provide multi-dimensional
ranking of attributes that are visualized to the user. For instance, the entropy of a
texture may describe the regularity or irregularity of a sample features, while
standard deviation (SD) may relate the texture roughness. Another important metric
is ‘tile-ability’ to characterize how well a texture sample can be arranged in com-
bination with other textures. Figure 10 shows one such ranking whereby the pixel
SD is plotted (Y-axis) versus the tile ability of a sample image, calculated using a
simple b-axial comparison of the edge pixel values.

Implementation Step II: Optimize Textures

This section presents an architectural case study to test the proposed design
methodology. The project is to construct an amphitheater canopy shell over a
10 m � 10 m square footprint. The canopy is to be fabricated using a composite
thermoforming process (Engelsmann et al. 2010), and its main fixities are at the
four corners corresponding to the square footprint: where the canopy will be bolted
to four steel truss columns. Thus, the canopy is expected to simultaneously address
structural and acoustic concerns. For the case study, three textures were generated

Fig. 10 Operation 3, sorting. Interactive graphs plot texture samples generated by the design tool
with respect to design criteria such as variation and tileability
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(Fig. 11), and the optimization process is used to finalize texture selection, and to
determine their optimal translation.

In order to address both structural and acoustic objectives of the canopy design,
the optimization process is organized in two phases occurring at two scales:
addressing structural objectives, the first round initially creates the roof-like canopy
by mapping a macro-texture to an elevated plane. To address acoustic concerns, the
second step superimposes a micro-texture onto the first-round optimization output.
By distinguishing between the scales of texture applications, the optimization step
aims to select the tiling scale leading to the most impactful performance changes. In
this design case, the macro tiling scale primarily achieves architectural and struc-
tural objectives, where deep corrugations are desirable both for the maintenance of
aesthetic legibility, and their structural depth and for creating robust bending
capacity. Since structural behavior is most affected by global geometrical form,
morphing-based design rules are utilized extensively. Following the first stage, the
three initial textures are superimposed on the initial canopy geometry at a finer
tiling to achieve additional acoustic improvements. Both rounds of optimization use
a similar set of design variables: (1) texture orientation angle; (2) geometrical
morphing by adjustment of the control points defining the NURBS surface where
the texture is mapped; and (3) depth morphing by adjustment of the control points
of an underlying NURBS surface that defines the scaling of texture point projection
values. The optimization procedure relies on genetic algorithms (GA) implemented
in the Grasshopper 3D plug-in Galapagos.

Results

The implementation of GA adopts an explorative strategy with high population size
and mutation rate in order to encourage the generation of a large diverse design
space of potentially viable texture designs (Mueller and Ochsendorf 2015). It can be
seen from the results that the process has generally resulted in a two-fold
improvement in structural efficiency, as indicated by normalized strain-energy (SE),
whereas the process for texture B produced the most efficient design (Fig. 11). The
top performing candidate was then used for the second stage of optimization to
improve acoustic performance. It can be seen that the application of texture C on
the surface of texture B achieved the greatest acoustic performance, among three
options with similar attributes.

Discussion

The results demonstrate the use of 3D Sampling to produce a diverse,
high-performance solution space of synthesized textures. From a small set of input
textures, a user can generate hundreds, or even thousands of new designs. As the
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second round of the case study shows, multiple textures can be mapped to the same
geometry to produce unique variations of comparable performance. This process
facilitates the emergence of unexpected geometries and options, since the optimal
site conditions for applying a texture are variable, and therefore cannot be predicted
‘a priori’. Thus, the process demonstrates feedback and how initial design
assumptions might be reformulated in light of the design tool.

Preliminary experimentation with the design methodology also suggests a syn-
tactic link between performance of new texture designs, and design rules; this could

Fig. 11 Optimization results from round one and two. These stages apply macro- and micro-scale
textures. The bottom image shows how the design case study in context
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be further explored future works. For example, looping rules increase both the
roughness, and consistency of a texture sample. Regarding optical performance,
convolution blur filters were observed to decrease roughness, resulting in greater
transparency, while looping, which increases point density, creates a texture with
greater diffusion and specular noise. In future work, rigorous and extensive
parameterization studies will have to be conducted before statistically substantiated
claims can be made about the relationship between design rules and material per-
formance. Particularly, there is a need to further investigate the efficacy of the
proxy-simulation methods in predicting the eventual performance behaviors of the
appropriated textures.

While the case study demonstrates the application of 3DJ to the design of an
acoustic and structural, canopy structure, in-progress work (Fig. 12) suggest design
applications of 3D Sampling beyond architectural design; Presently, this method-
ology is being used develop a novel surfboard prototype design. In this project,
sample texture information contributes to the surfboard’s structural infill pattern, the
global geometry for fluid-dynamic performances, friction-fit modular connections,
ergonomics, water-shedding gripping surface, and optical camouflage.

Conclusion

The work presented in this paper makes the following contributions: (1) a new
computational sampling-based design methodology called 3DJ; (2) a technical
compilation of meaningful evaluation and simulation methods that are relevant to
the appropriation of textures as high-performance design products; (3) a texture
synthesis tool allowing users to generate new 3D textures from 3D scans; and
(4) texture case studies implementing the design framework, with initial results and
evaluation, and a final design case study for applying the framework to an archi-
tectural design brief. The speculative tools, frameworks, and experiments presented
and assessed here are first steps that exemplify the potential future of a new design
and research field which re-contextualizes 3D scanning, once conceived as a

Fig. 12 Fragments of prototype designs implementing the 3D Sampling methodology
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process of measurement, as a method for creative production. While the solutions
developed within the case study—structural, acoustic, and optical—were framed
within an architectural discourse, the implications of the 3DJ approach will have far
reaching applications outside of these disciplines. Considering how sample-based
music practices have made music creation accessible to a wider audience, 3D
Sampling could offer a simplified and more intuitive way for non-experts to edit,
manipulate, and synthesize 3D objects.
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Automated Best Connected
Rectangular Floorplans

Krishnendra Shekhawat and José P. Duarte

Abstract As part of a larger research aimed at developing design aids for archi-
tects, this paper presents the “automated” generation of the “best connected”
rectangular floor plans, satisfying given topological and dimensional constraints. It
has been seen that architects, knowingly or unknowingly, have often used either the
golden rectangle or the Fibonacci rectangle in their works throughout history. But it
was hard to find any specific reason for such use, other than aesthetic. In 2015,
Shekhawat showed that they are among the best connected rectangular arrange-
ments (dimensionless rectangular floor plans) and that this may well be another
reason for their frequent use in architectural design. In this work, an alternative
algorithm is presented which generates n − 3 best connected rectangular arrange-
ments, being n the number of rooms. Then, this concept is further extended for
constructing the best connected dimensioned rectangular floor plans. The goal is to
provide an optimal solution for the rectangular space allocation problem, while
satisfying given topological and dimensional requirements.

Introduction

A floor plan is a polygon, the plan boundary, divided by straight lines into component
polygons called rooms. The edges forming the perimeter of each room are termed
walls. The region not enclosed by the boundary is called exterior. For a detailed
discussion regarding definitions related to floor plans, refer to Rinsma (1987a).
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One of the well-known problems associated with the generation of floor plans is
called space allocation problem. It is concerned with the computational arrangement
of rooms in a floor plan while satisfying given topological and dimensional con-
straints. The topological constraints are usually given in terms of adjacencies
between rooms and between them and the exterior of the plan. Mathematically, two
rooms of any floor plan are adjacent if they share a wall or a section of wall; it is not
sufficient for them to touch at a point only. Architecturally, we can say that the
portion of shared wall should permit one to insert a door to go through. Therefore,
to have an architectural meaning and to guarantee the sufficient space for insertion
of a door between adjacent rooms, in this paper, we are generating floor plans
where the adjacent rooms share a complete wall of at least one of the rooms. For
example, in Fig. 1a, R1, R2 and R3 are adjacent; R1 is sharing a complete wall with
R2 and R3 but R3 is not sharing a complete wall with R1. The dimensional con-
straints involve shapes or sizes of each room and the actual floor plan.

For every floor plan there exist an adjacency graph where vertices represent
rooms and the exterior, and two vertices are joined by an edge whenever the
corresponding rooms are adjacent. The adjacency graph is the dual of the floor plan
which is treated as a graph. If in an adjacency graph, the exterior is ignored then it is
called weak dual or dual of the graph, i.e., the dual graph of a floor plan is a simple
undirected graph obtained by representing each room as a vertex and then drawing
an edge between any two vertices if the corresponding rooms are adjacent. Clearly,
the dual graph is always planar and connected.

It is easy to perceive why adjacency relations are important in architectural
designs; if two rooms are adjacent then it is possible to make them accessible to
each other via a door. Also, the overall patterns of adjacency relations determine
circulation routes in a building. Furthermore, the rooms having adjacencies to the
exterior can have windows, thus enabling natural lighting and ventilation.
Therefore, connectivity of a floor plan is defined in terms of adjacency relations
among rooms and the comparison of the connectivity of different floor plans is done
by comparing the connectivity of the corresponding dual graphs. If two connected
dual graphs have the same number of vertices, then the dual graph having more
edges is considered to be more connected, i.e., if two floor plans are made up of the
same number of rooms, then the floor plan whose dual graph has more edges is
more connected.

A rectangular floor plan is a floor plan in which the plan’s boundary and each
room are rectangles. This work is concerned with the space allocation problem
associated with the rectangular floor plans. Kalay (2004) talked about two

R1

R2
R3

R4

R2
R3

R4R1

R5
R1

R2
R3R4

(a) (b) (c)Fig. 1 Best connected
rectangular arrangements with
four rooms
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approaches for solving the space allocation problem, namely, an additive approach
and a permutation approach [for the details, refer to March and Steadman (1971)].
The additive approach starts with an empty floor plan and builds up a low cost
layout with one solution at a time while the other approach goes through every
possible layout and searches for one having the least cost. In both approaches, the
aim is to minimize the sum of the weighted distances between different rooms,
measured from the center of one room to the center of an adjacent one. The least
cost solution is the one in which the average sum of all the distances between
adjacent rooms is minimal. In this paper, a new approach is introduced where the
aim is to construct the best connected floor plans only. Here, we first generate
dimensionless rectangular floor plans with maximum connectivity and from these
floor plans, we construct dimensioned floor plans. Please note that, in this paper, a
dimensionless rectangular floor plan is called “a rectangular arrangement”.

Any rectangular arrangement with n rooms, denoted by RAðnÞ, has at most
3n − 7 edges in its dual graph provided that n > 3 [for proof, refer to Shekhawat
(2015a, Theorem 2)]. It implies that any RAðnÞ is best connected if its dual graph
has 3n − 7 edges. A best connected RAðnÞ is denoted by RA

BCðnÞ.
It may not be difficult to find and construct a RAðnÞ having 3n − 7 edges in its

dual graph. However, to automatically generate RA
BCðnÞ is different and even more

difficult than finding a RA
BCðnÞ. In fact, by automated generation of RA

BCðnÞ, we mean
to provide an algorithm that can construct a RA

BCðnÞ for any given value of n, i.e., a
RAðnÞ which is rectangular and best connected for any number of rooms. For
example, the RA 4ð Þ in Fig. 1a is best connected and can be further extended to
remain best connected. For better understanding, consider Fig. 5a where four rooms
are added to the RAðnÞ in Fig. 1a to generate a best connected RAð8Þ and using the
algorithm given in Sect. 2.1, the RAð4Þ in Fig. 1a can be further extended to remain
best connected for any number of rooms. Therefore, the RAð4Þ in Fig. 1a is an
automated best connected rectangular floor plan. Now consider the RAð4Þ in Fig. 1b
which is best connected for four rooms but in any case it cannot be extended to
remain best connected for 5 rooms because to remain best connected the 5th room
should be adjacent to 3 existing rooms, which is not possible for Fig. 1b (consider
adding a room so that the plans remains rectangular, see Fig. 1c). It means that
Fig. 1b is a RA

BCð4Þ but it is not an “automated” RA
BCð4Þ. By “automated” we mean

that when a solution is being built, the arrangements in intermediate steps are also
rectangular and best connected. Now, we are going to talk about the golden rectangle
and the Fibonacci rectangle because they are automated RA

BCðnÞ (Shekhawat 2015a).
The golden rectangle is a rectangle whose ratio of width over height is equal to

/ ¼ 1þ ffiffi
5

p
2 with a geometric property as follows:

A square with side length one, can always be removed from a rectangle of sides
1� /, to obtain a new rectangle with sides 1

/ � 1, which is similar to the original
one. Hence, the construction can be repeated (Walser 2001).

In a Fibonacci sequence, each of its terms is obtained from the sum of the two
preceding terms, i.e., Fnþ 1 ¼ Fn þFn�1 for n > 1 where F0 = F1 = 1. A Fibonacci
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rectangle is a rectangle with side lengths x and y such that either x/y or y/x is equal
to (Fn+1/Fn) for some non-negative integer n. A sequence of Fibonacci rectangles
can be constructed by starting from two unit squares one above another, one first
adjoins a square of side length two to their right, so as to obtain a Fibonacci
rectangle with sides F3 � F2. Then one adjoins a square of side length F3 below, so
as to obtain a Fibonacci rectangle with sides F5 � F3, etc. following a clockwise
movement (Shekhawat 2015a).

It is interesting to see that the golden rectangle and the Fibonacci rectangle are
similar, geometrically (in terms of the position of rooms) and topologically (in
terms of adjacency relations between rooms). Dimensionally they differ slightly, in
terms of areas of rooms but for a larger value of n, the ratio of two successive
Fibonacci numbers (Fn+1/Fn) approaches /.

The work of many researchers in the literature shows that, many buildings and
architectural designs (from ancient to contemporary time) have been developed
using the golden rectangle or the Fibonacci rectangle. As an illustration, consider a
very well-known work of Palladio, the Villa La Rotonda, shown in Fig. 2. It can be
seen in Fig. 3 that, the Villa Rotonda is constructed using the following four golden
rectangles:

For the golden rectangle at the upper right side, the second square is situated
above the first one and the other squares are arranged in clockwise direction. In the
golden rectangle at the lower left side, the position of the first and second squares is
swapped and remaining squares are arranged in clockwise direction. In the golden
rectangle at the upper left side, the second square is situated above the first one and
anti-clockwise movement is considered. For the golden rectangle at the lower right
side, the second square is situated below the first one and the other squares are
arranged in anti-clockwise direction.

Fig. 2 Villa La Rotonda in Vicenza
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On the other hand, the use of the Fibonacci rectangle in architectural design is
not found as often. Nonetheless, recent findings suggest that it might have been
used more often than it has been realized (Corinna and Christopher 2002;
Fern´andez-Llebrez and Fran 2013; Bartoli 2004; Park and Lee 2009). In all these
works, however, we have not found a clear logical or mathematical reason for the
use of the golden rectangle and the Fibonacci series so often by architects. A very
common, psychological reason that has been pointed out is that they guarantee
visually pleasing constructions (Green 1995). Recently, Shekhawat (2015a) showed
that they are best connected rectangular arrangements for any number of rooms, i.e.,
both of them are automated RA

BCðnÞ. We can say that, this may be another reason, at
least mathematical, for their high presence in architectural designs. From here
onwards, RA

BCðnÞ stands for an automated RA
BCðnÞ.

As such, in this paper, we propose an algorithm called C-RLAB (the explanation
of the name is related to the way rooms are allocated which is given after the
algorithm is described below), to generate n – 3 best connected rectangular
arrangements for n rooms, that are geometrically (in terms of the position of rooms)
and topologically (in terms of adjacency relations between rooms) different from
the golden rectangle and the Fibonacci rectangle. Further, from these rectangular
arrangements, we construct best connected rectangular floor plans while consid-
ering given dimensional constraints.

In 1970s and 1980s, many researchers have worked over the problem of con-
structing a floor plan for a given adjacency graph using graph theoretical methods.
Still the generalization of this problem and its solution are open, i.e., for all adja-
cency graphs, it is possible to have a generic solution that satisfies the adjacency
relations set by any adjacency graph. The larger aim of this research is to construct a

Fig. 3 A golden section
diagram of Villa La Rotonda
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generic rectangular floor plan. The construction of a best connected rectangular
floor plan is a first step towards the representation of generic rectangular floor plans.

The described work represents a mathematical approach to the design of layouts
that does not intend to substitute designers but, once the algorithm is implemented,
work as a design assistant that suggest best connected floor plans for the architect to
work with. Best connected floor plans are useful because in best connected rect-
angular floor plans, the total number of connections among the rooms is maximum
and they keep topological flexibility. This means that once a floor plan is generated
the architect is free to define appropriate connections between rooms, that is, which
adjacent spaces to connect through doors.

Best Connected Rectangular Arrangements

In this section, first we present an algorithm that generates n − 3 rectangular
arrangements for n rooms. Then we will show that the proposed arrangements are
best connected.

The C-RLAB Algorithm

In this algorithm, we deal with two types of rectangles. Each type of rectangle is
given by its position which is the upper left vertex, and its size which consists of
width (the dimension measured horizontally) and height (the dimension measured
vertically).

The first kind of rectangle is a new room Ri drawn at stage i of the construction
process; whose position is denoted by (xi, yi), and whose size is the given pair (‘i,
hi). The second kind of rectangle is a new rectangular composition RA

BCðiÞ. Its
position also depends on i; we denote it by (Xi, Yi), and the size of RA

BCðiÞ is
denoted by the pair (Li, Hi). In the discussion that follows, n is the total number of
rooms to be allocated, i is the index of the room that is being considered for
allocation, and k is the number of rooms successively arranged one above the other.
The values of (Li, Hi) are computed as follows:

For 2 � i � k or (i − k) � 3 (mod 4) or (i − k) � 0 (mod 4), we have

Li ¼ Li�1; Hi ¼ Hi�1 þ hi

For (i − k) � 1 (mod 4) or (i − k) � 2 (mod 4), we have

Li ¼ Li�1 þ ‘i; Hi ¼ Hi�1

Here, L1 = ‘1 and H1 = h1.
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The steps of the algorithm are as follows:

1. We start by placing the first room say R1 at position (x1, y1) in a two-dimensional
plane with size (‘1, h1). See Fig. 4a.

2. Let k = 2 and i = 2.
3. If k < n − 1, go to Step 4, otherwise, terminate the algorithm (we will see in

next section that, for best connected rectangular arrangements, we should have
1 < k < n − 1).

4. Consider (xi, yi) = (Xi−1, Yi−1 + hi), (‘i, hi) = (Li−1, hi).
In this step, room Ri is drawn above and adjacent to Ri−1 with width ‘i = ‘i−1 in
such a way that its lower left vertex is the upper left vertex of Ri−1. Here, the
idea is to arrange k rooms one above the other, from bottom to top. For example
in Fig. 4, for k = 3, R2 is arranged above R1 (see Fig. 4b) and R3 is arranged
above R2 (see Fig. 4c).
It should be clear from this step that, in this algorithm, after positioning each
room, our aim is to obtain a rectangular composition of all the positioned rooms;
and to achieve this, the width or height of rooms are adjusted accordingly.

5. Increase i by one. If i � k, go to Step 4 otherwise go to Step 6.
6. After arranging k rooms, we arrange all the remaining rooms one by one. The

next room is arranged as follows:

(i) If (i − k) � 1 (mod 4), then (xi, yi) = (Xi−1 + Li, Yi−1), (‘i, hi) = (‘i, Hi−1)
The next room Ri is placed right to the obtained rectangular com-position
RA
BCði� 1Þ such that it is adjacent to RA

BCði� 1Þ and its upper left vertex
is the upper right vertex of RA

BCði� 1Þ. For example in Fig. 4d, R4 is
placed to the right of RA

BCð3Þ.
(ii) If (i − k) � 2 (mod 4), then (xi, yi) = (Xi−1 − ‘i, Yi−1), (‘i, hi) = (‘i, Hi−1)

The next room Ri is placed left to the RA
BCði� 1Þ such that it is adjacent to

RA
BCði� 1Þ and its upper right vertex is the upper left vertex of

RA
BCði� 1Þ. For example in Fig. 4e, R5 is placed to the left of RA

BCð4Þ.
(iii) If (i − k) � 3 (mod 4), then (xi, yi) = (Xi−1, Yi−1 + hi), (‘i, hi) = (Li−1, hi)

The next room Ri is positioned above RA
BCði� 1Þ such that it is adjacent

to RA
BCði� 1Þ and its lower left vertex is the upper left vertex of the

RA
BCði� 1Þ. For example in Fig. 4f, R6 is placed above RA

BCð5Þ.

R1 R1 R1 R1 R1 R1

R1R2 R2 R2 R2 R2
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R3 R3

R3 R3

R3

R4 R4
R4

R4

R5 R5

R5

R6

R6

R7

(x 1, y 1)

(a) (b)

(c) (d) (e)

(f)
(g)

Fig. 4 Construction of rectangular arrangements using the C-RLAB algorithm
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Fig. 5 Rectangular arrangements generated using the C-RLAB algorithm and their dual graphs
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(iv) If (i − k) � 0 (mod 4), then (xi, yi) = (Xi−1, Yi−1 − Hi−1), (‘i, hi) = (Li−1, hi)
The next room Ri is placed below RA

BCði� 1Þ such that it is adjacent to
RA
BCði� 1Þ and its upper left vertex is the lower left vertex of the

RA
BCði� 1Þ. For example in Fig. 4g, R7 is placed below RA

BCð6Þ.
7. Increase i by one. If i � n go to Step 6 otherwise increase k by one and go to

Step 3. For example, for n = 8, 5 possible RA(8) constructed using the C-RLAB
algorithm, are illustrated in Fig. 5a–e. We can see that, in these arrangements,
the value of k varies from 2 to n − 2 = 6.

In the above algorithm, k rooms are first arranged in the center, then the
remaining rooms are arranged in the following order, i.e., right, left, above and
below, therefore, we call it C-RLAB algorithm.

Connectivity

In this section, we prove that the rectangular arrangements generated by the
C-RLAB algorithm are best connected.

To proceed further, refer to Fig. 5 with six RA(8). We can verify that, the
number of edges in dual graphs corresponding to the RA(8) in Fig. 5a–e is equal to
3n − 7 = 3 � 8 − 7 = 17, hence these RA(8) are best connected. But, the dual
graph of RA(8) in Fig. 5f has only 13 edges, it means that the corresponding RA(8)
is not best connected. It is interesting to see that, the values of k for the RA(8) in
Fig. 5a–e are 2, 3, 4, 5 and 6 respectively, i.e., 1 < k < n − 1. Corresponding to all
these values of k, all RA(8) in Fig. 5a–e (generated by the C-RLAB algorithm) are
best connected; but the value of k for the RA(8) in Fig. 5f is n − 1 = 7 > n − 2 and
it is not best connected. Hence, in the C-RLAB algorithm, to have the best con-
nected rectangular arrangements, we must have 1 < k < n − 1.

Clearly, Fig. 5 presents n − 3 = 5 best connected rectangular arrangements for
n = 8 rooms, i.e., each RA(8) has 3n − 7 = 3 � 8 − 7 = 17 edges (refer to Fig. 5
for the dual graphs of each of the RA(8)). It can be easily verified that, in all the
Fig. 5a–e, if the next room is drawn according to the C-RLAB algorithm, it would
be adjacent to exactly three existing rooms. That is, if the dual graph of any RA(k)
constructed using the C-RLAB algorithm has 3k − 7 edges and next room, say
Rk+1, is adjacent to exactly three rooms of the RA(k), then the dual graph of
RA(k + 1) has 3k − 7 + 3 = 3(k + 1) – 7 edges. Hence, the number of edges would
always be 3n − 7 for n rooms. By considering mathematical induction on n, we can
conclude that:

Observation 1 The RA(n), n > 3, generated by the C-RLAB algorithm are always
best connected.

Also, from Fig. 5, we can see that, a RA(n) constructed using the C-RLAB
algorithm is best connected and 1 < k < n − 1. This concludes that:
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Observation 2 The C-RLAB algorithm generates n − 3 best connected rectangular
arrangements for n rooms when n > 3.

Due to different values of k in all n − 3 rectangular arrangements generated by
the C-RLAB algorithm, we can say that:

Observation 3 The C-RLAB algorithm generates n − 3 best connected rectangular
arrangements with n rooms, which are geometrically and topologically different
from each other and from the Fibonacci rectangle and the golden rectangle (for a
better understanding, refer to Fig. 6 where the Fibonacci rectangle and its adjacency
graph for n = 8 are demonstrated).

Best Connected Rectangular Floor Plans

In the above section, we presented an algorithm for constructing best connected
rectangular arrangements. In this section, by adding few steps to the C-RLAB
algorithm, we construct the best connected rectangular floor plans, i.e., the best
connected rectangular arrangements that satisfy given dimensional constraints.

In this work, we are using a graph theoretical approach for the generation of
rectangular floor plans. In literature, many well-known researchers have used this
approach for the same purpose. Some of the related works are as follows:

The application of graph theory to architectural designwas first presented by Levin
(1964). Then, Grason graphs (1970) and rectangular dualization techniques were
developed to address the adjacency requirements (Baybars and Eastman 1980;
Kozminski and Kinnen 1984; Bhasker and Sahni 1988; Lai and Leinwand 1988).
Roth et al. (1982) presented a method for constructing a dimensioned plan from an
adjacency graph. In the same year, Baybars (1982) presented a method for enumer-
ating floor plans with circulation spaces. In 1985, Robinson and Janjic (1985) showed
that, if areas are specified for rooms with a given maximal outer-planar adjacency
graph, then any convex polygon with the correct area can be divided into convex
rooms to satisfy both area and adjacency requirements. In 1987, Rinsma (Rinsma
1987b) showed that, for any given maximal outer-planar graph with at most four
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Fig. 6 The dimensionless
Fibonacci rectangle and its
dual graph
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vertices of degree 2, it is not always possible to find a rectangular floor plan satisfying
the adjacency and area conditions. In 1987, Rinsma (Rinsma 1988) provided con-
ditions for the existence of rectangular and orthogonal floorplans for a given tree,
representing the required adjacencies between rooms and areas for each room (any
connected graph without cycles is a tree). In recent works, Terzidis (2007) developed
a computer program called “auto-PLAN”which generates architectural plans, given a
site’s boundary and an adjacency matrix. Wong and Chan (2009) proposed an evo-
lutionary algorithm for finding adjacencies between functional spaces and showed
that it can be a very useful tool in architectural layout design tasks. In this paper, we
are looking for the floor plans corresponding to the graphs with 3n − 7 edges.
Specifically, our aim is to construct best connected floor plans with minimum area.

From the work of past researchers, we can say that, a rectangular floor plan,
denoted by RF, can be generated in the following ways:

• Addition: It concerns the addition of rectangular pieces, like tiles, to produce a
rectangular plan (see Krishnamurti and Roe 1979)

• Dissection: It concerns the division of a large rectangle into smaller rectangular
pieces. This process is called rectangular dissection (see Mitchell et al. 1976; Earl
1977; Flemming 1978a, b, 1980); Bloch and Krishnamurti 1978; Bloch 1979).

To introduce the dimensional constraints in the obtained RA
BC, we construct

required floor plans by addition of rooms. Suppose, we have given n rooms and the
size of each room, and the problem is to automatically fit all the rooms inside a
rectangle, without changing the size of each room, in such a way that the obtained
rectangular composition should be best connected. In this case, most likely there
will be some extra spaces inside the obtained floor plan. Therefore, our aim is to
construct minimum area best connected rectangular floor plans, i.e., the best con-
nected rectangular floor plans with minimum area for extra spaces.

Extended C-RLAB Algorithm

Let us consider that the position and size of room Ri drawn at stage i of the
construction process are denoted by (xi, yi) and (‘i, hi) respectively. The position
and size of rectangular composition RF

BCðiÞ obtained at stage i of the construction
process be (Xi, Yi) and (Li, Hi) respectively. In the discussion that follows, n is the
total number of given rooms to be allocated, i is the index of the room that is being
considered for allocation, and k is the number of rooms successively arranged one
above the other. The values of all (Li, Hi) are computed as follows:

• For 2 � i � k or (i − k) � 3 (mod 4) or (i − k) � 0 (mod 4), we have

Li ¼ max(Li�1; ‘iÞ; Hi ¼ Hi�1 þ hi
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• For (i − k) � 1 (mod 4) or (i − k) � 2 (mod 4), we have

Li ¼ Li�1 þ ‘i;Hi ¼ max(Hi�1; hiÞ

Here, L1 = ‘1 and H1 = h1.
For n given rooms with their widths and heights, the dimensional constraints are

introduced in a RA
BCðnÞ (constructed from the C-RLAB algorithm), by adding the

following steps described below and depicted in Fig. 7 to the C-RLAB algorithm,
to have an extended C-RLAB algorithm:

• Merge this step with the Steps 4, 6.3 and 6.4 of the C-RLAB algorithm
After drawing each room, say Ri, i > 1, if Li−1 > ‘i, then draw an extra space Ei to
the right of Ri with width Li−1−‘i and height hi such that Ei is adjacent to Ri and its
upper left vertex is the upper right vertex ofRi. If Li−1 < ‘i, draw anextra spaceEi to
the right ofRF

BCði� 1Þwithwidth ‘i − Li−1 and height Hi−1 such that Ei is adjacent
to RF

BCði� 1Þ and its upper left vertex is the upper right vertex of RF
BCði� 1Þ.

• Merge this step with the Steps 6.1 and 6.2 of the C-RLAB algorithm
After drawing each room, say Ri, if Hi−1 > hi, then draw an extra space Ei below
Ri with width ‘i and height Hi−1 − hi such that Ei is adjacent to Ri and its upper
left vertex is the lower left vertex of Ri. If Hi−1 < hi, draw an extra space Ei

below RF
BCði� 1Þ with width Li−1 and height hi − Hi−1 such that Ei is adjacent

to RF
BCði� 1Þ and its upper left vertex is the lower left vertex of RF

BCði� 1Þ.
It should be clear from the above steps that after positioning each room, our aim

is to obtain a rectangular composition containing all positioned rooms; and to have
this composition, sometimes an extra space is required. The idea of extra spaces
guarantees that, we will have an automatically generated RF

BC in the end, irre-
spective of the size of rooms.

For better understanding, consider an example, say Example 1, where we have
been given four rooms with their widths and heights as follows (it should be noted
that we are demonstrating an example for a very small value of n but this algorithm
can generate floor plans for any value of n):

(a)

(b) (c) (d) (e)

Fig. 7 A best connected rectangular floor plan with four rooms
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R1: ð10� 15Þ; R2: ð12� 18Þ; R3: ð12� 16Þ; R4: ð16� 20Þ

Through this example, we discuss the construction of a best connected rectan-
gular floor plan, denoted by RF

BCð4Þ, as illustrated in Fig. 7e. The steps for the
construction of the required RF

BCð4Þ are as follows (for constructing RF
BCð4Þ using

the extended C-RLAB algorithm, we are considering k = 2):

• Allocate R1 with width 10 and height 15 at a position say (x, y) (see Fig. 7a).
• Draw R2 above and adjacent to R1 with width 12 and height 18 (see Fig. 7b).

Since ‘2 > L1, to get a rectangular composition, draw an extra space to the right
of R1 (see Fig. 7c).

• Draw R3 to the right of RF(2) and draw an extra space below R3 (see Fig. 7d).
• Draw R4 to the left of RF(3) and draw an extra space below R4 (see Fig. 7e).
• Figure 7e is the required RF

BCð4Þ with area 1320.

Reducing the Area of Extra Spaces

From above example, we can see the presence of extra spaces inside the obtained
RF
BCð4Þ. To guarantee a minimum area in any RF

BCðnÞ, we use the following two
operations:

• Order of allocation
The order in which rooms are arranged to obtain a rectangular floor plan using
the extended C-RLAB algorithm is called the order of allocation. Clearly, for n
rooms and for a fixed value of k, by considering each order of allocation, n!
RF
BCðnÞ can be obtained and each RF

BCðnÞ may have a different area because of
the presence of extra spaces.

• Swapping of width and height
It is obvious to see that, we can position a room Ri with width ‘i and height hi or
with width hi and height ‘i, i.e., we can swap the width and height of each room
without changing the area of the room, which in turn produces two RF

BCðnÞ with
different areas. If all the combinations of the rooms whose width and height can
be swapped are taken into account, then we can obtain 2n best connected
rectangular floor plans using the extended C-RLAB algorithm for a fixed value
of k.

• From the above two steps, we can obtain n! � 2n RF
BCðnÞ using the extended

C-RLAB algorithm for a fixed value of k. For the input of Example 1, we can
generate 24 � 16 = 384 RF

BCð4Þ where each RF
BCð4Þ may have a different area.

Now, to reduce the areas of extra spaces or to have a RF
BCðnÞ with minimum area

among n! � 2n RF
BCðnÞ, we can pick the one with minimum area. By computing

the areas of all RF
BCð4Þ for the input of Example 1, we found that the minimum

and maximum areas are 968 and 1786 respectively. For the minimum area
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RF
BCð4Þ, the order of allocation is R1, R3, R2, R4 where the width and height of

R1 and R3 are swapped (see Fig. 8a). For the maximum area RF
BCð4Þ, the order

of allocation is R2, R4, R1, R3 where the width and height of R1 and R3 are
swapped (see Fig. 8b).

Remark Using the definition of adjacency between rooms via extra spaces, pro-
vided in Shekhawat (2015b, Section 2.1), we can verify that the rectangular floor
plans constructed using the extended C-RLAB algorithm are best connected.

Conclusion and Discussion

The current work is part of a larger work aimed at exploring exhaustively the use of
rectangular arrangements in the design of layouts. We chose to work with rectan-
gular arrangements because most architectural solutions still use this type of
compositional schema. According to Steadman (2006) they do so because rectan-
gular packing offers the best flexibility of dimensioning. Flexibility allows for any
configurations of rectangles irrespective of their sizes; it also allows for the
assignment of different dimensions to such configurations, while preserving their
rectangularity. Our ultimate goal is to provide architects with design aids, that is,
algorithms that can generate good candidate solutions, taking dimensional and
topological requirements into account and that can be further improved and
adjusted by them, to provide better solutions to the user. These aids would be
particularly useful in design of large buildings with complex and specialized pro-
grams like hospitals, courthouses, and so on.

We know that the Fibonacci rectangle and the golden rectangle are among the
best connected rectangular arrangements and that they have been used by many
architects in their designs throughout the history. In this work, we proposed an
algorithm called C-RLAB, which can generate n − 3 best connected rectangular
arrangements. Each of these arrangements is geometrically different from the others
in terms of the relative position of rooms and, consequently, in terms of the
adjacency relations of each room with other rooms.

R1

R1

R2

R2
R4

R4

R3

R3

(a)

(b)Fig. 8 The minimum and
maximum area best connected
rectangular floor plans with
four rooms respectively
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Since, the Fibonacci rectangle and the golden rectangle are best connected and
they were used by many architects in their works, the arrangements generated after
the proposed C-RLAB algorithm can also be used by architects for a similar reason,
that is, to guarantee the generation of best connected floor plans. However, the kind
of geometric diversity referred to above enables greater connectivity flexibility,
which can be perceived as an advantage over the Golden- and the Fibonacci-based
algorithms.

As a way of illustration, in Fig. 9 we present two new designs using the pro-
posed C-RLAB algorithm based on the plan for Villa Rotonda. By considering the
arrangement of rooms in Fig. 3, we can see that this plan was constructed using
four Fibonacci rectangles (for details, refer to Shekhawat 2015a). Both the new
designs are also constructed using four best connected rectangular arrangements,
generated from the C-RLAB algorithm.

Here, we are not comparing our solutions with floor plans designed using the
Fibonacci and the golden rectangles. For instance, we have not shown that floor
plans generated by the C-RLAB algorithm are perceived as beautiful, the other
reason pointed out by researchers for the use of the golden section by architects. In
this work, we only tried to provide an additional algorithm to generate candidate best
connected floor plans that can be modified by architects according to other design
criteria they perceive as important, such as aesthetics, views, comfort, and so on.

In architectural design a multitude of aspects with different nature need to be
considered. In this paper, we are dealing with functional requirements in the strict

Fig. 9 New architectural designs with best connected rectangular arrangements constructed after
the proposed C-RLAB algorithm
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sense only, i.e., we are trying to provide an optimal solution while satisfying
topological and dimensional requirements only. In the future, we will aim to cover
other aspects.
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Individual Coffee Maker Design Using
Graph-Based Design Languages

Claudia Tonhäuser and Stephan Rudolph

Abstract Graph-based design languages are used in this work to implement
individualized mass customization. Using coffee machines as examples, the indi-
vidualization of the product architecture and geometry is demonstrated. Combined
with a user interface, a “coffee maker language” is shown to automate the design
process including topological and parametric product variations by user inputs. The
automatically generated processing result is an “individualized” creation of a digital
coffee maker design which satisfies all implemented geometrical, physical and
functional constraints.

Introduction

Market studies have identified a trend away from the “same for all” towards an
increasing consumer product individualization. Manufacturing companies are thus
faced with the task to respond to two conflicting goals: leaving mass the production
originally introduced to reduce cost, they have now to figure out new ways of
building much more individualized products at even lesser cost. New innovative
methods of mass customization need therefore to combine the benefits of mass
production with the single-item production (“lot size 1”) customized to each cus-
tomer individually.

Configuration Versus Re-design

Several kinds of implementations of mass customization are already in the market,
e.g. web-based product configurators in the automotive industry. They allow to
select additional functionalities from an interactive catalog of options. This means
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that the customer selects a single configuration out of a (potentially huge) number
of allowable product permutations (Feldhausen and Grote 2013).

Truly individual product design according to individual customer needs is so far
only known for rapid prototyping technologies, where customers upload their
designs which are then manufactured and sent back to their home.1 The current
restriction to (simple) product configuration in the consumer industry has a good
reason, since significant modifications of the topology or parameters may cause an
avalanche of changes in the design. In full generality the design process has to be
completely re-executed if significant topological or parametrical design changes
occur (Kröplin and Rudolph 2005).

Configurators which offer already many benefits avoid this problem and ensure
the manufacturability by only allowing product variants which have been pre-
computed to stay within the feasible space. Evident examples of such product
configurations are in the automotive industry e.g. choice of car colors, kind of seat
cover and the type of radio or navigation system.

However, the customer’s wish for product individualization doesn’t care about
the internal consequences of the requested design changes and may therefore affect
both the product architecture and the product shape in its entirety. Mass cus-
tomization needs therefore a complete digital model of the design process to
manage the interplay of parametrical and topological design constraints and needs
to provide a design representation which ensures the product realization within
manufacturing and cost limits.

Design Synthesis Methods

Formal design synthesis methods for design automation have been investigated for
at least two decades (Antonsson and Cagan 2005). In general, a classification can be
made based on three different kinds of string-based, shape-based and graph-based
representations. L-Systems (Lindenmayer 1967) from mathematical biology are an
example of a string-based representation. L-Systems are a formal language con-
sisting of a rule-based grammar defined by an alphabet, an axiom and (at least one
single or) several rules which form a production system.

L-Systems belong to the class of so-called rewriting systems in the field of
computer science (Alber and Rudolph 2002). After execution, the resulting symbol
string is translated into geometry using a “turtle graphic” (Prusinkiewicz and
Lindenmayer 1996). L-Systems have been successfully used to model biological
structures with tree-like architectures such as plants, trees or sea shells
(Prusinkiewicz and Lindenmayer 1996; Meinhardt 2009). This inbuilt tree-like
product architecture is however also the main disadvantage, since the limitation to

1www.shapeways.com.
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cycle-free product architectures is not really compatible with the needs of modern
product architectures in complex engineering system designs.

Shape grammars are also a rule-based approach, but use a direct shape-based
representation to generate geometry. They have been used to generate
2-dimensional (Stiny and Gips 1972) or 3-dimensional (Agarwal and Cagan 1998;
Hoisl and Shea 2010) objects and have been applied in architecture (Stiny and Gips
1972) and engineering (Agrawal and Cagan 1997). While direct geometry repre-
sentation may be an advantage to generate geometry, it may turn out as a severe
disadvantage for modelling any other non-geometric design aspect.

Graph-based design languages inherit many benefits of string-based and
shape-based grammars without most of their drawbacks (Kröplin and Rudolph
2005). Graph-based representations enable the encoding of arbitrary relations
between nodes and allow the creation of topological ring structures (Kröplin and
Rudolph 2005). Especially for explicit topological modeling tasks, graph-based
techniques seem thus to possess a natural advantage over a string-based or
shape-based grammar approach.

Graph-grammars have been used for the synthesis of function structures (Bryant
et al. 2005; Kurtoglu and Campbell 2009) and the addition of functional and
mathematical constraints to the product geometry (Kröplin and Rudolph 2005;
Schmidt and Cagan 1997; Schmidt et al. 2000). Finally, the combination of the
abstract graph-based design representation together with a graphical rule-based
transformation scheme has led to the development of the design compiler 43 (IILS
mbH 2015). Design languages have been used to design space stations (Irani and
Rudolph 2003, 2005), satellites (Schaefer and Rudolph 2005a, b), aircrafts
(Kormeier et al. 2003), airships (Rudolph and Boelling 2004) and space frames
(Haq and Rudolph 2004). Design languages itself are represented in the UML
standard, which guarantees an open and vendor-independent knowledge represen-
tation (Reichwein 2011). Recent works cover digital factory integration (Arnold
and Rudolph 2012), wire harness of aircraft cabins (Landes and Rudolph 2011;
Landes 2013) and exhaust treatment systems (Vogel et al. 2010, 2012).

Focus and Paper Outline

Taking up the classic coffee maker of Agarwal and Cagan (1998) as reference, the
subject of the paper is to demonstrate a graph-based design language for the
individualized generation of coffee machines. This design language encodes the
complete design process and stores all relevant product information in one single
abstract meta-model in form of the design graph. This meta-model ensures model
consistency and enables incremental alteration of the product architecture and
product parameters along the design process. The design language includes the
mapping of the product requirements into a function structure and the transfor-
mation of the function structure via solution principles into components forming the
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product structure according to the “systematic (German) design methodology” by
Pahl and Beitz (Feldhausen and Grote 2013).

This graph-based “coffee maker language” is intended to push the limits towards
a better coverage of the aforementioned problems in the generation of new “indi-
vidualized” mass product customization by serving as adequate digital model for
the re-execution of the underlying complex product design process. Letting the user
influence the design requires to prevent him from doing “wrong things”. Therefore,
a set of “hidden rules” to ensure consistency is needed (and presented in detail in
“Graphical User Interface (GUI)” section).

To examine our method, an insight into the graph-based design languages
approach is given first (see “Graph-Based Design Languages” section) and the
design methodology of Pahl and Beitz is briefly reviewed (see “Pahl–Beitz Design
Methodology” section). Afterwards the coffee maker is investigated as an example
for the digital design process (see “A Graph-Based Design Language for Coffee
Makers” section) and a graph-based coffee maker language is presented including
all its different aspects (see “Implementation of the “Coffee Maker Language””
section). In a last step, the user interface is described (see “Graphical User Interface
(GUI)” section) and finally a variety of generated coffee machines is shown before
concluding (see “Results” section).

Graph-Based Design Languages

Graph-based design languages are inspired by natural languages, since both consist of
vocabulary and rules that build up a grammar. For representation purposes the
Unified Modelling Language (UML) (2004) provides a worked out formal syntax.
Graph-based design languages use mainly two types of UML diagrams. The UML
class diagram represents the domain background knowledge in form of an ontology
of the used domain vocabulary. The UML activity diagram represents the sequence of
design rules which encodes the complete decision making during the design process.

In UML class diagrams, the engineering design vocabulary is modeled by
classes which may have attributes or may be linked to each other to express
inheritance (reads as “is_a”) and various types of associations (reads as “has_a”).
The class diagram supports an in- or decreasing degree of abstraction, improves
modularity and fosters design concept reusability.

The UML activity diagram contains all design rules, their sequence and other
program control structures such as decision nodes for modeling all the conditional
design decisions and program control structures known from string-based pro-
gramming languages (e.g. if…then, for, while) for loops and branches.

A rule consists of a two-quadrant scheme with a conditional “if”-part (i.e. the left
hand side, LHS) to leave empty or to search a specific instance to be modified and a
generative “then”-part (i.e. the right hand side, RHS) to create new instances and
add links or to modify existing ones.
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The creation of a design language is a non-trivial task which may, on the one hand,
require upfront a quite high time invest. On the other hand, the execution of a design
language is achieved downstream by using a design compiler such as the “design
compiler 43” (IILS mbH 2015) at a Giga-Hertz-rate, thus reducing the actual exe-
cution time of a full product design cycle down to the theoretical limit of the addition
of the algorithm runtimes (Groß 2014). These relative advantages and disadvantages
of “design compilers” have long been discussed controversially (Antonsson and
Whitney 1997; Whitney 1996) since their first appearance in the field of mechanical
design (Ward 1988; Ward and Seering 1989, 1993) in the late eighties.

During execution of the production system, the “design compiler 43” (IILS mbH
2015) generates a design graph. This design graph represents the complete digital
model of the created system. In this way, all relevant product information is stored
in one single meta-model, thus guaranteeing model consistency for subsequent
model-to-text (M2T) transformations which map the abstract UML design repre-
sentation to external analysis tools (i.e. CAD-kernels for geometry generation,
CFD-, MBS- and FEM-solvers for computational fluid dynamics, multi-body and
finite element analysis, etc.). The simulation results can be fed back into the design
model in order “to close the design loop”, thus supporting an iterative design style.
The design language information and processing workflow is shown in Fig. 1.

Pahl–Beitz Design Methodology

The “systematic (German) design methodology” by Pahl and Beitz (Feldhausen and
Grote 2013) aims at providing a generally applicable methodology for conceptual
and detailed design of technical systems and comprises a collection of various
design methods. These include experience-based [e.g. creativity or design patterns
(Alexander et al. 1977)] and systematic approaches (e.g. switching between syn-
thesis and analysis of objectives and solution) and has become a german standard

Fig. 1 Schematic workflow of design languages
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(Verein Dt. Ingenieure 2221 1993). It summarizes the product design process into
several steps (Feldhausen and Grote 2013; Verein Dt. Ingenieure 2221 1993):

1. Clarifying and specifying the task inclusive the requirements.
2. Determining the functions and their structures.
3. Search for solution principles and their structures.
4. Dividing into realizable modules.
5. Design of these modules.
6. Design of the entire product.

In the early phases [points (1–4)], it is decided on the creation of a product
architecture including all preliminary considerations. This results in a rough con-
ceptual overview of the product. In order to achieve this, requirements have to be
identified and mapped into abstract product functions forming a function structure.
Subsequently, this function structure is transformed via solution principles into
individual components building up a product structure. Since functional product
decomposition can cause new requirements or additional functions, product design
is an iterative process which is segmented into several spaces with mapping steps in
between.

The resulting product structure depends on “individual” decisions and com-
promises concerning requirements, functions, solution principles and components
(Feldhausen and Grote 2013). Figure 2 shows the product architecture of a coffee
maker.

Requirements which affect the product shape require special treatment since they
directly translate into geometry. Shape information on product and parts must
therefore be taken into account in the subsequent phases of the design process (5,
6). In our approach, the final product structure and shape depend on the user inputs
and find their expression in the choice of the casing topology and parameters as
discussed in Sect. 2.

A Graph-Based Design Language for Coffee Makers

The coffee maker (Agarwal and Cagan 1998) design example seems to be based
always on the very same functional principles (at least for drip coffee machines).
With its basic, almost “invariant” functionality, it is implemented into a
graph-based design language which is used here as a simple example. Design
languages may however also handle design tasks with higher complexity. The
satellite design language of Gross (Gross and Rudolph 2015) covers most of the
satellite design cycle as documented in the SMAD book (Wertz 1999) of about 1000
pages which illustrates thus successful complexity handling.

In coffee makers, water has to be poured firstly into a container where it is stored
until the coffee maker is turned on. Secondly, the water flows through an inlet hose
with a back pressure valve into the heating element of the hotplate where it turns to
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steam, building up pressure which closes the back pressure valve. Thirdly, the
steam rises through a tube upwards, expands at the top, condenses and drips into a
filter, where the hot water mixes with the coffee grounds and trickles as coffee into a
pot below due to gravity. Meanwhile the pressure in the heating element is falling
until the valve opens again and more water can flow through it. Finally, when all
cold water is used up, the increasing temperature in the heating element is detected
by a sensor which either turns off the coffee machine automatically or regulates the
temperature of the hotplate to keep the coffee warm.

Agarwal and Cagan (1998) already stated that the design functionality drives
some requirements for topology and shape. Firstly, the heating element must be
placed below the water storage container (in order to flow). Secondly, the filter has
to be above the heater (but low enough to prevent the water to condense prema-
turely). Thirdly, the coffee pot has to be below the filter, and, fourthly, the heating
element has to be located below the pot.

The functional constraints involve fluid pipes which have to be positioned
between the water storage container, the heating element and a shower nozzle above
the filter. Aside from functional requirements, the physical constraints include the
volume of the pot, which has to be nearly the same as the volume of the water
container. Similarly, the size of the filter has to be compatible with the required
amount of ground coffee resulting from the water volume. The capacity of the
hotplate must match the dimensions of the pot bottom to keep the brewed coffee
warm. It is obvious that physical constraints merge into the geometric ones, thus
affecting the volume or dimensions of all components which have to fit into the
product casing.

Lastly, the outer product shape has to be designed around the functional com-
ponents. Individualized mass customization as interpreted in this work focuses on
the product appearance. Due to the fact that possible user inputs are intercoupled
with the initial geometric, functional and physical requirements, the design of a
coffee maker is governed by both of the two design paradigms: the “form follows
function” and the opposite “function follows form” (Denzin and Lincoln 2003). The
following points should be considered:

• The topological arrangement of functional components (water container, heating
element, fluid pipes, shower nozzle, filter and pot) has to be predefined
excluding the exact dimensions or positions.

• Since the product architecture possibly affects the initial product requirements it
should be selected in a first step by the customer.

• The processing of customer inputs requires a user interface.
• The restricting shape requirements, which are driven by the basic functionality

and architectural changes, have to be secured during the whole processing of the
user inputs.

• The exact dimensions and positions of the basic functional components must be
automatically adapted during the processing of the user inputs.
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Implementation of the “Coffee Maker Language”

The coffee maker language in this work consists of two parts. The first part
empowers a user to choose between several product architectures and to manipulate
the shape of the product. A simple user interface accepts inputs and ensures the
compliance with some restricting constraints running in the background. The sec-
ond part is the design language for coffee makers which encodes the whole design
process and can be (re-)executed again to generate a complete digital product model
out of the user inputs. In the next two sections, the vocabulary and rules this coffee
maker design language are discussed along with some of the background design
constraints.

Vocabulary

The first mental step to build up a graph-based design language is a finite con-
ceptual product decomposition into a vocabulary. This decomposition is later the
basis for the aggregation of the vocabulary into a product architecture according to
the “systematic (German) design methodology” (Feldhausen and Grote 2013).

In the coffee maker case it is useful to differentiate between functional com-
ponents and casing, which in turn is partitioned into different topological regions.
These regions are governed by the basic functional components and are partitioned
into a base, a water storage unit, a filter unit, a pot and covers for the water storage
and the filter unit. Some of the topological casing elements may be combined, such
as the base or the filter that can merge with the water tank unit into a “lower” or
“upper” section. It is also possible to convert the base, the water tank and the filter
into one “complete casing” or to make one “complete cover” out of two. This
casing partition specifies whether parts are topologically independent or possibly
combined with each other and aims at creating a certain variety of the aesthetic
issue since it is a key aspect of individualization. Furthermore, a removable water
container is optional.

One of the implemented functional components is a fluid pipe unit consisting of
a pipe between the water storage container and the heating element, a pipe between
the heating element and the shower nozzle and the shower nozzle above the filter.
Other components are: the filter holder and the heating unit containing a water
heating element and a hotplate to keep the brewed coffee warm. Since all possible
product architectures have to be represented by the vocabulary, the class diagram
includes all variants of the casing and functional components.

For the representation of geometry, a design language offers a large variety of
geometric elements and operations. All parts that need a geometric representation
must have a generalization to the Component class from the geometry class dia-
gram. This is represented in the class diagram via a shortcut. It means that all these
coffee maker classes are Components and have therefore a geometric representation.
In Fig. 3, the class diagram of our coffee maker vocabulary is shown including all
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connections and the Component shortcut. For the vocabulary of the product
architecture, all requirements, functions, solution principles and functional com-
ponents have to be modeled as classes in a product architecture class diagram.

Grammar

To represent the design process activities, a graph-based design language may
consist of graphical rules and rules written in Java.2 The rule execution sequence
can be static or can be modified during compilation by means of control structures
such as the aforementioned decision nodes.

Since the creation of a product architecture comes first in the design process, the
rules which map requirements into functions and transform them via solution
principles into functional components have to be modeled first. Executing this rule

Fig. 3 The class diagram of the coffee maker vocabulary

2The design compiler 43 (IILS mbH 2015) for graph-based design languages offers an editor for
graph-based M2M-transformations and accepts also the use of string-based programming lan-
guages such as Java (Java SE from ORACLE. www.oracle.com) and OCL (Object Management
Group, Object Constraint Language. www.omg.org) constraints.
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sequence generates the product architecture. By means of a dedicated model view3

the design graph may display a similar structure than the intended product
architecture.

Figure 4 exemplarily illustrates the transformation of one product architecture.
At the top, an extract from the program implementing the rules is given. The rules
are depicted below in more detail. On the left hand side, the conditional part is
pictured, whereas the generative part can be seen in the middle. On the right hand
side the expanding design graph is presented. The first rule (Rule: Requirements)
instantiates six requirements shaded in gray. In the following rule (Rule: Main
Functions) the requirement object “Filter Coffee Preparation” is searched and
mapped onto the right hand side (colored in yellow) and the six related main
function objects are instantiated and attached to it. The last rule (Rule: Connect To
Components) shows the coupling of three solution principles to one resulting
component. For further clarity all the elements contained in the illustrated path are
additionally highlighted in Fig. 2.

The rules generating the front part of the product architecture (requirements,
functions, solution principles) are implemented as static, since this part is elaborated
more extensively resulting in some functions that are not transformed into com-
ponents which may be completed in a later design stage. The dynamic adaption of
the product architecture based on the user is applied on the rear part modifying the
subsequent levels (components, modules etc.).

The digital product design process of the coffee maker geometry starts with an
axiom (implemented as a rule with an empty conditional part and instantiating
objects in the generative part) generating the first casing instances selected by the
user by means of a simplified interface described in a later stage in “Graphical User
Interface (GUI)” section.

Focusing on the geometric arrangement and parameters, the subsequent rules
gradually build up the geometric representation of all casing parts. Since the
abstract geometric operations are related to the specific ones in the CAD program,
the process is similar to the procedure engineers follow when using CAD tools
manually. First, the points of each casing element have to be generated and then
connected with splines forming profiles and guidelines for each shape, thus
resulting finally in a wireframe model.

The number of points and their positions, as well as the shape of the splines are
defined by the user during the user input procedure explained in more detail in
Sect. 3.3. The user thereby specifies for each topological element of the casing
successively the top profile, the bottom profile, the side profile in the XZ-plane and
the side profile in the YZ-plane. Subsequently, a shell is generated which is
thickened to become a volume. The volumes then are trimmed, so that their

3The design compiler 43 (IILS mbH 2015) for graph-based design languages offers means for
customized model views and massive debugging features for the analysis of the internal states of
design language attributes during compilation.
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assembly builds up an entire coffee maker casing. The outcome of the trimming
procedure herein depends on the chosen casing architecture.

To comply with all constraints, a sequence of rules exists for every (implemented)
possible product structure, resulting in a program with various branches. Decision
nodes provide the design compiler with the required information for choosing the
correct branch based on the preceeding user choices. Figure 5 illustrates the auto-
mated decision making during the program execution concerning the cover topology.

Fig. 4 Requirements transformation process of some exemplary details
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While the design compiler executes the production system, the coffee maker
design graph is generated and iteratively modified. Since the whole digital design
process consists of 96 vocabularies, 204 rules and 30 hierarchically nested pro-
duction sequences, only a small part of the procedure is presented to illustrate the
method. Figure 6 shows the generation of the filter geometry whereas Fig. 7 shows
some exemplary extracts of the corresponding rule sequence (only generative part,
yellow color indicates the searching and mapping of already existing objects). The
corresponding process steps are marked with the same numbers.

Of course, the interface for the user input has to be called in the beginning. Partly
this interface is implemented using Java code and Java rules which are integrated
into the graphical design rule sequence execution.

Fig. 5 Decision nodes affecting the cover topology

Fig. 6 Generation steps of the filter unit geometry. 1 Generating the wireframe model. 2
Generating the shapes: loft and plane. 3 Generating the outlet and joining the plane with the loft. 4
Creating the cutting (for the shower nozzle). 5 Surface thickening and volume creation. 6 Addition
of filter mountings to filter
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Graphical User Interface (GUI)

The user interface is partitioned into three subroutines, each intended to process one
main topic of the product design. Initially the desired topology is queried followed
by the shape input and simultaneous calculation of all functional components,
finally terminated by an input window for material selection not elaborated in more
detail in this work.

Variety of Product Architecture

The variety of the topology is closely linked to the partition of the casing but
includes also the integration of a removable water container. In consequence, users
choose between four different casing partitions, two cover topologies and an option
for a detachable water tank (see Fig. 8).

Shape and Parametrization of Components

The shape of the casing is defined by several 2-dimensional views modifying the
profiles of the casing’s subparts (see Fig. 9). Pot, base, filter, tank, covers and pot
handle are specified going through the top, bottom and side profile (in the XZ- and
YZ-plane). All profiles consist of points and splines connecting them. The user can
add, remove or move points and can alter the shape of the splines by modifying
their tangent direction or stiffness (shown as red points connected by dashed lines).
Predefined points are colored in grey and determine the minimal amount of points
while additional points are colored in blue. In the view the user only sees the
proportions and relative arrangements of the casing parts, the real dimensions are
calculated automatically. In order to do this, the user is asked to select the pot
volume (by choosing a number of cups), which is used as sizing factor.

Fig. 8 Pop-up window for product topology selection
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Once the shape of the pot and its volume are determined, the remaining parts are
built around the pot’s shape including all constraints. To make operation easier,
points can be mirrored around the X-axis or around the X- and the Y-/Z-axis to
create axisymmetric or point-symmetric profiles (see Fig. 10). Moreover, the user is

Fig. 10 Axisymmetric
Profile

Fig. 9 Water tank:
XZ-profile
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guided through the steps by means of additional icons which highlight the current
profile that is processed.

Functional components which include constraints for the shape are displayed as
black figures. The contours have to be arranged around these components (heating
unit, filter, water tank) while other functional components (fluid pipes, the shower
nozzle) are completely adjusted to the silhouette of the casing. To demonstrate the
use of standard parts, the filter and shower nozzle are selected from a catalog. The
calculation methods used for the functional components are described briefly in the
following:

• Heating Unit (incl. Hot Plate and Heating Element): It is represented as cylinder
in the GUI. The radius and height are computed calculating the radius of the
maximum circle contained in the bottom profile of the pot.

• Filter: Based on standard parts three different filter dimensions are predefined.
Depending on the chosen volume the filter is computed.

• Water Tank: The indicated water container restricts the minimal casing
dimensions. Its general shape is predetermined, but the width is calculated from
the pot’s volume. The height is computed by the predefined space for the
electronics assembly planned to be mounted on the bottom.

Fig. 11 Generated CAD-model including all functional components

Fig. 12 Variety of generated CAD-models
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• Shower Nozzle: The shower nozzle is computed with discrete lengths in steps of
10 mm. This method represents the use of standard parts.

• Fluid Pipes: The top and bottom attachment positions are calculated from the
heating unit und filter positions. The spine is further computed from the max-
imum dimension in X-direction of the pot, base or filter.

Results

This section shows some examples of generated CAD models of the coffee maker
language in Fig. 11. In Fig. 12 examples of the possible diversity in the generated
models are shown. They include parametric and topological alterations such as the
integration of the removable water container.

Discussion

Due to the representation of the whole design process and the automated execution,
graph-based design languages tolerate topological as well as parametrical changes.
Through offering a choice of four casings and two cover topologies and an optional
removable tank, the robustness of the encoded design process is shown. The
topological modifications are limited to the implemented topological switches (kind
of housings, covers, tank), but as the model can be expanded further by additional
topological rules, the number of feasible topologies may be increased.

The reference to the shape grammar approach by Agarwal and Cagan (1998)
does not aim at comparing the performance of both methods in the design of coffee
makers. Our intention is to illustrate an alternative approach which overcomes the
disadvantage of shape grammars in the handling of non-geometric requirements,
functions and solution principles.

Each decision during the design process has consequences on the further pro-
cedure. Initially all options are available, but through progressive decision making,
the set of possible solutions is decreasing. In the coffee maker example the choice of
the pot volume affects the shaping result and the size of the remaining casing parts.
This applies for the automated choice of the filter size and the resulting restrictions
on the shape of the filter unit as well. The compliance with the shrinking solution
space is ensured by creating a suitable set of “hidden rules” for the user. In this
respect, the potential of design languages for the development of user-interfaces
becomes apparent. Apart the geometric and physical functions, the aesthetic aspects
are left completely up to the user. Such a strategy is based on the premise for the
intended “true individualization”. The paper therefore implicitly and explicitly
avoids any definition or claim concerning “aesthetics”.
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The approach offers possibilities for further features. For instance, the price of
the product could be calculated straightforward from the choice of the material and
the required amount of it (calculated from the wall thickness and the user-defined
shape of the housing). Moreover, specifying a desired heating time, the required
power of the heating element could be computed and a suitable heater could be
found in a catalogue. The derived costs could also be taken into account. In this
respect, one further benefit of design languages becomes apparent, that is the
possibility to implement almost any arbitrary non-geometric information processing
algorithm.

Constraints for manufacturing aren’t included yet but can be considered in two
ways. Either the presented approach could be combined with rapid manufacturing
techniques, or missing manufacturing constraints could be explicitly incorporated.
Especially the latter option may affect the user interface, since the set of hidden
rules has to be complemented or extended.

In terms of “modeling effort” the total project duration was 6 months at expe-
rienced expert level. This includes the definition and programming of the coffee
maker design language (the yellow part in Fig. 1) in the “design compiler 43” (IILS
mbH 2015) framework. The design compiler itself includes all the necessary
software interfaces (the blue part in Fig. 1).

Conclusion

The successful generation of a wide range of coffee maker CAD models demon-
strates that the graph-based design language approach can serve as a generic model
for the design process of coffee makers. Combined with the individual user inputs, a
single-item production with “lot size 1” using rapid manufacturing techniques could
be completely automated.
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Part VIII
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Translating Analytical Descriptions
of Cities into Planning and Simulation
Models

Kinda Al-Sayed and Alan Penn

Abstract With the increase in urban complexity, plausible analytical and design
models becamehighly valued as theway to decode and reconstruct the organization that
makes urban systems. What they lacked is a mechanism by which an analytical
description of urban complexity could be translated into a design description. An
attempt to define such a mechanism is presented in this paper, where knowledge is
retrieved from the natural organization that cities settle into, and devised in a procedural
model to support urban planning at the problem definition stage. The model comprises
two automated modules, giving preference to street accessibility. The first module
implements plausible spatial laws to generate street structures. The performance criteria
of these structures are measured against accessibility scores and clustering patterns of
street segments. In the second module, an Artificial Neural Networks model (ANNs) is
trained on Barcelona’s data, outlining how street width, building height, block density
and retail land use might be dependent on street accessibility. The ANNs is tested on
Manhattan’s data. The application of the two computational modules is explored at the
problem definition stage of urban planning in order to verify how far deterministic
knowledge-based models are in the transition from analysis to design. Our findings
suggest that the computational framework proposed could be instrumental at generating
simplified representation of an urban grid, whilst being effective at forecasting
form-related and functional attributes within a minimum resolution of 200 m. It is
finally concluded that as design progresses, knowledge-based models may serve as to
minimize uncertainty about complex urban planning problems.

Introduction

Over the last decades, urban studies were witnessing a divide between the analytical
sciences and the applied sciences of cities. Analytical sciences embraced many
attempts to decode urban complexity by means of explanatory models
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(Hillier and Hanson 1984; Hillier 1996; Ratti and Richens 1999; Bettencourt et al.
2007; Batty et al. 2008; Barthélemy 2011). A complementary effort was made in
applied urban sciences, where more emphasis was laid on assumption-based sim-
ulation models on the scale of cities and regions (Wu and Silva 2009; Marshall
2012). Any attempts to bridge the divide between the analytical and applied sci-
ences of cities were faced by non-trivial challenges, perhaps for the very reason that
backed critics against Alexander’s work (1964); that is the inherent distinction
between analysis and design. To bridge between analysis and design, there needed
to be some intuition into the type of mechanism required to devise an explanatory
description of urban phenomena into planning and simulation models. How far can
these explanatory descriptions be used in reconstructing urban complexity is a
question that needs further investigation in the realm of design and computation. In
response to this question, this paper embraces an attempt to encode a computational
description of the organization that couples street structures with form-function
attributes of cities. Learning from Barcelona, Manhattan, and London, a
knowledge-based model is devised to aid urban planning.

In line with observed self-referential processes in street networks (Al-Sayed
et al. 2012), and the premise that form-function attributes are dependent on the
spatial accessibility of road infrastructure (Hillier 1996; Banister et al. 1998), the
model proposed here outlines a prioritized structure of urban planning, comprising
two automated modules to enable the generation and evaluation of street networks,
and the prediction of form-function attributes of urban structures. The method-
ological framework for the two modules is explained in detail. The generative
module is to utilize plausible rules and empirically-validated criteria for assessing
the urbanity of the generated street structures. The forecasting module is to devise
an Artificial Neural Network model to forecast form-function features of the gen-
erated street structure. Both modules are then applied to generate simplified
descriptions of an urban grid and predict its attributes. The application of these two
modules serves as to explore the extent to which knowledge-based models might
determine some features of an urban grid.

From Analytical Descriptions to Planning Prescriptions

Bridging the gap between complexity and planning, significant contributions were
made within the framework of urban modelling and simulations (Alexiou et al.
2010; Portugali et al. 2012). For the most part, research in these domains came short
of high resolution structural descriptions of urban form. To adapt such descriptions
into the linear course of design, a comprehensive framework was required to
decode, encode and reconstruct the architecture of cities. For the purpose of
developing such a framework, there is a need to frame the problem definition of
cities before tackling the problem of design.

One of the first calls to define urban problems was that of Jacobs (1961), where
she called for understanding cities as problems of organized complexity. Any
translations of this understanding into quantitative descriptions were subject to
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representation. In general, we could recognize two types of approaches; that of
Space Syntax and that of complexity science. Space Syntax is a theoretical
framework that builds on a hypothetical relationship between street structures,
natural movement and socioeconomic processes (Hillier and Hanson 1984; Hillier
1996). This theoretical proposition is debated in the context of complexity science.
Complexity scientists and geographers often questioned the overreliance on linear
models used to describe urban relationships (Wu 2002; Batty 2010), whilst ques-
tioning the validity of two dimensional representations of urban phenomena (Ratti
2004). This is in view of the argument that reductionist models that relied on simple
causal relationships between two variables or more were not immune to erroneous
interpretations. Similar skepticism was posed against urban simulation models
(Portugali et al. 2012), mainly questioning the over-reliance on assumptions in
simulation models, especially when no clear explanation was given on how a
plausible knowledge about cities could inform planning and simulations. With
some exceptions (Teeling 1996; Duarte et al. 2007), the majority of computational
urban planning models were not directly based on tangible knowledge about the
mechanisms that drive growth and differentiation in cities. Recently, there has been
significant development on this front. Duarte et al. (2012) have developed a
computational urban design model called “City Induction”; which incorporated
three sub-models; the first sub-model generated context-specific solutions based on
the ontologies introduced in “Pattern Language” by Alexander et al. (1977). The
second sub-model was based on Stiny’s shape grammar and description of designs
(Stiny 1981), and was used to generate designs. The third sub-model was building
on Hillier’s theory on space syntax (Hillier 1996) as an evaluative tool of urban
design. There was no conceptualization, however, about how space syntax itself
might be used to generate city-like structures.

Attempts to inform urban design theory by virtue of empirical knowledge on
spatiotemporal patterns of urban growth were more focused on the regional scale
(Dietzel et al. 2005). Methodologies varied depending on the computational models
and the elementary seeds used in growth simulations. City blocks were often
considered as the elementary components in these simulations (Batty 2005).
Despite early attempts to combine structural and shape descriptions (Brown and
Johnson 1985), there was generally less emphasis on simulating street structures.
Some studies implemented L-Systems in procedural models utilizing discursive
rules of addition and subdivision in streets (Parish and Müller 2001), whilst other
studies used accessibility scores to assess street patterns generated by means of
agent-based models (Derix et al. 2012). These studies, however, made no reference
to empirical data on historical urban growth (Al-Sayed et al. 2012).

Forecasting models were also needed to cover a wide range of variables that
represent urban complexity without looking at one or two variables in isolation of
others. A modelling description of land use transformations in isolation of street
infrastructure might pose serious challenges (Stanilov and Batty 2011), particularly
when measuring on a hypothetical dependency between street accessibility and
urban form and function (Hillier 1996; Banister et al. 1998; Marcus 2010; Porta
et al. 2012). Similarly a separation between urban blocks and street patterns

Translating Analytical Descriptions of Cities into Planning … 539



(Lämmer et al. 2006), might be questionable if we consider block agglomerations as
the inverted representation of street spaces (Hillier 2002). In the same way, a
separation between street width and spatial accessibility (Zheng et al. 2010) needs
to be reconsidered when regarding street width as the supply for the demands of
street network accessibility (Banister et al. 1998). Urban design models might also
benefit from a more comprehensive account of the relationships that couple
transformations on blocks and changes on land uses, land values and building
height as well as street spacing (Siksna 1997). In reviewing research in this domain,
the questions that persist are; how to simulate the growth of street structures in such
a way as to build on temporal descriptions of urban transformations? And how to
forecast form-function attributes of cities in such a way as to build on empirical
models of urban structures and their dependencies?

A Prioritised Structure Model for Urban Planning

In response to the challenges presented in previous sections, this paper presents an
attempt to build a computational description of space syntax at the problem definition
stage of urban planning, using a scheme that prioritizes urban structures. Our pro-
posedmodel is based on two proceduralmodules. The first was amore defined version
of the “generic function” (Hillier 1996); that is a street network that is derived from
local rules to generate a permeable street structure. The second procedural modules
was based on modelling the relationship between street accessibility and
form-function variables (block density, street width, building height and land uses).

Methods for Decoding and Mapping Spatial Variables

In the next sections, we will briefly explain the methods developed in Space Syntax
theory to measure spatial accessibility in streets. We will also describe our mapping
methodology that enabled the construction of empirical models for the purpose of
forecasting.

Network Analysis of Street Spaces

In syntactic analysis, street structures are represented by topological and
topo-geometric network representations, namely; axial maps and segment maps. An
axial map is a network representation of the longest and fewest lines of sight that
cover all street spaces. The segment map is a broken description of the axial
representation where each segment element between two street inter-junctions is
considered as a “node” in a street network, where intersections are considered to be
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links. In this network representation, nodes are spatially distributed and links are
associated with a cost of turning from one street to the other (Turner 2000). Space
Syntax research incorporates different measures of network distance; topological,
metric and angular (Hillier and Iida 2005). For the purpose of this paper, we were
mostly concerned with angular depth and connectivity (degree) of street lines.
Angular measures were proven to be powerful at capturing vehicular and pedestrian
movement potentials as well as at highlighting catchment areas for active economic
centers (Hillier et al. 2012). In segment analysis, integration (closeness) and choice
(betweenness) measures can be used to capture the angular geometric properties of
street networks. The angular network measures were not normalized until very
recently (Hillier et al. 2012), and are still under testing.

Mapping and Aggregation Techniques

In order to map street network measures against other continuous and ordinal
variables, a special technique was developed for aggregating spatial data in a
separate layer; called the pixelmapper (Al-Sayed 2012). Using this method, indices
of street accessibility and form-function attributes of urban areas were aggregated
within square polygons (Fig. 1). Larger polygons imply that relationships were
captured within a lower resolution. Data was binned in two overlapping polygon
grid layers. The second polygon grid layer was shifted diagonally so that the end
point of a polygon in the second grid layer was placed on the center of a polygon in
the first grid layer. The highest values of both layers were filtered in a third polygon
layer with double the resolution of the previous two grid layers. We applied this
method on Manhattan to capture the linear correlation coefficient between street
accessibility (average NAIN per grid square, or total segment connectivity per grid
square) and density of blocks, commercial land uses, high-rise development, and
street width. We used different grid resolutions (200, 400, 600, 800, 1000, 1200,
1400, 1600 m). The analysis yields 1000 m as the ideal grid resolution for cap-
turing the highest correlations between street accessibility and form-function vari-
ables. It was recognized, however, that lower resolutions will increase the risk of
error and will misrepresent the local properties of urban structure (Ozbil et al.
2011). For this reason, data was binned at both the (1000–500 m), and
(500–250 m) resolution scales.

A Semi-automated Model for Urban Planning

This paper will expand on the first two procedural modules through automating
them in two separate modules; a generative one and a forecasting one. In the
generative module, knowledge is utilized at two stages; during the implementation
of the generative algorithm and at the evaluation stage. To simulate growth
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mechanisms, a set of spatial laws were applied to govern the length and angularity
of street spaces. The generated outcome is then evaluated against certain spatial
scores.

For the forecasting module, a nonparametric Artificial Neural Networks (ANNs)
model is devised. The model relies on empirical data that define the relationship
between street structures and form-related and functional attributes, including; street
width, building height, block density and land uses in Barcelona and Manhattan.

A Generative Design Module

Early Space Syntax experiments (Hillier and Hanson 1984) presented a generative
pattern of organization on the local scale of an urban area. As to reflect on the
emergent nature of the resultant grid structures and block alignments, Hillier (1996)

Fig. 1 Binning data to correlate street accessibility to street width and density of blocks, retail
landuse and high-rise buildings. Different grid resolutions were used (200, 400, 600, 800, 1000,
1200, 1400, 1600 m), of which 1000 m was proving to score higher correlations. The method
implies; storing data and spatial configurations in two overlapping grid reference layers and
selecting the highest values in a third higher-resolution reference layer
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recognized the tendency of longer lines to continue straight and shorter lines to be
blocked forming near-right angles. By identifying that process as the “centrality and
extension” rule he made the assumption that global patterns of urban structures are
an emergent product of local rules. Whether a centrality and extension rule on its
own can lead to the generation of city structures is something that needs to be
questioned, provided evidence on different feedback mechanisms that govern urban
growth behavior (Al-Sayed et al. 2012). At this stage, it is difficult to rule out the
sequence in which these laws generate urban structures. We therefore take their
overall features as criteria for urban pattern recognition.

Rules for Generating Street Structures

In the first simulation module, we generated a number of growth iterations for
hypothetical urban structures using Hillier’s “centrality and extension” rules whilst
allowing for a margin of randomness. Longer lines were encouraged to continue
and intersect with other lines forming semi-continuous patterns. Shorter lines were
more likely to stop at the first line they intersected with forming near-right angles
where possible. The pseudo code follows the following logic;

– Draw three lines starting from random points within the screen area and fol-
lowing random directions;

– Divide each of these lines to 20 segments, and choose randomly one of the
points of division as a seed for a new line;

– For 2% of the cases, if the original line happened to be longer than 400, and the
new generated line started close to one of the end points of the original line,
direct the new line in an angle that is within (0, ± 12.8) degrees range.

– For another 2% of the cases, let the new line go in a direction that is within
(0, ± 42.8) degrees range.

– If the original line is shorter than 400, for 52% of the cases let the new line go in
a direction that is close to 90 ± 2.2°.

The resultant structures presented varying syntactic properties. In order to rec-
ognize structural patterns that match those of cities we compared these iterations to
real urban structures.

Assessing the Urbanity of the Growth Iterations

To establish criteria for evaluating generative growth iterations, we compared the
generated structures to a random structure and to London’s street structure and an
existing sample taken from Barcelona’s deformed grid. The random structure is
regarded as hypothesis null; marking the lowest performance of a street structure.
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The hypothesis is that structures generated by virtue of Hillier’s simple rules will be
more similar to real cities than to a random structure.

Through conducting research on 50 US cities, research by Bin Jiang confirmed
that connectivity (degree) of street networks follows a power-law distribution (Jiang
2007). This was also observed in the historical growth of Barcelona, which revealed
preferential attachment dynamics (Al-Sayed et al. 2012). This observation is used
here to evaluate the structures of the generated iterations. From Table 1, it is clear
that the correlation coefficient of power-law distributions is not a strong discrimi-
nator of real street networks compared to random networks. Iterations 3 and 1
presented closer values of correlation coefficient to both London and Barcelona, but
these values were also close to a random network. When measuring on the
parameters of power-law distributions; a and k, the distinctions between random
and urban systems became more visible. The values of a yielded iteration 4 as the
closest iteration to Barcelona’s deformed grid, whilst iteration 3 came second. The
values of k yielded iteration 1 as the closest iteration to Barcelona and London, and
again iteration 3 came second.

As established in Al-Sayed et al. (2010), in a grid that presents a differentiated
structure integration values tend to follow lognormal distribution. The distribution
differs from that of random networks in that it shows a higher degree of skewness
(asymmetry). On aggregate, the closeness centrality of a random network will be
characterized by a normal distribution with minimal skewness. This constitutes the

Table 1 Evaluating the four growth iterations against the spatial properties of Barcelona and a
randomly generated structure

Itera-
tion 1

Itera-
tion 2

Itera-
tion 3

Iteration 
4

Barce-
lona 

London
(all)

Random 
structure

Spatial structure

Po
w

er
-la

w
 d

is
tri

bu
-

tio
n 

of
 c

on
ne

ct
iv

ity
 

R2 0.92 0.93 0.92 0.926 0.865 0.832 0.87

a 130.2 178.0 179.2 249.5 234.62 1251.7 1505.7

k -0.7 -0.72 -0.71 -0.73 -0.61 -0.579 -1

Lo
gn

or
m

al
 

D
is

tri
bu

tio
n KSL 0.09 0.15 0.088 0.1 0.035 0.04

Skew-
ness

-1.32 -1.15 -1.46 -1.5 0.28 -0.18

Intelligibility (R2) 0.12 0.13 0.17 0.1 0.33 0.061 0.56

The generative code is written in Processing (Java). Spatial Structures are analysed using UCL
Depthmap (Turner 2011)
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second criterion for evaluating the urbanity of generative structures. The lognormal
distribution can be evaluated through measuring the goodness-of-fit D representing
the distance between the cumulative distribution and a cumulative fraction plot for
the data sample. The goodness-of-fit is measured by running the empirical distri-
bution function KSL test (Lilliefors 1967). Skewness is also added as an indicator
to the degree of asymmetry in the structure as a whole in comparison with a random
structure.

Measuring on the cumulative structural properties of depth in the network,
aggregate integration values did not seem to fit very well to a lognormal distribution
compared to the randomised map and Barcelona. Barcelona’s structure prevailed
over a randomised map in its fitness to a lognormal distribution, and it showed
higher degree of skewness.

Judging on KSL test, iteration 3 presented a better fit with lognormal distribution
as well as a differentiated structure (Skewness = −1.46).

Given that distributions do not interpret structural properties, another criterion is
added to compare the relationship between axial connectivity and axial integration
as a measure of intelligibility. Urban systems exhibit relatively high intelligibility
between the local and global axial structures (Conroy 2001).

Considering intelligibility as a measure of the part-whole structural unity, the
structure of iteration 3 was found to be more intelligible compared to other itera-
tions. Yet, it is difficult to foresee how intelligibility might act as a law for
recognising the urbanity of street structures, since our observations indicate that
random networks are more intelligible than both Barcelona’s grid, and London’s
street network. It is worth mentioning here that intelligibility is largely influenced
by the system’s size. To verify these results, we may need to use different rules and
seeds for the randomised networks.

Considering these findings, iteration 3 prevailed as it presented an optimum
foreground structure that conserved physical distance and angular turn costs. It also
presented a higher level of structural differentiation that made a better match with
real cities. On aggregate, angular depth values in iteration 3 followed a lognormal
distribution. The structure of iteration 3 was also more intelligible than other
structures. Despite the relative success of iteration 3, it failed to be fully compatible
with real urban structures. Additionally, it was difficult to identify an optimum
performance for the growth iterations, a performance that might fully comply with
how urban structures are configured in real cities. However, for the purpose of our
experiment; we proceeded by applying the ANNs model on iteration 3 to further
define the design features of the generated structure.

A City-to-City Learning Approach

In this section, a supervised machine learning model will be applied using a soft
computing technique based on ANNs. The use of ANNs in modeling would enable
empirical encoding of data on space, form and function. The ANNs allow for
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minimizing assumptions about the input and output data distribution and the type of
data used, whether continuous, categorical, or binary. They are particularly useful
in cases where complexity in the system relationships and imprecision in obser-
vations are issues that threaten the credibility of simpler models. ANNs are also
fault tolerant towards redundant information coding, where there are hidden rela-
tionships between spatial measures or between socioeconomic variables.

ANNs consist of layers and neurons that simulate human learning. The training
of ANNs can help storing embedded functions that are then used to categorize
information and provide projections given new situations. With such functionality,
ANNs can be used to answer what if questions and generalize complex relation-
ships on presumably similar situations to the situation used in the training. ANNs
are used in many fields; including medical sciences, engineering, A.I. and many
others. They are also known to be successful in the nonlinear mapping and mod-
eling in geography and planning (Openshaw and Openshaw 1997). The downside
in using ANNs is in the difficulty to describe the relationship between the input
variables and the output variables. All the training takes place within a black box.
Neural Networks comprise a large class of different model architectures.
Traditionally, ANNs are used to classify a set of observations. In most cases, the
issue is in approximating a static nonlinear, mapping ƒ(x) with a neural network ƒ
(x)NN, where x2RK. The ANNs model to be used in training space and
form-function data in this section will consist of three layers, the input, output and a
layer with hidden nodes in-between. The different layers are encoded in the mul-
tilayer-perceptron (MLP) model1 (Rumelhart and McClelland 1986) illustrated in
(Fig. 2). Three hidden nodes are considered in the middle layer, where activation
functions that store weights and biases are embedded. The ANNs model will be
fully connected and will use a feed-forward mechanism. The network is fully
connected since the output from each input and hidden neuron is distributed to all of
the neurons in the following layer. The Feed-forward mechanism of the model
entails that the values would only move in the forward direction from input to
hidden to output layers; so that no values are fed backwards to input or hidden
layers. Due to the limited number of inputs (3) and outputs (4) and a fair amount of
redundancy (correlation) between two spatial measures in the input layer, we chose
simple network architecture for the model.

The ANNs is fitted using standard nonlinear Least-Squares Regression methods.
The inputs xn, n = 1,…, n to the neuron in the hidden layer are multiplied by
weights wni and summed up together with the constant bias term Qi. The resulting ni
is the input to the activation function y. The activation function used here is the
hyperbolic tangent function which is a sigmoid function. It transforms values to be
between −1 and 1, and is the centered and scaled version of the logistic function.
The hyperbolic tangent function is:

1MLP consists of multiple layers of simple, two state, sigmoid processing nodes/neurons that
interact using weighted connections.
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f ðxÞ
tan hðxÞ ¼

e2x � 1
e2x þ 1

ð1Þ

where x is a linear combination of the X variables.
The output of node i is then defined as the following;

yi ¼ f
Xk

i¼1

wikxj þQi

 !
ð2Þ

To explore the application of ANNs in urban planning, we encoded empirical
data from Barcelona, and tested the model against data from Manhattan. Geometric
measures of street network configurations were used as inputs. The output was a
combination of Form attributes (building height and density, street width), and
functional (overall commercial zoning).

The ANNs were trained and validated against Barcelona’s. In instructive train-
ing, the error information was propagated backwards through the network using
a backward propagation algorithm. The algorithm iteratively minimizes an error
function over the network outputs and desired outputs (Rumelhart et al. 1986;
Foody 1996). We used the KFold method to validate the operative mechanism of
the model by recursively selecting one subset out of five. The subset that best
validated the model was then chosen. The validation helped detecting if the model
overfits the data.

For the input layer, we used normalised choice [Segment length weighted]
(NACHslw), normalised integration (NAIN) and aggregate connectivity per 1000
square unit (Connectivity 1000). All indices were computed using Depthmap
(Turner 2011). NACHslw is an angular measure of graph betweenness that is
normalised and weighted by street segment length (Turner 2000). NAIN is a nor-
malised and angular-weighted measure of graph’s closeness (Hillier et al. 2012).
Connectivity is equivalent to degree in graph theory. It is here aggregated per
1000 m square unit. Both NACHslw and NAIN were calculated for the whole
system (radius n). Before using the continuous variables as input in the ANNs
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Fig. 2 An ANNs model applied to Barcelona and Manhattan, considering normalized spatial
measures of choice, integration and connectivity as factors and form-function attributes as
responses

Translating Analytical Descriptions of Cities into Planning … 547



model, we normalised their values using a lognormal probability function to fit in
the range [0, 1]. The dependent responses were a mix of continuous variables
running in regression mode (Block density per 1000 metric square) and ordinal
variables running in machine mode (commercial activity, street width above 30 m,
high rise above 35 m). The positive presence of the ordinal response variables was
marked as 1 and the negative presence is 0.

The performance of ANNs on Barcelona was evaluated using a Linear
Regression for block density. Both accuracy and AUC measures were applied to
evaluate the predictive power of the ANNs running in machine mode. For accu-
racy, we calculated the rate of classified scores against total scores from the con-
fusion matrix.2 The Receiver Operating Characteristic (ROC) curve plotted the true
positive rate (sensitivity)3 on the vertical axis and false positive rate (specificity)4 on
the horizontal axis. For ROC, we calculated the area under the ROC curves (AUC).
We then observed the cross-validated estimates of accuracy and AUC. In addition,
the Root Mean Square Error (RMSE) between vaildated and training data was
examined to check for overfitting.

Training Artificial Neural Networks on Barcelona’s Data

Measuring on accuracy and AUC, the ANNs were successfully fitted between the
input (indices of accessibility) and the output (form-function) data. The difference
in Root Mean Square Error (RMSE) between trained and validated data was
minimal (0.01, 0.03, 0.01 for ordinal variables) showing no signs of overfitting.
The AUC recorded values above 0.8, 0.81, 0.79 in predicting High-rise develop-
ment, Commercial activity and Street width respectively (Fig. 3). Measures of
accuracy were recording 0.71, 0.82, 0.74 for classifying the presence of High-rise
buildings, Commercial activity and Street width respectively. The correlation
between actual and predicted block density was also high R2 = 0.61. The evalua-
tion rates indicated that spatial accessibility can classify the positive/negative
presence of ordinal responses and correspond to block density.

Testing the Artificial Neural Network Model on Manhattan

In this section, ANNs was tested against Manhattan’s indices of accessibility. The
three indices of accessibility were devised again as independent factors (explana-
tory). The input spatial data was scaled into the range [0, 1] for both Barcelona and
Manhattan (Gong 1996). This scaling made these variables compatible with the

2Accuracy can be calculated from the contingency table as follows; ((True Positives) + (True
Negatives))/((True Positives) + (True Negatives) + (False Positives) + (False Negatives)).
3Sensitivity = True Positives/((True Positives) + (False Negatives)).
4Specificity = False Positives/((False Positives) + (True Negatives)).
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sigmoid activation function. For this reason, we normalized indices of accessibility
using a lognormal probability distribution to fall within the range [0, 1]. The
lognormal distribution function was chosen because it fits well with the distribution
of the three indices (Lilliefors 1967). For evaluation, we used the correlation
coefficient R2 to plot block density predictions against actual block density in
Manhattan, and we used contingency tables to calculate the ratio of successful
scores5 against misses6 and false alarms.7

The comparison (Fig. 4) showed correspondence in Manhattan. The mosaic and
scattergram plots in Fig. 4 showed how response variables correspond to predicted
likelihoods. The matching scores between actual data and predicted responses are
significant (0.64, 0.74) for commercial activity and street width, but less so for high
rise detection. The R2 value showed a correlation of 0.52 between actual and
predicted block density.

Receiver Operating Characteristic (ROC) for ordinal responses

Commercial activity Street width High-rise above 35m
— 0           — 1
Area 0.81 0.79 0.80
Accuracy 0.82 0.74 0.71
Actual by predicted plot for continuous response

R2 = 0.61

Block density per 1000metric square    

Fig. 3 ROC and scattergram plots evaluating the performance of the Neural Networks on
Barcelona’s data. Spatial configurations were used as factors. Form-related and functional
attributes were considered as responses

5Successful scores are where there is an agreement between predicted change and true change.
6Misses are where there are no change predicted but change actually occurred.
7False alarms are where there is change predicted but no change actually occurred.
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Forecasting Form-Function Attributes for a Hypothetical
Grid

The validation and testing qualified the ANNs model to be used in forecasting
form-function variables for a given spatial structure. This time, the pixelmapper
method was used to define the approximate features of the urban space. The attributes
of the solution space were then defined within that resolution level (Fig. 5). The street
width response was estimated directly from the NACHslw values and further
informed by the ANNs predictions. The rest of the estimated attributes were fully
automated assuming a full correspondence between the spatial measures of the
winning iteration (iteration 3) and the response variables. The automation was subject
to the accuracy of the ANNs model and the scale of representation. Scale might be
identified as the metric resolution of the square units in the pixelmapper grid. To
produce a smooth representation of the target spaces, positive values (1) for ordinal
responses were replaced by their correspondent probabilities. Further elaborations on
how the pixelated target spaces for the response variables might be translated into 3D
descriptions of design solutions was explored in Al-Sayed (2014a).

Contingency tables for actual parameters by predicted ordinal responses

Commercial activity Street width High-rise above 35m

Matching rate8 0.65 0.74 0.51

Actual Block count in Manhattan by predicted continuous responses

R2 = 0.52

Block density per 1000metric square    

Fig. 4 Different contingency and scattergram plots elucidating how Manhattan’s data corresponds
to predictions enabled by ANNs that was initially trained on Barcelona’s data. aThe rate of true
positive and true negative to all scores
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Conclusions

The design approach presented here builds and extends on a theoretical urban
planning model that prioritises the structure of street networks in generating and
predicting other features of urban form and function (Al-Sayed 2012, 2014a, b).
The theoretical urban planning model; namely the prioritised-structure model
involved a procedural development starting from the universal; that is a permeable
street structure, to define the variables that are thought to be dependent upon street
accessibility, based on the assumption that street accessibility has a preference in
defining the demand for high rise development, wider streets, dense urban fabric
and retail land uses. To encode all these variables we used ANNs.

The design experiment presented in this paper comprised two automated mod-
ules. As part of the first module, a generative algorithm was implemented. Four
growth iterations were evaluated and compared to a random system and a section of
Barcelona’s grid structure. The evaluation helped selecting a growth iteration that
successfully reproduced the spatial properties witnessed in real cities. The gener-
ative process was fully automated. Yet, the evaluation revealed few shortcomings
that were either related to the inadequacy of certain measures or to the directional
growth mechanisms implemented. Some shortcomings stemmed out of the diffi-
culty to automate a recognition system for certain spatial measures, particularly
those related to the definition of street clusters, which might be recognised through
spectral analysis (Hanna 2012).

In the forecasting module, ANNs were devised to encode the different topo-
logical and geometric measures of street configurations as factors and the different
form-function attributes of cities as responses. The model was trained, validated on
empirical data from Barcelona, and then tested against data from Manhattan. Data
was mapped using an aggregation technique called the pixelmapper. The method
was introduced in (Al-Sayed 2012), although similar methods were explored in GIS

Block density    High-rises     Commercial zones  Street width  

Higher values of each measure
Routes with high choice 
values signifying higher 
demand for wider 
streets

Fig. 5 Responses for form-function estimated by applying the trained and validated ANNs model.
The spatial network measures of iteration 3 were used as factors in the ANNs
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(Ye and van Nes 2012). The pixelmapper technique helped binning different types
of spatial, binary and continuous data into pixelated square units; hence it was
possible to look for invariant relationships in-between different variables within the
metric limits of each pixel. Accordingly, a system-based planning model was
devised using the ANNs activation functions that defined a nonlinear relationship
between street network measures and data on form-function in Barcelona. When
applied to Manhattan’s data, the applicability of ANNs was returned positive. This
finding yields with the possibility of applying the functionality of the model on
predicting form-function attributes for hypothetical grid structures, hence as a tool
to aid urban planning. There might be issues, though, that has to do with the
computational cost of training ANNs on big data, which might limit the applica-
bility of our proposed model on the regional scale. This effect was trivial in our
study, since the largest set of data used in the training was 44,093 street segments.

The work presented here encompasses a plausible model to support urban
planning at the problem definition stage. For a more comprehensive account of the
variables that shape urban form, the model needs to be incorporated as part of a
broader model description, considering environmental parameters, and qualitative
properties of the urban environment. We only accounted here for variables that
might be estimated from street network geometric and topological configurations,
where street space acts as a proxy of other urban features. In Space Syntax (Hillier
1996), the affordances of street networks for movement were thought to shape the
economic development in cities. This notion was recently recalled in urban mor-
phology (Oliveira 2013). Hence, spatial accessibility is likely to have a preferential
role in urban planning. Up to this date, space syntax description as an evaluation
tool in urban design (Duarte et al. 2012; Karimi 2012). In our approach, however,
we emphasize that the direct adaptation of analyses into planning applications
would help supporting policy-making practices with empirical evidence through the
use of plausible computational models.
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Exploring the Cognitive Dynamics
of Product Appreciation

Niccolò Becattini, Gaetano Cascini and Francesca Montagna

Abstract Understanding users’ choices is the key to both plan and design a pro-
duct having higher chances of market success. Designers and marketing profes-
sional adopt different approaches for such investigation and the lack of a shared
perspective between them can represent, by itself, one of the causes of no success in
the market arena. This paper presents an approach that aims at focusing on how
customers/users interpret product features and link them to their own needs. The
theoretical framework behind the proposed approach is based on the latest updates
of the situated FBS framework. An illustrative application in the field of sport shoes
clarifies strengths and weaknesses of the proposal.

Introduction

From a traditional engineering perspective, the design process consists in defining
solutions that fully address the project requirements. However, looking backwards
in time, there exists a large set of perfectly working technical products that turned
out to be a commercial fiasco (Becattini et al. 2013), simply because they did not
meet the customer appreciation. To this purpose, in the last decades, both scholars
and practitioners have posed a higher attention to the interpretation of users’ needs,
up to including the users in the design loop. Literature shows that this attempt has
been carried out through different approaches. One consists in the definition of
success factors starting from the analysis of successful products (e.g., Borgianni
et al. 2013; Cooper and Kleinschmidt 1987; Cooper 1999). Others aim at capturing
customer’s preferences (Griffin and Hauser 1993). The most recent and radical
thread is the shift from design “for the user” to inclusive design “with the user” (Lee
2008).

N. Becattini � G. Cascini (&)
Politecnico Di Milano, Milan, Italy
e-mail: gaetano.cascini@polimi.it

F. Montagna
Politecnico Di Torino, Turin, Italy

© Springer International Publishing Switzerland 2017
J.S. Gero (ed.), Design Computing and Cognition ’16,
DOI 10.1007/978-3-319-44989-0_30

555



In general, these methods share the assumption that customers have a set of more
or less tacit needs and that—given a product that adequately fulfills these needs—
those customers will decide to purchase the product, thus ensuring product success
in the market. When moving from B2C (Business-To-Consumer) to B2B
(Business-to-Business) markets, and/or when dealing with highly innovative
products, really this kind of translation becomes more complex. In these cases,
products’ attractiveness and customer needs are connected to product use, but
products must be conceived considering that customers may be embodied by dif-
ferent actors, with different roles and expectations. For this reason, the design
community is increasingly investigating the adoption process and the stakeholders
there involved (Cantamessa et al. 2016), so to generate solutions that can be more
easily accepted, thus resulting into a concrete innovation. Therefore, the identifi-
cation of mechanisms behind the customer adoption of a given product represents a
paramount research goal for those who aim at “designing for innovation”.

This desire to investigate the process by which products are adopted, neglecting
for a moment the influences exerted by the other stakeholders involved in the
process, has its starting point in the analysis of the customer’ adoption decision.
This issue is something already studied in many streams of literature, at least
because marketing contributions have focused on interpreting customer behavior
for many decades. However, the perspective adopted in this paper is different. The
paper does not focus on the interpretation of customer needs or on the psycho-
logical processes that induce customers to adopt, but aims at looking at the cus-
tomer through the eyes of the designer, shedding light on the user’s interpretation of
the product features and the cognitive dynamics through which users link them to
their needs.

The authors believe that an analysis from this original perspective can be useful
for two main purposes. On the one hand, it can support the different actors that plan
the development of new user-centered products to appoint directions for the
improvement. On the other hand, it can facilitate product designers in the com-
munication of goals and objectives thanks to a better understanding of what hap-
pens in the mind of the user when interacting with the product. Designers, in turn,
are also better supported in defining the best ideas among the alternatives they
explore when creating new products.

Customer needs are object of investigation both for marketing professionals and
for designers; the former should interpret what emerges from market in order to
provide useful insights to designers; the latter, instead, from needs should derive
requirements and specifications that will drive the design activities. Therefore, the
investigation of needs and the requirement definition represent the thorny interface
between two worlds, marketing and design. Moreover, the major relevance of this
activity is due to the eventual common goal that these two business units have at the
end: the product planning that is one of the most strategic steps in product
development.

Despite of this peculiarity and relevance, if one looks at the usual industrial
practice, the identification and interpretation of needs are carried out separately and
the two business units use completely different approaches, as well as different
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methods and tools. That evidently represents a quite problematic issue, if one thinks
that activities such as “identification” and “interpretation” represent the main tasks
of both the groups, and possible misalignments are recognized in literature as one of
the factors that affect the success of the product on the market (Cooper 1999;
Calantone et al. 1993). The need for integrating the two business units is well
known in literature (Slater and Mohr 2006; Rein 2004); however, none of the
current contributions proposes tools that can be practically deployed for supporting
the product development process. This paper, hence, aims at defining approaches
fostering synergies between marketing and design.

The paper is mainly structured in three parts: the first part focuses on the
methods usually adopted in industry; one central methodological section that, from
the reference models in literature, states the hypothesis for the applicability and tries
to propose the methodological approach; and a third section that proposes an
illustrative application of the proposed method. Some conclusive remarks are dis-
cussed at the end.

Interpreting Needs in the Marketing Literature

In the marketing literature, “needs” represent the basic motivation for pushing
people to change their situation (Maslow 1987), and hence they are at the basis of
customer adoption decisions. Really, the marketing literature even explicitly con-
siders consumer needs as an output of consumers’ decision-making processes, as
well as recognizes the importance of widening the perspective toward the customer
behavior (Loudon 1988; Sheth and Mittal 2004).

The tacit nature of consumers’ purchasing behavior has induced marketing
scholars to use results from cognitive psychology in order to gain a better under-
standing of this phenomenon. Human beings are known to be unable to cope with
multidimensional problems (such as purchasing a product) and therefore daily use
perception to aggregate tacit elements and “hard” raw data in a hierarchical way,
until the problem becomes manageable (Brunswik 1952). According to this view,
consumers “perceive” the mass of information attached to a product by abstracting
it in a space of limited dimensionality (Tapp 1984), defined by high-level needs and
features, in which they will make their purchasing decision. This perceptual process
does not occur as a single event in time, but evolves along time, is tacit and—to
some extent—unconscious.

The most common approach for capturing the perceptual process consists in
performing market research actions, so to recreate the hierarchical process followed
by the customer (Griffin and Hauser 1993). The aim becomes modeling a hierarchy
of customer needs, being this classification related to different life aspects (Maslow
1987), or to the dimensional attributes of a product (Kano 1984). Focus groups,
scenarios of use, user trials, customer diaries, etc. are used to gain the tertiary needs
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arising from consumers, then these needs are aggregated into secondary needs to
feed a deeper analysis toward the primary dimensions of the perceptual space.
Perceptual maps (Dolan 1990) are powerful representations of the primary needs
arising from the market and of the way with which the industry is fulfilling them.

It is quite clear that this process, in addition to being extremely expensive,
requires to be able to organize the information in an extremely rigid and structured
way, as well as it requires knowing the pool of potential customers the product is
for. There are cases for which it is difficult to start from an existing offering or a
comprehensive view of the customers, especially when products are new and highly
innovative. In this context, some more unstructured and qualitative techniques (e.g.
empathy maps, Gray et al. 2010) have been developed to generate insights not only
on the needs customer has, but even on the features that characterize possible
groups of customers. In this sense, the potential customer does not exist before the
product is conceived, and, therefore, customer and needs are identified and gen-
erated together with the business model.

It is quite evident that all these methods focus on the motivations and intentions
of an adoption process. However, they capture these aspects in a too generic way
for designing. If marketing wants to provide really useful information to designers,
this should be provided according to cognitive categories designers usually deal
with during their activities. On the other hand, if designers want to develop products
that have higher chances of market appraisal, they have to clarify their own vision
about design targets and objectives through the knowledge of both customers’
cognition and adoption process. The generic marketing category of “needs”
becomes not enough to this aim and “needs” instead should be detailed so that the
structural features of the product, the desired product behaviour, the intentions for
the purchasing and the actual native needs that eventually push users to decision are
distinguished.

This paper, therefore, aims at building a practical methodology to elicit user’s
needs and to understand motivations and mechanisms behind the adoption of a
product, so that both marketing professionals and designers can use the same
variables for the analysis and infer more precisely customers’ desires and intentions.

Methodological Approach and Reference Models

This section explains the research methodology and the reference models adopted
by the authors to address the issues proposed in the introduction, also according to
the considerations about the state of the art presented above. After resuming some
essential concepts about the situated FBS framework (Gero and Kannengiesser
2004) and its extension to represent user needs (Cascini et al. 2013), the following
paragraphs detail the assumptions and hypotheses of the present work and the
experimental approach proposed to check their validity.
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The Situated FBS Framework Integrating Needs
Identification

The Function-Behaviour-Structure framework was originally presented by Gero
(1990) in order to represent the main patterns characterizing cognition in design.
That reference model has been applied in different studies and further updated in
Gero and Kannengiesser (2004) to integrate a situated perspective, i.e. shifting the
perspective from the sole mind of the designer to the designer immersed in a
specific context. This allows a finer description of the mechanisms through which a
designer interprets reality through its sensory experiences, builds meaning out of
such experiences and updates its knowledge according to the way those experiences
have been interpreted. More recently, the situated FBS framework has been con-
sidered as a relevant ontology also to represent user needs, in the perspective of
extending the design process to tasks such as needs identification and requirements
formulation (Cascini et al. 2013).

Table 1 summarizes the variables presented in the FBS framework, including the
latest extensions to needs and requirements. The ways the above variables are
transformed into each other define the set of cognitive activities that a designer
carries out to generate a design proposal. Gero (1990) defined them as a set of five
elementary actions (+1 referring to the documentation of what was designed):

• the formulation of a design goal (F ! Be)
• the synthesis of a solution (Be ! S)
• the analysis of its outcomes (S ! Bs);
• the evaluation of its suitability (Bs $ Be); and
• the possible reformulation of a design variable (S ! [F; Be; S]).

Table 1 Variables considered in the FBS framework and its extensions

Name of the variable Label Definition of the variable

Function (Gero
1990)

F It describes the aim of the object, what the object is for, its
purpose

Structure (Gero
1990)

S It describes the object’s components and their relationships,
i.e., what the object is

Behaviour (Gero
1990)

B It describes what the object is expected to do (Be) or what
the object does (Bs) according to the structure variables
(S) characterizing it

Need (Cascini et al.
2013)

N It is an expression of an undesirable situation to be avoided
or a desirable situation to be attained. This situation can be
perceived by any of the actors involved in the product life
from the purchasing phase to each stage of use and disposal.
Needs can be explicitly stated to the designer or perceived
by the designer because of being extracted (or even
postulated) by the observation of users’ behavior

Requirement
(Cascini et al. 2013)

R It is a measurable property related to one or more Needs.
They ‘are structured and formalized information about a
product’ and ‘consist of a metric and a value’
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The situated perspective considers cognition as it occurs during the interaction
the designer has with the surrounding environment/context. To this purpose, Gero
and Kannengiesser (2004) introduced three different layers (worlds) through and
within which cognitive processes take place.

The designer, indeed, experiences something in the external world (made of the
representation outside the designer, variables = [F, B, S]e) through its senses and
creates an interpreted representation of what he has perceived. Those interpreted
representations constitute the interpreted world of the designer (variables = [F, B,
S]i). Among what the designer interprets, there are (mental) representations that are
built on the designer’s previous knowledge as defined targets, i.e. as design goals to
be attained or expectations to be satisfied. These last representations are, then, a
subset of what is interpreted and that as a whole constitutes the content of the
expected world (Variables = [Fe, Be, Se]i).

Changes between different worlds occur through a small set of cognitive pro-
cesses the designer carries out and that can be summarized as follows:

• Interpretation: what is sensed in the external world is transformed into a concept
rebuilt on the basis of what is perceived;

• Focusing: what is conceptualized is then used to create a specific set of goals to
concentrate the attention on and thus nurture the emergence of strategies to
attain them;

• Action or Transformation: the generation of effects that aim at perturbing the
external world, consistently with the above strategies, in order to attain the
desired goals.

Knowledge, to both interpret the world and create expectations out of it, is to be
better referred as knowing in situatedness, since memory is seen as a dynamic
process and not a static state. Constructive memory, thus, is seen as a process that is
close to what was above called interpretation. One builds up meaning about what is
sensed and perceived by digging its own knowledge in a push-pull process whose
detailed dynamics is explained in Kelly and Gero (2014). The push process is
initially driven by the data sensed in the external world and the pull process is
driven by the previous or updated expectations that determine the way one inter-
preted what is sensed. This process, indeed, occurs between the external and the
interpreted world, as well as in the interpreted world itself, as a result of knowledge
retrieval from previously conceived expectations. This means that the sensory
perceptions of the designer can be just interpreted by means of the knowledge
possessed so far, by browsing relevant concepts where the knowledge is “stored”,
namely constructive memory.

With the extension of the situated FBS framework to needs and requirements
(Cascini et al. 2013), the set of cognitive activities characterizing the design process
also includes two important elements of the product planning phase in the devel-
opment process: the identification of needs and the definition of requirements.
These activities, as well, show that both need and requirement variables have their
correspondents in the three worlds. Needs and requirements exist outside the
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designer in the external world (variables = [Ne, Re]). Inside the mind of the
designer, in turn, they can be interpreted according to what is perceived and
experienced (variables = [Ni, Ri]). Moreover, these interpreted representations also
allow the designer to focus on specific objectives or goals to be attained in order to
satisfy user needs as well as other requirements (variables = [Nei, Rei]).

Hypotheses About the Applicability of the Situated FBS
to Represent User’s Cognitive Processes

According to the aim of the present work, it is interesting to investigate the rea-
soning patterns occurring in the mind of the user before and after the purchase of a
product, in order to understand possible reasons for adoption or rejection. A proper
interpretation of these reasons can be of vital importance to improve the efficacy of
promotional campaigns by marketing professionals, and to suitably orient the
design of innovative features in product planning and development.

In this perspective, it is useful to change the reference system of the three worlds
the FBS variables are situated, i.e. switching from the point of view of the designer
to the user’s one. It is expected that this change of perspective allows modeling: the
interpretation processes made by the user while interacting with a product; the
conceptualization paths that brings to the creation of true or false knowledge; and
the emergence of decision elements that finally bring to the adoption or rejection of
a product.

Several scholars in Engineering Design have studied the interpretation of
products in the user’s perspective. These studies range from investigations upon
product usability and the necessity to represent use plans as in Vermaas (2006), to
the rich literature on product affordances, e.g. Brown and Blessing (2005). Some
relevant insights for the objectives of this work can be derived from the studies
about perceived affordances: in the words of Norman (1988 p. 219) “affordances
result from the mental interpretations of things, based on our past knowledge and
experience applied to our perception of the things about us”. In turn, user’s
knowledge acts as a “filter” in the interpretation of the information coming from a
product: some information is not perceived, understood, processed.

However, none of these studies explicitly addresses the representation of the
processes that, consciously or unconsciously, occur for matching user’ own per-
ceived needs with its interpretation of a product. Furthermore, in the perspective of
supporting marketing and product planning initiatives, it seems relevant to distin-
guish between user’s sensation of the structural characteristics of a product, his
interpretation of product behaviour, the intentions he/she has by purchasing the
product and eventually the needs that push him/her to this decision. In other terms,
the authors believe that distinguishing between FBS variables can be important not
only when describing the cognitive processes occurring in a design activity, but also
when analysing symmetrical cognitive processes occurring during purchasing.
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The essential assumption of this paper is that the variables F, B, S and N are
representative of the objects of thinking in the user’s mind while he is reflecting on
a product (either while deciding whether to purchase it, or while assessing after a
period of usage). Furthermore, those variables can be situated in the same three
worlds, despite they must be reconsidered in the user’s perspective; the following
definitions are adapted from Gero and Kannengiesser (2004):

• the external world is the world composed of the reality outside the user;
• the interpreted world is the world that is built up in the user’s mind in terms of

sensory experiences, percepts and concepts; it is the internal, interpreted rep-
resentation of that part of the external world that the user interacts with; and

• the expected world is the world that the imagined actions of the user will
produce.

From the lessons learned in the literature on affordances, users recognize
affordances from past experience, learn them through interaction with a product and
also infer them by analogy. It can be stated that all FBS variables can be recognized,
learned and inferred with similar processes. Moreover, users reflecting on a product
happen to apply any kind of logical inference, i.e. deduction, induction and
abduction. Some evidences of abductive reasoning by a user are showed in the next
section.

Towards a Methodology to Recognize User’s Needs, Related
Expectations and Mismatches

Under the assumption that variables, worlds and processes of the situated FBS
framework, suitably adapted to the user’s perspective, can represent the cognitive
processes in the user’s mind when reflecting on a product, the authors intend to
build a practical methodology to elicit user’s needs and to understand motivations
and mechanisms behind the adoption or rejection of a product. The methodology
aims at allowing marketing professionals and designers to more precisely infer
customers’ cognition and clarify their own vision about design targets and objec-
tives, with the purpose of developing products that have higher chances of market
appraisal and adoption.

The methodology is still under construction, but its essential elements are worth
sharing, as well as their prototypical application to a real product. The basic ele-
ments are the following:

• a protocol analysis is applied to user’s comments on a product (e.g. derived from
an interview within a field test);

• the user’s discourse is segmented and coded by identifying the variables of the
mentioned objects of thinking;
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• the cognitive processes that link the identified variables are recognized with
reference to the situated FBS framework also extended to the representation of
needs;

• in case of lack of coherence between the recognized processes made by the user
and the reference framework (e.g. logical jumps), some inferences can be made
on the relevant features of a products that determine dislike and potential lack of
adoption of a product; and

• further inferences on product appreciation can derive from mismatches between
interpreted and expected values of product variables.

The above steps are not mature enough to be structured in an operational
methodology, but are sufficient to describe the logic of the proposed approach. In
the perspective of gaining more sensibility on the issues behind the objectives of
this research and with the aim of testing the validity of the proposed approach, the
authors decided to start some preliminary experimental application of the model.

As the one described in the next section, the tests are conducted through the
following steps:

• selection of a prototype or a product with some innovative features (e.g. claimed
by the producer) to be assessed by users;

• collection of feedbacks by a sample of users (e.g. through interviews or reviews
on the internet);

• protocol analysis of the collected users’ responses;
• elaboration of the emerging evidences and discussion with product experts

about the relevance and soundness of those results.

An Illustrative Application of the Proposed Model

Through the analysis of interviews carried out with customers and adopters of
specific products, the authors intend exploring strengths and weaknesses of the
proposed approach. To this purpose, this section presents short excerpts from
interviews with customers and customer reviews that are investigated with a
“protocol analysis-like” approach. They were found in freely accessible websites,
such as www.onlineshoes.xyz, running.competitor.com and www.toeshoes.xyz/.
The authors did not apply any modification to the collected text, which results in
plenty of jargon and informal expressions.

Customers are expressing their opinion about a pair of sneakers: Nike Free 3.0
v3 (Fig. 1). Nike currently advertises these shoes on its website as “NIKE’S
MOST NATURAL RIDE—Our lowest-profile Nike Free running shoe allows your
foot to move any way it wants, while still offering the cushioning it needs. Best for
those with extensive natural-running experience.” Moreover, Nike also suggests
using those shoes after you “build your muscles” since “…making the Free your
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primary training shoe will likely require months of gradual adaptation to gain the
strength…”.

The selected interviewee are not occasional runners, but (semi-)professional
ones that got in touch with the shoes and experienced them for a limited but not
negligible time (thus including the experience after the purchase). These profiles
have been chosen so that they can consider the shoes under investigation from two
different angles (both as a fashion and as a technical item); to grab different needs
they can be able to satisfy.

The following part of the section follows this pattern: a dialogue excerpt from
the interview or the customer review; the analysis and a critical discussion of the
excerpt according to the codification carried out by means of the variables and the
worlds characterizing the situated NRFBS. It is worth recalling that the main goal of
this approach aims at grabbing cognition underlying product appreciation or dislike.
Interpretations of product features matching or mismatching the pre-conceived
expectations represents the key point to start understanding the underlying needs
that the customers want the proposed solutions to satisfy. The identification of
(mis)matches allows exploring customers’ thoughts to catch the tacit needs there
hidden.

First Respondent—Interview to Tim Wunderlich—Decathlete

Interviewer: And how did you find the feel of the shoe? Did you notice anything? What are
the differences to a normal running shoe would you say?
Interviewee: I think that’s what sets the Nike Frees apart (from other running shoes) is that
they have a very comfortable feel to them. (…) Take as example the converse all stars
which (…) don’t have an ergonomic feel to them as in you feel that (they have) just a very
plain sole. If you compare that to the Nike Frees you’ll notice that, especially when walking
for a long distance, there is a noticeable difference in that they are very comfortable and you
don’t have a lot of stress on the foot in that sense. (..)

Fig. 1 Nike Free 3.0 v3
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This speech segment shows that the interviewee has worn the shoes and that it
resulted in a comfortable feel (Bi). On the contrary, the “very plain sole” of the
Converse All Stars (Si) does not allow for an analogous ergonomic feel (Bei). This
can be considered as a comparison [Evaluation in the situated FBS framework
(Gero 1990)] between two different kinds of shoes. The Nike free have been
directly tested and interpreted; the described behavior of the Converse All Stars, in
turn, is something that has been not experienced, but it is rather inferred (and thus
an expectation is behind this inference) from the interpreted structure of the sole, as
the interviewee saw it. Still with reference to the original situated FBS framework,
one can notice that there is an implicit reference to the interpreted behavior of shoes
having plain soles (Bi), that results in the building of the expectation that all the
shoes having a plain sole do not allow for an ergonomic feel.

The comparison, then, gets further clarified in the rest of the excerpt, where the
interviewee clearly says that the Nike Free are very comfortable (Bi) when one
walks for a long distance with them, which should result in less stressed feet, i.e.
one of the reasons to wear them (Fei). This final part of the speech allows to shed
light on one of the reasons behind the adoption of the shoes, which can be linked to
not explicitly formulated needs concerning safety and health.

Interviewee: Yeah, well the thing with using it as an athletic shoe is that it is made to be
very comfortable and light. And (…) because I ran a lot and regularly, and because it is not
per-say designed for people of my weight, I weigh 95 kilograms, or not designed to be used
in such a way (…), I ran on a treadmill. My brother advised me that using it on a hard
surface like that, (the shoe) will not provide the dampening you need and after a month or
two and that is something that is pretty you know constant from then on until I got new
running shoes with a lot more dampening.

This part of speech, differently from the previous one, deals with what does not
meet the initial expectations of the customer that bought the shoes. Beyond what
reprised from the previous discourse about comfort and weight, the customer
clearly recognizes that the shoe is not designed for someone of his weight, and more
precisely for someone weighing 95 kg (Ri). The user clearly expresses a require-
ment in an explicit way in this peculiar case and, immediately after that, he links the
requirement to the function he expects the shoes are capable to carry out (Fei: to be
used regularly and for long runs). In order to reinforce his opinion, he moves from
the purpose of the shoes to the way they work, clarifying that there is a clear
mismatch between what he would like to have (Bei) and what he actually gets (Bi),
according to his interpretation (“the shoe will not provide the dampening you
need”). The last part of the selected speech, if seen under the light of the first part
previously commented, implicitly suggests that the next pair of shoes will be
bought looking for a match between an expected behavior and the behavior they
promise. This can be just done on the basis of the structure he interprets (Si) from
the structure he perceives (Se) (e.g. by looking at the sole thickness).

With reference to the whole part of speech here discussed, it is worth noticing
how the user builds up his own knowledge: he progressively interprets his feelings
according to the feedback the shoes give him and postulates a consequent behavior
through his knowledge. This is, in other terms, a potential evidence that the user,
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when choosing a product, practically behaves like a designer, since he hypothesizes
some behavior with a process that is neither inductive, nor deductive, but rather
abductive. He has no knowledge about the pair of shoes he is taking into consid-
eration, but he interprets their external aspect and projects new expectations that can
be just created after the update of its constructive memory.

Interviewer: How did you find the sizing of the shoe? Did you find the size? Did your size
fit you well?
Interviewee: (…) my brother bought them for my dad, and I just took them from my dad.
So it’s not like I fitted them. But that being said, they were (size) 12.5 and from my
experience and what I know about the nike sizes from my brother is that once you know
what size you wear with nike you will be able to buy the same size with other products they
are very consistent.

This speech fragment, even if short, clearly describes the process of creating
expectations on the basis of the previous experiences that have been already filtered
and stored by the customer’s constructive memory. Stemming from the size of the
shoes (Se), he shifts the speech to something that is both, even if a little implicitly,
referred to the behavior of the shoes and the need they have to satisfy. The expected
behavior refers to the wearing properties of the shoe (Bei). The logic the authors
infer from this speech is that the external structure of the shoe (the size, Se), if
properly interpreted (Si), should lead the user to hypothesize the behavior (Bi,
which is not directly interpreted from its external representation, but inferred from
the structure with a transformation process). Whenever the user will try the new pair
of Nike shoes, he will try to match the above expectations due to its current
knowledge with the situation he is experiencing. This comparison will support the
evaluation of the new pair of shoes: if the interpreted behavior is consistent with the
expected one, the user can more strongly be convinced that the shoes will satisfy his
own requests of comfort (Fei) that, in turn, hinders the need of avoiding foot pain
(Nei).

Interviewee: Um, yeah. I think that is something Nike managed to do very well. It is a, I’d
say a sport shoe but (Nike) managed to give it a look that allows people to wear it as a
regular sneaker as well. (…) You will spot it as a sport shoe right away, but it is very
acceptable to wear it in another context, and that’s something that opens up a bit of a market
segment for Nike in my opinion.

In this excerpt, there emerges a lot of different information that can be more
easily linked to the product appreciation and adoption. Considering the external
look of the shoes (Se), the related interpretation of the structure (“sport shoe”, Si)
leads him to consider two different behaviors for the shoes. On the one hand, he
interprets them as a couple of shoes to be used in challenging or sporty contexts
(Bi), but at the same time they can be suitable for occasions in which one does not
need to use sportswear (still Bi). It is not clear if these interpreted behaviors can
suggest their transformation into functions and then requirements; however, the
above descriptions clearly point out that each of those interpreted behaviors has the
chance to satisfy a specific perceived need (Nei). Respectively, the need of feeling
no pain while running and having the feet covered, the latter related to two basic
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needs such as protecting oneself from cold and being integrated in the society (with
its customs and habits).

In the end, it is worth noticing that all the questions here reported and posed by
the interviewer aim at extracting specific elements to capture the voice of the
customer. The answers, indeed, can provide both the marketing and design
departments with knowledge elements to support product development, so as to get
higher chances of appraisal and adoption.

Second Respondent—Review Grabbed from a Shoe-Selling
Web Platform

The only real cons I found in this shoe was that after wearing it maybe ten times, I started to
notice that dirt and grime was collecting on the front from wear. This is hard to clean
because of the type of material the shoe is made out of.

This customer presents the drawbacks he encountered in using the shoes. The
first sentence clearly points out that progressively (and quickly-after wearing it ten
times-) the shoes get dirty (Be). This is carried out through the observation of the
front part of the shoes that collects dirt and grime (Be). Moreover, trying to turn
them back to clean, he had trouble. He expresses this problem by saying they are
hard to clean (Bi) and this is due to the material the shoes are made of (Si). It is
possible to recognize the inference by the user who appoints the responsibility of
the difficulty of cleaning (Bi) to the material of the shoes (Si). In other terms, the
user does not realize that the superposed layers of grid-like hollow textiles (Se)
would require a different cleaning tool (e.g. a brush) or process (e.g. suitable to be
washed in a laundry machine). Besides, the analysis clearly highlights a mismatch
with the user’s expectations: he would like to have shoes that do not get dirty so
easily (Bei) or that, in turn, are designed so that one can easily clean them (Fei).
Overall, this can lead to a double interpretation: it can stand under the strand of
hygiene or aesthetical needs (Nei).

Another con is the grip. Although when wearing this, your foot can move in any direction
and has a large range of motion, the grip suffers. I feel that it is good, but not good enough.
Overall, this shoe offers a lot to the average customer, and if you are willing to fork out the
extra money over a more modestly priced shoe, it is worth it!

Here pros and cons are mentioned together in terms of the shoes behavior. The
customer positively evaluates the freedom of movement (Bi), meaning that this
matches his expectations (Bei). On the contrary, when the customer says “the grip
suffers… is good, but not good enough” there is a mismatch between the expected
behavior (Bei) and what he interprets by wearing the shoes (Bi). The next fragment
shows a clear reference to the profile of potential customers for this product: those
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expressing non-professional needs (Ni) might be satisfied (Nei), while professional
runners might find these shoes not suitable for addressing their expectations (Bei),
especially for what concerns the feeling they have upon running on technical
grounds (Bi).

Third Respondent—Review Grabbed from a Shoe-Selling
Web Platform

Granted I’m not the athlete either of these two are, I’d like to think I am doing as much as I
can to be as close their level. So one day while shopping, I come across Nike shoes that
looked more suited to be rolled up than to support my feet. Upon trying them on however, I
was quickly finding out something that our species has forgotten over the last century. We
were built to run barefoot, or at least as close to barefoot as possible. I liked what I felt,
quite a bit actually. After purchase I quickly went to break them in. Ten minutes later I was
panting on the couch.

The first part of the above review clearly shows that the user has the need to be
more athletic or in a better fit (Nei).

After that, he mentions the Nike free apparently delivers a different function (to
be rolled up ! Fi) than the usual one (support the feet ! Fei) and this represents a
clear mismatch between what is interpreted and what one expects. Despite this kind
of mismatch, the respondent decided to give them a try. This shows that mismatches
are not necessarily triggers of rejection. This is consistent with recent studies on
surprise emergence (Becattini et al. 2015) and with other investigation linking
surprise-like reactions with product appraisal (Im et al. 2015). Thereafter, he
expresses the realization of a need (running barefoot ! Nei) and the capability of
these shoes to satisfy it.

After slowly building my stamina up to be able to run a mile without stopping, I began to
focus on new goals. Being able to do more strenuous exercise without fear of cardiac arrest,
the gym was no longer a curse word. Almost 2 years later, I am in the best shape of my life,
and still focused on building an even better fitness portfolio. This was all obtainable
because of that goofy looking shoe, from the company that started with a waffle maker. The
feel of them just made the bend of my foot feel natural, compared to a stiff, locked sole I
had been accustomed to. Although there was very little padding, the flow of energy was
transferred so easily and efficiently that I barely notice concrete to grass.

The initial part of this fragment refers to a self-defined objective for the
respondent that, time after time, managed to improve his athletic condition.
Moreover, he also says that he shifts his goal to an even improved situation (…an
even better portfolio). This sentence implicitly mentions a need that he expects to
match in the future (Nei). After that, a big leap appears if one just refers to his
reported words: two structural elements (“goofy looking shoes” ! Si and “started
with a waffle maker” ! Si, recalling the shape of the sole) are considered capable
of satisfying the need. These two fragments also appear to be quite unrelated to
each other, but the user’s thought becomes clearer with the rest of the selected
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review. The natural foot bending (Bi that matches with the expected behavior Bei he
has when running) is attributed to the waffle maker structure of the sole (Si),
similarly to what happens with a transformation process in the situated models
about designing. In addition, there is also a clear reference to what the customer
perceives as a limiting structural factor for obtaining the expected behavior: he
expects that a different sole structure (Sei) can generate exactly the opposite,
unsatisfying, behavior. According to the authors’ understanding, this exactly rep-
resents a clear example of the mechanism behind building expectations as the
constructive memory generates new knowledge/knowing with novel experiences.
Previous shoes having a uniform and non-segmented sole always behave differently
from the Nike Free, resulting in an overall increase of the shoe stiffness (Bei).
Differently from the previous respondent, here it seems that the shoe have a nice
grip. So good that one barely notices the difference when running on an artificial
ground or on the grass. Probably here a “positive” mismatch appears with what one
expects: running on the grass or on concrete should provide different feedbacks
(e.g. on the grip) according to what was previously experienced. On the contrary the
shoes (and their sole specifically) appear to be particularly effective to reduce these
differences between different grounds. Despite it was something not expected, the
overall outcome on the customer’s appraisal is positive.

The green grass print insoles striked me odd at first. After coming to understand the
barefoot ideals, I had to smile at the notion of running on “grass IN my barefoot” shoes.

This part of speech begins with a clear mention to the observed structure of the
shoes (Se) in terms of color and (apparent) texture. The mismatch here is not
explicitly stated, but the customer says that he felt some surprise, suggesting that it
is uncommon or completely novel to him to find shoes having an insole like that
(Sei). The interpreted structure, here apparently missing, is somehow made explicit
in the already examined part of speech. The customer, in fact, interprets the green
insole as something that recall grass (Si) and the barefoot running he got in mind
from the beginning of the analysis.

Discussion on the Emerging Evidences

The above descriptions, as emerged from the analysis of speech fragments or web
reviews, can be then characterized in terms of the Needs, Requirements, Functions,
Behaviors and Structures as the one proposed firstly by Gero and Kannengiesser
(2004) and later on recalled by Cascini et al. (2013). Moreover, clear connections
between the classified variables and the worlds that are typical of situatedness, can be
more easily inferred by considering the speeches as a whole nucleus of contents. The
whole speech fragment, indeed, better shows if the considered sentence refers to the
external world or to the interpreted or expected one. Moreover, missing elements
emerge in several cases, meaning that it is not always possible to find a direct cor-
respondence with what happens in the situated FBS framework (for designing) in
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terms of elementary cognitive processes. These elements, however, highlight the
topics designers andmarketing professional should focus on, in order to better support
the development of products having a higher chance ofmarket appraisal. For instance,
the considerations about dirt collected on top of the shoes—2nd respondent—might
lead to multiple interpretations (hygiene or aesthetical needs?): the proposed
approach is expected to provide the greatest benefits precisely in these situations,
where the experts involved in the design process needs to find critical issues requiring
further clarifications. Moreover, lacks and missing elements in the evaluation/
assessment discourse might help the marketing professionals ask more targeted and
precise questions. Furthermore, they should stimulate designers to improve their
products, to communicate better their real features and behavior.

The application of the model also confirmed that the satisfaction of expectations
is a key for the product acceptability. At the same time, it is not possible to state the
contrary. Indeed, the analysis of the above presented parts of speech shows that
mismatches between the interpretations and the expectations are critical to both the
acceptability and the rejection to products. The customer, indeed, positively feels
this mismatch if the interpreted NRFBS variable overcomes its initial expectations.
On the contrary, the mismatch creates rejection to the product if it contradicts the
expectations.

For what concerns the kind of considered variables, the provided examples show
that the users more easily interpret what they directly perceive with their senses, i.e.
structure variables, or use-related product feedbacks, i.e. perceivable behavior
variables. Moreover, the example also shows that the customers carry out the
evaluation by, even naively, transforming the variables they interpret with mech-
anisms that belong to inference; rather than, deduction and, in some cases,
abduction. In fact, they guess that something they don’t know can happen if some
variables get different values from the ones they have already experienced and
interpreted from the external world.

Examples providing the customers’ opinion, after a certain amount of time they
got in touch with the product they evaluate, show that the use of the product itself
allows them to build up their knowledge consistently with the processes charac-
terizing constructive memory. What is not properly interpreted or creates a mis-
match between what is known (expected) and what is experienced (interpreted)
might trigger a process of knowledge acquisition in that the existing expectations
can be confirmed or denied. When a mismatch occurs, new knowledge routes can
be hypothesized to find meaning in what is experienced and on this basis new
expectations can emerge, as the memory gets enriched with novel concepts.

Conclusions

The user-centered perspective in design is gaining a stronger consideration as a
strategy to develop products having a higher chance of appraisal and adoption. To
this purpose, the paper critically reviews the main approaches to consider the
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customer/user’s viewpoint during the product planning stage of the product
development process. In order to address the identified lacks, the paper proposes a
framework whose aim is to allow the different profiles involved in product planning
(marketing professionals and designers) to share a common viewpoint on cus-
tomers’ cognition, when dealing with product features in a situated context. The
proposed framework relies on the main constructs characterizing the situated FBS
framework, considering its extension to Need and Requirements variables.
Differently from the situated FBS and its NRFBS extension, it considers the
viewpoint of the customers/users instead of designer’s one. Hence, regardless of the
original intent of the framework to characterize cognition in design, the situated
NRFBS here describes the user’s cognitive processes behind the interpretation and
the potential appreciation/dislike of market solutions. The applicability of the
proposed framework has been preliminarily checked by segmenting interviews
carried out with people experiencing products so to grab their cognition.
Specifically, the interviews refer to the experience that different user had when
interacting with a pair of shoes by Nike (Nike Free 3.0 v3).

The results emerged from the application of the proposed framework to inves-
tigate user/customers’ cognition show that both the constructs of the situated FBS
model and its extension to Needs and Requirements allow for a more precise
understanding of the dynamics characterizing users’ interpretation and the capa-
bility of products to match the related expectations. More precisely, the NRFBS
variables can be used to characterize what the customer expresses in terms of
appreciation or dislike and the main processes described in the situated framework
can be used, as well, to describe the main links between variables also from the
perspective of a user that evaluates a product. According to the analyzed excerpts of
interview and from the web reviews about the Nike Free, it clearly appears that
some connections (between variables or world, especially with reference to needs)
often remain implicit. Despite this might be seen at first as a limitation of the
proposed approach, it represent a significant opportunity. In fact, by the analysis of
those missing elements, both designers and marketing professionals can better focus
their questions aiming at the capture of the customers’ opinion. The proposed
approach allows the exploration of unexpressed/implicit needs in a more structured
and repeatable way, so that designer and marketing professionals do not just rely on
their intuition and talent to understand needs to be satisfied.

The application of the proposed approach, in turn, showed that the characteri-
zation of specific part of speech in terms of NRFBS variables and worlds charac-
terizing the situated context still depends on the subjective interpretation of part of
speeches retrieved from interviews or reviews. Nevertheless, this appear to be a
minor limitation of the approach because it does not hinder the goal of clarifying
which aspects deserve to be explored or clarified with higher priority. This pre-
liminary application, using product reviews already available on the internet, can be
seen as a proof of concept for the proposed approach and the promising results here
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presented allow the authors to plan a more intensive deployment. In the next future,
field test with directly interviewed potential customers will provide more evidences
about the applicability of the approach and the robustness of the characterization of
NRFBS design variables.
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A Means to Characterise and Measure
the Information Processes of Engineers
Using Eye Tracking

Duncan Boa and Ben Hicks

Abstract How engineers use and process information during design has primarily
been investigated using “think-aloud” studies. However, self-reporting thought
process affects a task and introduces several associated biases that lead to a general
lack of commensurability. Some of these issues can be addressed by using passive
observation techniques, such as eye tracking, and standardised information sources
to investigate information processing behaviour. Eye tracking is a powerful
research tool, from which inferences about information processing can be made
based on someone’s gaze. In this paper a series of fundamental information pro-
cesses based on gaze, Information Operations, are characterised and evaluated in an
eye tracking experiment with 42 trainee engineers. It has been demonstrated that
Information Operations are distinguishable using gaze and can be used to charac-
terise information processes of engineers. The findings and corresponding opera-
tions offer a potentially novel means for real-time support of information activities,
compliance checking, and characterising information use.

Aim

The aim of this paper is to characterise a series of information processes used by
engineers using eye tracking and their gaze.

Significance

Engineering design is commonly viewed as an information processing activity
during which the information management skills of engineers heavily influences the
finished product’s quality (Pahl et al. 2007; Baya and Leifer 1997, p. 151).
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Designers act as information processors in this process, solving problems that
contribute to the development of a product. To assist engineers during design and
improve product quality, information management tools and techniques have been
developed. However, broad information requirements and poor understanding of
how engineers fundamentally process information hinders attempts to support them
in this critical activity (Dieter and Schmidt 2012, p. 151).

The information processing behaviour of engineers has primarily been investi-
gated using “think-aloud” studies. Inferences about an engineer’s information
processing, including information assimilation and evaluation, and knowledge
structuring, are made from transcripts of their thought process. The commensura-
bility of these results can be problematic for a number of reasons (e.g. Baykan
1997; Cross 2011; Ullman et al. 1988):

• Protocol analysis relies on self-reporting, potentially interfering with the task
• Processes are specific to the design task undertaken in the experiment instead of

the design information
• Difficulty consistently coding data.

In addition to these issues specific to protocol analysis there is also an
over-reliance on case studies and small sample sizes to characterise information
processes of engineers. This reduces overall confidence in the findings, as there is a
lack of discussion as to how variable information processes are between
individuals.

Eye tracking is an example of a passive observation technique from which
inferences about information processes can be made (Duchowski 2007; Holmqvist
et al. 2011). The technique offers several advantages over protocol analysis in that it
interferes with a person minimally, produces accurate and precise data that can be
analysed readily, and is based on the established link between gaze and cognition
i.e. where someone is looking is genuinely attributable to what they are thinking
about (during constrained tasks). Some of the disadvantages of eye-tracking is that
equipment is relatively expensive, gaze is inherently idiosyncratic, and isolating
causal effect can be challenging.

The view of Newell and Simon that (in constrained problems) humans are
representable as information processing systems is adopted in this paper (Newell
and Simon 1972). A series of fundamental information processes based on gaze,
Information Operations, are proposed and evaluated. Five fundamental operations
that are regarded as relevant to the design process are characterised in this study:
familiarisation, finding, comprehension, review selection and review critique (Boa
and Hicks 2014).

Measuring how engineers process information in a passive, quantifiable and
repeatable manner can be used in a number of situations. Gaze-based real-time
support of information activities, such as checking orthographic drawings, could be
used to determine adaptive interfaces.
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Method

It is the hypothesis of this paper that the gaze responses to a series of stimuli tasks
can be used to characterise Information Operations. To test this an experiment is
described in the remainder of this paper involving trainee engineers and standardised
engineering information sources. The participants are required to interact with
engineering information on a computer and answers questions designed to stimulate
each Information Operation whilst their gaze is recorded. The results are analysed to
determine if Information Operations can be distinguished using gaze data.

Isolating causal effects of gaze is challenging as a wide range of factors influ-
ences eye movements. To isolate the causal effect of gaze the following must be
considered: the stimuli over which gaze occurred, the task the gaze is a function of,
the means of measurement (eye tracking equipment), and the individual partici-
pating. These factors are discussed in this section.

Stimuli Information

To isolate an effect on gaze associated with a stimuli task, stimulus information
needs to be adequately controlled for information form, quantity, and structure, as
these are all known determinants of gaze. For the information processes to be
relevant to engineering the stimuli information must also be suitably representative
of those found in engineering design.

One of the largest determinants of gaze is information form, which describes
how information is encoded in an information source. For example, geometry of a
component can be encoded as a series of dimensions in a table or as an orthographic
drawing. The information is fundamentally the same but the form in which it is
represented, as text or as a drawing, significantly affects the eye-movements used to
process it. This is important, as the information process of an individual examining
the geometry may be the same (e.g. comprehension) for both the text or drawing,
but the corresponding gaze behaviour will be substantially different. Designing
information sources to include only a single type of information form will isolate
this causal contribution to gaze.

Experimental information sources have been developed to include only a single
type of information form. Hubka and Eder’s classification of design representations
is used to classify the information forms and determine what types of engineering
information corresponds to each (Hubka and Eder 1982, p. 76). They are:

1. Iconic representations that record the visualisation of the original in true form, as
sketches, drawings or physical models.

2. Symbolic representations using assumed or conventional symbols i.e. language,
mathematics, and analogues.

3. Diagrammatic representations, such as graphs, schematics or diagrams for
representing relationships.
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Diagrammatic forms of information lie on a spectrum somewhere between
symbolic and iconic, as graphs and other diagrams often use a combination of
symbols and visual elements. However, within engineering it is considered that
diagrammatic information is closer to iconic. Iconic and diagrammatic represen-
tations are accordingly combined to include example representations from both and
are referred to from here on as iconic.

A total of 22 stimuli information sheets were used in the experiment, 11 for
symbolic and 11 for iconic. The stimuli information sheets are highly controlled for
information contents, quantity and structure as these are all known gaze determi-
nants. The symbolic information sheets are based on bearing selection and include a
combination of text, calculations, and tables (with one diagram). The iconic
information sheets are based on shaft design and contain a combination of ortho-
graphic drawings, graphs, and free body diagrams. Development of the information
sheets are described in full in Boa and Hicks (2014) with examples of stimuli
symbolic and iconic information sheets provided in Fig. 1.

Information Operations and Stimuli Tasks

Within the literature there are a number of information process identified that
engineers perform during design. However, the information processes are usually
derived from analysing “think-aloud” protocols with little explanation as to how to
apply the coding schema to different design tasks.

Synthesised from existing literature on design information processes, and
potentially measureable with eye-tracking, are Information Operations. The oper-
ations are primitive information processes considered applicable to general engi-
neering information use but do not include generation or creation operations (a
limitation of using eye-tracking to measure them). Quantifying the operations using
gaze measures addresses the issue of how to distinguish them without relying on an
observer’s interpretation of a thought transcript. The operations are: familiarisation

Fig. 1 Example symbolic and iconic information sheets used in the experiment
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(FAMI), finding (FIND), comprehension (COMP), review critique (REVC), and
review selection (REVS).

To promote behaviour in line with each Information Operation and generate
corresponding gaze responses, a series of stimuli tasks have been developed (Boa
and Hicks 2014). The tasks require participants to answer a series of basic questions
regarding the aforementioned information sheets. Stimulus of each Information
Operation is achieved by the question, and the manner in which the question is
asked. Questions relate to a specific information sheet, with all the necessary
information to answer the question contained within that sheet. Participants input
their answer via multiple choice on a computer, selecting the correct response from
a possible six. The multiple choice responses are designed for varying levels of
plausibility and an option to indicate they do not know. Two questions for each
symbolic and each iconic information sheets have been formulated. Participants
have their gaze recorded as they view the information sheets and attempt to answer
the corresponding questions. The order in which participants view the sheets is
randomised to control for potential ordering and learning effects.

Information Operation tasks are undertaken twice (except for Review selection)
with separate information sheets and different questions for each time. This
increases the size of the data set and allows for testing that gaze behaviour is robust
when the same stimuli Information Operation task is repeated. Repeating a task has
the potential for introducing a minor learning effect but this is deemed necessary to
validate the findings. A summary of the Information Operations and stimuli tasks is
given in the remainder of this section.

Familiarisation is the acquisition of information on a subject area or topic where
a specific goal has not, or has yet to be set/developed (Simon 1996, p. 127; Günther
et al. 1997, p. 122; Dorst and Dijkhuis 1997, p. 266; Visser 2006, p. 56). To
stimulate the operation participants are informed that they will be asked a series of
questions after viewing an information sheet, without clarification as to the nature
of the question. After 30 s viewing the sheet a simple question is asked e.g. the type
of bearing described by the sheet, or the number of transmission elements on the
shaft.

Finding is the process of targeted information acquisition for a specific goal
(Çukur et al. 2013; Dieter and Schmidt 2012, p. 158; Günther et al. 1997, p. 122;
Hurst 1999, p. 142). To stimulate the operation participants are presented with a
question prior to viewing the sheet (for 30 s) requiring them to locate an element of
information e.g. the temperature limit of the bearing, or the length of the keyway on
the shaft.

Comprehension is the learning of information with understanding (Simon 1996,
p. 101; Pirozzolo and Wittrock 1981). To stimulate the operation participants are
informed that they will be asked a series of questions after viewing the sheet that
requires detailed understanding of the sheet contents e.g. what is the risk of
exceeding the bearing rated speed. The trial duration is 100 s for symbolic and 60 s
for iconic.

Review critique is when information beyond that which is presented in the
external environment is assessed for its for its quality, validity or appropriateness
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(Pahl et al. 2007, p. 58; Birmingham et al. 1997, p. 109; Hubka and Eder 1982,
p. 32; Baya and Leifer 1997, p. 155; Ullman et al. 1988). To stimulate the operation
participants are asked to determine the appropriateness of the component on the
sheet for which the requirements are presented within the same stimulus. Gaze is
recorded during stimulus viewing for which the trial duration is the same as
Comprehension.

Review selection is when information in the external environment is assessed for its
quality, validity or appropriateness against explicitly stated requirements or constraints
(Pahl et al. 2007, p. 58; Birmingham et al. 1997, p. 109; Hubka and Eder 1982, p. 32;
Baya and Leifer 1997, p. 155; Ullman et al. 1988). To stimulate the operation par-
ticipants are asked to determine which out of a possible three candidate components is
the most appropriate. Each candidate component is presented on a separate stimulus
with the identical requirements repeated across each stimulus. Gaze is recorded during
stimulus viewing for which the trial duration is the same as Comprehension.

Gaze Measure—Saccade Amplitude Fixation Duration Ratio

The range and types of movements exhibited by the eye are classified into gaze
events, with fixations and saccades making up the majority by duration. A fixation
is a period of time over which the eye remains relatively still and typically lasts for
200–300 ms (Holmqvist et al. 2011, p. 21). A saccade is the fast ballistic movement
of the eye to relocate gaze and is measured in degrees of amplitude attenuated in the
scene (Gilchrist 2011). Typical ranges of amplitude are between 2° and 20°.

In this paper the ratio between saccade amplitude and fixation duration (the SF
ratio) is used to distinguish Information Operations. Using the SF ratio combines
the two core measures of fixations and saccades and approximates how long
someone is looking at somewhere and the distance their eyes have moved since the
previous fixation. This is beneficial as reading text generates a distinct SF ratio
pattern that is relatively consistent.

Baseline Behaviour—Reading Control

Gaze is affected by a number of determinants (as discussed in section “Stimuli
information”) that makes generalising values of gaze measures difficult. To rec-
oncile this a common information processing activity that can be used as a baseline
behaviour is sought.

Reading is a well-understood information processing behaviour with a sub-
stantial corpus of knowledge on the topic. By relating Information Operation gaze
values back to the baseline the relation between the two can be characterised.
Reading of a piece of technical engineering text (on bearing installation) is used to
compare symbolic information interaction against. An equally suitable control
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activity for iconic information is not so clear. Generic “scene-viewing” is generally
used to refer to interacting with iconic information, but the definition of what
constitutes the activity is varied. In the absence of an equivalent baseline for iconic
information, reading will be used again to compare differences in gaze measures.

Participants

Participants were recruited from the University of Bath Mechanical Engineering
department with a total of 42 individuals taking part in the experiment. The group
was comprised of 39 males, and 3 females with a mean age of 22.4 years (2.5 SD).
Of the participants 28 reported minor issues with their vision (predominantly the
use of contact lenses), 40 spoke English as a first language, and 28 had at least one
year of continuous industrial experience.

The participating students have a common first 2 years of education for all
degree specialisations. Accordingly, the information sheets and stimuli questions
have been suitably designed to take this into consideration.

Equipment

The experiment has been undertaken with a Tobii TX300 eye-tracker and Tobii
Studio version 3.2. The Tobii TX300 is a remote binocular eye-tracker with an
integrated 23” high definition display (1080p). Eye-movements are sampled at
300 Hz and the positional accuracy is 0.4° under ideal conditions. The ‘dark pupil’
response method is employed to measure eye movements. A recording sample
threshold of 93% has been used for participant’s gaze data to be included in the
analysis, which represents a balance between data quality and quantity. Gaze events
have been classified using the default IV-T fixation detection algorithm, as
implemented by Tobii Studio version 3.2.

Results

Eye-movements are affected by a wide range of factors, including some that cor-
relate to a task (e.g. presentation order) and others that may vary between indi-
viduals (e.g. corrective eyewear). In investigating the relationship between
Information Operations and eye-movements, failure to control for these factors will
bias any estimates of the gaze measures. In practice, this would mean the net-effect
of all gaze-affecting factors being estimated rather than an isolated Information
Operation effect. Any subsequent characterisation of the Information Operation
model would therefore also be biased.
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Gaze-affecting factors correlated with Information Operations are controlled for
in the experimental design. For example, stimuli information sheets are similar in
information quantity, content and structure, and the order in which tasks are viewed
is randomised to remove their effect on gaze. In addition to gaze determinants (e.g.
corrective eyewear), residual factors not controlled for may still bias any estimates
and thus need to be accounted for in the analysis.

Regression modelling is used for this reason because of its ability to isolate the
effect and avoid potential for bias in the estimate of that relationship. Consequently,
the contribution to the mean of the outcome variable can be estimated for each
Information Operation and used as the basis of Information Operation discrimi-
nation. Additionally, gaze measures are highly variable and regression models can
be used to improve the ability to detect an effect given the participant sample size.

In this section the gaze behaviour of participants is explored to highlight
potential issues with the data set prior to formulating a statistical model.

Data Description, Distribution and Trends

The SF ratio for symbolic information Operations is between 15 and 35% lower
than the SF ratios for iconic information interaction (statistically significant at
p < 0.05) (Table 1). The standard deviation for between persons is an order of
magnitude lower than for within person for symbolic and iconic information
interaction (Table 1). This suggests that the nature of the SF ratio “randomness” is
generalizable between people. If a model of an individual participant’s behaviour
can be sufficiently fitted, which is not a trivial task, then the model should be
applicable to other individuals too.

The distribution of the SF ratio is estimated using the Epanechnikov kernel
function (as implemented in Stata 13.1). Time trends of the SF ratio are estimated
using a locally weighted Lowess regression.

Table 1 Summary statistics of SF ratio for symbolic (S) and iconic (I) information operations
(IO)

IO Mean SD Within person
SD

Between person
SD

S I S I S I S I

CTRL 0.0099 – 0.0142 – 0.0141 – 0.0018 –

FAMI 0.0205 0.0274 0.0259 0.0315 0.0257 0.0313 0.0027 0.0039

FIND 0.0189 0.0217 0.0221 0.0246 0.0220 0.0244 0.0028 0.0040

COMP 0.0182 0.0244 0.0247 0.0276 0.0246 0.0274 0.0025 0.0032

REVC 0.02 0.0275 0.0270 0.0329 0.0268 0.0327 0.0030 0.0038

REVS 0.0188 0.0276 0.0260 0.0332 0.0259 0.0330 0.0026 0.0037

CTRL reading, FAMI familiarisation, FIND finding, COMP comprehension, REVC review
critique, REVS review selection
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Overall distributions of SF ratio values for individual Information Operations are
clearly distinguishable from the baseline activity of reading but are less so from
each other (Fig. 2). Time trends for symbolic and iconic information interaction
differ from one another for Information Operations with apparent first and second
order time effects (the rate, and rate of change, differ over time for the mean SF
ratio).

Regression Model

The conditional expectation function for the SF ratio for a given participant, time,
and information sheet is given in Eq. 1. The corresponding coefficients for each
explanatory variable for the SF Ratio are estimated using OLS linear regression.
The model is fitted separately for symbolic and iconic information interaction

Fig. 2 Comparison of SF ratio between information operations
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samples and is formulated based on the data exploration in the previous section and
known gaze determinants.

Yi;t;s ¼ b1iþ b2Ti;t;s þ b3tþ b4t
2 þ b5T � tþ b6T � t2 þ b7R � tþ b8R � t2 þ ei;t;s

ð1Þ

where, Yi,t,s is the SF ratio, for a given participant, time, and information sheet, i is
the participant, t is the percentage time elapsed, T is the Information Operation task,
s is the information sheet, R is the repeat of an Information Operation task, ei,t,s is
the error, for a given participant, time, and information sheet.

The SF ratio is approximated as a normal distribution by taking the data in
natural logs. Outliers have been removed by trimming the data set to the 99th
percentile (median 0.01° ms−1, 95th percentile 0.08° ms−1, 99th percentile of
0.13° ms−1).

Information Operation task is interacted with first and second order time terms in
the SF ratio regression model. Doing so will isolate the differences in the change,
and rate of change, of the SF ratio for each Information Operation that are observed
in the time trends in Fig. 2. The magnitude, and the rate of change of the magni-
tude, of the SF ratio is likely to change with time according to which Information
Operation is being performed. For example, familiarisation is likely to be charac-
terised by high values of the SF ratio throughout the trial as a person continues to
make large amplitude movements followed by short fixations. This would be
exhibited as a high first order coefficient and low second order coefficient.

A first and second order time term in the SF ratio regression model is included to
isolate the effect of viewing a repeated information sheet. It is anticipated that
recognising elements of repeated information sheets will affect behaviour. Inclusion
of the repeat variables within the regression model will estimate the size of this
effect on the SF ratio.

Individual participant time trends could be included in the regression model to
account for the fact some people’s behaviour will change with time e.g. some will
get tired or bored quicker than others. However, as the participant sample size is
small, and it is not the primary aim of this study, it would be difficult to identify
these effects with the current data set. However, if there are large differentials in
individual participant time trends this could potentially bias any estimate of mean
SF ratio.

It is assumed that variables unaccounted for in the model are more likely to be
similar when the same person is looking at the same information sheet, than when
different people are looking at different information sheets. Accordingly, it is
assumed that the variance of the error term is different for each person for each
sheet, with estimations of SF ratio based on this assumption. The alternative if this
assumption is not made is that the variance of the error term is the same for all
people looking at all information sheets, which is unlikely, and increases the chance
of overestimating the significance of any results.
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Regression Results

All standard errors are displayed in square brackets, with asterisks indicating the
following significance levels: ***p < 0.01; **p < 0.05; *p < 0.1. Regressor coef-
ficients are interpretable as being the approximate percentage difference to the SF
ratio for the baseline activity of reading (with the exception of Time, Time2 which
are the baseline SF ratio coefficients).

In Table 2 it is observed that the SF ratio rises over the trial duration for the
baseline activity of reading (Time, Time2) for both symbolic and iconic information
interaction. In Table 3 the effect of viewing a repeated information sheet (symbolic
or iconic) on the SF ratio is small for first and second order time effects
(Repeat#Time, Repeat#Time2) and is smaller for symbolic information than for
iconic (Repeat#Time, Repeat#Time2, Table 3).

For symbolic information interaction the effect of Information Operations on the
SF ratio is large compared to the baseline activity of reading (Task, Table 4). All
Information Operations affect the SF ratio significantly. Over time all Information
Operations have a higher SF ratio that falls at a greater rate compared to the baseline
of reading (Time#Task, Time#Task2, Table 4). First order time effects are not
significant for familiarisation.

The SF ratios for iconic Information Operations are larger than for symbolic,
compared to the baseline activity of reading (Task, Table 4). Time trends for iconic
Information Operations indicate a higher SF ratio that is falling over time at a
greater rate compared to the baseline activity of reading (Task#Time, Task#Time2,
Table 4).

Mean SF ratio confidence intervals, overall and over time, overlap to a degree for
the Information Operations but differ for symbolic and iconic information interaction
(Fig. 3). Marginal effects for the SF ratio show that comprehension is distinct from
familiarisation and finding for symbolic interaction (Fig. 3). For iconic information
interaction overall marginal effects indicate that finding is distinguishable from all of
the other operations. The baseline activity of reading is again clearly different to the
Information Operation tasks with a substantially lower SF ratio.

Table 2 Reading baseline coefficients

Time Time2

Symbolic Iconic Symbolic Iconic

−1.048
***[0.145]

−1.060
***[0.143]

1.303
***[0.143

0.542
**[0.266]

Table 3 Coefficients for the effect of viewing a repeated information sheet

Repeat#Time Repeat#Time2 Constant

Symbolic Iconic Symbolic Iconic Symbolic Iconic

0.0202
[0.0783]

0.105
[0.111]

−0.0276
[0.103]

−0.131
[0.144]

−5.071
***[0.0491]

−5.044
***[0.0519]
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Table 4 Symbolic and iconic information regression coefficients for each information operation

Info. operation Task Task#Time Task#Time2

Symb. Icon. Symb. Icon. Symb. Icon.

FAMI 0.814
***
[0.0534]

0.808
***
[0.0502]

0.140
[0.252]

1.004
***
[0.266]

−0.582
**
[0.240]

−1.231
***
[0.277]

FIND 0.630
***
[0.0498]

0.782
***
[0.0671]

0.761
***
[0.255]

0.327
[0.312]

−1.025
***
[0.258]

−0.705
**
[0.301]

COMP 0.567
***
[0.0372]

0.816
***
[0.0500]

0.651
***
[0.198]

0.542
**
[0.266]

−1.054
***
[0.205]

−0.895
***
[0.265]

REVC 0.633
***
[0.0367]

0.911
***
[0.0438]

0.681
***
[0.185]

0.602
**
[0.234]

−1.127
***
[0.186]

−0.986
***
[0.249]

REVS 0.595
***
[0.0385]

0.967
***
[0.0401]

0.469
**
[0.184]

0.392
*[0.215]

−0.851
***
[0.183]

−0.868
***
[0.215]

Standard errors in square brackets. Significance indicated by *

Fig. 3 Marginal effects (overall and over time) in natural logs for SF ratio. The centre point
indicates the estimated mean, with bars for the 95% confidence interval plotted along the y-axis
around the mean
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The confidence limits for how Information Operation vary with time overlap too
much to be able to discern individual operations from one another based on this
measure. However, all of the Information Operations, for symbolic and iconic
information interaction, are significantly different to the activity of reading.

To aid interpretation marginal effects are transformed from log to absolute levels
in Table 5.

Discriminating different forms of information interaction is challenging using
eye movements as they are highly idiosyncratic and prone to significant variation.
Combining saccade amplitude and fixation duration into a single ratio measure
improves the ability to discriminate the Information Operations based on the
explanatory power of the regression model. The SF ratio values of R-squared are
improved by approximately double compared to comparable regression models for
the base measures of fixation duration and saccade amplitude (not reported in this
paper) (Table 6).

Regression post-estimation specification tests (Ramsey reset) return significant
values for symbolic and iconic information interaction indicating missing regres-
sion terms in the model. The significant values combined with the low R-squared
values suggest that the issue is as a result of the idiosyncrasy of the underlying

Table 5 Marginal effects
(overall and over time)
transformed from log to levels
for SF ratio

Information
operation

Overall
(degrees per ms)

Degrees per ms per
% time

Symbolic Iconic Symbolic Iconic

CTRL 0.009 – 2.0 –

FAMI 0.019 0.027 1.3 1.8

FIND 0.019 0.022 1.5 1.5

COMP 0.016 0.024 1.3 1.6

REVC 0.017 0.026 1.3 1.5

REVS 0.016 0.026 1.4 1.4

Table 6 Summary of regression models for SF ratio and corresponding regression models for the
base measures of fixation duration and saccade amplitude (split by symbolic and iconic)

Fixation duration Saccade amp. SF ratio

Symb. Icon. Symb. Icon. Symb. Icon.

Observations 108.911 62.686 104.452 60.358 98.419 56.537

R-squared (%) 3.3 3.6 3.1 6.5 4.5 7.5

RMSE 0.424 0.47 0.851 0.924 0.953 1.075

No. of clusters 411 376 411 376 411 376

Table 7 Ramsey reset results for missing terms in the SF ratio regression model

Outcome measure Info. type F statistic Ramsey reset p value

Ln SF ratio Symbolic 2.77 0.04**

Ln SF ratio Iconic 3.18 0.02**
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measures (saccade amplitude and fixation duration) of the SF ratio (Table 7).
A discussion of how the model could be improved is made later in this paper.

Analysis of information interaction from the regression results demonstrates that
Information Operation stimuli tasks have an effect on eye movement. The effect is
moderate and there is greater within person variation than between person variation.
Styles of information interaction, based on ability or expertise, may potentially
reduce the variation revealing participant specific trends. However, clustering of
individuals into information interaction based groups remains an area for future
work.

Discussion

Cognitive interpretations of the SF ratio are made in this section along with a
broader discussion about the generalizability of Information Operations and their
use in characterising information processing.

Improving Gaze Characterisation

A number of issues with the experimental procedure were encountered in the course
of this research. Some are likely to have impacted the results by adding additional
“noise” and confounding isolation of a gaze-task effect.

Fixed trial durations were employed to limit the maximum duration of any single
recording sessions (typically 45 min), avoiding potential for fatigue (a known gaze
determinant). However, more able participants frequently completed tasks early and
responding being unoccupied for the remainder of the trial duration. During this
time participants reported re-checking answers or simply being bored.
Self-determined trial durations are important for isolating the correct gaze response
to a stimuli task. Unfortunately this is not realistically feasible within the experi-
mental software that was used and could potentially lead to excessive recording
session lengths introducing fatigue. A more streamlined procedure and custom
software could resolve this issue.

Eye movements are highly idiosyncratic and the degree of variation observed in
the fundamental gaze measures of fixation duration and saccade amplitude is
substantial. Corresponding R-squared values for the regression models (goodness of
fit) are relatively low with large confidence intervals for estimated conditional
means. However, data processing techniques, such as filtering to generate the SF
ratio, lead to a substantial improvement in the predictive power of the models. More
sophisticated signal-processing techniques, such as wavelets, and further data
processing such as more noise filtering, could improve the power even further. The
greater within person variation compared to between person variation suggests that
the nature of gaze results should translate between individuals if a good enough
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model can be generated. Including individual participant time trends within the
regression model would be one approach to achieving this.

Cognitive Interpretations of the SF Ratio

The link between eye tracking and cognition can be used to describe information
processing by engineers in an alternative manner to the Information Operation
construct or other similarly derived classification schema. Existing cognitive
interpretations for several gaze measures that relate to information processing exist
already within the literature, such the correlation between cognitive workload and
pupil dilation.

The SF ratio may similarly be used to characterise information processes directly
by inferring cognitive states associated with value ranges. For example, in the
two-streams hypothesis, two visual systems exist; the ventral stream is responsible
for object recognition and identification, the ‘what’ stream; the dorsal stream is
associated with spatial processing, the ‘where’ stream (Goodale and Milner 1992).
A bottom-up cognitive process is associated with an initial ‘orientation’ period in
scene viewing that later drives more in depth scrutiny of the stimulus. It is theorised
that the ‘ambient’ early orientation processing is linked to the dorsal “where”
stream, and the later in depth scrutiny linked to the ventral “what” stream (Goldberg
and Kotval 1999; Unema et al. 2005). Subsequently high values of the SF ratio are
indicative of a more ambient style of processing whilst low values suggest a more
focal style of processing.

In Tables 8 and 9 the SF ratios for symbolic and iconic information interaction
data sets are displayed in ascending order. Ambient processing occurs when large
saccade amplitudes are followed by short fixation durations and is linked to spatial
processing. Focal processing occurs when small saccade amplitudes are followed
by longer fixation durations and is linked to object recognition and identification.

Absolute values of the SF ratio that constitute ambient or focal processing are
dependent on the stimuli scene. For the size of the display used in the experiment
the conditional mean of the SF ratio for reading is 0.009°/ms. At the opposite end of
the range familiarisation during iconic information interaction has a conditional
mean SF ratio three times higher at 0.027 °/ms. Assuming that the control baseline

Table 8 Conditional mean SF ratio for each Information Operation in ascending order, symbolic
information interaction

Rank order Information operation Mean SF ratio

1 Comprehension 0.016 More focal

1 (=) Review selection 0.016

3 Review critique 0.017

4 (=) Familiarisation 0.019

4 (=) Finding 0.019 More ambient
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task of reading is at the focal end of the spectrum, iconic familiarisation is
accordingly at the opposite ambient end.

Finding during symbolic information interaction has the joint highest conditional
mean SF ratio, and the lowest in iconic information interaction. This suggests that
the behaviour of finding is similar regardless of information form interacted with.
Another potential cause for this is that for comprehension and review more time
spent reading reduces the mean SF ratios relative to finding, in which more time is
spent skimming.

Symbolic information and the requirement to read text makes the interaction
inherently more aligned with focal processing. Iconic information interaction,
which is not constrained by word and line spacing conventions, requires greater
spatial processing and is more closely aligned to ambient processing.

Within the ambient/focal spectrum the relative alignment of symbolic and iconic
Information Operations to ambient and focal processing is not necessarily mirrored.
For example, finding relative to other symbolic operations is more ambient, but for
iconic information interaction it is relatively the most focal. In contrast, familiari-
sation is the most closely aligned to ambient processing for both symbolic and
iconic information interaction. This serves to highlight the importance of the stimuli
information source on gaze and making any associated interpretations.

Conclusions

Using protocol analysis for measuring and characterising the information processes
of engineers is problematic for a number of reasons. Existing research lacks
commensurability or the prospect of creating automatic support tools. Eye tracking
addresses some of these issues and a means for using the technique to measure and
characterise information processing is discussed in this paper.

The proposed model of primitive information processes, Information Operations,
is distinguishable using gaze. The operations in conjunction with eye tracking could
be used to provide real-time support to engineers such as adaptive computer
interfaces that detect comprehension difficulty and suggest helpful information.
Compliance checking to determine if a drawing or report has been reviewed could
also be potentially implemented.

Table 9 Conditional mean SF ratio for each Information Operation in ascending order, symbolic
information interaction

Rank order Information operation Mean SF ratio

1 Finding 0.022 More focal

2 Comprehension 0.024

3 (=) Review critique 0.026

3 (=) Review selection 0.026

5 Familiarisation 0.027 More ambient

590 D. Boa and B. Hicks



Acknowledgements The research in this paper has been conducted with the support of the
EPSRC funded Language of Collaborative Manufacturing project. Special thanks go to Professor
Steve Payne, University of Bath, for loaning the use of the eye tracker and the space to use it.

References

Baya V, Leifer LJ (1997) Understanding information managements in conceptual design. In:
Cross N, Christiaans H, Dorst K (eds) Analysing design activity. Wiley, London, p 480

Baykan C (1997) Design strategies. In: Cross N, Christiaans H, Dorst K (eds) Analysing design
activity. Wiley, London, p 480

Birmingham R, Cleland G, Driver R, Maffin D (1997) Understanding engineering design: context,
theory and practice. Prentice Hall, Englewood Cliffs

Boa D, Hicks B (2014) Information operations: a model for characterising the information
interaction of engineers. In: International conference on human behaviour in design

Cross N (2011) Design thinking: understanding how designers think and work. Berg
Çukur T, Nishimoto S, Huth AG, Gallant JL, Cukur T, Nishimoto S, Huth AG, Gallant JL (2013)

Attention during natural vision warps semantic representation across the human brain. Nat
Neurosci 16(6):763–770

Dieter GE, Schmidt LC (2012) Engineering design, 5th edn. McGraw-Hill Higher Education, NY
Dorst K, Dijkhuis J (1997) Comparing paradigms for describing design activity. In: Cross N,

Christiaans H, Dorst K (eds) Analysing design activity. Wiley, London, p 480
Duchowski A (2007) Eye tracking methodology theory and practice, 2nd edn. Springer, London
Gilchrist I (2011) Saccades. In: Liversedge SP, Gilchrist I, Everling S (eds) The oxford hanbook of

eye movements. Oxford University Press, Oxford, pp 1–10
Goldberg JH, Kotval XP (1999) Computer interface evaluation using eye movements: methods

and constructs. Int J Ind Ergon 24(6):631–645
Goodale MA, Milner AD (1992) Separate visual pathways for perception and action. Trends

Neurosci 15(1):20–25
Günther J, Frankenberger E, Auer P (1997) Investigation of individual and team design processes.

In: Cross N, Christiaans H, Dorst K (eds) Analysing design activity. Wiley, London, p 480
Holmqvist K, Nyström M, Andersson R, Dewhurst R, Jarodzka H, van de Weijer J (2011) Eye

tracking: a comprehensive guide to methods and measures. Oxford University Press, Oxford
Hubka V, Eder W (1982) Principles of engineering design. Butterworth Scientific, London
Hurst K (1999) Engineering design principles. Butterworth-Heinemann, London
Newell A, Simon HA (1972) Human problem solving. Prentice-Hall, Englewood Cliffs
Pahl G, Beitz W, Wallace K (2007) Engineering design: a systematic approach, 3rd edn. Springer,

London
Pirozzolo F, Wittrock M (1981) Neuropsychological and cognitive processes in reading
Simon HA (1996) The sciences of the artificial, 3rd edn. MIT Press, Cambridge
Ullman DG, Dietterich TG, Stauffer La (1988) A model of the mechanical design process based on

empirical data. Artif Intell Eng Des Anal Manuf 2(01):33
Unema PJA, Pannasch S, Joos M, Velichkovsky BM (2005) Time course of information

processing during scene perception: the relationship between saccade amplitude and fixation
duration. Vis Cognit 12(3):473–494

Visser W (2006) The cognitive artifacts of designing. CRC Press, Boca Raton

A Means to Characterise and Measure the Information Processes … 591



Personalised Specific Curiosity
for Computational Design Systems

Kazjon Grace, Mary Lou Maher, David Wilson and Nadia Najjar

Abstract The Personalised Curiosity Engine (PQE, pronounced “pique”) is a
framework for computational design systems that models the curiosity of an indi-
vidual user. This model is then used to synthesise designs that stimulate that user’s
curiosity. PQE extends our previous research in modelling surprise and curiosity by
adding a model of a specific user to generate designs that are personally creative for
that user: novel and valuable for them, but not necessarily for society. We describe
PQE as a framework, and then describe Q-chef: a design system applying PQE in
the domain of recipe generation with a goal of diversifying its user’s diet over time.
We evaluate our framework with several simulations of Q-chef components that
serve as a proof-of-concept of the role of personalised curiosity modelling in
computational design.

Introduction

Modelling curiosity has long been of interest to the computational design com-
munity (Saunders and Gero 2001; Merrick and Maher 2009). These models have
been applied in a wide variety of contexts for the purpose of motivating and guiding
exploratory behaviour in computational design reasoning. We extend this approach
with the Personalised Curiosity Engine, or PQE (pronounced “pique”), by simu-
lating the curiosity of an individual human user, rather than by modelling the
curiosity of the computational design system itself. To do so we apply user mod-
elling techniques as part of a model of curiosity that guides a design system to
generate new artefacts.

The benefit of PQE arises when individuals are motivated to broaden their
preferences within a domain, but either have difficulty sustaining that motivation, or
insufficient knowledge to know how to get started doing so. PQE generates designs
that are simultaneously novel and valuable to its user, aligning with the definition of
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creativity in Newell et al. (1959). These designs are unlikely to be creative to
society as a whole, but they are personally creative to that individual, echoing the
distinction between historical and psychological creativity in Boden (2003).
Through exposure to these personally creative artefacts the user’s curiosity will be
stimulated, and we hypothesise that this will pique their interest and motivate the
broadening of their preferences over time. This approach provides artefacts that are
sufficiently novel to retain interest but sufficiently familiar to allow comprehension.

PQE builds on previous work in surprise, curiosity and reasoning about goals in
design systems (Brown 2012; Macedo et al. 2009; Ortony and Partridge 1987;
Grace et al. 2014a, b, Grace et al. 2015). Curiosity is modelled as a preference for
moderately surprising observations, coupled with a situational formation of a new
goal to explore a specific surprising stimulus. Surprise occurs upon an unexpected
observation, one that the system’s prior expectations would have considered highly
unlikely.

PQE is able to model both diversive (i.e. general novelty-seeking) curiosity and
specific (i.e. goal-based exploration) curiosity, based on Berlyne’s model of specific
curiosity (Berlyne 1966). Diversive curiosity values designs that are moderately
novel, for example, using the Saunders and Gero approach (Saunders and Gero
2001) based on the Wundt curve (1874). We model specific curiosity as a situa-
tional narrowing of this diversive interest in response to a highly unexpected dis-
covery, following the behaviour observed in humans (Suwa et al. 1999).
Unexpected discoveries provide new goals for the design system to synthesise
designs that are unexpected in the same way. PQE is metacognitive (Cox and Raja
2011) in that it reasons about its own goals through specific curiosity.

Our example application is the design of new recipes that increase nutritional
diversity, a factor that is strongly correlated with overall health (Drewnowski 1997).
We describe Q-chef, the “curious chef”, a PQE-based design system for synthe-
sising new recipes that broaden a user’s diet over time. We have implemented a
prototype of Q-chef’s curiosity model, and demonstrate its ability to model a
simulated user’s curiosity, create exploratory goals, and then generate recipes based
on those goals. We simulate users with different familiarity with different subsets of
our recipe database, and Q-chef then designs recipes to stimulate their curiosity.
The Q-chef prototype serves as a proof of concept of the PQE hypothesis that
preferences and familiarities can be used by a design system to simulate and
stimulate the curiosity of an individual.

Background

The background for our approach to personalised curiosity and recipe generation
draws on research in computational curiosity and creativity as well as research into
recipe generation as a domain for computational design.
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Curiosity and Creativity in Computational Design

The notion of curiosity has been used to refer both to a trait and a state (Berlyne
1966). Curiosity-as-trait refers to an innate ability possessed by different people to
different degrees, while curiosity-as-state refers to a motivation possessed by people
to seek novel stimuli. The latter definition, curiosity-as-state, is most relevant to
computational design as a motivation for exploratory behaviour in designing
(Saunders and Gero 2001; Merrick and Maher 2009).

Developmental psychology has long supported the notion that the acquisition of
new knowledge is dependent on past exposure to sufficiently similar knowledge. In
education and the psychology of child development, Vygotsky (1978) conceived of
the “Zone of Proximal Development”: the region of adjacent knowledge
approachable by the learner given their current knowledge. Seeking stimuli within
this zone is known as curiosity, and new knowledge expands the zone outward,
leading to yet more curiosity about newly adjacent knowledge. We propose that the
gradual broadening of preference as an individual becomes more experienced with
a domain follows an analogous adjacency principle. This iterative developmental
cycle is the cognitive inspiration for the Q-chef system, and the grounding of our
hypothesis for the effectiveness of diversity as a goal in an HBC system.

Berlyne (1966) proposes that state curiosity can be further subdivided by a
two-axis model. The first axis distinguishes perceptual from epistemic curiosity: the
former is the drive towards novel sensory stimuli, and the latter is the drive to
acquire new knowledge. While both epistemic and perceptual curiosity are possible
in a culinary domain, Berlyne’s second axis is more relevant to Q-chef. The second
axis distinguishes diversive from specific curiosity: the former is the unguided
search for any new information, while the latter is the search for knowledge that
satisfies a particular understanding goal. Diversive curiosity has been the subject of
prior computational models of curiosity (Saunders and Gero 2001; Merrick and
Maher 2009; Schmidhuber 2010) producing intelligent systems with the drive to
explore beyond what they know. A related AI concept, novelty search, favours new
solutions regardless of their effectiveness, and has been shown to outperform tra-
ditional goal-driven search in some contexts (Lehman and Stanley 2008). The
Q-chef model incorporates diversive curiosity through its model of what an indi-
vidual user will find surprising.

The computational modelling of specific curiosity has received significantly less
attention. The question of how to model the triggers of specific curiosity is an area
of active research. In our prior work (Grace et al. 2015; Grace and Maher 2015) we
have taken inspiration from cognitive models of design that suggest specific
curiosity is a key component of problem-framing (Schön 1983). Studies of human
designers find that unexpected discoveries lead to reflective reinterpretation of the
current problem, which in turn leads to further unexpected discoveries (Suwa et al.
1999). This reflective behaviour suggests that surprise is one possible trigger for
specific curiosity, and that it can lead users to reformulate their goals and their
approach to a problem. The Q-chef system models surprise-triggered specific
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curiosity in order to stimulate it in its users. When Q-chef generates a recipe that its
user model indicates will be both highly surprising and highly valuable (i.e. pre-
ferred according to their tastes), it becomes a candidate for specific curiosity. The
generation of such a creative recipe causes Q-chef to formulate a goal for further
exploration of similarly surprising and valuable recipes, focusing both the system’s
and the user’s attention.

Recipe Generation as a Domain for Computational Design

Food and nutrition are extraordinarily complex, as evidenced by the fact that their
impact on health is still an area of active research. This rich and complex design
space makes recipe generation a compelling domain for computational design
research, especially when combined with the increasing availability of large-scale
recipe data and food’s nature as a universal everyday experience. Recipe generation
has been the focus of AI research in the past (Varshney et al. 2013; Hammond
1986; Pagnutti and Whitehead 2015; Morris et al. 2012), but on few occasions has
it been explicitly framed as computational design.

Not only is recipe generation a highly suitable domain for computational design,
there is also a pressing need for technological interventions in dietary behaviour:
obesity and associated health conditions account for a huge and growing fraction of
medical expenditure (Cawley and Meyerhoefer 2012). Dietary diversity has long
been recognised as a strong predictor of overall nutritional health (Vadiveloo et al.
2015; Drescher et al. 2007; Foote et al. 2004), even while the finer points of
nutrition’s impact on health remain an active area of debate within both academic
research and the broader community. Q-chef is a computational design system
driven by the need for dietary diversification: can we design recipes that will lead to
an increase in health-promoting behaviour over time?

Changing food-related behaviour through technology is challenging, requiring
education, motivation, and regular supervision (Barker and Swift 2009). Nutritional
knowledge alone is insufficient (Worsley 2002) for changing food behaviour, as
much of it is poorly accessible, conflicting, or too abstract for users to incorporate
into their culinary decision-making. The PQE approach offloads some of the
knowledge required for recipe generation onto the design system rather than the
user. Computational design systems for health-related behaviour change also face
the challenge of sustaining user motivation (Renner and Schwarzer 2005). Our
curiosity-driven approach is inspired by this challenge, as curiosity is known to
provoke intrinsic motivation.

A major challenge to any attempt to diversify diets is taste preference. The many
reasons for widespread narrow taste preference include habit, culture, economics,
and lack of knowledge. Studies of taste preference have identified a complex
interaction between genetic, physiological, and metabolic variables (Drewnowski
1997), yet a significant portion of the effect can be attributed to simple unfamiliarity
(Liem and De Graaf 2004). Put simply, unfamiliar foods are unpalatable, and the
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strong sensory displeasure they evoke represses the desire to eat more healthily.
Dietary diversification is, however, a self-reinforcing practice: the greatest predictor
of whether someone will like a new food is whether they have been exposed to
other new foods (Steyn et al. 2006; Nicklaus 2009). These psychological traits
make a curiosity-driven design system a natural fit for the recipe generation domain.
Q-chef models a user’s curiosity in order to generate recipes that stimulate their
curiosity, and thereby drive the diversification of their diet over time.

The most well-known computational culinary design system is IBM Watson’s
“culinary cooking” project (Varshney et al. 2013). The Watson team tackled recipe
generation from the perspective of computational creativity, and can generate
recipes that are both fit to a user’s request as well as surprising. Computational
creativity researchers have also investigated the generation of slow-cooker recipes
(Morris et al. 2012) and cocktails (Pagnutti and Whitehead 2015), both cases where
the flavours are complex but the steps of each recipe are simple.

An early successful approach to computational recipe generation was case-based
planning, most notably the CHEF system (Hammond 1986). CHEF generates new
recipes by retrieving existing recipes and modifying them to contain the desired
ingredients. The planning system can identify potential problems with a recipe and
correct them using solutions it has applied in the past. For Q-chef we are initially
treating recipes as sets of ingredients, rather than full plans with ordered steps.

Recommender systems approaches have also been applied to the recipe domain.
Recommenders model user preferences in order to select one or more suitable
recipes from a database. Culinary recommender systems have been used to suggest
personalised recipes, diets, meals or ingredients (Freyne and Berkovsky 2010;
Geleijnse et al. 2011). The Q-chef approach combines the user modelling com-
ponents of these systems with a computational recipe design system.

PQE: A Personalised Model of Specific Curiosity

At the core of the Q-chef system is PQE, a model of curiosity that is personalised to
a single user and capable of both specific and diversive curiosity. The Q-Chef
system implements PQE in the domain of recipes, but we believe the PQE to be
more generally applicable: hypothetically it could be applied to any design domain
where designs that are p-creative (for the user) are desirable. The PQE has three
components: a model of the user’s preferences, the model of curiosity based on user
behaviour and preferences, and a model that synthesises designs for the user. The
interaction between these components and the user is shown in Fig. 1.

The PQE cycle iteratively simulates a user’s curiosity in order to stimulate it.
The user’s feedback on designs refines the system’s model of their preferences and
familiarities, which are used to update a model of what will make them curious. The
two models are then used as input to a computational design system, for which they
provide the evaluation function by which designs that are both preferred and
curiosity-stimulating can be generated. The output of that design system is
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presented to the user, who can then refine the design, enact it, and then give
feedback on it to the system, starting the cycle anew. The system is also capable of
modelling the user’s specific curiosity, by focussing its attention on particularly
novel and preferred designs such that future generated designs share those traits.
This is a form of metareasoning (Cox and Raja 2011) common to designers:
(re)formulation as a result of surprise (Suwa et al. 1999). Curiosity-triggered goals
limit what the system finds surprising, influencing the direction of synthesis.

The User Model incorporates feedback from the user about both their familiarity
with designs as well as their preference for those designs—note that the two must
be recorded separately in order to accurately model curiosity, as someone can be
highly familiar with things that they greatly dislike, or vice versa. Familiarity
ratings provide the basis for personalising the curiosity model, in the same way that
preference rating provide the basis for personalising the preference function.
Familiarity is the system’s estimate of which recipes the user has seen—the subset
on which curiosity evaluation will be based. Preference ratings are used for
determining the value of a design and familiarity ratings are used to determine the
novelty of the design. The User Model outputs a familiarity function and a pref-
erence function, each of which map from a recipe to a scalar value.

The Curiosity Model uses the familiarity function to generate a model of user
expectations and create exploratory goals. Diversive curiosity is based on the
Wundt curve model of (Saunders and Gero 2001), in which there is a peak level of
novelty above which the stimulus becomes progressively more undesirable. PQE’s
curiosity model builds on prior approaches to modelling diversive curiosity
(Saunders and Gero 2001) and on related systems that model user knowledge in
order to recommend things that lie just beyond it (Adamopoulos and Tuzhilin
2014). The Curiosity Model comprises a probabilistic deep neural network that

Fig. 1 To broaden its user’s preferences, PQE learns what its user knows and likes, simulates
their curiosity, then synthesises designs that they find creative
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captures the user’s expected likelihood for different ingredient combinations,
coupled with algorithms for determining surprise and curiosity from those likeli-
hoods. We model designs as being composed of a set of features. The Curiosity
Model evaluates designs for surprising combinations, which consist of a surprising
feature that is of low expected likelihood given the simultaneous presence in the
design of a surprise context, a set of other features. Surprise can then be measured
as the ratio of the rarity of the surprising feature in context to its rarity overall (Itti
and Baldi 2005).

The Synthesis Model then uses the preference and curiosity functions, along
with the exploratory goals, to generate recipe suggestions that are presented to the
user. The Synthesis Model currently uses a simple sampling algorithm that lever-
ages the same neural network as the Curiosity Model, but can be any design
synthesis process. This contrasts with the majority of user-preference modelling
systems, which recommend existing items drawn from a database. PQE applies
technologies from recommender systems to personalise computational design,
allowing for a much greater space of possible curiosity-stimulating designs.

The objective of synthesis is to produce designs that are in the user’s novelty
sweet spot, (i.e. is close to the user’s preferred level of novelty, a parameter we will
establish by experimentation). We use d to refer to the user’s preferred level of
novelty, and it will be initially hand-tuned, but we hope to eventually incorporate it
into the user model. When the Reformulation process identifies a design that is
highly preferable and with novelty ≅ d, it triggers specific curiosity. This can then
be presented to the user as a suggested design, as well as lead to the generation of a
new specific curiosity goal. This goal then weights the novelty term in the objective
function towards similar surprises. Given set of design features d = {f, f2 … fn}, the
objective function is:

Pn
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ð1Þ

where pref(f) is a function from a feature f to a user preference rating, and surprise
(f|d) is the curiosity-weighted surprise for a feature f in the context of the design d.
The first term is the average of how preferred each feature in the design is to the
user, representing the “value” part of the novelty/value definition of creativity. The
second term is the distance between the most surprising feature in the design and
the user’s preferred level of novelty d. This rewards designs for which the most
surprising combination of features is equal to the user’s level of surprise preference
providing the “novelty” part of the definition of creativity.

PQE forms new design goals based on what it hypothesises might trigger
specific curiosity in its user. This leads it to synthesise designs that are both per-
sonally creative and contextually interesting, as it uses its simulation of user
curiosity to stimulate the user’s contextual interest.
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Q-Chef: A Personalised Curious Design System
to Encourage Dietary Diversity

Q-chef is a prototype of the PQE framework in the domain of recipe generation,
intended as a proof of concept. Q-chef internally represents each recipe as a list of
ingredients, which we call an ingredient set representation. This is an incomplete
abstraction to aid the synthesis process which leaves out amounts, cooking times
and the steps to perform the recipe. We intend to post-process the ingredient set
representations into full recipes using techniques from case-based reasoning, but the
current prototype simply outputs ingredient sets. Q-chef utilises two datasets: one of
users, and one of recipes. The Users database stores the preferences of all users. The
Recipes database is stored in both ingredient set and full text formats.

The Q-chef User Model learns a representation of familiarity with recipes. In the
current prototype our simulated users have no taste preferences, as we are focussing
on simulating their familiarity for the purposes of validating our curiosity model.

Familiarity is simulated by partitioning the recipe database into recipes that users
have or have not seen. This is then used as input into the Curiosity Model, which
models user expectations and creates goals to explore surprising recipes. These
curiosity-induced goals drive Q-chef’s Synthesis Model to explore combinations
that surprise it, and will surprise the user if its model of their curiosity is accurate.
These goals are represented as temporary transformations of the surprise function,
causing Q-chef to disregard surprises that are too dissimilar to the one that triggered
the curiosity. The Synthesis Model generates recipes that fit the user, incorporating
any specific curiosity goals into its evaluation of potential designs.

The Q-Chef User Model

In PQE, the role of the user model is to provide the Synthesis Model with what the
user likes, and the Curiosity Model with what the user knows. In the current
prototype user preferences are based on simulated profiles, rather than learned from
real user ratings. We are currently focussing on demonstrating the feasibility of
generation with specific curiosity, and thus are primarily concerned with modelling
familiarity rather than preference. Through knowledge of how unusual the user
finds recipes to which they have been exposed we can infer what recipes (and
therefore ingredient combinations) they are likely to find surprising. We believe that
this cognitively grounded model of curiosity will more greatly motivate users to
adopt a broader diet.
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The Q-Chef Curiosity Model

Q-chef simulates an individual user’s specific and diversive curiosity in order to
generate recipes that will stimulate that user. Diversive curiosity is implemented via
a machine learning algorithm which models the user’s expectations and thereby the
flavour combinations they will find surprising, based on user familiarity data
inferred by the User Model. Specific curiosity is an extension of the diversive
model based on goal reformulation. When a recipe is both highly surprising
according to the diversive curiosity model and highly valued according to the
preference model, it triggers the in-depth exploration of similar recipes through
specific curiosity. This is implemented as a transformation of the surprise evalua-
tion function used for diversive curiosity. This model provides a cognitively
grounded approach to diversifying diet, which has been shown to correlate strongly
with health (Steyn et al. 2006).

The Q-chef User Model provides the familiarity function that is used as input to
the Expectation process that outputs the curiosity function. The curiosity function
evaluates the degree to which a recipe violates the user’s expectations, and is used
as input into synthesis. The base diversive curiosity function can then be perturbed
by specific curiosity. Specific curiosity is simulated by the Goal Reformulation
process, which focuses recipe synthesis on discoveries that are simultaneously
surprising and preferred by the user. Q-chef’s goal is to stimulate this process in its
user, and drive them to explore a new ingredient or combinations thereof over the
course of several recipes. The interactions between the synthesis and reformulation
processes can be seen in Fig. 2. The Curiosity process implements diversive
curiosity, while the Reformulation process implements specific curiosity. The
Ingredient Set Synthesis, Recipe Requests and Post-Processing processes comprise
the Synthesis Model.

Fig. 2 Q-chef’s curiosity and synthesis processes, with the preference and familiarity functions
from the user model shown as input. The user curiosity function guides synthesis toward surprising
(i.e. diversely curious) recipes, while the preference function guides synthesis toward preferred
recipes. The reformulation process creates new goals that implement specific curiosity—these
goals transform what the system finds surprising. The dashed lines around post-processing and the
preference function indicate that those components are not yet implemented
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The expectation process works with ingredient set representations of recipes,
which form the design features described in the PQE model. Ingredients are only a
partial model of the experience of eating, lacking smell, texture, temperature,
plating, emotion, and many other contextual factors. In our current implementation
this model is a proxy for defining a specific user’s familiar and preferred foods. For
example, a recipe for chocolate bacon cupcakes might involve sugar, butter, flour,
bacon, cocoa powder, salt, eggs and baking powder. A user unfamiliar with bacon
in sweet baked goods would rate bacon highly unlikely in the context of sugar,
butter and cocoa. This recipe was amongst the most surprising using a model
trained on 100,000 recipes (Grace and Maher 2016). This highly unhealthy example
highlights Q-chef’s motivation-driven long-term strategy: if a user finds this recipe
both tasty and highly surprising, Q-chef will encourage them to explore this
combination of sweet and salty flavours in contexts such as salads and stir fries.
Exposure to new foods is the best known strategy for increasing dietary diversity in
those with highly restricted tastes (Pliner et al. 1993), and we believe that by
encouraging curiosity instead of prescribing health goals we can change nutrition
behaviour.

Expectation modelling operates as described in (Grace et al. 2015) but is trained
not on the entire database, but on the database filtered through the familiarity
function from the User Model. The result of this restriction is that the curiosity
model’s expectations are derived only from the recipes that the user is believed to
be aware of. This means that some combinations may be surprising to the user even
though they are commonplace in the database. We implement this conditional
model of expectation with deep unsupervised neural network, such as a Variational
Autoencoder (VAE, Kingma and Welling 2013). In our experiments, surprise
contexts are limited to a maximum size of three—it is expensive to evaluate sig-
nificantly larger contexts due to the combinatorial explosion.

When Q-chef encounters an ingredient set containing a combination of ingre-
dients that is both surprising and preferred, it creates a new goal to explore the
underlying flavour combinations in future recipes. Goals are how Q-chef simulates
its user’s specific curiosity, and they temporarily shape what the system finds
surprising to exclude anything unrelated to the surprising combination that created
them. A series of similarly surprising ingredient sets will be synthesised due to the
influence of the goal. This is a kind of reasoning about goals (Aha 2015) reported in
our previous papers (Grace et al. 2015; Grace and Maher 2015). The Reformulation
process (see Fig. 2) assesses such discoveries and decides whether they should
engender new goals. This builds on diversive curiosity by allowing highly sur-
prising ingredient sets to situationally affect what the system finds creative. We
propose that this simulation of the user’s curiosity will allow Q-chef to stimulate
curiosity in its users by further exploring novel flavour combinations if they are
verified as interesting to the user.

Specific curiosity reasons about new goals to focus ingredient set synthesis on a
surprising combination. The Q-chef prototype implements specific curiosity by
applying a weighting to ingredients based on their distance from the combination or
ingredients that trigger surprise. This weighting is currently based on whether the
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new surprise (the one being evaluated for relevance to the specific curiosity goal)
shares either the surprising feature or surprise context of the triggering event. We
are investigating a variety of similarity functions for comparing surprising events,
each of which would represent a different model of specific curiosity behaviour.
This weighting is then applied to the curiosity function to influence synthesis.

The Q-Chef Synthesis Model

The role of the Synthesis Model in PQE is to synthesise designs that are both novel
and valuable to the user. To synthesise novel recipes, Q-chef must search the
powerset of all possible ingredient sets. To search such a large space a heuristic
technique is required, as exhaustive search is unlikely to produce useful designs
within feasible time constraints. The search objective is determined by the
requirement for creativity to the user (i.e. a combination of user preference and
surprise, modified by curiosity-induced goals). The Q-chef Synthesis Model com-
prises the processes of Ingredient Set Synthesis, Recipe Requests and
Post-Processing in Fig. 2, where they are depicted alongside the Curiosity Model
processes due to their tightly coupled nature.

The Reformulation and Synthesis processes of Q-chef iteratively interact to
frame and solve (respectively) the design problem: Reformulation creates new goals
based on the progress of Synthesis, and those goals affect Synthesis. Synthesis
generates ingredient sets that are preferred by and novel (i.e. unexpected) to the
user, using the PQE objective function defined in Eq. 1. The proposed objective
function will maximise the mean user preference of all ingredients in the candidate
ingredient set. In the current prototype this ingredient set representation is returned
to the user, while in future it will be post-processed into a full recipe. This is
inspired by models of design cognition (Schön 1983) and by our own previous
work (Grace et al. 2015; Grace and Maher 2015; Poon and Maher 1997). Synthesis
produces a set of candidates that are then investigated by Reformulation for any
highly surprising discoveries that create new goals. Search proceeds with the
(potentially) modified objective function. This iteration continues until an ingre-
dient set that exceeds an objective threshold is found, or until the maximum time for
searching is reached.

Preliminary Experiments in Simulating Curiosity

We have implemented the model of specific curiosity at the core of Q-Chef (Grace
and Maher 2016), along with a functioning prototype of the Synthesis Model that
allows us to synthesise recipes. The current prototype generates recipes by sampling
from the deep neural network used in the Curiosity Model, which encodes the joint
probabilities over all ingredients. We simulate users by manually partitioning our
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recipe database, creating a subset of recipes that each artificial user is familiar with.
Here we briefly describe our implementation (which is detailed in depth in Grace
and Maher 2016), and then present a set of simulations showing the effect of
different expectations (arising from different familiarity with recipes) on our
curiosity model.

Preliminary Q-Chef Implementation

We have gathered a database of*100,000 recipes from web sources, and removing
those ingredients that appeared in less than 0.1% of recipes as they have insufficient
training examples to build expectations about. We then trained a VAE (Kingma and
Welling 2013) to serve as the model of expectations, with each recipe being rep-
resented as a binary vector of all possible ingredients (119 in our current experi-
ments). Hyperparameters were tuned using Spearmint (Snoek et al. 2012), with the
resulting network having 1000 neurons in each of two encoder and two decoder
layers, and 100 neurons in the hidden layer. We have implemented our model of
surprise using the “wows” method described in Baldi and Itti (2010) that calculates
the likelihood of a surprise feature (an ingredient) given a surprise context (a set of
other ingredients). One “wow” of surprise indicates that one extra bit of information
is provided by the presence of that feature in that context (i.e. it is half as likely to
occur).

We have implemented a sampling-based method to generate designs from the
probability distribution over ingredient combinations captured by the neural network
used in expectation. As a stochastic generative deep network, the VAE learns a
hidden vector of random variables that, when sampled, can be transformed into
vectors of design features (i.e. ingredients). These sampled designs are drawn from
the same distribution used by the model of curiosity, and can therefore be considered
“plausible” designs. We do not claim that this random sampling is a plausible model
for design reasoning, only that it tends to produce designs that are considered
plausible by the system, and thus can serve as an initial generative model.

The current implementation of specific curiosity generates a new design goal to
explore designs similar to the triggering surprise. This is presently triggered based
on a threshold for novelty and value. Generated recipes above this threshold result
in Q-chef transforming its goal and generating a set of recipes with similar sur-
prising ingredients to the trigger.

Simulating Personalised Curiosity with the Q-Chef
Implementation

We separated the dataset of *100 k recipes into two mutually exclusive sets, as an
extreme example of two users with highly different familiarity within the design
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space of recipes. The split was made based on the presence of sugar (brown, plain,
or icing/confectioner’s) in the recipe, yielding *60,000 recipes without sugar (test
user #1) and *40,000 recipes with sugar (test user #2). We compare these two
users with a control: a hypothetical omniscient user who has knowledge of all
recipes in the database (test user #3). We produce such exaggerated simulations of
user profiles as a proof-of-concept of the Q-chef model’s ability to personalise.
Specifically, that it is able to produce different expectations, construct different
exploratory goals, and synthesise different recipes based on the user model.

We compared the most surprising recipes for to each user, noting the level of
surprise elicited in all conditions in each case. The results can be seen in Tables 1
and 2. All values in wows are approximate, as the sampling method yields some
variability. Listed values are the mean of ten runs. Note that wows are on a log
scale, with 10 wows indicating that an ingredient was 210 times less likely in its
context than normally. Scores of <6 wows are considered low, 6–10 moderate, and
>10 high.

The most surprising recipes in the “no sugar” condition involve combinations of
ingredients that would be alien to someone who had never encountered sweet baked
recipes. Beef in a barrel combined mushrooms, beef and garlic with pineapple,
butter and salt, making it highly surprising for the “no sugar” and “all recipes”
users, but unsurprising for the “only sugar” user, as they lack the experience with
those ingredients to make a confident expectation (see Grace et al. 2014a for a
discussion of the difference between novelty and surprise based on confidence). The
bread pudding recipe featured bread in the context of raisins, eggs and pecans,
which was highly surprising for the “no sugar” condition but mundane for the two
“users” with experience in sweet baked goods. The Kreatopita recipe was one of
the few to be surprising for all three conditions: it featured garlic, mushrooms and
cumin in the context of breadcrumbs, eggs and cinnamon. Those three ingredients
in the context are common both in sweetened and unsweetened recipes, so all three
users formed confident expectations.

The most surprising recipes in the “only sugar” condition (#2) used ingredients
rarely found in sweet baked goods in the context of ingredients that are common
there. The Cajun chicken and sausage spaghetti recipe both featured capsicum,
Worcestershire sauce and garlic (rare in sweet recipes) in the context of mint and
flour (common in sweet recipes). Both recipes are from the same source—a Cajun
barbeque cookbook—and involved similar roux bases and herb/spice profiles. None
of the many other recipes involving mint and flour are savoury, leading to maximal
surprise by user #2 and only moderate surprise (for different reasons) by the other

Table 1 The top three most surprising recipes for the “no sugar” user (#1)

Recipe name Description #1 #2 #3

Beef in a barrel Minced beef served in a pineapple ~13 *4 *12

Whiskey bread pudding Bread pudding with whiskey sauce ~11 *3 *3

Kreatopita Greek pastry-topped casserole ~10 *10 *10

Surprise is expressed in “wows” (Ahn et al. 2011)
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users. The bacon and onion muffins combined their eponymous savoury ingredients
with those from baked goods: flour, baking soda, and milk.

We then took the surprising-to-all kreatopita recipe and used it as a specific
curiosity trigger to generate recipes in each of the three contexts. Recipes synthe-
sised by the system under these conditions must contain the same surprising feature
and/or at least part of the same surprise context as the triggered recipe. Table 3
shows the most surprising three recipes from each condition, along with a (manual)
interpretation of each.

The three generated recipes demonstrate the influence of their different famil-
iarities within the recipe domain. User #3, with full knowledge of the recipe
domain, is able to generate a recipe containing the same surprise context as the
kreatopita but a different surprise feature (parsley). User #2 only possesses
knowledge of sweet recipes, and creates surprise using the tension between
breadcrumbs and vanilla. User #1 is able to use part of the triggering surprise
(cinnamon, eggs and garlic) in combination with a new surprising ingredient
(cream) and a number of spices. Each of these recipes is plausible according to
Q-chef’s estimate of the user’s expectations, but simultaneously surprising in that
they contain incongruous ingredients. The recipes generated by users #1 and #2
reflect the limitations of their knowledge: #1 found a savoury recipe that included
eggs and cinnamon, and #2 found a sweet recipe that included eggs, cinnamon and
breadcrumbs. This shows how PQE-generated designs will reflect their user’s tastes
while simultaneously stimulating their curiosity.

Table 2 The top three most surprising recipes for the “only sugar” user (#2)

Recipe name Description #1 #2 #3

Chicken sauce piquant Cajun roast chicken *7 ~15 *5

Italian sausage spaghetti Pasta with sausage chunks *4 ~15 *9

Bacon and onion muffins Savoury muffins *4 ~11 *7

Surprise is expressed in “wows” (Ahn et al. 2011)

Table 3 The three most surprising recipes generated using Kreatopita as a specific curiosity
trigger

User Ingredients Interpretation

#1 Cream, chillies, capsicum, eggs, cinnamon, garlic,
coriander, oregano, black pepper, salt

Spicy whipped
cream dip

#2 Breadcrumbs, eggs, milk, butter, brown sugar, cinnamon,
vanilla

Breadcrumb and
butter pudding

#3 Pork, eggs, breadcrumbs, chillies, cumin, brown sugar,
cinnamon, parsley, salt

Deep fried spicy
pork chop

Surprising features are bolded, surprise contexts are italicised
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Future Development of Q-Chef

The future development of the Q-chef system has three current goals: extend the
user modelling, develop complete recipes, and perform validation with real users.
Creating models of real user preferences will require incorporating techniques from
recommender systems, such as collaborative and content-based filtering. Q-chef
will use these techniques to model user preferences for ingredients and tags, which
will replace the current simulated model of familiarity. Recipe tags will help
identify preference features not easily expressed at the ingredient level, such as
cuisine tags that identify that a particular recipe is inspired by a particular culture’s
food: “Italian”, “Japanese”, etc.

Freyne and Berkovsky (2010) found that inferring ratings of individual ingre-
dients provided more accurate recommendations than ratings of recipes. We intend
to adopt a similar approach, transferring recipe ratings to their constituent ingre-
dients (initially by assuming equal importance for all ingredients, although that is a
simplification we hope to improve on). Recipe preference will be based on the
average of ingredient ratings, which is an assumption that allows us to model
preference in the relatively smaller space of ingredients (*102) rather than recipes
(*105).

We plan to extend our model of recipes to include the concept of flavour. Ahn
et al. (2011) created flavour networks, in which hundreds of common food ingre-
dients were analysed based on their flavour-active compounds and composed into a
graph of the relationships between ingredients based on the compounds they share.
The flavour networks approach has huge potential for Q-chef, both as a way to
calculate similarity between ingredients when determining user preferences, and as
knowledge that can be used during synthesis.

In order for Q-Chef to generate complete recipes from ingredient sets we plan to
apply case-based reasoning. The synthesised set of ingredients will be used as an
index to a case-base of complete recipes. A new complete recipe is generated by
adapting similar complete recipes that include cooking techniques. This process
will use a separate knowledge base of recipes that include a representation of the
ingredients and the cooking instructions (not depicted in Fig. 2).

Conclusions

The PQE framework describes a novel method for modelling the specific and
diversive curiosity of an individual user as part of a computational design system
that synthesises personally creative artefacts for that user. It builds on our previous
work in computational curiosity and surprise to incorporate a model of user pref-
erence that guides it towards designs that would be considered creative by that user,
instead of by the standards of a domain expert.

Personalised Specific Curiosity for Computational Design Systems 607



The Q-chef system describes an application of PQE to the computational design
of recipes for the purposes of encouraging dietary diversity over time. Our proto-
type of the curiosity modelling components of the Q-chef system demonstrate that
PQE finds different designs surprising given familiarity with different subsets of the
design domain, which serves as a proof-of-concept for personalised curious design
systems. Our prototype of specific curiosity demonstrates that different domain
expectations also affect how the search trajectory is influenced by reformulation
after an unexpected discovery.

This research demonstrates that models of curiosity can be used to personalise
the evaluation functions used in computational design. Personalised creative design
systems can provide individuals with new designs that are both interesting and
valuable to them, leading to diversified tastes over time. In the case of recipe
generation such diversification has been shown to correlate with overall health,
providing a compelling domain in which to pursue curiosity in computational
design.
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Traversing the Barriers to Using
Big Data in Understating How
High School Students Design

Robin S. Adams, Molly Goldstein, Şenay Purzer, Jie Chao,
Charles Xie and Saeid Nourian

Abstract The context of this paper is a “large learner data” project that seeks to
respond to existing challenges by introducing educational data mining and learning
analytics into K-12 engineering design research. To probe deeply into student
learning, we are developing and refining computational techniques to analyze large
process analytics datasets generated through a CAD-based software, Energy3D, that
logs design process data as students complete an assigned design challenge, such as
a net-zero energy efficient building. We are combining these process analytics with
demographic data and pre/post-tests of science and design knowledge. In this paper,
we revisit three illustrative research cases to reflect on our experiences and lessons
learned with navigating big data, generating useful data visualizations, and inte-
grating process analytics with traditional performance assessment methods to relate
design actions to knowledge and learning outcomes.

Aims

The context of this paper is a “large learner data” project that seeks to respond to
existing challenges by introducing educational data mining and learning analytics
(Bienkowski et al. 2012) into K-12 engineering design research. Through a 5-year
collaboration, we are applying a data-intensive approach to study student design
learning and performance. The project involves engaging secondary students with
Energy3D (http://energy.concord.org/energy3d), a computer-aided design (CAD)
software tool for designing energy efficient solutions for the built environment based
on Earth science, physical science concepts, and engineering principles required by
the Next Generation Science Standards (NGSS) ETS1 (Achieve 2013).
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To collect large learner data, Energy3D automatically logs design process data
as students complete an assigned design challenge, such as a net-zero energy
efficient building. This includes fine-grained information on student actions,
experimentation results, electronic notes, and design artifacts. For a single student,
process data over the duration of a project can sum up to 20 MB, ranging from 200
to 2000 construction and analysis actions. To probe deeply into student learning, we
are developing and refining computational techniques to analyze these large process
analytics datasets. These techniques are being used to reconstruct the entire learning
trajectory for each individual student with high resolution, providing a holographic
method for assessing student performance. We are combining these process ana-
lytics with demographic data and pre/post-tests of science and design knowledge.

To date, we have produced research findings that focus on investigating common
patterns of student design behaviors (e.g., using scientific experimentation to make
design choices, making trade-offs, idea fluency, and reflection), as well as how
patterns of design behaviors are associated with science and design learning out-
comes measured using traditional performance assessment methods. Throughout
these experiences we have been traversing the challenges of relating design actions
(as logged in Energy3D) and knowledge (as evidenced in Energy3D performance
and measured via pre/post-tests), and how these relationships offer explanations of
learning outcomes. In this paper, we revisit three illustrative research cases to reflect
on our experiences and lessons learned with navigating large learner data, generating
useful data visualizations, and integrating process analytics with traditional perfor-
mance assessment methods. We feel that sharing our reflections is a critical con-
tribution to a larger discussion on what it means to gather, analyze, interpret, and
eventually use large learner data to guide improvements in how students design.

Significance

In the context of K-12 science education, engineering design is a complex cognitive
process in which students learn and apply science and design concepts to solve
open-ended problems to meet specified criteria. Our understanding of what K-12
students learn from engineering design is limited (Katehi et al. 2009). A 2008
literature review concluded that many K-12 engineering education projects lacked
data collection and analysis to provide reliable evidence of learning (Svihla and
Petrosino 2008). The Committee on Standards for K-12 Engineering Education
found “very little research by cognitive scientists that could inform the development
of standards for engineering education in K-12” (National Research Council 2010).
Similarly, how K-12 students learn and apply science concepts in engineering
design processes is a fundamental interest in the learning sciences. Through engi-
neering design projects, students practice science as they gather and analyze data
through experiment-based inquiry and apply this knowledge to conceive, compare,
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and optimize solutions. Although previous research suggests that engineering
design is an effective pedagogical approach to promoting science learning (Apedoe
and Schunn 2013; Hmelo et al. 2000; Kolodner 2002; Mehalik et al. 2008), there
are also concerns about the so-called “design-science gap” (Vattam and Kolodner
2008) that fails science learning in design projects (Apedoe and Schunn 2013;
Hmelo et al. 2000). Overall, there is considerable need for approaches that can
accurately and efficiently assess student design performance and learning of both
science and design inquiry in engineering design projects.

There is a rich history of techniques for understanding how people design;
however, most of these have been implemented in postsecondary and professional
contexts and many emphasize research, not assessment. A common approach is to
capture “think aloud” data to conduct verbal protocol analyses of design processes
or design cognition (Cross 2001). Often verbal data is translated into visualizations
to explore design behavior patterns such as structure-function-behavior design
cognition diagrams (Kan and Gero 2009), process timelines (Atman and Bursic
1998; Atman et al. 2009; Mentzer et al. 2015), and linkography diagrams
(Goldschmidt 2014). Some also use observation and video-based analyses (Purzer
2011; Purzer and Fila 2013). Another approach involves using design documen-
tation such as journals to analyze relationships between design processes and design
performance (Costa and Sobek 2004) or conduct latent semantic analyses to
characterize designer performance (Dong et al. 2004). Others use technology-based
tools that support documenting and reflecting on design processes (Hynes and
Danahy 2010; van Schaik et al. 2011). Some performance-based methods include
using concept maps to assess student understanding of the engineering design
process (Sims-Knight et al. 2004), asking students to explain the relative impor-
tance of various design activities (Adams and Fralick 2010), asking students to
critique a design process timeline and identify process improvements (Hsu et al.
2014), and using design scenarios to assess problem formulation capabilities
(Atman et al. 2008; Adams et al. 2010).

Translating these research-focused approaches for use as assessments in K-12
contexts is a significant challenge. While each approach has strengths, each requires
time-consuming data collection, data management, and data analysis procedures,
often involving extensive human labor. An additional challenge is that the com-
plexity and open-endedness of a design task can make it difficult to discern design
patterns or correlate patterns to performance. For example, a pattern that looks like
“gaming the system” in an inquiry activity (Baker et al. 2008) may be a legitimate
search in a vast problem space for meaningful alternatives in a design project. For
design, performance is not based on “getting the right answer” because multiple
solutions are possible; rather, performance needs to be a function of understanding
students’ growth in knowledge and skills necessary for informed designing
(Crismond and Adams 2012). Collectively, these issues can significantly limit
scale-up and broader use of existing approaches in K-12 classrooms (Xie et al.
2014).
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Opportunity: Large Learner Data
and Technology-Based Assessments

Information technology-based assessments offer a cost-effective solution for scaling
up educational research. Large amounts of relevant data, real time feedback, and
scalable and personalized support can be achieved now with the use of these
technologies (U.S. Department of Education 2010). Similar to the Energy3D pro-
ject, researchers have used technology-based assessments to study inquiry within
interactive media and games (Clarke-Midura et al. 2011; Sao Pedro et al. 2013;
Horwitz 2011; McElhaney and Linn 2011). These approaches have rarely been
exploited for assessing design, a process that includes inquiry but is fundamentally
distinct in many ways (Lewis 2006).

While we anticipate many affordances of integrating technology-based assess-
ment into research on how people design, we also expect this will come with its
own set of challenges. Some of these challenges may be unique to open-ended tasks
such as engineering design that might make it necessary to combine learning
analytics with human-based qualitative analysis to be able to draw strong conclu-
sions about student learning (Worsley and Blikstein 2014). As Socha et al. (2016)
note, some challenges may be the complexity and scale of the data itself such as
being able to navigate a complex dataset that combines multiple modes of data
(e.g., activity logs, reflection notes, video playbacks) which traverse fine-grained to
more macro-level units of analysis; some challenges may be the nature of the
cross-disciplinary collaboration, which may be a requirement for these kinds of
endeavors, which will likely involve negotiating among different perspectives (e.g.,
quantitative-qualitative, software programming-educational research dynamics).

In this paper we focus on sharing lessons learned from using large learner data to
identify, develop, and test approaches for assessing design performance and
learning through engineering design projects in secondary school. In the following
sections, we describe Energy3D, which serves as simulated engineering design
environment for this project. We then present three illustrative cases of research
studies to critique and debrief on our experiences with using large learner data to
understand how secondary students learn design.

Method: Energy3D as a Learning and Research Platform

Energy3D is a free, open-source software that allows students to create 3D build-
ings and simulate energy consumption (Xie et al. 2014). The software offers a
simple 3D graphical user interface for drawing buildings, and evaluating their
performance using cost and energy (solar and heat) simulations (see Fig. 1).
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As a learning platform, Energy3D provides computer-aided engineering tools for
students to design, analyze, and construct green buildings that utilize renewable
energy. For a given design challenge, students can quickly sketch up a
realistic-looking building and then evaluate its energy performance for any given
day and location (see Fig. 1). Energy3D can rapidly generate energy consumption
simulations (i.e., time graphs, heat maps, and a solar simulator) based on compu-
tational physics to allow students to make informed design decisions. Students can
use a notepad tool to describe and reflect on their designs and science simulations.
At the end of the design, Energy3D allows students to print out a design, cut out the
pieces, and use them to assemble a physical scale model.

As a research platform, Energy3D logs all design process data in a non-intrusive
way as students complete an assigned design challenge. This includes fine-grained
information on student actions, experimentation results, electronic notes, and design
artifacts. This interaction data is translated into a JSON data stream for each student
with a list of all interactions including: (1) the date/time the action was carried out,
(2) the file in which the action was carried out, (3) the description of the action (e.g.,
add, edit, move, resize, notepad, etc.), and (4) the object towards which the action
was directed. Energy3D also has the capability of reproducing the design process as
a video display, similar to time-lapse photography, which integrates both activity
log and notepad data.

These fine-grained CAD logs of large learner data possess all four characteristics
of “big data” (IBM 2012): high volume, high velocity (data is collected in real time
to support rapid feedback), high variety of data types (from learner actions to
simulation data and experiment results), and high veracity (data is comprehensive
and accurately documented to ensure fair and trustworthy assessments of student
performance).

Fig. 1 Energy3D performance calculated (e.g., energy and cost)
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Results: Three Illustrative Cases

We are using Energy3D to investigate: (1) patterns and relationships in engineering
design processes and how these are associated with prior knowledge, design per-
formance, project duration, demographic factors, and learning outcomes, (2) the
effect of engineering design process on science learning outcomes (e.g., to what
extent does design iteration contribute to science learning of energy concepts), and
(3) the effect of science inquiry processes on engineering design outcomes (e.g.,
scientific experimentation via Energy3D simulations and how these relate to design
choices and revisions).

Over the past 2 years we have conducted multiple studies in which students use
Energy3D to complete a design challenge. Here we focus on three studies, sum-
marized in Fig. 2. Each study has been previously published, and as such we
provide only limited details relevant for the purposes of this paper. Overall, each
case speaks to different research approaches and lessons learned regarding: con-
ducting multimodal analyses linking micro and macro grain data, integrating pro-
cess data (internal to Energy3D) with pre/post-test data (external to Energy3D),
pursuing targeted analyses using single data modes, and generating visualizations to
support both human and computer-based pattern analyses.

As shown in Fig. 2, the three cases included high school students in the Midwest
or the Northeast. The number of participants ranged from 44 to 109 students: Case 1

Case 1 
-High school in Northeast, Spring 2013 
-63 students in engineering track, over 5 classes 
-Solar Urban Design Challenge

Case 3 
-High school in Midwest, Spring 2014 
-44 students, 8 students in AP Chemistry class 
-Net-Zero House Design Challenge

Case 2 
-High school in Northeast, Spring 2015 
-109 students in engineering track, over 5 classes 
-Solar Urban Design Challenge

Data Sources 

Design replays:  Software-collected logs of student
design actions as students were sketching buildings,
conducting experiments, collecting data using
simulations, and taking reflective notes. These learner
data were used to reconstruct the entire design process as 
snapshot, which in turn were played back just like running
a slide show.

Electronic notes:  All students were expected to take
electronic reflective notes during their design process 
within the Energy3D system.

Conceptions of Design Test (CDT):  Students completed
pre- and post-tests as part of their design experience to
understand students’ conceptions of design terminology 
 
Process Data:  As students designed within the system,
their design actions (process data) are captured in a
JavaScript Object Notation (JSON) file. The file is first 
loaded into R statistical software as a data frame. The
different actions are organized into multiple time series 
(i.e., one per type of action) describing how many times 
this action occurred during a particular minute within the
activity. The number of systematic experiments were
identified and counted.

Participants & Design Challenge 

Fig. 2 Overview of three illustrative cases—context, participants, design challenge, and data
sources
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(n = 63), Case 2 (n = 109), and Case 3 (n = 44). While the number of participants
may appear small, each Energy3D log file is on the order of thousands of design
actions. Students in both contexts completed either one or both of two design
challenges. One challenge, net-zero House, involved designing an energy-efficient
single-dwelling home (Xie et al. 2014); the other, solar urban design, involved
designing an energy-efficient urban block, in which each building could impact the
energy-efficiency of adjacent buildings (Xie et al. 2014). For both scenarios, students
were provided with a one-page handout that summarized design requirements and
provided instructions on how to open, use, and save files on Energy3D. Teachers
were provided with similar curricular resources. Each design challenge project was
implemented during regularly scheduled class hours, and teachers were encouraged
to link the project to other curricular goals including NGSS standards.

Large learner data was collected for each design challenge from every student.
As shown in Fig. 2, this encompassed a variety of data sources and data types. Data
sources included: (1) data automatically collected through Energy3D (i.e., process
data, electronic notes), (2) data collected through Energy3D with additional
post-processing (i.e., design replays, design performance), and (3) data external to
Energy3D (i.e., conceptions of design pre/post-test). In the following sections, we
summarize these three cases to illustrate data visualization outcomes and discuss
lessons learned.

Case 1: Science Connections Through Tradeoffs

For this exploratory study, we were interested in understanding connections
between science inquiry and design, in particular students’ use of Energy3D science
experiments in relation to informed design behaviors (Crismond and Adams 2012)
such as balancing benefits and trade-offs (Purzer et al. 2015). A first step was to
identify which automatically generated Energy3D data would allow directly
investigating these relationships. Energy3D log files document student process data
at a very fine or micro-level grain size—e.g., add, edit, move, and test. Most coding
frameworks on design cognition or design processes articulate design activities at a
larger grain size such as problem formulation or idea fluency, which are likely
comprised of sequential combinations of finer grain actions. Given our research
goals, we selected the design replays and electronic notes (see Fig. 2).

Design replays are generated from Energy3D activity log and allow a researcher
to observe a student’s unfolding design process as a sequence of design actions
captured within the software. Like a video, the design playbacks can be replayed
multiple times either as a whole, from beginning to end, or as smaller episodes to
support focused analysis on a sequence of design actions. Researchers can also set
the playback speed. For example, a design replay can be observed in real time (e.g.,
an hour-long project as an hour-long video) or at a pace such as 10-s increments
(e.g., an hour long project as a 6 min video). The electronic notes are collected
within Energy3D activity logs, and provide a place for students to write reflections,
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outcomes of experiments, ideas for what they could improve, and any other kinds of
issue they want to document. Like all Energy3D data, the electronic notes are time
stamped and logged in the system, and therefore integrated into the design replay
function. In this way, researchers can observe a student’s overall design process
along with their evolving written comments. By combining design replays with the
accompanying electronic notes we could “chunk” a student’s design process into
goal-directed design sequences, which could then be coded with existing empiri-
cally grounded frameworks.

A second challenge was determining useful coding frameworks that would
easily map to the kinds of observable activities evident in the design replays and
electronic notes. Valkenburg’s coding scheme (Valkenburg 1998) provided a useful
mechanism for characterizing sequences of design activities that link goals to
moves (observed in the design replay) and reflections (observed in the electronic
notes). For example, the electronic notes allowed us to see when a student was
working towards a particular goal, such as optimizing a roof design, and the design
replay allowed us to observe the associated design actions or “moves”. Table 1
summarizes this coding scheme, which includes a code for denoting references to
science concepts. It also illustrates how data sources were integrated to analyze
patterns.

Data Visualizations Linking Log Files, Data Replays,
and Reflection Notes

As shown in Table 1, an added benefit of Valkenburg’s coding scheme
(Valkenburg 1998) is the use of symbols that could be used to generate visual-
izations of interconnecting science and design inquiry processes. For example, each
design episode began with a goal, represented with an oval. The triangles represent

Table 1 Action visualization coding protocol (Purzer et al. 2015)

Framework Description Source of evidence ‘Symbol’ in
representation
system

Design goal The goal of a sequence of activities or
the frame of actions

Student notes

Design
moves

The activities students can do within
the system (e.g., make, edit, delete,
change shape, change orientation,
simulation, etc.)

Design replays from
log file

Self-reflection Reflection or thinking about the
actions in relation to the goal or frame

Student notes—
explanations that
link goals to actions

Science
concept

Denotes existence of or reference to a
science concept

Student notes—
explanations
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moves or student actions such as making, editing, or changing the shape of a roof.
When a connection to a science concept is made, this can be indicated with a blue
dot. Student reflections are signified with a diamond. By generating these visual-
izations we could quickly identify connections between science and design inquiry.

Full detailed analyses for two students through visualizations are available in
previous work (Purzer et al. 2015). Design replays supported with detailed student
reflective notes provided sufficiently detailed information for characterizing student
design thinking and design behaviors. One of our research findings was how these
visualizations showed a notable progression of student behaviors starting with idea
generation and evolving to more sense-making behaviors, such as balancing ben-
efits and tradeoffs.

The visualizations also made evident meaningful applications of science
learning when students attempted to balance design benefits and trade-offs. In a
particular design episode (Purzer et al. 2015), the student conducted experiments
based on iterative revisions to the roof and wall of his building, while reflecting
upon the size and direction of window placement and the resulting solar gains. By
mapping design and science inquiry moves and reflections into a combined rep-
resentation we can see evidence of important design behaviors such as systematic
experimentation and decision-making with a trade-off analysis. By deconstructing
the design process and offering a visualization for the interdisciplinary research
team, we were able to better articulate behaviors that were leading to science
connections in students.

Lessons Learned

Overall, this study highlights many of our ongoing experiences with large learner
data. It illustrates issues with navigating multi-modal data—the design replay and
electronic notes are different types of data, although the design replay function
allows integrating these different data types and streams in ways that leverage the
benefits of each data source. The design replays also supported iterative refinement
of our analysis approach. This case also illustrates challenges with mapping
activity-level units of analysis (i.e., captured automatically in the system as edit,
move, resize, etc.) to process-level units of analysis (i.e., observed as design replays
but translated into visualizations through coding). We are developing a sharper
awareness of the non-trivial challenges of translating across different units of
analyses, and how continuing down a pathway of technology-based assessments
will require considerable work to build bridges between existing design inquiry
frameworks and frameworks that can used for fine-grain analyses. This case also
illustrates the value of generating visualizations as intermediate representations for
identifying and characterizing patterns, even though these visualizations are man-
ually created. These visualizations enabled our research team to collectively
understand features of design performance and learning and investigate new kinds
of visualizations that can support discovery-driven research.
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Case 2: Connecting Reflection and Informed Design

This study investigated students’ improvements in design thinking in association
with level and breadth of design reflectivity (Goldstein et al. 2015a). Understanding
students’ design thinking, particularly at the K-12 level is challenging. To tap into
design thinking, we used a Conceptions of Design Test (CDT) (Goldstein et al.
2015a) to assess student understanding of design through ranking and explaining
the relative importance of a list of terms representing informed design (e.g.,
understand the problem, iteration, modeling). This performance-based test was
given prior to starting the first Energy3D design challenge design activity and at the
conclusion of the final design challenge. Assessing reflection presents an additional
challenge. The electronic notes option in Energy3D provides one pathway for
capturing students’ reflections during their design process. For this study, all stu-
dents were expected to write reflective notes while designing their net-zero houses
and were prompted to “describe your design ideas and explain why you think they
are good ideas.” These electronic notes were examined and scored using a coding
protocol based on existing literature that focuses on level and breadth/amount of
reflectivity (Goldstein et al. 2015a).

Integrating System-Generated Data with Questionnaire Data

Using statistical analysis, we sought to understand if a relationship exists between
student reflectivity and their understanding of informed design. As such, this study
provides an example of integrating data generated from Energy3D (the electronic
notes) with data generated external to Energy3D (pre/post Conception of Design
Test). A paired t test was used to evaluate gains in informed design thinking and a
one-way ANOVA was used to evaluate the relationship between student reflectivity
and gains in informed design thinking.

The analysis showed gains in recognition of informed design. We found that
highly and moderately reflective students had higher gains in informed design
thinking compared to those with low reflectivity scores. However, the results did
not indicate that students who demonstrated a higher level of reflectivity also
became more informed designers. One possible explanation is that students in the
study were beginning designers with limited experience. That we observed some
gains in informed design thinking in relation to reflectivity suggests that Energy3D
provides a learning experience that may help students develop awareness even
though their reflexivity skills may lag behind. While reflection is an important
component of designing and design learning, perhaps other behaviors are as
essential. The path to informed design, it seems, cannot be predicted by reflection
alone, indicating the need to better understand how other patterns of informed
design interact.
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Lessons Learned

This study used more traditional forms of assessment (i.e., pre/post-tests and stu-
dents responses/reflections) as opposed to log data. This case provided an inno-
vative way to think about assessing reflection in terms of both breadth and depth.
However, as we move toward using larger datasets, this method of coding reflec-
tions may prove too difficult from a scale-up perspective. In comparison, analyzing
the Conception of Design Test is quite straightforward and could be automated.
Looking at the relationship between reflection depth and reflection breadth might
allow a macro-level view of reflectivity in the future.

By providing students with a reflection prompt, we had a more consistent quality
of reflections than when students are not given any guidance other than to “think
and reflect like an engineer” (Goldstein et al. 2015a, b). Even with guidance, we
have observed that the quality of reflections can vary significantly from student to
student.

We anticipate many future opportunities as we expand on this study leveraging the
large learner data. First, the Conceptions of Design Test provides one vantage point
for eliciting what students consider to be important in designing (and why). In the
futurewe are exploringways to triangulate these types of datawith the process activity
log files to investigate relationships between what students express as important to
design and what behaviors they employ while designing. Similar to the first case, this
will require finding ways to link the fine-grained process data and perhaps sequences
of these actions to performance outcomes from theConceptions ofDesignTest aswell
as reflectivity level to more fully characterize student design performance.

Case 3: Connecting Design Replays and Process Data

Although idea fluency plays an important role in design, it can be hard to identify in
student design activities because we may not have access to the full realm of design
possibilities a student considers before focusing on a smaller subset of options.
Similar to the first case we presented, we used the design replays for this
exploratory study but now in combination with the process data (the micro-grained
activity logs) to examine if idea fluency is observable from watching the student
design behaviors. The research goal was to determine if and how learning analytics
can confirm the presence or absence of idea fluency (Goldstein et al. 2015c).

As an exploratory study, we selected a subset of an existing large learner dataset
(n = 44). We reviewed 3 hours of design activity time for a class of eight students,
representing approximately 160 MB of Energy3D process data as design replays
and the corresponding process data. A coding framework was iteratively developed
for idea fluency as observed through watching Energy3D design replay files. The
coding framework links levels of idea fluency to distinct design actions documented
in the Energy3D log files such as building, modifying or adding walls, roofs,
windows, solar panels, and trees.
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Data Visualizations Linking System-Generated Process
Timelines with Human Observations

Two researchers coded for idea fluency and were able to distinguish a very idea
fluent student from a student who generated considerably fewer ideas. By com-
bining the design replays and the coding protocol, we were able to determine that
idea fluency is directly observable through Energy3D. The most idea fluent student
was observed building and modifying the windows and solar panels in order to
achieve better solar performance of the building. This was observed in the design
replays as she changed the size, shape and position of windows in order to have a
higher functioning home with lower energy usage requirements. She also explored
many positions and quantities of solar panels. In contrast, while the least idea fluent
student in the sample did modify windows and solar panels in his design, he did not
explore a wide range of options. The coding protocol allowed researchers to discuss
student range of ideas numerically, as students’ overall idea fluency scores could
range from 0 to 2.

Challenges with linking observed design behavior (idea fluency) and process
data (build, add, or modify a design element) was further investigated using sta-
tistical analysis. When students use Energy3D, design actions (process data) are
captured in a JavaScript object notation (JSON) log file. We analyzed this process
data for each individual student in the study by loading the log file into R statistical
software as a data frame. The different actions (e.g., build/modify windows) could
then be organized into multiple time series diagrams (i.e., one per type of action)
that show how many times an action occurred during a particular minute within the
log file. Figure 3 represents this action count output for the (a) most and (b) least
idea fluent students identified from the design replay analysis. The process data
analysis confirms that these students are distinguishable by their process data, just
as they were from the design replays.

Figure 3 allows a way to visualize a design process generated from the
fine-grained log files for the most idea fluent student in the class for all possible

Fig. 3 Essentially switching the ideas to read left to right): (Left) Idea fluency as seen from the
process data for the least fluent students (Right) Idea fluency as seen for the most fluent students
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construction activities (i.e., build/modify: walls, roof, windows, solar panels and
tree) and for specific window for building or modification actions. Not only does
the process data correspond with observations from the design replays, the graphs
also offer a useful visual tool to graphically assess the extent to which students
practice idea fluency. As such, we anticipate this approach will be fruitful for
analyzing other kinds of informed design behaviors.

Lessons Learned

In general, this case provides additional insights into using multi-modal data (i.e.,
design replays and process data) to understand design behavior, preliminary stages
of quantifying design behavior (i.e., idea fluency), and generating data visualiza-
tions (i.e., graphs of process data counts) as intermediate representations for
identifying and characterizing patterns. Coding the design replays for levels of idea
fluency allowed us to quantify qualitative data, while visualizations of the process
data allowed a qualitative perspective for the quantitative data. Through the case of
two students, we demonstrated how micro-level process data could be used to
validate macro-level observations made from viewing student design process
through design replays. Together process data and design replays essentially tell the
same story, and might be able to be used interchangeably. However, future work
will need to investigate design behavior that might not be easily detected from
observing the design process, and we will need to continue our growing under-
standing of ways to link fine-grained micro-level design data (distinct design
actions) to macro-level design behaviors (informed designing) to combinations and
sequences of macro-level design behaviors.

Summary and Future Work

Engineering design is a skill that is hard to measure, but it must be fairly assessed if
it is to be taught in every K-12 classroom as required by the Next Generation
Science Standards. The large learner data techniques we are developing through this
project are likely to make an impact on the assessment of engineering design in
K-12 contexts. In this paper, we offer three cases as pathways for thinking about the
kinds of research that can be conducted with large learner data about how students
design and for reflecting on lessons learned. By sharing these experiences we hope
to contribute to crucial conversations on what it means to gather, analyze, interpret,
and eventually use large learner data to guide improvements in how students
design.
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Challenges and Opportunities

As shown in these three cases, we are using Energy3D to investigate (1) patterns of
engineering design processes and how these relate to design performance including
science and design learning outcomes, and (2) relationships between science and
design inquiry. While we are finding that large learner data provides many
opportunities, there are also many challenges. In some cases, we have developed
and tested approaches to resolve challenges; however, the essence of these chal-
lenges remains as areas for ongoing development. These are summarized below in
terms of navigating the complexities of multi-modal data, translating among dif-
ferent units of analysis and inquiry lenses, and generating intermediate
visualizations.

Navigating the Complexities of Multi-modal Data

The data set generated through Energy3D contains data of different types (design
replays, activity logs, electronic notes, process analytics, etc.) and streams (some
data is generated within the system, some requires post-processing). This creates a
rich and complex data set with many opportunities to integrate and triangulate
among different data sources. As an example, the design replays affords zooming in
and out, fast forwarding, and rewinding to locate a phenomenon of importance that
can then be investigated through other data sources. Also, some of the data can be
automatically analyzed; some requires manual coding but could be automated in the
future. However, navigating such a complex dataset to make informed research
design decisions can be its own challenge. What stream or combined streams of
data can best provide the most direct evidence for a given research goal? How to
combine streams that have different scales or units of analysis?

Translating Among Different Units of Analysis and Inquiry Lenses

A central theme in our on-going research is finding ways to map fine-grained
activities captured in the Energy3D logs (e.g., edit, move, add) to more
coarse-grained design process activities (e.g., balancing trade-offs, reflection, idea
fluency). This translation challenge has many elements. In part, it involves mapping
across different units of analysis; in part, it involves mapping patterns that can
emerge through data mining to patterns that have theoretical or practical value. As
shown in these cases, certain kinds of data afford building bridges between different
units of analysis and conceptual frameworks. Case 1 demonstrates how the elec-
tronic notes feature provided a bridge for connecting individual “moves” (activities
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in the log file) and reflections (comments documented in the electronic notes) to
design process sequences (observed in design replays). Similarly, Case 3 demon-
strated how process data could be used to validate observations of idea fluency in
the design replays. Case 2 tells a different story of integrating process analytics with
performance assessments. Other researchers have noted this difficulty in translating
big data from students into actionable intelligence, and our research attempts to
address these difficulties.

Generating Intermediate Visualization

Perhaps the critical importance of visualizations is no surprise; we know that visual
representations can be powerful. The cases presented in this paper continue a
history that illustrates the power of design process visualizations as both outcomes
and intermediate tools for making meaning of design behaviors. Our research team
has repeatedly experienced the many benefits of iteratively generating intermediate
visualizations to aid pattern discovery and characterization, as well as collective
sensemaking. This is providing an added push towards developing visual process
analytic techniques, as illustrated in Case 3. In addition, we are learning how
intermediate data visualizations are helping us traverse the challenges of multi-
modal data: visualizations generated from the micro level data offer a more macro
level view more in line with existing research and frameworks for analyzing design
behavior.

Using the Affordances of Human Analysis as a Pathway
for Scaling Up Big Data Analysis

Many of our studies rely on some element of human labor to establish links
between micrograin design process actions and macro level patterns of design
process behaviors (made up of many combinations of micrograin actions). This is
not feasible at the scale of big data, yet we are finding useful ways to integrate
learning analytics with human based qualitative analyses that could be scalable.
Case 3 illustrates how we combined labor-intensive human analysis with visual-
izations generated from Energy3D log files to test for observed variations of idea
fluency. In other words, we used the affordances of human analysis to characterize
macro-level observations that could then be tested with system generated micro-
grain design action representations. This appears to offer a pathway linking initial
development of design patterns that meaningfully distinguish variations in design
patterns (via human analysis) with log file generated patterns (via automated
analysis).
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Iterative and Integrative Co-development

Through these reflections we came to understand the iterative and integrative
dimensions of large learner data research for the context of design cognition. Most
lessons learned, from these three studies as well as the larger body of research
connected with this project, are used as feedback to improve the Energy3D soft-
ware. For example, we are developing ways to enable automatic assessment of
solution quality, which has consequences for what features are logged in the sys-
tem, how these can be easily extracted for analysis, and what kinds of quality
assessment information might be provided to students as a formative feedback. As
another example, our interest in the informed design behavior of balancing
trade-offs (Case 1) has resulted in integrating cost calculations into the energy
calculations so that students can more easily explore and grapple with trade-offs
between cost and energy efficiency. Similarly, our interest in reflection (Cases 1 and
2) has changed the ways reflection notes appear on the monitor as a prompt for
students to write electronic notes more frequently and with greater detail and intent.

Our experiences also support the insights of Worsley and Blikstein (2014) in
how integrating learning analytics with human-based qualitative analysis may be
necessary for situations that involve open-ended tasks such as engineering design.
Each case in this paper illustrates integrating qualitative and quantitative perspec-
tives as one mechanism for bridging the gap between different units of analyses. In
some cases, qualitative approaches such as observing the design replays are used to
inquire into elements in the log files; in others, quantitative approaches are used to
inquire into qualitatively observed design patterns. Each case also illustrates inte-
grating top-down and bottom-up approaches, which perhaps explains why these
three cases are exploratory studies along two intersecting tracks: exploring features
of a design phenomenon (e.g., reflection, science-design integration, idea fluency)
and exploring what aspects of the system allow investigation or visualization of that
phenomenon. The top-down approach starts with existing design cognition theories
that are appropriate to the study, and then looks for ways to formulate these theories
in forms computable from the Energy3D logs. Case 3 provides a useful example of
this approach. The bottom-up approach starts with the Energy3D logs and attempts
to reveal features in the data using design cognition and performances questions
without necessarily being guided by a specific design theory. While the cases
presented in this paper do not provide as much detail regarding this particular
approach, our other research on visual process analytics provides examples of using
data mining to visualize low-level data for researchers to recognize high-level
patterns.
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Generalizability of Document Features
for Identifying Rationale

Benjamin Rogers, Connor Justice, Tanmay Mathur
and Janet E. Burge

Abstract One of the challenges in using statistical machine learning for text
mining is coming up with the right set of text features. We have developed a system
that uses genetic algorithms (GAs) to evaluate candidate feature sets to classify
sentences in a document. We have applied this tool to find design rationale (the
reasons behind design decisions) in two different datasets to evaluate our approach
for finding rationale and to see how features might differ for the same classification
target in different types of data. We used Chrome bug reports and transcripts of
design sessions. We found that we were able to get results with less overfitting by
using a smaller set of features common to the set optimized for each document type.

Introduction

A significant amount of Software Engineering (SE) research uses data mining to
look for interesting patterns in development artefacts such as documentation or
code. Some of these techniques fall into the category of text mining, where we try
to extract useful information from text documents. We have been working on the
task of looking for design rationale (discussion of design decisions) in documents
using statistical machine learning. This has been a challenging task for many
reasons and we have experimented with varying the classification algorithms
(Rogers et al. 2012) and data features (Rogers et al. 2012, 2014) to get better
results. One of the difficulties we had with our initial dataset, Chrome bug reports,
was the sparcity of the data. Our results sent us working in two directions: searching
for an “optimal” feature set and looking at less sparse datasets to see if we could
achieve better results.
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We developed a system called GAFFS, Genetic Algorithms For Feature Set
optimization, which uses a genetic algorithm (GA) to evaluate different feature
combinations to look for the set that gave the best results (where “best” was the
F-measure resulting from 10-fold cross validation). Our hope was that the
computer-generated combinations might discover some with better results than
feature combinations hand-crafted by the researchers. We also annotated a dataset
from the Studying Professional Software Design (SPSD) workshop (http://www.ics.
uci.edu/design-workshop/) to see if this data would be less sparse and give us better
results.

The results obtained in our initial experiments comparing the two datasets were
interesting. As expected, the SPSD dataset was significantly richer in rationale than
the Chrome Bug Reports. The Chrome Bug Reports had 10.9% of the sentences
containing rationale while the SPSD data had 52.4%. We expected that using the
less sparse dataset as input to our learning algorithms would result in higher
classification accuracy. This assumption was incorrect. Instead the accuracy was
poorer (Mathur 2015). The feature set used was one we had identified during some
of our early experiments using GAFFS, which poses the questions:

• How different are the feature sets needed to look for the same classification
target in two different datasets?

• Is there a set of features in common that we could use to avoid having to use the
GA to create custom feature sets for each set of data?

In this paper we discuss the following. In “Motivation and Issues” section we
give a brief introduction to the motivation for and issues behind extracting rationale.
“Related Research” section presents related work. In “Genetic Algorithm For
Feature Set Optimization” section we describe GAFFS. In “Experiment Design”
section we describe our experiments in comparing feature optimization results for
the two datasets. “Results” section gives our results. We then end with our summary
and conclusions in “Conclusions and Future Work” section.

Motivation and Issues

We have been working towards our ultimate goal of mining rationale from text
documents by using text mining to classify (identify) which sentences contain
rationale. Our approach uses features found in the documents being classified as
input into machine learning classifiers to build models that can be used to classify
additional data. Finding good feature sets for text mining is a critical part of this
process. The number of potentially useful text features (such as the parts of speech
of words, specific words, or the length of sentences), and combinations of these
features, is very large. While it is sometimes possible to use all of the features when
text mining, this can cause problems when noisy features, features that do not relate
to whether a sentence contains rationale or not, are used and less then optimal
results are returned. Using all of the features is also very expensive when
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considering the time and space requirements of a text mining algorithm. Our earlier
work investigated using vocabulary terms (Rogers et al. 2012) and linguistic fea-
tures (Rogers et al. 2014) along with a variety of machine learning algorithms.

In the work described in this paper, rather than working with “hand crafted”
feature sets, we used a genetic algorithm to search for optimal or near optimal
feature sets to identify rationale. Genetic algorithms imitate natural selection, by
having possible feature sets represented as individuals of a population. How well a
feature set performs when used in text mining determines that individual’s fitness,
which, in turn, determines how likely that individual will “mate” and pass on its
features to later, higher performing feature sets. The genetic algorithm constructed
for these experiments is called GAFFS, or the Genetic Algorithm For Feature Set
optimization. Our approach used GATE (General Architecture for Text
Engineering) (Cunningham et al. 2002) to annotate our text corpus with rationale
(manually) and linguistic features (automatically) and WEKA (Waikato
Environment for Knowledge Analysis) (Hall et al. 2009) to build the machine
learning classifiers.

The goals of this work were to create a mechanism for generating and evaluating
GA-generated feature sets and to evaluate these feature sets to see which were more
effective at extracting rationale. We evaluated effectiveness by looking at the F-1
measure of the accuracy of the classification and at the number of features used to
build the classification model.

Related Research

The following subsections describe related research in two areas: feature set
selection and rationale extraction.

Feature Set Selection

The information contained in natural language documents can only be utilized by
machine learning models if it is separated into discrete pieces of data. An important
task of natural language processing is figuring out how to discretize the information
contained in the document, preserving context and other meta-information in a way
that is useful to the models. These features, such as n-grams, parts of speech, and
sentence length, can then be passed on to machine learning classifiers.

While generating many different features for a data set or document is a good
first step, problems start arising when the whole group of features is sent to clas-
sifiers. Features that are irrelevant or noisy can confuse classifiers that will try to fit
to them and lead to sub-optimal performance than if only a subset of the features
were used. Wasikowski and Chen (2010) addresses the problems caused by
unbalanced data by using feature selection among other methods. On average,
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feature selection produced the most improvement when compared to selection and
algorithm solutions.

Filtering is a process where a filter algorithm picks out features and attributes
that it thinks are important and throws the rest away. Wrappers are similar, but they
rely on the classifier to determine what features and attributes are important. The
problem that arises with filters and wrappers is that they sometimes, if not often,
take more time than the classifiers they are filtering or wrapping to run, which can
end up being expensive if the classifier takes a very long time to run.

Fortunately, the time it takes wrappers and filters to run is a function of how
many attributes they have to look at to determine the most relevant ones. If irrel-
evant features can be removed from the set sent to the filter or wrapper and then to
the classifier, speedup will be achieved with little to no loss in performance.

Salcedo-Sanz et al. (2002) used a genetic algorithm as part of a wrapper in order
to provide timely accuracy, however, it is limited when applied to our large
problem, where it is still too slow because it learns over the super-set of features.
Tan (2007) addresses the problem of feature selection by using a genetic algorithm
and a hybrid filter. When used on the 20 Newsgroup and Reuters-21578 datasets,
small to modest gains are observed over information gain filtering. Oliveira et al.
(2010) addresses the problem of feature selection again by using a number of
genetic algorithms this time on six datasets. These experiments showed that the
genetic algorithms produced small to moderate gains over classification without
genetic algorithms. However, these datasets were related to software man/hour cost
estimation, and did not cover design rationale identification.

GAs have also been used in classification tasks for Software Engineering. One
example is Yi et al.’s (2012) work using a genetic algorithm to optimize a support
vector machine to mine binary constraints from partially constructed feature
models. The GA is used to optimize the input parameters to LibSVN: the weight of
the two target classes (requires and excludes relationships) and a c parameter
needed by LibSVN.

A GA was also used to configure Latent Dirichelet Allocation (LDA) parameters
for several different SE text analysis tasks (Panichella et al. 2013). Each candidate
solution contained the four parameters needed to configure the LDA: the number of
topics, the number of Gibbs iterations, the topic distributions, and term distribution
per topic.

Rationale Extraction

Design rationale can be found in relatively unstructured informal documents, such
as inter-developer emails, structured informal documents, such as bug reports, and
structured formal documents, such as requirements documentation. The amount of
design rationale contained in a specific document can range from very sparse, to
very full depending on the document’s intent. Different researchers have different
rationale notations and even definitions.
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Liang et al. (2012) focused on extracting design rationale from patent docu-
ments. A three-tiered model was used to capture issues, design solutions, and
artefacts. First, artefacts were identified using a modified PageRank (Brin and Page
1998) algorithm on frequently appearing words. Next, issue summarization is
performed using issue language patterns as part of manifold ranking. Finally, reason
language patterns are used to identify reason sentences, which are then paired with
the remaining solution sentences to create reason-solution pairs. They achieved a
.185 F-measure for artefact identification, a .520 F-measure for issue summariza-
tion, and a .562 F-measure for reason-solution extraction.

Toeska Rationale Extraction (TREx) (López et al. 2012) is based on GATE and
extracts “knowledge units,” only some of which correspond to rationale. It does this
using manually created extraction rules to identify properties defined in architecture
and rationale. They used this tool to extract knowledge units from 26 pages of
architecture documents and achieved an F-1 value of 50% for their aggregated
extraction results. This approach used Information Extraction NLP techniques
rather than the statistical Machine Learning approach used in our work.

A similar, although not identical, problem is identifying arguments in legal texts.
Palau and Moens (2009) reported an accuracy of 73% on to a corpus of sentences
where 50% of the sentences contained arguments and 80% on a corpus of legal
texts. Their approach used linguistic features (specifically modal auxiliaries,
adverbs, and verb tense) along with n-grams and keywords.

Our earlier work (Rogers et al. 2012) explored using ontologies to provide
feature sets with a large number of different classifiers to extract design rationale
from Chrome bug reports. The best F-1 measure achieved was 59.7% for binary
classification (rationale/not rationale). Using linguistic features and n-grams rather
than the ontologies improved the classification to 67.6% for binary rationale and
56.9% for the argumentation subset (Rogers et al. 2014). The two papers used
different datasets, with the (Rogers et al. 2014) set following a more rigorous
annotation process (this is the data we use here).

Genetic Algorithm for Feature Set Optimization (GAFFS)

The goal of GAFFS is to use a genetic algorithm to determine optimal feature sets.
The chromosomes are the feature combinations and the fitness function is the
F-measure output by a machine learning classifier. This process used the following
steps:

• Annotating data to produce test and training sets. We did this using the process
described in our earlier work (Rogers et al. 2014).

• Extracting the features from the documents in our training set to produce data
we could then use to train and test our classifier. The data was split into folds at
this time so that it could be used in cross-validation.
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• Calculate the Information Gain for each feature instance for each fold. This was
time consuming so we developed our own Information Gain implementation
and calculated it for each feature and fold outside of the GA.

• [Looping for all generations] Create the chromosomes for use in the genetic
algorithm. Each chromosome would be a feature set (a set of feature types).

• Use the chromosomes to extract the relevant features from the documents to
build the Attribute-Relation File Format (ARFF) files needed by WEKA to build
the classifier. The information gain calculated earlier is used to reduce the
number of instantiated features used to 1000.

• Build and evaluate a classifier for each feature set, using 10-fold cross validation
with the folds we created earlier.

• Use the fitness of each chromosome (the classification result) to create a new set
of chromosomes to evaluate during the next generation.

Figure 1 shows the processing steps used by GAFFS.

Feature Extraction

The feature extraction algorithm is used to pull the features out of the documents
prior to classification so that this part of the process would only need to be per-
formed once rather than for each iteration of the genetic algorithm. The extracted

Fig. 1 GATE–WEKA pipeline for classifier building
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features can then be combined to form each feature set evaluated as candidates for
building the final classification model. The XML documents exported from GATE
have each document annotated with tokens (individual pieces of text separated by
white space, such as words), sentences, and feature categories. The feature extractor
then pulls this information into a CSV file that maps each input sentence to the
features present. Each row of the CSV file corresponds to a sentence and contains
the name of the XML file that the sentence came from, the sentence ID, the output
of feature generation for each feature (including closest sentences as separate fea-
tures), the type of rationale that is or is not present, and the fold number (the fold
numbers are generated randomly and are used later when the dataset is split into
cross-validation folds).

Simplified Information-Gain Filtering

Each training set (one for each fold) then goes through simplified information-gain
filtering that selects the 1000 most relevant learning attributes from the training set
and creates a new ARFF file, with only the 1000 most relevant attributes included.
In initial tests, where WEKA’s info-gain filtering was used, it became obvious that
filtering was taking up much more time than classification, and was increasing the
length of time necessary to run experiments. For this reason, we developed our own
simplified version that separated out the information gain calculation from the
information gain filtering so that the calculation only needed to be performed once
for the data set. Information gain filtering, or info-gain, is a simple filter that tries to
measure the information entropy of attributes based on the number of times it shows
up in rationale and non-rationale containing sentences. Information entropy can be
estimated by the absolute value of the difference of the number of times an attribute
is included in a rationale sentence and the number of times an attribute is included
in a non-rationale sentence divided by the total number of occurrences of that
attribute, shown in (1).

Arat � Anon�ratj j
Atotal

ð1Þ

Arat is the number of times an attribute is found in a rationale containing sentence,
Anon-rat is the number of times an attribute is found in a non-rationale containing
sentence, and Atotal is the number of times an attribute is found in any sentence.
This means that attributes that occur more frequently in either rationale or
non-rationale sentences have lower entropy.

For each feature and each fold, a list of the attributes and their info-gain score
were generated and then sorted. Each list was then saved as a text file, where each
line contained an attribute and its info-gain score where the best scoring attribute
was recorded at the beginning of the document and the worst scoring attribute was
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recorded at the end. This was used in filtering to choose the 1000 attributes with the
best info-gain scores.

The Genetic Algorithm contains three main components:

• Capturing feature sets as chromosomes
• Using the WEKA classification results and feature set size to compute the fitness

of each chromosome (feature set)
• Generating a new population of chromosomes through selection, mating and

mutation.

These components are described in the following sections.

Feature Set Chromosomes

Chromosomes describe the feature sets used to build the input ARFF files and
consist of the binary inclusion of all of the possible features. They are initially
generated randomly with a uniform distribution.

After the chromosomes are used in ARFF generation, they are saved as binary
files, and loaded back in at the end of classification, for combination and mutation.
An example chromosome showing which features are included in the set is shown
in Fig. 2. In this example, the features shown are parts of speech and the numbers
shown before them are the n-gram count in parenthesis and the number of neigh-
bouring sentences included in curly braces.

Fitness Calculation

After each chromosome is loaded in after classification, each chromosome is given
a fitness based on how long the classification took and what the chromosomes’
F-measure was. The fitness function determines how “fit” a chromosome is, that is,
how likely that chromosome will produce offspring for the next generation. The
fitness functions use the F-measure generated by WEKA’s 10-fold cross validation
for each chromosome. The F-measure was multiplied by one minus the fraction of
the number of features in the feature set and the number of possible features in that
set. Fitness is calculated by (2).

Fig. 2 Chromosome example
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fitness ¼ Fmeasure � 1� Setnum
Setpossible

� �
ð2Þ

where Setnum is the number of features included in the feature set and Setpossible is
the number of possible features in that set.

Population Generation

After each chromosome is given a fitness score, the GA needs to select which ones
should be used to produce the new generations. The fitness function is transformed
according to Boltzmann Selection (de la Maza and Tidor 1993) before using
roulette wheel selection to get the next generation. Boltzmann Selection is used to
preserve diversity in early generations, but to force convergence in later genera-
tions. The post-Boltzmann Selection fitness is equal to the fitness divided by the
quotient of the generation number and the total number of generations, all over the
average of the finesses divided by the quotients of the generation number and the
total number of generations.

Roulette wheel selection then gives each chromosome a slice of the wheel
proportional to its fitness where the proportion is modified so that the beginning
generations allow less fit individuals a greater chance of producing offspring,
preserving some initial variance.

For each pair of parents selected, two new chromosomes are created by copying
the old chromosomes. Every gene (feature) has a chance of being selected as a
crossover point candidate, referred to here as the crossover candidate rate. This is
different than some other genetic algorithms that have a set number of crossover
candidates for each chromosome (Mitchell 1996). Doing it this way removes
location bias from combination. Every crossover point candidate has a chance of
being selected as a crossover point, referred to here as the crossover rate. After the
combination of the two parent chromosomes, switching at the crossover points,
each gene on each child chromosome is then subject to random mutation (Fig. 3).

Experiment Design

The following sections describe key components of our experiments: the dataset
used in the experiments, our classification goal, the types of features considered,
and the GA parameters.
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Input Dataset

We used two datasets for this experiment. The first was a set of 200 Chrome bug
reports extracted randomly from a subset of the data provided for the Mining
Software Repositories 2011 mining challenge (http://2011.msrconf.org/msr-
challenge.html). We started our work using bug reports because we found that
they contained discussion between the developers about how the bug should be
repaired. The data was annotated by having two researchers annotate each docu-
ment and a third researcher adjudicate. The bug report data contained significant
amounts of rationale but is still considered a relatively sparse data set because the
percentage of rationale is low—under 11%. Details on how bug reports were
selected and annotated can be found in Rogers et al. (2014).

The second was from the Studying Professional Software Designers (SPSD)
project. This data consisted of three interview transcripts, each of which had two
experienced software designers brainstorming a design for a traffic-light simulator.
The same annotation process was used for this dataset. The SPSD dataset was more
balanced—52.4% of the sentences contained rationale.

Fig. 3 Combination and mutation example
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Classification Goals

The classification goals of this set of experiments were the same as in our earlier
work—identification of rationale. The data was annotated looking for specific types
of rationale:

• Requirements—statements that the software was required to do something;
• Decisions—statements that indicated what issue had to be resolved. Bug report

titles indicated decisions although others could arise in the text;
• Alternatives—different options for resolving the issue described by a decision;
• Arguments—reasons for or against an alternative;
• Assumptions—claims made in the bug report where the author indicated

uncertainty;
• Questions—questions posed in a bug report. These often appeared as part of

“boiler plate” occurring in each bug report.
• Procedures—description of actions needed to gain information required to

answer a question or make a decision.
• Answers—answers to questions posed in the bug report.

A sentence can be classified as more than one type of rationale.
The experiments described here looked to see if a sentence contained argu-

mentation, i.e. Requirements, Decisions, Alternatives, Arguments, or Assumptions.
These were grouped into one category. Our earlier work referred to this as the
Argumentation Subset.

Candidate Classification Features

Our earlier work looked at two types of features—specific domain vocabulary
words (Rogers et al. 2012) and linguistic features (Rogers et al. 2014). Features are
the most important part of the machine learning process since those are what the
classifiers are using to determine if rationale is or is not present. We used a total of
753 different feature types as candidates for inclusion in our feature set.

• N-grams are series of N adjacent words concatenated with each other. When
N-grams are referred to in this document, they may alternatively be called terms
like “3-grams” or “bigrams”, but the “-gram” suffix designates them as made up
of actual words. N-grams can provide strong correlation information, but at the
cost of an extremely large set of attributes to learn over.

• Parts of speech (POS) are Penn-Treebank (Marcus et al. 1993) parts of speech
for a word. Like N-grams, they can be concatenated adjacently by adding a
number suffix, “2-pos” for example. Parts of speech can provide some corre-
lation information, but tends to be limited due to the extremely small set of
attributes to learn over.
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• N-grams for specific parts of speech are the word instances of a specific part of
speech. Only verbs, for example. They can also be concatenated in the same
manner as above. N-grams for specific parts of speech can provide strong
correlation information, as N-grams, but also cut down the set of attributes to
learn over, due to only having a subset of N-grams.

• General and domain terms are like N-grams for specific parts of speech, but
instead of being a specific part of speech, the word must be on either a general
rationale argument vocabulary list (Burge 2005) or a security domain vocabu-
lary list (AuditMyPC 2010). The general vocabulary list is derived from an
argument ontology that contains common reasons for making software design
decisions. The security domain vocabulary terms list is a list of terminology that
applies specificity to web services, in order to more accurately target the data
used (Chrome bug reports). It has similar benefits to the N-grams for specific
parts of speech, with two exceptions: First, because the lists are created with
rationale containing sentences in mind, general and domain terms are more
likely to be relevant. Second, because the lists are created before looking at the
data, general and domain terms may overlook words that have strong correlation
but are not on the list, limiting discovery.

• Sentence length is the number of words in a sentence. While obviously limited,
it can be used to find sentences that are unlikely to contain rationale, such as
those that are very short (1–4 words).

• Acronyms were annotated by looking for words that did not appear in the
WordNet dictionary. They were added as feature because an individual acronym
might not appear frequently enough to impact classification on its own but the
presence or lack of technical terminology might indicate rationale.

• URLs were also tagged in the rationale as features. We did this since it was
likely that rationale would not include URLs and we hoped this would make it
easier to exclude this text.

N-closest sentences allows for context to be shared between sentences. When
any of the above features uses closest sentences, that sentence’s attributes as well as
adjacent sentence’s attributes within N (so 1-closest sentences include the sentence
before and after, 2-closest the two sentences before and after) are weighted (to
emphasize nearer sentences) and added as a feature. This way a sentence can
indicate the presence or absence of rationale around it.

GA Parameters

The GA has a number of parameters that can be adjusted. These are the population
size, the number of generations, the combination rate, and the mutation rate.

To make sure that all of the features had a good chance to be in a set and have an
impact to that set, the population size was set to 100.
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There are usually two ways to decide the number of generations a genetic
algorithm will have: iterate until there is little to no improvement of the best fitness,
or choose the number of generations beforehand (Mitchell 1996). Because
Boltzmann selection is being used, the number of generations is needed beforehand.
Two things dictate how many generations should be run, the number of generations
it takes for little to no increase in the fitness between generations and the time
available for experiments. Preliminary trials showed that a fairly small number of
generations was sufficient to reach convergence so we chose to work with 20.
Figure 4 shows that the GA appears to converge fairly quickly.

Because of the small number of generations, the combination and mutation rates
should be higher than average, in order to promote greater variance. Combination
describes the process of taking two parent chromosomes and diving their genes
between two child chromosomes. Every gene has a chance of being selected as a
crossover point candidate, referred to here as the crossover candidate rate. This is
different than some other genetic algorithms that have a set number of crossover
candidates for each chromosome (Mitchell 1996). Doing it this way removes
location bias from combination. After the combination of the two parent chromo-
somes, switching at the crossover points, each gene on each child chromosome is
then subject to random mutation, the chance of which is known as the mutation rate.

The crossover candidate rate was chosen to be 1/7 (.14), the crossover rate was
chosen to be .7 and the mutation rate was chosen to be .01.

Fig. 4 F-measure over generation
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Results

After the experiments were run, the results were collected and then evaluated. When
a GAFFS experiment ends, it produces a text file that contains all of the feature sets
of the last generation, with their F-measure. They are also sorted by F-measure so
that the best performing individual is the first on the list.

We were interested in answering the following questions:

• How different are the feature sets needed to look for the same classification
target in two different datasets?

• Is there a set of features in common that we could use to avoid having to create
custom feature sets for each type of data?

Our earlier experiments used all 200 Chrome bug reports to build our classifiers,
which were evaluated using 10-fold cross-validation. In the GAFFS experiments we
used 70% of our corpus for training, reserving 30% for testing the classifiers. Earlier
work used a variety of classification algorithms while these experiments only used
the Naïve Bayes Multinomial classifier because it took less running time. We ran
our experiments using the Chrome bug reports and the SPSD data.

Classification Accuracy

Table 1 gives the results for classifying the Chrome bug reports using GAFFS to
generate optimal feature sets. This is displayed as precision (P), recall (R), and F-1
measure (F)—the harmonic mean of precision and recall. The last row of the table
gives the Inter-Annotator agreement F-1 measure when we compared the results
from the two human annotators. The results from GAFFS had a better accuracy than
the human annotators when training (with 10-fold cross validation) and were close
in value for the test set. We did improve on our earlier experiments with Naïve
Bayes and hand-crafted feature sets but were only slightly better than the results we
achieved using WEKA’s Stacking classifier with SGD, PART, and BayesNet
(which runs much more slowly than Naïve Bayes).

Table 2 gives the results for classifying the SPSD data using GAFFS generated
optimal feature sets. The accuracy was better than the human annotators when
training (using 10-fold cross validation) but were much worse when testing.

Table 1 Chrome bug report
results

Strategy P R F

GAFFS (train) .446 .815 .576

GAFFS (test) .288 .859 .432

Naïve Bayes (Rogers et al. 2014) .857 .209 .335

Stacking (Rogers et al. 2014) .698 .484 .569

Inter-Annotator Agreement .461
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The SPSD data had a higher percentage of rationale than the bug reports but was a
much smaller dataset overall with 2310 sentences versus the 19,521 in the bug
reports.

We also wanted to see how the feature sets optimized for one dataset would
work on the other—how big an impact is the feature set versus the data? When we
used 10-fold cross validation and the training data the results were worse when we
used features optimized on the other data but when we were running in test mode
(the training data built the classifier and the test data tested it) the results improved
when the features were swapped, by almost 10% for the SPSD data. Table 3 shows
these results.

Comparison of Feature Sets

We used 753 different features as input to the Genetic Algorithm. These can be
broken into types:

• Specific part of speech features—these are the 36 Penn-Treebank features
(Marcus et al. 1993).

• General part of speech features—these are generic parts of speech—adjectives,
adverbs, conjunctions, nouns, pronouns, verbs.

• Ontology terms—security ontology terms (AuditMyPC 2010), SEURAT argu-
ment ontology terms (Burge 2005), and both sets combined.

• Verb roots—stemmed verb values
• Parts of speech types (Marcus et al. 1993)—converting specific words to their

POS type to look for type patterns.
• Bag of words (unigrams)—combinations of adjacent words.
• Acronyms and URLs. We tagged URLs as features and also any words that we

could not find in WordNet (which would capture acronyms).

Table 2 SPSD data results Strategy P R F

GAFFS (train) .576 .752 .652

GAFFS (test) .630 .246 .354

Inter-Annotator Agreement .61

Table 3 F-measures bug report and SPSD comparison

Data set Chrome bug report optimized SPSD optimized

Bug Report (10-fold cross validation) .576 .422

Bug Report (test) .432 .439

SPSD (10-fold cross validation) .625 .652
SPSD (test) .466 .354

Best results for feature set
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• Sentence length—the number of words in a sentence.

For each of these (except the sentence length) we looked at N-grams from 1 to 5.
We also include a two more sets of features that combined data from the sentence
we were classifying and the 1 and 2-closest sentences (the sentences immediately
before and the immediately after). The closest sentences were used to try to capture
the influence that context might have on classification.

When we compared the feature sets for the Chrome Bug Reports and SPSD data
we found they had 14 features in common:

• Conjunctions
• 2-gram verbs in 1-closest sentences
• Symbols in 1-closest sentences
• 4-gram preposition or subordinating conjunctions in 2-closest sentences
• 2-gram adjective, comparative in 2-closest sentences
• Preposition or subordinating conjunctions
• 3-gram verb, past participle in 2-closest sentences
• 5-gram determiner
• 2-gram personal pronoun in 1-closest sentences
• 3-gram proper noun, singular in 2-closest sentences
• Unigrams (bag of words)
• Domain ontology terms in 2-closest sentences
• 3-gram conjunctions in 2-closest sentences
• Determiners

Common Feature Classification Accuracy

We used this common set of features with the training sets in cross-validation mode
and using the training data to train and the test data to test. The results are given in
Table 4.

The common feature set gave comparable results to the optimized features with
the exception of the Chrome bug report training set, where it had a much worse
performance. Precision and recall were similar for the training and test data but the
recall was much worse for the training data. At this point we can only speculate on
the reason. One difference in the test and training runs is that when we were using

Table 4 Results with a common feature set

Data set P R F

Chrome Bug Report (training w/10-fold cross validation) .300 .463 .364

Chrome Bug Report (test) .384 .881 .534

SPSD (training w/10-fold cross validation) .535 .683 .600

SPSD Test .657 .660 .657
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cross-validation we used our own InfoGain calculations for the information gain
filtering while when we did the test runs we had WEKA do the information gain
filtering for us.

Conclusions and Future Work

The experiments in this paper were designed to answer the following questions:

• How different are the feature sets needed to look for the same classification
target in two different datasets?

• Is there a set of features in common that we could use to avoid having to create
custom feature sets for each type of data?

The feature sets were similar in the total number of features (only one different)
but only had 14 features in common (a less than 2% overlap). The SPSD features
had 14 more features that utilized neighboring features than the Chrome set. For
N-grams, the SPSD features had more 1- and 2-grams but fewer 5-grams. The
number of specific parts of speech were the same, general were only different by
one. The SPSD features used more general ontology terms while the Chrome
features used more domain ontology terms. The SPSD features used acronyms and
URLs but not sentence length while the Chrome features used sentence length but
no acronyms or URLs. The Chrome features used more verb roots and general parts
of speech while the SPSD features used more unigrams (bag of words).

With the exception of the Chrome training data in cross-validation, we were able
to get similar or better results when we ran experiments with the smaller common
feature set.

We have a number of future experiments planned that build on this work. These
involve updates to the GA fitness function, adding learning algorithm optimization,
identifying additional features, and working with new datasets and classification
goals. We also plan to run some experiments with different algorithms. We will start
with some of the algorithms that gave good results in our previous papers. We also
have the GA set up so that we can add the algorithms to the chromosome and
optimize their selection along with the feature sets.

While 753 is a large number of candidate feature types it is still possible we may
have missed some. We plan on studying the miss-classified instances to see if there
are any common features we need to add to our algorithms.

GAFFS can be configured to classify any target, not just rationale. We would
like to apply this process to other text mining tasks to see how effective the
approach will be. Classifying rationale has proved to be a challenging task, as
shown by the inter-annotator agreement values, but the techniques we have
developed can be applied to classify any text data.
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The Topology of Social Influence
and the Dynamics of Design Product
Adoption

Somwrita Sarkar and John S. Gero

Abstract This paper presents the results of studies on how the dynamics of design
product adoption is affected by the topological structure of social communication
and influence between consumers, without any changes in the designed product.
The dynamics of product adoption are studied over random, modular small world,
and scale free social network structures, under local rules of communication.
Results show global behaviors emerging from these local agent communication
rules, including states where populations completely accept or reject products,
starting from similar initial states, as well as regimes and cycles of synchronized
behaviors of adoption and rejection. It is claimed that without modeling consumer
interactions, understanding and modeling of innovation in design will remain
inadequate. Since there could be fundamental limitations to the predictability of
adoption behaviors under social influence, innovation strategies could fare better
when they focus on the quality, novelty, and technological advances they could
bring instead of being guided only by social popularity and influence.

Introduction

Traditionally design research has focused on the design processes of the individual
designer (Bayazit 2004; Cross 2008; Dym and Brown 2012). This was followed by
research into the design behavior of teams of designers, whether collocated or
remotely located (Badke-Schaub et al. 2007; Singh et al. 2013; Stempfle and
Badke-Schaub 2002). More recently the product’s consumer has been brought
within the ambit of product design and innovation through feedback of consumer
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behavior and its effect on product design cycles. Information about consumer
behavior is becoming increasingly available through their use of social media as
they search for and decide to consume products (Forbes and Forbes 2013; Solomon
et al. 2014). As a consequence the consumers’ behavior is increasingly taken into
account as part of an expanded view of the design activity.

Designing, then, ceases to be a linear activity in which an individual or group of
producers generate products, deliver it to consumers, who then consume the
product. It also ceases to be an iterative feedback based cyclic activity in which the
feedback from consumers is used to improve or innovate on products for the next
cycle of generation. Instead, designing becomes a networked social activity, where
the dynamics of social communication between the actors (producers and con-
sumers) governs whether or not and how a product is adopted.

It has been shown in live Web based social experiments, for example, that with
the quality of the products remaining exactly the same, the presence, absence and
degree of social communication between agents could lead to completely different
regimes of adoption (Salganik et al. 2006). While product quality did matter, in that
while the best products rarely did poorly and the worst ones nearly always suffered,
but with a large margin, increasing the strength of social influence amongst con-
sumers made the rankings both more unequal and unpredictable. Thus, predicting
exactly how successful a product will be, and how a producer must change their
innovation or production strategy becomes a particularly hard problem to solve,
given that even chance communication on social networks could change the out-
comes dramatically, with no change in the profile of products competing in the
market.

Further, social influence may or may not always be positive. For example, the
networked structures of technological innovation diffusion that are too deeply
influenced by a majority supported social communication could actually end up
limiting, hindering, or slowing down innovation (Robertson et al. 2007). Thus, to
understand the scenarios under which innovations succeed or fail, it will be
important to understand the structure of topological social interactions between
consumers, even if one possible emerging policy from such studies is to weight
personal values and opinions more than the prevailing social opinion in specific
cases in order to meaningfully advance innovation.

As part of a larger scale project that covers the interactions between designers,
the interactions between designers and consumers and the interactions between
consumers, in this paper we present a preliminary effort to model the diffusion of
social influence by consumers over social networks and study how this affects the
dynamics of product adoption over time. In particular, under simple and standard
local rules of social interactions between consumers, we empirically study whether
the topology of the social network has any significant effect on global adoption
behaviors for the entire population of consumers.

We study whether under a specific network structure, there is any certainty of a
product failing or succeeding, without changing its design quality. We note here
that in this preliminary model, we consider design quality and other factors as
constant. This allows us to focus on a simple model of social communication and its
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effect on adoption. Since (real) adoption behaviors are dependent on both design
quality as well as social communication, along with host of other factors such as
production and distribution strategies, marketing techniques, and demographics, we
believe it will be useful to focus on a simple model where all else is held constant.
This allows us to specifically focus on the question of social communication in
order to understand whether the structure of the network on which social com-
munication occurs has any significant role in the set of emerging behaviors.

This research is part of a larger project that treats designing as an activity that
includes the social behavior of both designers and consumers as groups and their
interactions within each group and across each group through designed products
within its ambit. Social behavior involves both interactions and the consequential
change of the values of designers and consumers. It is claimed that without mod-
eling such interactions it is not possible to adequately model innovation. We find
that there could be fundamental limitations to the predictability of adoption
behaviors under social influence, innovation strategies could fare better when they
focus on the quality, novelty, and technological advances they could bring instead
of being guided by social popularity and influence. Since it has been observed in the
Salganik study that good products rarely do poorly (Salganik et al. 2006), but there
is a sufficient level of uncertainty added on account of social influence, the state of
the design field could progress faster when innovation or advancement of quality
becomes a major focus (reflecting ultimately in the quality of the product, making it
one of those good products that would rarely fail).

However, the inherent unpredictability of product adoption leads also to a more
counter-intuitive observation: if, holding design quality constant, adoption behav-
iors are fundamentally unpredictable, then a lazy designer or producer could simply
aim to produce many below standard products rather than a few well designed
products, in the hopes that at least some of them would succeed purely by con-
tingency. This more counter-intuitive behavior is also empirically observed. For
example, in the case of online products such as songs and dances, where people
post multiple videos (e.g. on YouTube) that are not of sufficiently high artistic
quality, but very large in number. The hope is that at least one of them will become
“viral” purely by contingency, making the artist famous, after which even
sub-standard work will continue to be adopted. However, we argue, that while such
behavior may ensure a short-term advantage to the producer, it may actually hinder
real innovation or advancement of the design field.

We model random, small world modular (clustered), and scale free networks of
social relationships between consumers, with consumers who could either be ex-
citatory (send out positive influence about the product), or inhibitory (send out
negative influence about the product) for the population of consumers. Each con-
sumer has a state, that is, adopt or reject. This state is a decision for the consumer to
make at each time step as socially connected neighbors send out influence mes-
sages. Then, we study the dynamics that evolve over several time steps as con-
sumers send out messages to their neighbors. Each consumer receives a positive or
negative influence from its neighbors, which helps to inform their state, but the
consumer also listens to “itself”, that is, its own recommendation. While the current

The Topology of Social Influence and the Dynamics of Design … 655



system has no history, the same framework could incorporate history of use as a
factor informing the consumer’s decision for the next time step in future work.

We report several expected as well as unexpected results on the dynamics, their
attractor states, and implications for product adoption behaviors that can emerge out
of social communication over networks.

Significance

In its most general form, the problem addressed in this paper has historically been
addressed in both biology and the physical sciences (Bornholdt and Rohlf 2000;
Gong and Van-Leeuwen 2004), as well as social sciences and economics (Anderson
and Holt 1997; Bikhchandani et al. 1992; Friedkin and Johnsen 1999; Kempe et al.
2003). It could be described as the problem of predicting how a system’s elements
would behave as a collective when local information transfer occurs between the
elements. Not all approaches have adopted network based analyses (for example,
game theory and information theory have been widely employed to study the
problem), and the network based modeling approach shows the fundamental
importance that networks of social communication play in deciding consensus
emergence, information cascades, or targeting and identification of most influential
customers to maximize adoption of innovations and products.

Here we show empirically that while different types of social network structures
have different forms of adoption behaviors (modular and clustered networks, for
example, could enter into regimes where groups of customers collectively adopt or
reject products, and sparse random networks could demonstrate synchronized or
cyclic behaviors of adoption and rejection). There is an inherent unpredictability
associated with the dynamics even with all network parameters remaining constant.
While the model presented here is abstract, and we do not treat the properties of the
model analytically, or make any claims or comparisons about the empirical simi-
larity of the model’s behavior with real world regimes (which is out of scope for
this first preliminary paper), the inherent unpredictability of dynamics suggests an
interesting, albeit debatable, finding about innovation strategies by designers. This
is to do with the decision on the degree to which social popularity and influence
should be used as a guiding basis for driving innovations. If there is inherent
unpredictability of dynamics in the system, with system structure, initial conditions,
and the parameters remaining constant, an innovation could fare better by focusing
on the quality, novelty, and technological advances that it could bring instead of
being guided only by social popularity and influence. That is, as discussed above,
focusing on design quality lends a higher chance of advancing the design field as
well as success of adoption, whereas the strategy of many sub-standard products
being introduced in hope of success, could lead to short term gains, but not nec-
essarily advancement of the field.
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Method

A network of consumers is defined as a graph G ¼ ðV ;EÞ, where Vj j ¼ n is the
number of consumers, and E is a set of edges connecting two consumers i and j
from V . The graph G is represented as an n� n matrix A, where Aij ¼ 1 if con-
sumers i and j are connected, and Aij ¼ 0 otherwise. The set E could be constructed
in several ways, which will affect the resulting social network structure of G. Here
we consider three such models: random, small world modular, and scale free
connectivity. We note that the construction of the social network could be moti-
vated from several bases, but a common one is patterns of co-usage of a product.
That is, a link exists between consumers i and j if they have used common products
before.

Random Connectivity Between Consumers

Random connectivity between consumers is modeled as an Erdos-Renyi
(ER) random network, where a link exists between each pair of consumers with
an independent probability of p. That is Gr ¼ ðV ;ErÞ, with Ar representing the
adjacency matrix for the random graph. While p can take any value from 0 to 1, we
choose p to be low, as most product customer usage networks are very sparse. The
lowest values of p could be chosen based on the criteria that a value of p[ 2 ln n

n
would produce a connected graph. A p lower than this limit would likely produce
disconnected components. We will consider values of p above and below this limit.

Under conditions of random connectivity, a consumer is equally likely to receive
social messages from any other customer in the population.

Small World Modular Connectivity Between Consumers

Different from random connectivity is the idea of small world modular connectivity.
Modular social networks capture the idea that consumers are likely to have tightly
clustered social interaction groups, where a group of customers could be using a
product and passing recommendations to only a small part of the entire population
with large probability, and to the rest of the network with lower probability. This
models the situation where people may recommend to close friends or other con-
sumers similar to themselves more than they do to distant friends and acquaintances
or other dissimilar consumers in different social groups.

It has been shown that modular networks are likely to be small world (Pan and
Sinha 2009). That is, modular networks will have the properties of high clustering
coefficients and low average path lengths between nodes. A modular network is
modeled using a stochastic block model (Sarkar and Dong 2011; Sarkar et al.
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2013a, b). A modular network is modeled as a graph Gm ¼ V ;Emð Þ, where the set
of edges Em represents the links between two nodes from V . The graph is repre-
sented by its adjacency matrix Am, and has a special structure to represent modu-
larity. Let there be q communities of size z nodes each, such that the number of
communitiesM ¼ n=z. Thus, each node has a label from the set 1; 2; . . .; qf g. If two
nodes i and j have the same label, then they are connected with a probability of pin,
and if they have different labels, they are connected with a probability of pout. Since
the probability of connection within a module is higher than that between modules,
we have pin [ pout. Further, we model sparse networks with the total number of
edges scaling as O nð Þ, since most real world social networks have sparse
connectivity.

In a modular network, each consumer has a higher probability of communicating
with members of its own group than members of other groups.

Scale Free Connectivity Between Consumers

Another basis of connectivity between consumers could arise from the idea of
influential consumers in the network, that is consumers who are enthusiastic
adopters, and therefore use lots of products, and consequently are connected to lots
of other consumers through commonality of product use. We model a situation
where there are a low number of these influential well connected customers,
amongst many more consumers who are not as well connected (i.e., the not so well
connected consumers use few products, and therefore are connected to only a few
others). Since this network is a mix of a low number of well connected and a high
number of not so well connected consumers, it is likely that each well connected
consumer will be connected to lots of other consumers themselves who will have
low connectivity. The ideal situation in this condition would be a “star” network
with one consumer in the middle, connected to and recommending a product all the
other consumers in the network.

But, to model a more realistic situation with the above properties, we use the
Barabasi-Albert scale free network structure model (Barabasi and Albert 1999). The
scale free connectivity network is modeled by a graph Gs ¼ V ;Esð Þ, where Es

represents the set edges between any two consumers from V . In this model, the
network is built in successive time steps, where each new incoming node j is
connected to an existing node i with a probability ps proportional to the existing
degree of node i. That is, a “rich get richer” model, where nodes with high con-
nectivity keep receiving a high proportion of the connectivity from incoming nodes,
resulting in a situation where the network has a low number of highly connected
nodes and a high number of nodes with low connectivity, at each stage (hence the
name scale free, since recursively removing all the top degree nodes, one would
again see the same scale free structure of degree distribution).
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A scale free network models the situation where a low number of very influential
customers are able to influence and send recommendations to many customers who
are “influenced”.

A Simple Model of Dynamics of Social Communication

On each of the network types described above, each consumer has a state s, with
s ¼ þ1, if a consumer has adopted a product, s ¼ �1, if they reject the product,
and s ¼ 0, if they are in an undecided state (equally likely to adopt or reject).
Further, the current state of each consumer is the social message that is passed on to
other neighbor consumers, but all the four following possibilities could exist:

1. Consumer i uses product (si ¼ 1Þ and sends out an excitatory positive recom-
mendation to its neighbor j (Aij ¼ þ1Þ.

2. Consumer i uses product (si ¼ 1Þ and sends out an inhibitory negative recom-
mendation to its neighbor j (Aij ¼ �1Þ.

3. Consumer i does not use or rejects product (si ¼ 0Þ or (si ¼ �1Þ but sends out
an excitatory positive recommendation to its neighbor j (Aij ¼ þ1Þ.

4. Consumer i does not use product (si ¼ 0Þ or (si ¼ �1Þ but sends out an inhi-
bitory negative recommendation to its neighbor j (Aij ¼ �1Þ.
Thus, we have a structure for A where an entire column could be positive or

negative (where a link exists), depending on whether the consumer is sending out
excitatory (positive) or inhibitory (negative) recommendations to others. The pro-
portion of excitatory and inhibitory customers could then be varied as a parameter
to study the dynamics.

The networks are initialized with a 1� n state vector S, where the n components
represent the initial states of each of the n customers, and could be initialized
randomly to either +1 or −1 with equal probability. This decision is not trivial and
deciding how many and which customers to target in order to maximize influence is
a defined problem (Kempe et al. 2003), but we fix this for the purpose of this
particular paper since we will look at the dynamics under different types of network
structures. Then, based on the local rules above, similar to Bornholdt and Rohlf
(2000), Gong and Van-Leeuwen (2004), and a pre-decided proportion of excitatory
and inhibitory agents and choosing a particular network connectivity type, the state
of each customer at time step tþ 1 is decided by the inputs it receives from other
customers about their states at time t and their recommendations as:

Siðtþ 1Þ ¼ sgn
Xn

j¼1

AijSj tð Þ
 !

;
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where the sgn function represents the sign function with sgnðcÞ ¼ 1 if c[ 0,
sgnðcÞ ¼ 0 if c ¼ 0, and sgnðcÞ ¼ �1 if c\0. Note that here the agent also
receives its own recommendation from the previous time state, since we assume
that the self-link Aii is 1 or −1 depending upon whether the customer i is an
excitatory or inhibitory customer.

Starting from an initial assignment of S, we let the dynamics run till the whole
network stabilizes to a stable point or a limit cycle. We present the results of these
runs in the Results section.

Results: Random Connectivity Dynamics

In this section the dynamics of product adoption under random social communi-
cation conditions is reported. For the experiments, we varied network sizes n from a
few hundred to a few thousand nodes and varied the connection probability p of the
random network from below the limit 2 ln n=n (producing disconnected compo-
nents) to above the limit 2 ln n=n (producing a connected component). When the
connection probability is higher than the limit, i.e., the graph is a connected net-
work, the networks settle down to states of either complete adoption or complete
rejection by the entire population of consumers. Figure 1a, b shows one state of
complete rejection and one of complete adoption, starting from the same initial
starting states of product assignment. That is, at time step 1, states S for each
customer are assigned, in which each customer is equally likely adopt (+1) or reject
(−1) a product. As the model of dynamics of social recommendations discussed in
the previous section is allowed to unfold, it is observed that for different runs the
entire network either quickly adopts or quickly rejects the product. Once the stable
state is reached, it is unchanged for the future (Fig. 1).

When the random network is made sparser and allowed to have several con-
nected components, with probability of connection at or lower than 2 ln n/n, the
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Fig. 1 Connected random social network communication dynamics. a n ¼ 1024; p ¼ 0:014 (just
above the limit 2 ln n=n). b n ¼ 1024; p ¼ 0:02 (above the limit 2 ln n=n). The rows show the time
steps of dynamics evolution, the columns show consumer ids. States are represented by color,
Black reject (−1), white = adopt (+1), red = 0 (undecided)
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results are more unexpected. Figure 2 shows the different regimes of observed
behavior: the earlier behaviors of near complete adoption or near complete rejection
are observed, but also observed are cases where the stable state shows a mix of
both, Figs. 2(a) and (b). Perhaps the most interesting case is observed, shown in
Figs. 2(c), (d), and (e), where it appears that several major components of the
population (but not all), or the entire network, goes through synchronized phases of
adoption and rejection, seen as horizontal bands of black and white in the figures.
This behavior shows that it is possible for synchronized behavior to appear in
consumers even under random connectivity conditions and simple interaction rules.
Further, denser networks show simpler dynamics, whereas sparser networks show
richer and more unexpected complex dynamics.
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Fig. 2 Disconnected components random social network communication dynamics, n ¼
1024; p ¼ 0:003 (below the limit 2 ln n=n). a Most consumers adopt the product, b most
consumers reject the product, c bands of synchronized adoption and rejection behaviors through
time. The rows show the time steps of dynamics evolution, the columns show consumer ids. States
are represented by color, black = reject (−1), white = adopt (+1), red = 0 (undecided). f A plot of
the average activity of each agent over all the time steps from e
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Results: Modular Connectivity Dynamics

In this section the dynamics of product adoption under sparse modular social commu-
nication conditions is presented. Figure 3 shows examples of the dynamic behavior that
unfolds. Once again, with similar initial state assignments S, two final states of near
complete adoption and near complete rejection are observed in a few runs; i.e., a
final state of in which either all modules adopt the project or reject the product.
However, it is also seen that different modules can reach different stable states, with
a few modules in states of adoption co-existing with other modules in states of
rejection. Particularly interesting is the behavior of a few individual customers who
cycle between the combinations adopt-undecided, adopt-reject, and reject-
undecided. Another interesting observation is that the primary intra-module
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Fig. 3 Modular social network communication dynamics, n ¼ 1024; pin ¼ 0:1–0.005,
pout ¼ 0:005–0.001, results from several combinations are shown and discussed in the main
text. a–e Dynamics of modular adoption and rejection behavior over time, some modules
completely reject while some others completely adopt the product. The rows show the time steps
of dynamics evolution, the columns show consumer ids. States are represented by color,
black = reject (−1), white = adopt (+1), red = 0 (undecided). f A plot of the average activity of
each agent over all the time steps from e
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global behavior can continue for long spans of time, but can suddenly switch to
another state, Fig. 3d. The mean activity of consumers over 100 time steps in
Fig. 3e is shown in Fig. 3f, where the difference between global behaviors in
different modules is clearly observed.

The probability of intra and inter modular connectivities, pin and pout have a
similar unexpected effect as observed for the random case: more complex behavior
is seen for sparser cases. When pin is high, for example, pin ¼ 0:1; pout ¼ 0:005 in
Fig. 3e, leading to denser networks, the most common outcomes are consumers
confirming strongly to the global behavior of their module. Adoption is strong, but
so is rejection, and once a state of rejection sets in it is impossible to change it to
adoption. However, when pin is low (for example, pin ¼ 0:05; pout ¼ 0:001 in
Fig. 3a–d), leading to sparser networks, outcomes are more unpredictable, rich and
varied. This is unexpected, because it shows richer product adoption dynamics
occur when networks are sparser: long spans of rejection could still flip and show
regimes of adoption behavior.

Results: Scale Free Connectivity Dynamics

In this section the dynamics of product adoption under scale free social communication
conditions is reported. While in the modular case entire modules or groups of con-
sumers show similar behaviors, in the scale free case, the global behavior is more
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Fig. 4 Scale free social network communication dynamics, n = 1024. Results for scale free
networks are shown: a, b. Dynamics of adoption on scale free networks. The rows show the time
steps of dynamic evolution, the columns show consumer ids. States are represented by colour,
black = reject (-1), white = adopt (+1), red = undecided (0). c, d. A plot of average activity of each
agent over all the time steps

The Topology of Social Influence and the Dynamics of Design … 663



individual and governed by each consumer’s connectivity to highly connected
influential consumers.

In this case, an interesting result emerges, where starting from the same initial
state assignments S, a majority of consumers in the population settle to a stable
adoption or rejection state, but a few customers show persistent strong behaviors
that are opposite to the main population behavior. Figure 4a, b shows a primarily
adopting and primarily rejecting population, but a few individuals (not negligible in
number) continue to show the opposite stable behavior. Figure 4c, d shows the
corresponding mean activity states for each consumer in (a) and (b) respectively.

Similar to the modular case, a significant number of consumers also show
cyclical behaviors, switching between the combinations adopt-undecided,
adopt-reject, and reject-undecided. This cyclical behavior emerges as stable, con-
tinuing indefinitely. Further, the patterns of the cycles (the numbers of time steps
over which one state lasts followed by another) show a rich diversity.

Conclusions

In this paper, we modeled the diffusion of social influence by consumers over social
networks and studied how this affects the dynamics of product adoption over time. In
particular, under simple and standard local rules of social interactions between con-
sumers, we empirically studied whether the topology of the social network has any
significant effect on global adoption behaviors for the entire population of consumers.

Using a simple model of social influence, the dynamics of product adoption are
studied over random, modular small world, and scale free social network structures,
under local rules of communication. Results show global behaviors emerging from
these local agent communication rules, including states where populations completely
accept or reject products, starting from similar initial states, as well as regimes and
cycles of synchronized behaviors of adoption and rejection. Even with very simple
social communication structures, inherently unpredictable complex global behaviors of
agents emerged, and the nature of the structure of social communication played an
extremely significant role even with the structure or attributes of a designed product
remaining unchanged and constant. An analytical assessment of the model was out of
scope for this paper, but in future work, we will study both the model the different
regimes of results analytically. In future work we will extend the model with data from
real world recommendation systems and product adoption records, in order to test the
findings and make the abstract model presented here closer to empirical observations of
real product adoption and social communication over networks.

In particular, we observe that with unchanged parameters and initial states,
different runs produce a rich variety of behaviors, suggesting that any pattern of
adoptions and rejections is possible. We also observed that denser networks were
rigid and necessitated quick convergence to stable behaviors for entire populations,
whereas sparser networks demonstrated much richer diversity of outcomes. Without
modeling such interactions, understanding and modeling of innovation in design
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would remain inadequate. Since there appear to be fundamental limitations to the
predictability of adoption behaviors under social influence, in order to advance the
design field, innovation strategies could fare better when they focus on the quality,
novelty, and technological advances they could bring instead of being heavily
guided by fragile collective behavior, social popularity and influence.
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Using Graph Complexity Connectivity
Method to Predict Information
from Design Representations:
A Comparative Study

C.V. Sri Ram Mohinder, Amaninder Gill and Joshua D. Summers

Abstract The objective of this research is to compare the value of information in a
design representation used in product development. Two representations are
explored in this study: assembly models and function structures. These represen-
tations are used to predict assembly time and market value for electromechanical
products. This works builds on previous work on using complexity connectivity
method to predict assembly time. The precision error is used as a metric to
understand how valuable a representation is in answering a specific question. By
measuring the value of a representation, designers can select between different
representations and monitor the information accumulation in the design project.

Aims and Significance

The aim of this research is to demonstrate how to measure complexity of a model
and then use the complexity connectivity method as a tool to measure a repre-
sentation’s value. In this case, the design representation refers to function structures
and assembly times. By measuring the value of a representation, engineers will be
able to select between different representations and monitor the information accu-
mulation in the design project. Researchers, in turn, will be able to develop new
representations with greater value to the engineer. To do this, a previously devel-
oped method that predicts product performance values based on different product
model graphs is used. With this new approach, engineering researchers will be able
to systematically compare engineering design representations, such as bench-
marking function models (Summers et al. 2013) to determine which representation
contains more information through the topological structure of the models.
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Moreover, this capability will eventually enable engineers to monitor project health
by more fully understanding value of the information that has been accumulated in
the design project while also being able to know to what level of confidence they
are able to answer different questions about the product performance metrics based
on the available design models. This monitoring supports approaches such as the
electric analogy based collaborative design model proposed in Ostergaard and
Summers (2007).

Proposed Approach

This section lists the proposed research approach to accomplish the aims listed in
the previous section. As can be seen in Fig. 1, a function structure or an assembly
model of a product is initially created. Once this is done, this assembly model or the
function structure (depending on the prediction model) is converted into a bipartite
graph. Each of these bipartite graphs is used to generate 29 complexity metrics.
These metrics are further fed into the Artificial Neural Network along with armlet
values or assembly times (depending on the prediction model). Typically, fifteen
products are used to train the neural network and five products are used to test the
accuracy. The market values or assembly times obtained are then tested for accu-
racy in order to understand the value of the prediction model.

Fig. 1 Schematic representation of research approach
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Previous Research on Complexity

Measuring complexity in engineering design is based upon work from different
domains and perspectives, including information modeling, software analysis, and
traditional manufacturing and design. From an information perspective,
Independence and Information Axioms can be used to either reduce or manage the
complexity of the design product (Suh 1999, 2001). Similarly, information theory
has also been used as a baseline for measuring complexity (El-Haik and Yang 1999;
Braha and Maimon 1998a, b). For example, researchers in software development
have used complexity measures to determine the “Big-O” difficulty of a problem
based on the best possible solution at hand, either implemented or theoretical.
Engineers have adapted such complexity measures to model engineering design
processes (Ahn and Crawford 1994; Varma and Trachterberg 1990; Phukan et al.
2005; Zuse 1991; Harrison and Magel 1981). Design researchers have long argued
that a less complex design is preferable for many reasons (Fitzhorn 1994; Bashir
and Thomson 2001; Simon 1998; Dixon et al. 1988; Pahl et al. 2007; Balazs and
Brown 2002). For instance, Simon argued that engineering design is related to
decomposable systems and that assessing the hierarchical interconnectedness of an
engineered artifact enhances the management of such design complexities (Simon
1998). Similarly, we have shown the suitability of complexity measures for pre-
dicting assembly times, for elucidating mechanical engineering metrics for DSM
(Design Structure Matrix) and representational directional node link systems, and
explored how product complexity varies based on representation (Mathieson et al.
2013; Summers and Shah 2010; Mathieson and Summers 2009, 2010; Summers
and Ameri 2008; Ameri et al. 2008; Owensby et al. 2012).

Unlike previous research that treats complexity as a single holistic value (Bashir
and Thomson 2001; Shah and Runger 2011; Singh et al. 2012; Sinha and de Weck
2013a, b), novel approach of aggregating of different contributing properties is
taken here. These metrics include: size, interconnectivity, centrality, and
decomposition.

Size is a common measurement used in complexity measurement. The size of an
object is based on the count of some classification of the object within the system;
as the value increases so too does the complexity (Shah and Runger 2011). While
counts are the most intuitive form of complexity measurement, we hasten to note
that their contribution to complexity is non-linear (Barclay and Dann 2000). When
the count is low, the addition of one more is significant, while the opposite is true of
high-count systems. Counts can be modeled using information theory to define a
number of bits (Deshmukh et al. 1998).

The size of the system fails to capture the construction of the system, however.
Consider a deck of cards with the same deck assembled into a house. While both of
these systems are identical in size, in terms of elements and the set of exhaustive
possible relationships between these elements, viewed as an interconnective
structure, the house of cards is clearly more complex. Consequently, the properties
of this structure must be considered when evaluating complexity. Path length
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measurements are based on the number of relationships that must be passed through
to travel from one element to another (Mathieson and Summers 2009; Pramanick
and Ali 1994). For example, a path length of two from node A to node C is
necessary to travel through the system A ! B ! C. Flow capacity measurements,
in turn, are based on the number of unique paths between each pair of nodes. Here,
the capacity is determined by the availability of edges, with each edge assumed to
have a capacity of one and nodes assumed to have infinite capacity (Goldberg and
Tarjan 1986). While shortest-path-length metrics address the existence of connec-
tion within the system, flow-capacity metrics elucidate the volume of information
that is passed within the system.

Centrality, addressing relative importance of nodes within a system, assumes
many forms in network analysis (Freeman 1977, 1979; Koschutzki et al. 2005;
Sabidussi 1966). We measure two such forms in our research: betweenness cen-
trality, a measurement on the number of shortest paths on which a node occurs
(Freeman 1977); and the clustering coefficient, a measure of the degree to which
nodes are grouped within the system (Watts and Strogatz 1998). With respect to an
individual node, the clustering coefficient is a measure of the degree to which a
given node and its neighbors are to forming a clique, or complete graph. This is
defined as the percentage of nodes to which the given node is connected and which
are connected to each other.

The final measurement to be explored is that of decomposability, the purpose of
which is to inventory the requisite steps for structural disassembly of a system. As a
measure of complexity, the decomposability score increases with ever larger and
more complex systems; thus, what we are measuring is the difficulty of disas-
sembling a system set-by-set. It is this iterative reduction of the system, which we,
using the Ameri–Summers decomposability algorithm (Summers and Ameri 2008),
seek to measure. Each step consists of removing those relationships that link to the
elements with the fewest connections. Each additional step, relationship set, or
relationships per separated element required to decompose the system is considered
to increase the complexity. In an additional measure of decomposition, core
numbers are largest integer such that the given element exists in a graph where all
degrees are at least that integer (Bader and Hogue 2003). These degrees are sub-
sequently separated into measurements relating to the in-degree and out-degree of
each node in directed graphs.

The attributes derived from graph-based representations are divided into classes
of size, interconnection, centrality, and decomposition. Each of these classes con-
tains two measurement subtypes composed of multiple metrics each for a total of 29
dimensions of complexity. While this set is not exhaustive, it is considered suffi-
cient for this application. Previous research has demonstrated that it is possible to
use these 29 complexity metrics as a surrogate mapping to design performance
measures (Mathieson and Summers 2010; Owensby et al. 2012; Mathieson et al.
2013; Namouz and Summers 2014). These complexity metrics have been listed in
Table 1.
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Generating Complexity Metrics Using Assembly Models

Three dimensional solid assembly models generated in Solid Works software are
used as graph sources. These assemblies are converted into connectivity graphs
using a SolidWorks customized package (Namouz and Summers 2014). The con-
nectivity graph method uses class detection methods to determine which parts in the
assembly touch which other parts. Detailed information about this tool box is
presented in Simon (1998). An assumption that is being tested in this research is
whether the performance metrics (Assembly time and Market value) of the products
are dependent on the amount of information contained within the topological

Table 1 Complexity metrics Class Type Metrics

Size Dim Elements

Rel

Conn DOF

Conn

Interconnection Shortest path Sum

Max

Mean

Density

Flow rate Sum

Max

Mean

Density

Centrality Betweenness Sum

Max

Mean

Density

Clustering coefficient Sum

Max

Mean

Density

Decomposition Ameri summers

Core numbers

In Sum

Max

Mean

Density

Out Sum

Max

Mean

Density
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structure of the assembly models. The specific details of the parts such as size and
symmetry are not included in the graphs. The assemblies of the CAD model are
used as inputs to graphs to predict the performance values.

Generating Complexity Metrics Using Function Structures

A function structure is a graph-based model of mechanical product functionality,
whose nodes are transformative actions and edges are flows undergoing transfor-
mations through a design product (Varma and Trachterberg 1990). These graphs are
a useful representation to support early design activities, such as problem decom-
position and understanding, solution search (Phukan et al. 2005), concept genera-
tion (Braha and Maimon 1998b; Zuse 1991) and design archival (Harrison and
Magel 1981). These function structures are either generated manually or with aid of
the concept modeler tool (Bashir and Thomson 2001). The conversion of a function
model into a bipartite graph begins with labeling the flows (energy, material, and
signal) as (f1, f2, f3, f4, f5, f6, f7). Figure 2 shows a generic schematic of a function
structure with flows and functions. This serves as a reference document for con-
verting the function structure representation to bi-partite graphs (Suh 1999). Each
function block in the model can then be assigned an element ID and mapped with
the corresponding elements. Thus, a bi-partite graph can be created manually from
function structure and can thereafter be used to generate the 29 complexity metrics.

Bi-partite Graphs

Bi-partite graphs consist of two independent sets where the connections are drawn
between these two sets. The first independent set is the system elements, physical
parts, or function blocks. The second independent set consists of relationships that
might include contacts, connections, or flows within function models. These graphs
are further converted into 29 complexity metrics vector. Generation of these graphs
from the two design representations are discussed in the following sections.

Fig. 2 Schematic of function structure
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Artificial Neural Networks

The 29 complexity metrics vector of the products to the performance targets of the
prediction models. The Artificial Neural Networks (ANN) is chosen to explore
these relationships due to their ability to perform nonlinear statistical modeling.
Some of the advantages of using these networks: (1) ANNs require less formal
statistical training, (2) ANNs’ ability to detect complex nonlinear relationships
between independent and dependent variables, (3) the ability to discover all pos-
sible interactions between predictor variables, and (4) the ability to use multiple
training algorithms (Zhang et al. 1998; Sharda and Patil 1992; Tu 1996; Shtub and
Versano 1999; Kohzadi et al. 1996; Perzyk et al. 2005).

The vectors of metrics generated by the complexity analysis and the mean price
quote and assembly time of each product are used as inputs and targets respectively
for neural network training. The ANN then creates a relationship between the input
values and the target values. A back propagation neural network is technically
capable of fitting to any function given a sufficient number of neurons and training
cycles (Summers et al. 2014). Thus, the networks we use consists of three layers
with multiple neurons in each layer. This results in a total of 189 different archi-
tectures generated. To address the initial randomized weighting of the networks,
each architecture is replicated 100 times. In this manner, the approach to ANN
training is flipped from large training sets to train a single surrogate model to using
few training samples to create large number of ANN surrogate models (18,900).
Thereby, small data is made large for predictive purposes.

Experimental Procedure

This section briefly describes the sequence of steps (Fig. 3) involved in quantifying
and comparing the information value in the two different design representations.
First, the design representation for the corresponding product is chosen. Next, the
representation specific bi-partite graph is generated for product. This bi-partite
graph is used to construct a vector consisting of the 29 complexity metrics. This is
done for twenty products. Fifteen products are used to train the ANNs and the other
five are used to test them. These test are done for assembly times and market values.
The results obtained from these prediction models are then analyzed to understand
the information value for the design representations.

The four prediction models will used in this study are: (a) Assembly Models—
Assembly Times (AM-AT) (b) Assembly Models—Market Values (AM-MV)
(c) Function Structure—Assembly Times (FS-AT) and (d) Function Structures—
Market Values (FS-MV).
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Data Used for the Experiments

The products selected for the experiment are consumer electro-mechanical products
consisting of power tools and kitchen appliances. Readily available products are
selected for this study. This was done to ensure that their CAD (Computer Aided
Design) models were easily available. The assembly models of the products are
taken from GRAB CAD online web store and 3D CONTENT CENTRAL web site
where as the function structures of sixteen products have been taken from Oregon
State Design Repository. Wherever these models were not available, they were
created manually by reverse engineering the products. This approach reduces the
variance in the test results of the products. This is because the source of the
products is accessible to all users and hence the experiment produce consistent test
results for any number of repetitions.

The market values for each of the products were queried from Amazon.com web
site. Five base-price quotes are taken spanning the price range for each product. The
market values used are shown in the Table 2 indicating the market value of the
products. For the purpose of this research, an average value of these five quotes is
selected. These quotes of the products are used as the target values of the products
for the two graph types. These values are compared against the test results of the
experiment in predicting the accuracy of prediction for the four prediction models.

The assembly time of the selected products is computed manually using the
Boothroyd and Dewhurst tables for Design for Assembly (DFA) (Bashir and
Thomson 2001). Table 3 displays the assembly time of the products. The assembly
time of the products computed manually is used as target values of the products for
the two graph types. These values are compared against the test results of the
experiments in predicting the accuracy of the four prediction models. The products
bolded in Tables 2 and 3 are used as the test products.

Test the five selected 
products against the 

trained Artificial Neural 
Networks

Create Bi-Partite 
Graphs of these 

Structures and Models

Build Twenty Nine 
Complexity Metrics 
Vector using these 

Graphs

Analysis of the test 
results

Train Artificial Neural 
Networks using the 
Complexity Metrics 
and Target Values

Generate Function 
Structures and 

Assembly Models of 
Products

Store Assembly Times and Market Values of  
Products as Target Values

Fig. 3 Schematic of the experimental procedure
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Analysis of the Test Results

This section discusses the statistical analysis carried out on the test results obtained.
The accuracy of the four prediction models can be estimated by computing the error
in predicting the result where the error is measured as a difference between the test
result and test target for all the 18,900 test result values of each prediction model.
The percentage error of prediction is computed as the difference in predicting the
test result divided by the test target (Error = (Result − Target)/Target).

Table 2 Market values for the various consumer electro-mechanical products

S.
No.

Product
name

Quote 1
(USD)

Quote 2
(USD)

Quote 3
(USD)

Quote 4
(USD)

Quote 5
(USD)

MEAN
(USD)

1 Stapler 24.88 17.67 14.69 16.13 16.83 18.04

2 Flashlight 17.89 17.76 20.38 20.65 24.92 20.32
3 Blender 14.96 19.99 21.99 24.85 25.31 21.42

4 Electric
grill

47.02 49.91 58.94 79.95 89.99 65.16

5 Solar yard
light

1.66 1.94 3.00 3.75 4.12 2.89

6 Bench vise 38.38 39.15 40.71 40.72 43.37 40.47

7 Electric
drill

42.99 48.42 49.97 59.26 69.46 54.02

8 Food
chopper

39.95 42.99 49 49 59 47.99

9 Computer
mouse

6.95 8.17 8.99 9 12.01 9.02

10 3-Hole
punch

57.91 62.99 63.83 71.56 73.5 65.96

11 Electric
tooth brush

79.99 95.99 96.9 119 129.95 104.37

12 Garage
door
opener

103.99 119.88 128 139 148 127.77

13 Juicer
extractor

26.99 29.95 30.19 32.78 40 31.98

14 Mixer 8.99 9.89 13.22 14.96 19.99 13.41

15 Hair dryer 14.99 20.96 23.99 24.49 26.95 22.28
16 Nail gun 69.00 76.96 79.99 82.99 89.68 79.72

17 Lawn
mower

99.99 114.99 135.99 137.97 143.99 126.59

18 Jigsaw 114.99 117.5 78.99 74.999 139.95 105.29

19 Sander 169.95 189.9 204.97 214.95 295 214.95
20 Sewing

machine
75.00 125.00 175.00 129.00 69.99 114.80
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Results

In this section, the percentage error for each of the five test products used across all
four prediction models will be calculated and represented using histograms.

AM-AT Prediction Model

Figure 4 shows a histogram graph displaying the accuracy (Percentage error) in
predicting the assembly time of five products using assembly models. The accuracy
in predicting the assembly time of this products varies from (−7.5 to 10.2%). The
‘x-axis’ in the graph represents the percentage error in the assembly time of the
products and the assembly time of these five test products are portrayed. The
‘y-axis’ represents the frequency of predicting the assembly time of the products
and a population size of 18,900 performance values has been used to test the
performance values of each product. This AM-AT prediction model shows that
assembly models of the products predict the assembly time of the products with
good accuracy.

Table 3 Assembly times
computed using Boothroyd
and Dewhurst DFA tables for
the various consumer
electro-mechanical products

No. Product name Assembly time (s)

1 Stapler 123.51

2 Flashlight 75.4
3 Blender 263.21

4 Electric grill 121.08

5 Solar yard light 128.79

6 Bench vise 143.69

7 Electric drill 189.65

8 Food chopper 316.62
9 Computer mouse 81.25

10 3-Hole punch 145.38

11 Electric tooth brush 395.821

12 Garage door opener 196.5

13 Jigsaw 339.38

14 Mixer 76.65

15 Hair dryer 89.53
16 Nail gun 90.44

17 Lawn mower 296.61
18 Juice extractor 76.65

19 Sander 218.18
20 Sewing machine 273.71
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AM-MV Prediction Model

Figure 5 displays the accuracy (Percentage error) in predicting the market value of
five products assembly models using a histogram. The accuracy in predicting the
market value of this products ranges from (−7.2 to 23.2%). The ‘x-axis’ in the
graph represents the percentage error in the market value of the products and these
market costs of the test products. The ‘y-axis’ represents the frequency of predicting
the market value of the products and a population size of 18,900 performance
values has been used to test the performance values of each product. This AM-MV
prediction model shows that assembly models of the products predict with lower
accuracy as compared to the AM-AT prediction model.

FS-AT Prediction Model

Figure 6 depicts a histogram graph displaying the accuracy (Percentage error) in
predicting the assembly time of five products function structures. The accuracy in
predicting the assembly time of this products vary from (−59.9 to 19.0%). The
‘x-axis’ in the graph represents the percentage error in the assembly time of the
products and the assembly time of these five test products are represented in Fig. 5.

The ‘y-axis’ represents the frequency of predicting the assembly time of the
products for a population size of 18,900 performance values that have been used to

Fig. 4 Percentage error in predicting assembly time of products using assembly models
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Fig. 5 Percentage error in predicting market value of products using assembly models

Fig. 6 Percentage error in predicting assembly time of products using function structures
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test the performance values of each product. This FS-AT prediction model shows
that function structures of the products predict with lower accuracy as compared to
both AM-AT and AM-MV prediction models.

FS-MV Prediction Model

Figure 7 portrays a histogram graph displaying the accuracy (Percentage error) in
predicting the market value of five products function structures. The accuracy in
predicting the market value of this products ranges from (−59.3 to 153.9%). The
‘x-axis’ in the graph represents the percentage error in the market value of the
products and these market costs of the test products. The ‘y-axis’ represents the
frequency of predicting the market value of the products and a population size of
18,900 performance values has been used to test the performance values of each
product. This FS-MV prediction model shows that function structures of the
products predict with lowest accuracy in predicting the market value of the products
when compared to other three prediction models (AM-AT, AM-MV and FS-AT).

Table 4 summarizes the absolute average percentage error of the five test
products (Sander, Hair Dryer, Lawn Mower, Flashlight and Food Chopper) for the
four prediction models. Table indicates the ranking order of the four prediction
models based on the absolute average percentage error in predicting the perfor-
mance of the five selected products.

Fig. 7 Percentage error in predicting assembly time of products using market values
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Conclusions and Future Work

A comparison of the four prediction models based on the accuracy (percentage
error) in predicting the performance metrics of the five consumer products has been
computed and portrayed in Table 5. It can be observed that the assembly models
predict the assembly time of the products with an absolute average accuracy of
5.3% and hence are ranked first. Similarly the assembly models predict the market
value of the products at an average accuracy of 12.2% and hence ranked second in
accurately predicting the performance of the products. The function structures
predict the assembly time of the products at average percentage error of 28.8% and
the function structures predict the market value of the at an average accuracy of
57.0%. Hence, it can be concluded that assembly models and function structures in
early design stages can be used to predict the market value and assembly time of the
products at an early design stage within reasonable bounds of error. Hence, this aids
in producing qualitative concepts which can be used further in the embodiment
design stage and informs designers early in the design process. This approach
therefore helps in generating multiple different historically based predictors that can
enable designers to make better informed decisions early on in the process.

Table 4 Average percentage error of the four prediction models

The color coding scheme for the average percentage error representa-
tion is as follows: Percentage Error (< 10%), Percentage Error (10%-20%),
Percentage Error (20%-40%), Percentage Error (40%-60%), and Percent-
age Error (>100%). 

Average Percentage Error of the Four Prediction Models 
AM-AT AM-MV FS-AT FS-MV

SANDER 10.2% 11.9% -60.0% -59.3%
HAIR DRYER -7.5% 12.4% -42.2 153.9%

LAWN MOWER -0.2% -7.2% -14.5% -21.7%
FLASH LIGHT 2.9% 23.2% 19.0% 36.0%

FOOD CHOPPER -5.7% 6.1% -8.6% -13.9%
ABSOLUTE 
AVERAGE 5.3% 12.2% 28.8% 57.0% 

Table 5 A comparison of the four prediction models

Assembly 
Time 

Market 
Value

Assembly 
Models 

AM-AT 
Rank 1

AM-MV
Rank 2

Function 
Structures

FS-AT
Rank 3

FS-MV
Rank 4
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The future extensions of this research would be to understand and identify key
complexity metrics of different product model graphs (assembly models and
function structures) that can be used for surrogate modeling of product performance
metrics (assembly time and market cost). Future efforts need to be directed towards
understanding why these surrogate models would work. It can be hypothesized that
some complexity metrics are significant predictors for both market price and
assembly even when applied against disparate models such as the function struc-
tures and CAD assembly models. Once the prediction models are created through
the use of artificial neural networks (ANN), the level of significant contribution of
each metric to the prediction model can be analyzed. Both principle component
analysis and linear and nonlinear regression analysis to refine the complexity metric
vector can be explored. Also, in order to study if one can extend this approach for
other performance metrics like recyclability.

References

Ahn J, Crawford R (1994) Complexity analysis of computational engineering design. In: ASME
international design engineering technical conferences and computers and information in
engineering conference, ASME, Minneapolis, MN, pp 205–220

Ameri F, Summers JD, Mocko GM, Porter M (2008) Engineering design complexity: an
investigation of methods and measures. Res Eng Des 19(2):161–179

Bader GD, and Hogue CWV (2003) An automated method for finding molecular complexes in
large interaction network. BMC Bioinf 4

Balazs M, Brown D (2002) Design simplification by analogical reasoning. From knowledge
intensive CAD to knowledge intensive engineering. Kluwer, Norwell, pp 29–44

Barclay I, Dann Z (2000)New-product-development performance evaluation: a product-complexity-
based methodology. IEE Proc: Sci Meas Technol 147(3):41–55

Bashir HA, Thomson V (2001) An analogy-based model for estimating design effort. Des Stud
22:157–167

Braha D, Maimon O (1998a) The measurement of a design structural and functional complexity.
IEEE Trans Syst Man Cybern (Part A Syst. Humans) 28(4):527–535

Braha D, Maimon O (1998b) A mathematical theory of design: foundations, algorithms, and
applications. Kluwer, Dordrecht

Deshmukh A, Talavage J, Barash M (1998) Complexity in manufacturing systems—part 1:
analysis of static complexity. IIE Trans 30:645

Dixon J, Duffey M, Irani R, Meurier K, Orelup M (1988) A proposed taxonomy of mechanical
design problems. In: Computers in engineering conference, ASME, New York, pp 41–46

El-Haik B, Yang K (1999) The components of complexity in engineering design. IIE Trans
31:925–934

Fitzhorn P (1994) Engineering design as a computable function. Artif Intell Eng Des Anal Manuf
8:35–44

Freeman L (1977) A set of measures of centrality based on betweenness. Soc Netw 40:35–41
Freeman L (1979) Centrality in social networks: conectual clarification. Soc Netw 1:215–239
Goldberg AV, Tarjan RE (1986) A new approach to the maximum flow problem. In: Annual ACM

symposium theory on computational, New York, pp 136–146
Harrison W, Magel K (1981) A complexity measure based on nesting level. SIGPLAN Not.

16:63–74

Using Graph Complexity Connectivity Method to Predict … 681



Kohzadi N, Boyd MS, Kermanshahi B, Kaastra I, Khozadi N (1996) A comparison of artificial
neural networks and time series models for forecasting commodity prices. Neurocomputing 10
(2):161–181

Koschutzki D, Lehmann KA, Peeters L, Richer S, Tenfelde-Podehl D, Zlotowski (2005) Centrality
indices. In: Brandes U, Erlebach T (eds) Network analysis: methodological foundations.
Springer, New York

Mathieson JL, Summers JD (2009) Relational DSMs in connectivity complexity measurement. In
Proceedings of the 11th international DSM conference, pp 15–26

Mathieson JL, Summers JD (2010) Complexity metrics for directional node-link system
representations: theory and applications. In: ASME international design engineering technical
conferences and computers and information in engineering conference, ASME, Montreal,
Canada, pp DETC2010–28561

Mathieson JL, Wallace BA, Summers JD (2013) Assembly time modelling through connective
complexity metrics. Int J Comput Integr Manuf 26(10):955–967. doi:10.1080/0951192X.2012.
684706

Namouz E, Summers JD (2014) Comparison of graph generation methods for structural
complexity based assembly time estimation. ASME Trans J Comput Inf Sci Eng 14(2):021003

Ostergaard KJ, Summers JD (2007) Resistance based modeling of collaborative design. Concurr
Eng 15(1):21–32

Owensby JE, Namouz EZ, Shanthakumar A, Summers JD (2012) Representation: extracting mate
complexity from assembly models to automatically predict assembly times. In: ASME
international design engineering technical conferences and computers and information in
engineering conference, ASME, Chicago, pp DETC2012–70995

Pahl G, Beitz W, Wallace K, Blessing L (2007) Engineering design: a systematic approach.
Springer London Limited, London

Perzyk M, Biernacki R, Kochański A (2005) Modeling of manufacturing processes by learning
systems: the naïve Bayesian classifier versus artificial neural networks. J Mater Process
Technol 164:1430–1435

Phukan A, Kalava M, Prabhu V (2005) Complexity metrics for manufacturing control architecture
based on software and information flow. Comput Ind Eng 49:1–20

Pramanick I, Ali H (1994) Analysis and experiments for a parallel solution to the all pairs shortest
path problem. In: IEEE international symposium on circuits systems, New York

Sabidussi G (1966) The Centrality Index of a Graph. Psychometrika 31:581–603
Shah JJ, Runger G (2011) Misuse of information-theoretic dispersion measures as design

complexity metrics. In: ASME international design engineering technical conferences and
computers and information in engineering conference, ASME, Washington, pp
DETC2011/DTM–48295

Sharda R, Patil RB (1992) Connectionist approach to time series prediction: an empirical test.
J Intell Manuf 3:317–323

Shtub A, Versano R (1999) Estimating the cost of steel pipe bending: a comparison between neural
networks and regression analysis. Int J Prod Econ 62:201–207

Simon H (1998) The sciences of the artificial. MIT Press, Cambridge
Singh G, Balaji S, Shah JJ, Corman D, Howard R, Mattikalli R, Stuart D (2012) Evaluation of

network measures as complexity metrics. In: ASME international design engineering technical
conferences and computers and information in engineering conference, ASME, Chicago, pp
DETC2012–70483

Sinha K, de Weck OL (2013a) A network-based structural complexity metric for engineered
complex systems. In: 2013 IEEE international systems conference (SysCon), pp 426–430

Sinha K, de Weck OL (2013b) Structural complexity quantification for engineered complex
systems and implications on system architecture and design. In: ASME 2013 international
design engineering technical conferences and computers and information in engineering
conference, American Society of Mechanical Engineers, pp V03AT03A044–V03AT03A044

Suh N (1999) A theory of complexity, periodicity, and the design axioms. Res Eng Des
11:116–131

682 C.V. Sri Ram Mohinder et al.

http://dx.doi.org/10.1080/0951192X.2012.684706
http://dx.doi.org/10.1080/0951192X.2012.684706


Suh N (2001) Axiomatic design: advances and applications. Oxford University Press, New York
Summers JD, Ameri F (2008) An algorithm for assessing design complexity through a

connectivity view. In: Proceedings of the TMCE 2008
Summers JD, Shah JJ (2010) Mechanical engineering design complexity metrics: size, coupling,

and solvability. J Mech Des 132(2):021004
Summers JD, Eckert C, Goel AK (2013) Function in engineering: benchmarking representations

and models. In: International conference on engineering design. The Design Society, Seoul
Summers JD, Miller MG, Mathieson JL, Mocko GM, Summers JD, Mathieson JL, Mocko GM

(2014) Manufacturing assembly time estimation using structural complexity metric trained
artificial neural networks. J Comput Inf Sci Eng 14(1):11005

Tu JV (1996) Advantages and disadvantages of using artificial neural networks versus logistic
regression for predicting medical outcomes. J Clin Epidemiol 49(11):1225–1231

Varma D, Trachterberg E (1990) On the estimation of logic complexity for design automation
applications. In: International conference on computer design: VLSI in computers and
processors, Cambridge

Watts DJ, Strogatz S (1998) Collective dynamics of ‘Small-World’ Networks. Nature
393(6):440–442

Zhang G, Patuwo BE, Hu MY (1998) Forecasting with artificial neural network: the state of the
art. Int J Forecast 14(1):35–62

Zuse H (1991) Software complexity: measures and methods. Walter de Gruyter and Co., New
York

Using Graph Complexity Connectivity Method to Predict … 683



Identifying Sentiment-Dependent Product
Features from Online Reviews

Dedy Suryadi and Harrison M. Kim

Abstract This paper presents a method to correlate relevant product features to the
sales rank data. Instead of going through the labor-intensive surveys, online product
reviews have become an efficient source to gather consumer preferences. The
contribution of the paper is to relate the content of reviews to a product’s sales rank
that implicitly reflects the motivation behind what drives customers to purchase the
product. After using part-of-speech tagging to extract the relevant feature and
opinion pairs from the reviews, the extracted data along with the review ratings and
price become the variables to explain the sales rank. An experiment is run for
wearable technology products to illustrate the methodology and interpret the result.
The result indicates that the positive opinion for battery and negative opinion for
sleep tracker are significant towards sales rank, while price is not.

Introduction

Products are mainly designed to fulfil customers’ needs. Therefore, it is natural to
start the product design process by identifying customer needs. By designing
product features to the needs appropriately, it is expected that customers are
interested and decide to purchase the product.

The voice of customers can be obtained from those who have had experience
with a product or a similar one. In particular, it is valuable for product designers to
find out what features are appreciated by customers and what features bring dis-
appointment to customers, such that the next generation can be designed better.

Collecting the voice of customers may require a significant amount of effort and
money, if it is done by traditional method such as surveys. An alternative way to
collect preference data is through publicly available product reviews. Online pro-
duct reviews refer to the free texts written by consumers, rather than domain
experts, which are published in e-commerce websites, such as Amazon.com
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(Liu et al. 2013). In those reviews, customers voluntarily express their opinions
about a product, and therefore high authenticity of the content can be expected
(Decker and Trusov 2010).

The amount of online product reviews has grown rapidly on the internet, and
they have a significant impact on e-commerce (Forman et al. 2008). Online reviews
also become an important and more attractive source of information
(word-of-mouth) for online shoppers than vendor-released product description
(Bickart and Schindler in Archak et al. 2011). According to a report (Sun 2012),
68% of online shoppers check at least four reviews before buying, and nearly 25%
of the shoppers check at least eight reviews. It supports the belief that customers
often seek others’ opinions before making a decision to purchase a product. More
interestingly, it is discovered that “the online ratings on a website are significantly
correlated with online purchases.” (Archak et al. 2011).

This paper presents a method to link product sales rank with the sentiments from
the online product reviews to find how the content of the product review affects its
sales (rank) which will in turn lead to better product design by reflecting the
sentiments. In particular, the products observed are wearable technology products,
which are relatively new in the market as it is expected that customers are seeking
and sharing more information about new products via online reviews. The rest of
the paper is organized as follows: Literature Review summarizes the relevant
previous researches, Methodology describes the flow of the proposed method, Data
Processing explains the steps to process the sales rank, price, and review data,
Regression & Result shows the regression model and the result, followed by
Discussions of the results and the Conclusion of the paper.

Literature Review

In understanding online product reviews, there have been previous approaches that
showed interesting results. For example, Decker and Trusov identified the effect of
reviews on the rating given by the reviewer (Decker and Trusov 2010). However, in
their research, the collected review data from the website had been divided into pros
and cons. Therefore, it was already clear that the features mentioned in the pros
section are deemed positive by the user, and vice versa. The methods applied are
Poisson and Negative Binomial regressions. Among the findings, an interesting
insight is that when ‘price’ appears in the pros section, the effect to sales rank is
slightly negative. The reason is that most of the time when ‘price’ appears in the
pros section, it comes from a cheap product. A cheap product, however, must not
necessarily imply high satisfaction, particularly if the product sacrifices its quality
and reliability. Overall, it is concluded that Negative Binomial regression approach
can be a promising compromise between simplicity of application and the need of
adequately considering opinion heterogeneity. However, the disadvantage of this
approach is that using rating as the target variable does not seem very useful. After
all, it is the sales that matter.
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Tucker and Kim (2011) also utilized the review data from cnet.com to reveal
customer preference, in which the reviews have been divided into pros and cons
sections. Using the comments from the pros and cons sections, the approach is to
predict emerging features and obsolete features. It is argued that emerging product
features may be popular in future product design models, while obsolete ones
should be excluded from future product designs. This approach, again, does not
directly link the feature and opinions to the most important metric to measure a
product’s success, i.e. sales.

Other research observes the effect of online reviews to the sales rank for books
(Chevalier and Mayzlin 2006). However, the dependent variables used are only the
numerical aspects of the reviews, such as rating (the number of stars), the review
length, number of reviews, etc. An interesting finding is that the fraction of 5-star
reviews (i.e., ratio of 5-star reviews to the total number of reviews) affects sales
negatively. It is argued that the credibility of the reviews become doubtful as the
fraction gets too large. Another finding is that for the case of books, customers appear
to read the reviews, as proven by the significance of review length. This strongly
suggests that the content and characteristics of the reviews should not be ignored.

Archak et al. (2011) go deeper into the review content in their approach. The target
variable used is sales rank, the dependent variables are both numeric and text. The
research confirms that not only the numeric aspects matter, but the textual content
matters as well. As an example, for digital camera, it is shown that a review containing
‘good picture quality’ affects the sales rank negatively. It is explained that customers
may have higher expectation than simply ‘good’ picture quality for a camera.

An extensive list of dependent variables is created by Chong et al. (2015) but
variables related to textual content of product reviews are excluded. Those
dependent variables are the availability of free delivery, discount value (in monetary
value), discount rate (in percentage), customer review rating, number of customer
reviews, number of answered questions, fraction of positive reviews (percentage of
5 and 4-star customer reviews), fraction of negative reviews (percentage of 2 and
1-star customer reviews), rating of the most helpful review, number of people who
found the most helpful review useful, and total number of people that gave feed-
back (either found the review useful or not) to the most helpful review. Those
variables are used to explain the sales rank of products in Amazon.com. As indi-
cated by related research (Chevalier and Mayzlin 2006; Archak et al. 2011), textual
content of product reviews contain valuable information to explain the movement
of sales rank.

As for the feature and opinion extraction from product reviews, previous
research proposes a method that starts with Part-of-Speech tagging (Hu and Liu
2004a, b). It is followed by applying association rule mining to the nouns and noun
phrases to select feature candidates. The candidates are further pruned based on
compactness and redundancy rule.

The opinion are extracted from the adjectives and they are linked to the nearest
noun or noun phrase, then the sentiment for each opinion word is obtained by
utilizing WordNet (Hu and Liu 2004a, b). A related research (Liu et al. 2005)
applied association mining to mine pattern rules in order to capture product
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features. An example of the rule obtained is “easy, to, <V> [feature]”, which <V>
indicates a verb and [feature] indicates a feature to extract. Nevertheless, they do
not relate the feature-opinion with sales rank.

The proposed method intends to find the relationship between the textual content
of product reviews and product sales rank. The product example is a relatively new
type of products, in contrast to the ones used in previous researches, such as books,
CDs, cameras, etc. Furthermore, although all products in the example are grouped
as wearable technology products by Amazon, their sales are ranked in different
categories. Therefore, a method should be created to make fair comparison across
various categories. The details of the methodology follows in the next section.

Methodology

The methodology of the research is summarized on the graph in Fig. 1. It comprises
three parts, i.e. pre-processing price and sales rank, processing product reviews, and
the regression model.

For each item:
Collect price and sales rank 

periodically during the observation 
period

For each item:
Find the most common category that 
appears for its sales rank,store the 
sales rank data only for the category

For each item:
Find the largest (worst) rank in the 

most common category

For each item:
Normalize each period’s sales rank 

using its largest rank

For each item:
Collect product reviews posted during the 

observation period, as well as the review rating.

For all reviews:
Tag each word with its part-of-speech (POS)

Create candidate adjective-noun pairs:
Detect words tagged as adjective, then find the 

closest nouns (or noun phrases) both to its left and 
right 

Cluster & Classify:
Cluster the nouns (or noun phrases) into features

Classify the adjectives into either positive or 
negative sentiment

Replace the candidates with feature+ (if the feature 
is paired with a positive adjective) or feature- (with a 

negative adjective)

For each item:
Compute the frequency of occurrences of each 
feature+ and feature- on each observed date

Regression Model:
Fit the data into 

regression model

Interpret the regression 
result

REGRESSION

PRICE & RANK REVIEW

Fig. 1 Research methodology
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The purpose of processing price and sales rank is to make the data comparable
between items in a fair way. For the product reviews, the data are processed to
capture what opinion is expressed towards a feature or the product in general.
Afterwards, the regression model is used to draw the relationship between price and
product reviews with the sales rank.

Data Processing

The data for this research comes from the publicly accessible product webpages in
Amazon.com. In particular, the product category taken as example for this paper is
wearable technology. At the beginning of data collection on August 8th, 2015, there
were 140 items under the category. For each of those 140 items, its price and sales
rank were collected periodically. The time between data collections is between 24
and 48 hours. At the end of data collection on September 30th, 2015, there had
been collected 50 data points for each item.

A single data point correspond to a particular date when price and sales rank
were recorded. There were three dates when the price and sales rank were not
recorded, therefore for each item there are only 50 data points out of 53 days in the
period from August 8th to September 30th.

Besides price and sales rank, another important part of the data is the customer
review data. In Amazon.com, customers can write a free form review, i.e. there are
no specific slots to put either the positive or negative aspects of the product under
review. A review data contains the review content itself, as well as the name of the
product being reviewed, the date of the review, the URL, and the rating given by
the reviewer. An example of a review data is as follows:

Product’s Name: UP 24 by Jawbone Activity Tracker - Medium - Onyx
(Discontinued by Manufacturer) (item 22)

Date: 2015-09-09

URL: http://www.amazon.com/gp/customer-reviews/
R27LEGMLOOGVFB?ASIN=B00GQB1JES

Rating: 2

Review Content: “I got this tracker on super sale for $32, so I can’t
complain too much. The sleep tracker is nice, not 100% accurate, by
probably still my favorite feature. My biggest complaint is the
step tracking. It seems that the only steps that count are those “I’m
explicitly walking to be walking.” I’m a professor who lectures for
150 min each day, constantly walking around, but the tacker doesn’t
register any of these. In fact, I have the alarm go off after 30 min
of inactivity, and it never fails to go off during each class,
sometimes while I’m going up and down each row handing out papers.
Maybe I just walk funny?”
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The example shown above is a quite informative review, in the way that it
describes what features the user likes from the product (“sleep tracker”), how the
feature works (“not 100% accurate”), what features the user dislikes (“step
tracker”). The example also shows the user’s sentiment level towards a feature,
such as the inaccuracy of sleep tracker is still acceptable (“probably still my favorite
feature”), but the wrongly functioned step tracker causes a big disappointment (“My
biggest complaint is the step tracking”). However, obviously, not every review
states detailed information. For example, some reviews simply mention whether or
not the product works. Two of such reviews for the same product are shown below:

Date: 2015-08-27

URL: http://www.amazon.com/gp/customer-reviews/R7MEVP4K4SCV0?
ASIN=B00GQB1JES

Rating: 5

Review Content: “Gave as a gift but I have one and enjoy it”

Date: 2015-09-04

URL: http://www.amazon.com/gp/customer-reviews/R25YL7VS906KQN?ASIN=
B00GQB1JES

Rating: 1

Review Content: “Crappie product. Stopped working after 90 days.”

Visualization of Price and Sales Rank

Price is one of main factors that may affect customer’s decision to buy a product.
Among the wearable technology items observed in this research, the price of some
items shows fluctuating behavior, while others are relatively stable. An example is
shown on the graph in Fig. 2, where items 2, 4, and 11 show different price
behavior. Day 1 on the graph corresponds to the date August 8th, 2015 and Day 50
corresponds to September 30th, 2015.

Although the price is relatively stable, however, the sales rank could still fluc-
tuates. As shown in Fig. 3, the sales rank movement for item 4 (whose price is
relatively stable) fluctuates as much as the other two items.

The Y-axis of the graph in Fig. 3 is the Relative Rank, a metric that would be
explained in the next section. This suggests that the fluctuation of an item’s sales
rank does not solely depend on its price. There are other factors that drive the
movement of it. It is hypothesized in this research that product review contributes to
the sales rank movement (which is measured by an item’s Relative Rank).
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Pre-processing Sales Rank

Since there are 50 data sets collected periodically for each of the 140 items, the total
data set is composed of 7,000 data points. Each data point correspond to the sales
rank and price of a particular item on a particular data collection date. For example,
on September 9th, 2015, the item ‘UP 24 by Jawbone Activity Tracker—Medium
—Onyx (Discontinued by Manufacturer’ (item 2) was set on the price at $79.00 and
its ranking was shown as:

Amazon Best Sellers Rank: #1994 in Cell Phones & Accessories (See
Top 100 in Cell Phones & Accessories) #21 in Sports &
Outdoors > Outdoor

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49

Re
la

�v
e 

Ra
nk

Day

Item 2

Item 4

Item 11

Fig. 3 Observed relative rank for selected items

0

10

20

30

40

50

60

70

80

90

100

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49

Pr
ic

e 
($

)

Day

Item 2

Item 4

Item 11

Fig. 2 Observed price for selected items

Identifying Sentiment-Dependent Product Features from Online Reviews 691



Recreation > Accessories > Electronics > Pedometers #27 in
Electronics > Outlet #30 in Sports & Outdoors > Outdoor
Recreation > Accessories > Electronics > Fitness Trackers.

For each item, Amazon displays different categories in its Sales Rank section.
Moreover, even for the same item, the categories may change from one day to
another—although most of the times, they do not.

Since sales rank becomes the important proxy for the actual sales volume (or
market share), the sales rank data needs to be pre-processed such that the rank for
an item is consistent, i.e. coming from the same category for all dates observed.
Moreover, the movement in sales rank for an item should be comparable to that of
another item.

First, the sales rank data for an item on a particular day is simplified, such that it
only contains the rank number and its corresponding rightmost category, which is
the most specific category. For example, the sales rank data for item 2 on September
9th above is processed to become:

[‘#1994’, ‘#21’, ‘#27’, ‘#30’, ‘CellPhones&Accessories’,
‘Pedometers’, ‘Outlet’, ‘FitnessTrackers’]

where the first number corresponds to the first category, i.e. #1994 corresponds to
‘Cell Phones & Accessories’ category respectively.

Afterward, in order to find a consistent category for each item, the frequency of
each category is computed. For example, for item 2, all four categories ‘Cell Phones
& Accessories’, ‘Pedometers’, ‘Outlet’, ‘Fitness Trackers’ appear in all 50 observed
dates. To break the tie, ‘Fitness Trackers’ is arbitrarily chosen as the category to
represent the sales rank of this item. Another item, ‘Misfit Shine—Activity and
Sleep Monitor’ (item 128) has sales rank in category ‘Electronics’ in 50 observed
dates, ‘Fitness & Activity Monitors’ in 48 dates, and other categories are even in
fewer dates. Therefore, the sales rank data used for item 128 are the ones from
‘Electronics’ category. Other item, however, may have different most common
category and thus be different from item 2. Item 1, for example, uses the sales rank
data from ‘Monitors’ category.

In order to make the sales rank comparable between items having sales data from
different categories, it is not the raw sales rank number used, but the rank is
normalized relative to its own worst rank. After normalization, each item’s relative
rank would be in the range of [0, 1), in which the larger the value is the better it is.
The normalization is done for each item using the following formula:

RelativeRankit ¼ 1� Rankit=MaxRankið Þ ð1Þ

where: RelativeRankit = relative rank of item i on day t, Rankit = actual rank of item
i on day t,MaxRanki = maximum actual rank of item i during the observation period.

Table 1 shows an example for normalizing the actual sales rank data of item 2 into
relative rank. During the 50 days of observation period, the worst rank for this item is
57 on day 47, so MaxRanki = 57 and RelativeRank for that day becomes zero.
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Processing Product Review

After collecting all the reviews during the observation period, each word is tagged
by its part-of-speech (POS). The POS tagger utilized in this research is from Python
Natural Language Toolkit (NLTK). The words tagged as adjective (JJ) are col-
lected, since they are the most likely words to be used to express one’s opinion
about a product. Using the previously shown review for item 22, the JJ-tagged
words are presented below as underlined words.

Review Content: “I got this tracker on super sale for $32, so I can’t
complain too much. The sleep tracker is nice, not 100% accurate, by
probably still my favorite feature. My biggest complaint is the
step tracking. It seems that the only steps that count are those “I’m
explicitly walking to be walking.” I’m a professor who lectures for
150 min each day, constantly walking around, but the tacker doesn’t
register any of these. In fact, I have the alarm go off after 30 min
of inactivity, and it never fails to go off during each class,
sometimes while I’m going up and down each row handing out papers.
Maybe I just walk funny?”

Starting from the position of each JJ-tagged word, a search procedure to find the
closest nouns is performed both to the left and to the right of the JJ-tagged word’s
position. The nouns are expected to be in the same sentence with the adjective, so
the search is terminated once another adjective, a dot, the start of a review, or the
end of a review is encountered. The procedure is described as follows.

Search Procedure to Obtain Feature Candidates

1. Collect all JJ-tagged words.
2. For each JJ-tagged word, do the Left Search procedure:

a. Move a position to the left, get the word.
b. Return an empty set {}, if the word is an adjective-tagged word, a period, or

the start of a review.

Table 1 Conversion of
actual rank into relative rank
for item 2

Day (t) Rankit RelativeRankit
0 35 0.38596

1 34 0.40351

2 32 0.43860

3 34 0.40351

4 32 0.43860

5 32 0.43860

… … …

47 57 0.00000

48 56 0.01754

49 55 0.03509
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c. Collect the word into Noun set, if the word is a noun or an indication of
negative form (“not”, “n’t”, “no”). Go back to step (a).

d. Return Noun set, if Noun set is not empty and the word is not a noun.
Otherwise, go back to (a).

3. For each JJ-tagged word, do the Right Search procedure:

a. Move a position to the right, get the word.
b. Return an empty set {}, if the word is an adjective-tagged word, or a period.
c. Collect the word into Noun set, if the word is a noun or an indication of

negative form. Go back to step (a).
d. Return Noun set, if Noun set is not empty and the word is not a noun.

Otherwise, go back to (a).

For example, from the first adjective “nice”, the first noun encountered to its left
is “tracker”. The Left Search is continued because the next word is still a noun, i.e.
“sleep”. Afterwards, the search is stopped because the next word is not a noun. The
Right Search for the same adjective “nice”, does not found any noun until it is
terminated when encountering the next adjective-tagged word, i.e. “accurate”. It
finds an indication of negative form, which is recorded as a “*NOT”. The result of
all candidates for item 22’s review on September 9th, including the ones that
contains only an adjective with no closest nouns, is shown below:

22, ‘“2015-09-09”,’, [[(‘sleep’, ‘NN’), (‘tracker’, ‘NN’), (‘nice’,
‘JJ’)], [‘*NOT’, (‘accurate’, ‘JJ’)], [(‘count’, ‘NN’), (“i’m”, ‘JJ’)],
[(‘class’, ‘NN’), (“i’m”, ‘JJ’)], [(‘papers’, ‘NNS’), (‘.maybe’, ‘JJ’)],
[(‘nice’, ‘JJ’)], [(‘accurate’, ‘JJ’)], [(‘favorite’, ‘JJ’), (‘fea-
ture’, ‘NN’)], [(‘only’, ‘JJ’), (‘steps’, ‘NNS’)], [(“i’m”, ‘JJ’)],
[(“i’m”, ‘JJ’), (‘professor’, ‘NN’)], [(“i’m”, ‘JJ’), (‘going’, ‘NN’)],
[(‘.maybe’, ‘JJ’)], [(‘funny?’, ‘JJ’)]]]

There are nearly 11,000 noun(s) collected, with the most frequent term to appear
is “product”. The majority of the terms appear very few times, as more than 7000
terms appear only three times or less. Table 2 show some examples of words that
appear the most frequently to the words that appear just once.

It can be noticed from the table that some terms directly indicate the product
itself in general (“product”, “device”, “fitbit”), or either a feature or service related
to the product (“app”, “battery”, “customer, service”). Meanwhile, there are other
nouns that are not related or too general to be related to any of those aspects
(“months”, “i”, “something”).

Based on the observation from the collected nouns, it is required to screen the
nouns by selecting informative nouns and then cluster the nouns with similar
meaning into the same cluster. The total frequency for all nouns is 98,474 times.
Nouns appear less than three times are considered unimportant, so they are dis-
carded. After discarding those terms, the ones left appear 86,547 times (87.9% of all
nouns).

It is determined to cluster the nouns into 22 clusters, i.e. Activity, App, Battery,
Button, Calorie, Charge, Clip, Color, Design, GPS, Heart, Indicator, Price, Product,
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Quality, Screen, Service, Sleep, Sync, Time, Tracker, Water. The clusters are
determined based on the features found for these products. Other clusters describe a
product in general, or more general aspects of a product (e.g. design, price, quality,
service).

A part of the result after clustering the nouns is shown on the Table 3. It displays
five most frequent terms for three clusters, i.e. Activity, Battery, and Sleep. In this
paper the clustering is done manually based on subjective judgments.

The next task is classifying whether an adjective is more likely to express a
positive or a negative sentiment. The classification is done by matching each
adjective with the sentiment lexicon (Hu and Liu 2004a; Liu et al. 2005). If an
adjective appears in the positive set of the sentiment lexicon, then it is classified as
positive, and vice versa. However, if there is an indication of negative form in the
adjective-noun pair candidate, then the sentiment is reversed. For example, a
candidate [‘*NOT’, (‘accurate’, ‘JJ’)] is assigned with a Negative sentiment,
although “accurate” appears in the positive set of the sentiment lexicon.

After clustering the nouns and classifying the adjectives, each candidate is
reviewed. If the noun belongs to any specified cluster, then it would be replaced by

Table 2 Selected nouns
sorted by frequency of
occurrences in product review

Frequency Noun(s)

1581 product

1452 band

1399 time

1342 app

1208 device

1102 months

1041 steps

894 watch

862 day

819 days

794 fitbit

769 its

728 battery

… …

338 battery, life

337 things

335 money

329 i

322 something

317 customer, service

… …

1 consumers

1 consumption

1 contact, dermatitis
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the cluster’s name. Then, the adjective attached to the noun is replaced by its
sentiment. For the item 22’s review above, from all candidates, the result after
replacement becomes:

[22, ‘“2015-09-09”,’, [‘sleep+’]]

which comes from this particular candidate:

[(‘sleep’, ‘NN’), (‘tracker’, ‘NN’), (‘nice’, ‘JJ’)].

Other candidates for that review data only contains adjective (e.g. “not accu-
rate”) and there are no nouns found attached to it; or contains both adjective and
noun(s) but the adjective is not found in the sentiment database. Therefore, the only
feature-opinion pair obtained is ‘sleep+’.

Therefore, for every item and its respective dates, whenever a pair of feature and
sentiment appears, it is recorded accordingly. An example below shows that in
reviews for item 14 on September 9th, 2015, there are positive opinions for design,
screen, activity, sync, and tracker:

[14, ‘“2015-09-09”,’, [‘design+’, ‘screen+’, ‘activity+’, ‘sync+’,
‘tracker+’]]

Suppose there are two occurrences of positive opinion for screen, then ‘screen+’
would appear twice on the list.

Each review also has a rating assigned to it by the reviewer in the range from 1
to 5 stars. These ratings are incorporated into the regression model, because they are
a part of the reviews as well.

Table 3 Top 5 words for
selected clusters (Activity,
Battery, Sleep)

Frequency Term Cluster

1041 steps Activity

456 activity Activity

243 fitness, tracker Activity

232 activities Activity

178 activity, tracker Activity

728 battery Battery

338 battery, life Battery

104 batteries Battery

40 battery, lasts Battery

22 battery, dies Battery

573 sleep Sleep

67 sleep, mode Sleep

57 sleeping Sleep

53 sleep, tracker Sleep

30 sleep, monitor Sleep
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Regression and Result

The hypothesis is that the movement of an item’s sales rank is influenced by
significant variables. Among those variables are price, review content and review
rating. Thus, the independent variable for the regression model is an item’s Relative
Rank for a particular observed date, and the dependent variables are its price, the
number of reviews, the frequency of each feature-opinion pair that appears on the
review on a particular date, as well as its previous date’s Relative Rank.

As for the review ratings, the average of those is taken for each date, as well as
the maximum and the minimum ratings for the date. These all become dependent
variables for the regression model as well. The dates when there were no reviews at
all are excluded, such that from the original 7000 data (50 dates for 140 items) there
are 4391 data which become the eligible input for the regression model in (2).

RelativeRankit ¼ b0 þ bAAverageRatingit þ bM1MinRatingit þ bM2MaxRatingit
þ bNNumReviewsit þ bRRelativeRankðt�1Þ þ bPPriceit

þ bFþ ðFþÞit þ bF�ðF�Þit
ð2Þ

where: RelativeRankit = relative rank for item i on day t, AverageRatingit = average
review rating given for item i on day t,MinRatingit = the smallest review rating given for
item i on day t, MinRatingit = the largest review rating given for item i on day t,
NumReviewsit = number of reviews written for item i on day tRelativeRanki(t-1) =
relative rank for item i on day (t − 1), Priceit = price of item i on day t, (F+)it =
frequency of positive opinion about feature F of item i on day t, (F−)it = frequency of
negative opinion about feature F of item i on day t.

It is found out that the statistically significant coefficients (α = 5%) for the
regression model are Relative-1 (previous day’s relative rank), battery+ (positive
opinion about battery), and sleep− (negative opinion about sleep tracker), as
highlighted in Table 4. The complete linear regression result from the statistical
software Minitab is shown in Table 4. It also shows that the R-squared for the
model is 67.54%.

Discussions

There are difficulties in the attempt to understand the correct meaning of a dis-
course, i.e. the product reviews in this research, mainly because there is ambiguity
in natural language. The ambiguity appears in the forms of word ambiguity, dif-
ferent representations of similar concepts in human language, and the implicit
semantic information in textual data. Thus, it is inherently more difficult than
dealing with entirely numerical data (Liu et al. 2007).
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Table 4 Linear regression result

Term Coef SE Coef T-Value P-Value VIF

Constant 0.0922 0.0107 8.59 0.000

averageRating −0.00503 0.00530 −0.95 0.342 7.70

minRating 0.00337 0.00288 1.17 0.242 4.81

maxRating 0.00008 0.00359 0.02 0.983 3.53

numReviews −0.000043 0.000232 −0.18 0.854 1.73

Price −0.000075 0.000042 −1.78 0.075 1.22

Relative-1 0.82011 0.00885 92.63 0.000 1.03

activity+ 0.00104 0.00537 0.19 0.846 1.11

activity− −0.0148 0.0129 −1.15 0.251 1.08

app+ 0.00137 0.00545 0.25 0.801 1.06

app− 0.0105 0.0123 0.85 0.395 1.24

battery+ 0.02829 0.00958 2.95 0.003 1.05

battery− −0.0158 0.0161 −0.98 0.329 1.05

button+ 0.0335 0.0369 0.91 0.364 1.07

button− −0.0300 0.0509 −0.59 0.556 1.02

calorie+ −0.0054 0.0197 −0.28 0.783 1.06

calorie− −0.0225 0.0193 −1.16 0.244 1.10

charge+ 0.0223 0.0159 1.41 0.159 1.05

charge− −0.0292 0.0184 −1.59 0.113 1.01

clip+ −0.0011 0.0120 −0.09 0.925 1.09

clip− −0.0227 0.0135 −1.69 0.091 1.05

color+ −0.0132 0.0167 −0.79 0.432 1.02

color− 0.0631 0.0570 1.11 0.269 1.07

design+ −0.00685 0.00975 −0.70 0.482 1.04

design− 0.0168 0.0243 0.69 0.490 1.08

gps+ 0.0123 0.0314 0.39 0.695 1.04

gps− −0.0122 0.0891 −0.14 0.891 1.04

heart+ 0.0053 0.0140 0.38 0.704 1.10

heart− 0.0350 0.0227 1.54 0.123 1.08

indicator+ −0.0342 0.0553 −0.62 0.536 1.00

indicator− −0.0444 0.0562 −0.79 0.429 1.04

price+ 0.01076 0.00709 1.52 0.129 1.08

price− −0.0308 0.0189 −1.63 0.103 1.02

product+ −0.00354 0.00323 −1.09 0.274 1.15

product− −0.01032 0.00588 −1.76 0.079 1.12

quality+ −0.0155 0.0192 −0.81 0.418 1.05

quality− 0.0190 0.0280 0.68 0.498 1.03

screen+ 0.0087 0.0116 0.75 0.451 1.08

screen− 0.0052 0.0175 0.30 0.766 1.23

service− 0.0029 0.0106 0.27 0.784 1.07
(continued)
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From the first step where the words in the reviews are tagged with their
part-of-speech (POS), ambiguity has arisen in the form of a word that can have
more than one possible tag. Considering the inaccuracies from Python NLTK
tagger, in the future it may be useful to use other taggers and compare their
accuracies. Furthermore, including the context of a word may improve the POS
tagger’s accuracy as well.

It is also assumed in this paper that an opinion is expressed with an adjective.
Although it is true in many cases, in fact there are also opinions which are
expressed in verbs, such as “like”, “dislike”, or “hate”. Adding these verbs may
increase the recall and precision of opinion detection. As there are more opinions
detected, the input would be less sparse than the current condition where there are
lots of 0’s observed for each date’s either feature+ or feature− frequencies. As more
data have been collected, in the future the data will be aggregated, e.g. in a weekly
basis, such that it reflects the idea that people read not only a particular date’s
reviews but also the reviews posted several days before.

It is also assumed that the feature (noun or noun phrase) related to an adjective is
the only one closest to the adjective, and there is no other adjective between them.
As the result, in a sentence such as “sleep tracker is nice, but not 100% accurate”,
the feature ‘sleep tracker’ is only linked to the adjective “nice”, but not to “not
accurate”. In the future, a more sophisticated approach would be required to solve
the entity discovery and entity assignment problems, i.e. how to discover entities
that are discussed in a sentence and how to assign entities to sentences where entity
names are not explicitly mentioned (Ding et al. 2009).

As for the product, wearable technology products are chosen to be observed in
this paper because those are relatively new products. Those products are still

Table 4 (continued)

Term Coef SE Coef T-Value P-Value VIF

service+ −0.00517 0.00628 −0.82 0.410 1.15

sleep+ 0.00418 0.00975 0.43 0.668 1.05

sleep− −0.0341 0.0162 −2.11 0.035 1.10

sync+ −0.0097 0.0220 −0.44 0.659 1.08

sync− 0.0211 0.0329 0.64 0.522 1.06

time+ −0.00161 0.00717 −0.23 0.822 1.10

time− −0.0128 0.0101 −1.26 0.206 1.05

tracker+ 0.00484 0.00840 0.58 0.564 1.06

tracker− 0.0083 0.0165 0.50 0.615 1.08

water+ 0.0223 0.0225 0.99 0.321 1.02

water− −0.0176 0.0199 −0.88 0.376 1.01

Model summary

S R-sq R-sq(adj) R-sq(pred)

0.123371 67.54% 67.16% 66.85%
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expected to develop their features. Moreover, the users of those products are typ-
ically those who are familiar with technological gadgets. Therefore, it is also
expected that the users of this product would be likely to write reviews about the
product.

Despite of some drawbacks in the feature-opinion detections and relatively
sparse values for the dependent variables, the regression result confirms that sales
rank for wearable technology products is significantly influenced by the content of
the reviews, its sales rank on the previous day, but interestingly not by the price.
A possible reason to explain it might be that the price does not change much during
the data collection period, or that the influence is not captured because the dates
with no reviews are excluded from the current regression model. Therefore, as
stated previously, it might be worthy to aggregate the daily data into weekly data to
reveal more meaningful insights.

The result confirms the intuition that negative opinion worsens sales rank, as
shown by the sleep tracker’s regression coefficient: −0.035 (p-value = 0.044). On
the other hand, positive opinion gives an increase towards sales rank, as shown by
the battery’s regression coefficient: 0.02829 (p-value = 0.003). This result reveals
that sleep tracker is more important for customers, compared to other tracking
functions offered by these products, i.e. activity tracker and calorie tracker. In
particular, bad reviews about the sleep tracker tend to discourage people from
buying the product.

Also, based on the result, the review ratings and the number of reviews do not
affect the sales rank significantly. The average rating, smallest rating, and largest
rating are all not significant. This emphasizes the importance of review content
compared to review ratings.

Conclusion

The research confirms the hypothesis that the movement in sales rank does not
depend solely on an item’s price. In fact, for the case of the products in this paper,
the price, the review ratings assigned (average, smallest, largest), and the number of
reviews do not significantly influence sales rank, while the positive opinion for
battery and negative opinion for sleep tracker are found to have significant effect to
sales rank.

For future work, in terms of the model, there might be interesting insight if the
products are divided based on their price ranges and their release dates as a newly
released product may react differently towards reviews than an old one. Since the
R-squared for the current model is 67.54%, more data have been collected in order
to strengthen the result in the future. As for the Natural Language Processing part,
an improvement for the POS tagger and the development of an automatic method to
cluster features need to be done.
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