Chapter 4

Relative Fractal Drums and Their Complex
Dimensions

Only yesterday the practical things of today were decried as
impractical, and the theories which will be practical tomorrow
will always be branded as valueless games by the practical man
of today.

William Feller (1906-1970)

Abstract In this chapter, we introduce the notion of relative fractal drums (or RFDs,
in short). They represent a simple and natural extension of two fundamental objects
of fractal analysis, simultaneously: that of bounded sets in RM (i.e., of fractals) and
that of bounded fractal strings (introduced by the first author and Carl Pomerance
in the early 1990s). Furthermore, there is a natural way to define their associated
Minkowski contents and relative distance as well as tube zeta functions. We stress a
new phenomenon exhibited by relative fractal drums: namely, their box dimensions
can be negative as well (and even equal to —ee). This can be viewed as a property
of their ‘flatness’, since it is related to the loss of the cone property. In short, a
relative fractal drum (RFD) consists of an ordered pair (A,£2), where A is an arbi-
trary (possibly unbounded) subset of RY and € is an open subset of R of finite
volume and such that 2 C Ag, for some & > 0. The corresponding zeta function,
either a distance or tube zeta function, is denoted by CA7 Q or CA, Q, respectively. We
show that {4 o and EA’Q are connected via a key functional equation, which implies
that their poles (i.e., the complex dimensions of the RFD (A, Q)) are the same. We
also extend to this general setting the main results of Chapters 2 and 3 concerning
the holomorphicity and meromorphicity of the fractal zeta functions. We introduce
the notion of transcendentally quasiperiodic relative fractal drums, using their tube
functions. One way of constructing such drums is based on a carefully chosen se-
quence of generalized Cantor sets, as well as on the use of a classic result by Alan
Baker from transcendental number theory. This construction and result extend the
corresponding ones obtained in Chapter 3, in which we studied transcendentally
quasiperiodic fractal sets. Furthermore, some explicit constructions of RFDs lead
us naturally to introduce a new class of fractals, which we call hyperfractals. Partic-
ulary noteworthy among them are the maximal hyperfractals, for which the critical
line {Res = dimp(A, )}, where dimg(A, Q) is the relative upper box dimension
of (A,€) and coincides with the abscissa of convergence of {4 o or CAYQ, consists
solely of nonisolated singularities of the corresponding fractal zeta function (i.e., of
the relative distance or tube zeta function), {4 o or 4 o.
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In this chapter, we introduce the notion of relative fractal drums. They represent a
simple and natural extension of two fundamental objects of fractal analysis, simul-
taneously: that of bounded sets in RY (i.e., of fractals) and that of bounded fractal
strings (introduced by the first author and Carl Pomerance in the early 1990s). Fur-
thermore, there is a natural way to define their associated Minkowski contents and
relative distance zeta functions. We stress a new phenomenon exhibited by relative
fractal drums: namely, their box dimensions can be negative as well (and even equal
to —eo). This can be viewed as a property of their ‘flatness’, since it is related to the
loss of the cone property; see Proposition 4.1.33.

In short, a relative fractal drum (RFD) consists of an ordered pair (A, Q), where
A is an arbitrary (possibly unbounded) subset of R and € is an open subset of RY
of finite volume and such that Q C Ag for some & > 0; see Definition 4.1.2.

In Section 4.6, we introduce the notion of transcendentally quasiperiodic rela-
tive fractal drums, using their tube functions. One way of constructing such drums,
described in Theorem 4.6.9, is based on a carefully chosen sequence of generalized
Cantor sets, as well as on a classic result by Alan Baker from transcendental number
theory; see Theorem 3.1.14. This construction and result extend the corresponding
ones obtained in Section 3.1, in which we studied transcendentally quasiperiodic
fractal sets.

Furthermore, some explicit constructions of RFDs lead us naturally to introduce
a new class of fractals, which we call hyperfractals; see Definition 4.6.23. Particu-
lary noteworthy among them are the maximal hyperfractals, for which the critical
line {Res = dimp(A, )}, where dimg(A, Q) is the relative upper box dimension
of (A, Q) and coincides with the abscissa of convergence of the corresponding zeta
function, consists solely of nonisolated singularities; see Corollary 4.6.17. There-
fore, for such a (relative) maximally hyperfractal drum, the critical line is a (mero-
morphic) natural boundary (in the sense of part (ii) of Definition 1.3.8) for each of
the associated fractal zeta functions {4 o and {4 .

4.1 Zeta Functions of Relative Fractal Drums

We discuss here several natural generalizations of various notions which are central
to this and related works, including notably relative distance zeta functions (in which
the region of integration need not be bounded but is of finite volume), the associated
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relative box (and complex) dimensions, and RFDs. As is illustrated in a number of
examples, this additional flexibility enables us to account for a broad range of situ-
ations and phenomena, including the case of fractal strings (Example 4.1.3) and of
unbounded geometric chirps (Example 4.4.1). We also provide sufficient conditions
ensuring the existence of a (necessarily unique) meromorphic continuation of the
relative distance zeta function.

4.1.1 Relative Minkowski Content, Relative Box Dimension,
and Relative Zeta Functions

In this subsection, we introduce the notion of a relative zeta function, associated
to an appropriate ordered pair (A, ) of two suitable subsets of R, which may be
unbounded. The relative distance zeta function (see (4.1.1)), is a natural general-
ization of the standard distance zeta function defined by (2.1.1). We have already
briefly encountered it in Section 2.1.5 in a less general context (see especially, Def-
inition 2.1.75, Proposition 2.1.76 and Theorem 2.1.78, where €2 was assumed to be
bounded), but we will now significantly relax our earlier assumptions.

Definition 4.1.1. Let © be an open subset of R, not necessarily bounded, but
of finite N-dimensional Lebesgue measure. Let A C R", also possibly unbounded,
such that Q is contained in As for some § > 0.! The distance zeta function s q of
A relative to Q (or the relative distance zeta function) is defined by

Cal(s) = /Q d(x,A)* Ndx, “4.1.1)

for all s € C with Res sufficiently large.

Unlike in (2.1.102), the closure of A is allowed here to intersect the boundary
of Q. (The closures of A and €2 may even be disjoint; see Example 4.1.22.) For this
reason, the abscissa of convergence of this new zeta function will depend not only
on the set A, but on Q2 as well; see Theorem 4.1.7 and Example 4.1.25 below.

Definition 4.1.2. We propose to call the ordered pair (A, Q), appearing in Defini-
tion 4.1.1, a relative fractal drum (RFD). Therefore, we shall also use the phrase
zeta functions of relative fractal drums instead of relative zeta functions.

Example 4.1.3. Any bounded fractal string .2 = (¢;);>; (initially defined, as
usual, as an infinite nonincreasing sequence of positive numbers (¢;)%_; such
that 2;0:1 £ < o) can also be viewed as a relative fractal drum (A »,Q¢). Indeed,
the associated sets A ¢ and Q¢ are

=

Agz{ak:2€j:k€N}, Q= (@, @) (4.12)
j=k k=1

1 We need this technical condition on A and Q in order to ensure that the integral defined by
Equation (4.1.1) is well defined for all s € C with Res large enough.



248 4 Relative Fractal Drums and Their Complex Dimensions

see Subsection 2.1.4. Therefore, the notion of relative fractal drum (A, 2) is a nat-
ural extension of the notion of bounded fractal string . = (¢;) j>1. Here, we point
out that the notion of “generalized fractal string” already exists, and has a different
meaning; see [Lap-vFr3, Chapter 4]. See also Remark 4.1.4 just below.

Remark 4.1.4. In short, a generalized fractal string (in the sense of [Lap-vFr3]) is
a local positive or complex measure on (0,+o) which does not have mass near 0.
A local positive measure is simply a locally bounded positive Borel measure on
(0,4-o0), while a local complex measure is a locally bounded set-function on (the
Borel o-algebra of) (0,+c0) whose restriction to every compact subinterval J of
(0,4o0) is a (necessarily bounded) Borel complex measure on J. (See Definition
A.1.1 in Appendix A.) For example, an ordinary fractal string is represented by the
positive measure 1 ¢ 1= 2;":1 6;1, where for x > 0, 8, denotes the unit Dirac mass

(or measure) concentrated at x. Note that clearly, since £; | 0 as j — oo, ¢ is a
generalized fractal string because it does not have any mass near 0. More generally,
one could consider generalized fractal strings which are discrete but with noninteger
multiplicities, say, N = N := Y;c o b8, 1, where .Z = {l} is an ordinary fractal
string (now consisting of distinct lengths /) and ‘multiplicities’ or ‘weights’ b; (with
b; > 0or b; € C for each [ € Z); so that its ‘geometric zeta function’

G)= [ nian

is the Mellin transform of the generalized Dirichlet series Y ;- o b;l°. Of course,
one can also consider continuous analogs, say, 11(dx) = ¢(x)dx, with ¢ a suitable
real-valued function on (0,+<). See, especially, [Lap-vFr3, Chapters 4, 5, 9, 10]
and [Lap-vFr3, Section 6.3 and 11.1] for a variety of examples and applications of
the theory of generalized fractal strings.

Remark 4.1.5. For results and conjectures concerning the spectra and the vibrations
of (ordinary) fractal drums (or ‘drums with fractal boundary’), we refer, e.g., to
[Berrl, Berr2], [BroCar], [SapGoMar], [Lap1-3], [Ger], [GerSc], [FlVa], [Cae],
[LapNeuReGr], [LapPa], [MolVai], [HeLap], [vBGilk], [Lap-vFr1-2], [HamLap],
as well as [Lap-vFr3, Section 12.5] and the relevant references therein. We note that
in the present monograph, however, we study mainly the geometry (rather than the
eigenvalue spectrum) of (relative) fractal drums. A short discussion of the spectral
zeta functions of a simple class of RFDs in R can be found in Section 4.3.1.

We can define the relative complex dimensions of A with respect to 2 (and with
respect to a given window W) as the set of poles (in W) of the meromorphic ex-
tension of the relative distance zeta function {4 .

In particular, when {4 o has a meromorphic continuation to an open (con-
nected) neighborhood of {Res = dimp(A,€)}, one can define (much as in Defi-
nition 2.1.67) the set of relative principal complex dimensions of (A,Q), which is
denoted by 92(84 ) or by dimpc(A,£2), and consists of the poles of {4 o which
lie on the critical line {Res = dimp(A,Q)}. (We will see in Theorem 4.1.7 and
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Remark 4.1.8 that the abscissa of convergence of {4 o coincides with dimp(A, Q)
and hence, {4 o is holomorphic in the open half plane {Res > dimp(A,£2)}.) See
Definition 4.1.13.

In the previous paragraph and in the sequel, we are using the relative upper box
dimension dimg(A, Q) (introduced in [Zu4] and generalizing that of [BroCar] and
[Lap1-3], where A := d£), instead of dimp(A). Its definition is analogous to that of
the usual upper box dimension.

First, for any r € R, we define the upper r-dimensional> Minkowski content of
A relative to Q (or the upper relative Minkowski content, or the upper Minkowski
content of the RFD (A, 2)) by

|A, N Q|

A (A, Q) = limsup N

t—0t

(4.1.3)

and then proceed exactly as in (1.3.4) or in (1.3.5) in order to define dimp(A, Q):

dimg(A,Q) =inf{reR: .#* (A, Q) =0}
—inf{r e R:. 4" (A,Q) < oo} (4.1.4)
=sup{reR: . #"(A,Q) = +oo}.

We call it the relative upper box dimension (or relative upper Minkowski dimension)
of A with respect to Q (or else the relative upper box dimension of (A,Q)). Note
that

dimp(A, Q) € [, N], (4.1.5)

and the values can indeed be negative, and even equal to —eo; see Proposition 4.1.35
and Corollary 4.1.38.
Naturally, .#! (A, Q), the lower r-dimensional Minkowski content of (A,Q), is
defined as in (4.1.3), except for a lower instead of an upper limit.
We define analogously the relative lower box (or Minkowski) dimension of
(A, Q):
dimg(A,Q) =inf{re R: .#/(A,Q2) =0}
=inf{reR: Z (A, Q) < e} (4.1.6)
=sup{reR: #Z[(A, Q) = +co}.

Furthermore, when dimg (A, Q) = dimp(A, Q), we denote by dimp(A, Q) this com-
mon value and then say that the relative box (or Minkowski) dimension dimg(A, Q)
exists. See Remark 4.1.6 below.

If0 <. #P(A, Q) < .#*P(A, Q) < o, we say that the relative fractal drum (A, Q)
is Minkowski nondegenerate. Tt then follows that dimg(A, ) exists and is equal
to D.

If #P(A,Q)= #"P (A Q), this common value is denoted by .#ZP(A,Q)
and called the relative Minkowski content of (A, Q). If .#P(A,Q) exists and is

2 An important novelty here is that we allow negative values of r as well.
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different from 0 and +e- (in which case dimp(A, 2) exists and we necessarily have
D =dimg(A,Q)), we say that the relative fractal drum (A, Q) is Minkowski measur-
able. For relative box (or rather, Minkowski) dimensions and their properties, see
[Lap1], [HeLap] and more generally, [Zu4].

For example, if we assume that A = 9, then dimp (9, ) is also called the
one-sided box dimension of the boundary (i.e., with respect to €2, see [HeLap]) or
the inner Minkowski dimension of dQ (see, e.g., [BroCar], [Lap1-3], [LapPol1-3],
[LapMal-2], [FIVa] and [Lap-vFr1-3]). It may be different from dimpd Q.

Remark 4.1.6. Here and in the sequel, we use interchangeably the terms “relative
box dimension” and “relative Minkowski dimension”. However, strictly speaking,
only the latter term is correct in this general context because we do not have a proper
independent (and geometric) definition of relative box dimension. See Problem 6.2.6
on page 556.

If A is a bounded subset of RY and Q is an open subset of RY of finite N-
dimensional Lebesgue measure, it is clear that

EB(A,Q) S [—M,MBA], 4.1.7)

and similarly for the lower box dimension. The inequality dimg(A, ) < dimpA may
be strict; see Examples 4.1.23 and 4.1.25. An obvious example is when the distance
between A to € is positive, in which case dimp(A,Q2) = dimg(A,2) = —, no
matter what value is taken by dimpA. Furthermore, there are simple examples of
disjoint sets A and Q for which dimp(A, ) is nonzero; see Example 4.1.22. It is
interesting that the value of dimg (A, ) may be negative, whereas dimpA (as well as
dimpA) is always nonnegative. See, especially, Proposition 4.1.35, Corollary 4.1.38
and Remark 4.1.39.

The following result extends Theorem 2.1.11 to the present, more general, set-
ting. To see this, it suffices to take {2 = A for any fixed & > 0.

Theorem 4.1.7. Let Q be an open subset of RN of finite N-dimensional Lebesgue
measure, and let A C RN be such that Q C Ag for some & > 0. Then the following
properties hold:

(a) The relative distance zeta function s o (s) is holomorphic in the half-plane
{Res > dimg(A, Q)}, and for those same values of s, we have

Chals) = [ x4y Vlogd(x,a)d.
' Q
(b) The lower bound in the open right half-plane {Re(s) > dimpg(A,Q)} is op-

timal, from the point of view of the (absolute) convergence of the Dirichlet-type
integral initially defining {4 o in (4.1.1). In other words,

D(CAtﬂ):mB(Av'Q)v (4.1.8)
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where D(Ca ) is the abscissa of convergence of Ca . (See also Remark 4.1.8 and
part (i) of Corollary 4.1.10 below.)

(¢) If D = dimg(A, Q) exists, D < N, and #MP(A,Q2) > 0, then {y o(s) — +oo
as s € R converges to D from the right. See also part (ii) of Corollary 4.1.10 below.

Proof. The proof is similar to that of Theorem 2.1.11. Instead of Lemma 2.1.3, we
have to use a more general result (see [Zu4, Theorem 3.3]):

1fy<N—mB(A,Q),then/ d(x,A)dx < oo, (4.1.9)
ASQQ

where 0 is any fixed positive number. Lemma 2.1.6 can be easily adapted to the case
of the relative box dimension; see [Zu2]. We omit the details. We simply note that
in [Zu4, Theorem 3.3], the result is proven under the assumption that we deal with
relative Minkowski contents for » > 0. Here, we allow r < 0 as well and it is easy to
see that, nevertheless, this result still holds in this more general context. O

Remark 4.1.8. The claim in Theorem 4.1.7(b) follows easily from (a) and the fact
that if s € R and s < dimp(A, ), then the defining integral in (4.1.1) is equal to in-
finity. Note that it follows from Theorem 4.1.7(b) that the relative upper box dimen-
sion, dimg (A, Q), coincides with the abscissa of convergence of the Dirichlet-type
integral defining {4 o in (4.1.1). Equivalently, as was stated in Theorem 4.1.7(b),
we have

dimp(A, Q) = D(Cs.0), (4.1.10)

where the latter notation is defined in Equation (2.1.92).

Remark 4.1.9. The continuity property stated in Theorem 2.1.78 also holds in the
more general case of the relative zeta functions studied in the present subsection
(that is, under the general assumptions of Definition 4.1.1). The proof of this fact is
completely analogous to that of Theorem 2.1.78.

Since, as we have noted in Example 2.1.41, the relative distance zeta function
a0 is a Dirichlet-type integral satisfying condition (2.1.54) specified in Subsection
2.1.3.2 (i.e., it is a tamed DTI, in the sense of Definition A.1.3 of Appendix A), its
abscissa of convergence D({4 o) is well defined. (For more details, see also the
proof of part (1) of Proposition A.2.4 in Appendix A.) Exactly the same comment
can be made about the relative tube zeta function §A7Q, to be introduced later in
Subsection 4.5.1, Equation (4.5.1).

The following result is the exact analog for RFDs of Corollary 2.1.20 and Corol-
lary 2.2.10 combined with Remark 4.1.11 and Remark 4.1.8. Note, however, that
we no longer conclude that D(CA’Q) > 0, as will be further discussed in Subsec-
tion 4.1.2. Moreover, the analog of this result holds for the relative tube zeta func-

tion €A7Q.
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Corollary 4.1.10. (i) Let (A, Q) be a relative fractal drum of RN. Then:

Dier(8a.0) < Dhoi($a.0) <D(8s.0) =dimp(A, ), (4.1.11)

and each of these inequalities is sharp, in general.

(ii) If, in addition, we assume that the hypotheses of part (c) of Theorem 4.1.7
are satisfied, we then have the following equalities:

Dhoi(Ca.0) =D(8a0) = dimp(A,Q), (4.1.12)

and hence, I1(8y o) = 7 (8a ), whereas under the assumptions of part (i) just
above, we only have I1(C o) C 7 (8a0).

Remark 4.1.11. Much as was noted in part (a) of Remark 2.1.21, we do not know
whether there exist RFDs (A, ) for which the second inequality in (4.1.11) is strict;
namely, Dyoi(8a.0) < D(8a,). Such RFDs could not be ordinary fractal strings
since we always have an equality in the latter case.

It is easy to find a relative fractal drum (A,Q) for which Dpyer(Ca0) <
Dhoi(8a ). In fact, for every (nontrivial) fractal string, the equalities in Equa-
tion (4.1.12) always hold (without assuming the hypotheses of part (c¢) of Theorem
4.1.7), and with dimg(A,£2) > 0, but, for example, for the Cantor string, we have

Dmer(CA,Q ) = —o°°.

It is easy to see that, given any subset A and an open set Q in RY with finite
N-dimensional Lebesgue measure, the relative zeta function of (A, Q) can also be
defined in the following way:

Lrals:8) = /Q dxay (4.1.13)
S

where & is a fixed positive number. Namely, for Q' := Q NAg, the condition in
Theorem 4.1.7 according to which £’ C A is clearly satisfied.

In our definition of RFDs (A,2), we assume that £ is an open subset of RY.
Actually, Theorem 4.1.7 holds even in the case when £ is a Borel set in RY. For ex-
ample, 2 may have an empty interior and a positive Lebesgue measure. Therefore,
it is natural to consider more general fractal drums (A, £2), for which € is just an
arbitrary Borel subset of RY . This issue is pursued in Appendix B, where the notion
of ‘local zeta function’ is discussed.

In the following result, we obtain a simple sufficient condition for two RFDs to
be equivalent. Its proof is similar to the proof of Proposition 2.1.76, and therefore
we omit it.

Proposition 4.1.12. Assume that (A,)) and (A,£) are RFDs in RY such that
fi(s) = fgj\(_omgz) d(x,A)"Ndx are entire functions, for j = 1,2. Then the corre-
sponding distance zeta functions are equivalent, that is,
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CA,QI ~ CA,QZ .

Definition 4.1.13. Assume that (A, Q) is a relative fractal drum in R" such that its
distance zeta function possesses a meromorphic extension to a domain which con-
tains the critical line {Res = D({4 o)} inits interior. The set of poles of {4 o located
on the critical line is called the set of principal complex dimensions of the relative
fractal drum (A,Q), or the set of relative principal complex dimensions of (A,Q),
and is denoted by dimpc(A, ) or equivalently, &.({4 o). (This extends the defi-
nition of dimpc A = Z2.({,) given in Definition 2.1.67.) We can analogously define
the set dimpc £ of principal complex dimensions of any bounded (or unbounded)
fractal string £ = ({;)j>1, as the set of poles of {¢ contained on the critical line

{Res=D(Cx)}.
In light of Theorem 2.2.3, we have the following result.

Theorem 4.1.14. Assume that (A, Q) is a Minkowski nondegenerate RFD in RV,
that is, 0 < #P(A, Q) < .#*P(A,Q) < o (in particular, dimg(A, Q) = D), and
D < N. If {4 o(s) can be extended meromorphically to a connected open neighbor-
hood of s = D, then D is necessarily a simple pole of 4 q, the residue res(8s o, D)
is independent of 8 and

(N—D).#P(A,Q) <res({4.0,D) < (N— D). (A,Q). (4.1.14)
Furthermore, if (A, Q) is Minkowski measurable, then

res($a.0,D) = (N—D).#" (A, Q). (4.1.15)

The next lemma follows immediately from the definition of the relative upper
and lower box dimensions.

Lemma 4.1.15. Assume that we have two RFDs (A;,Q;) in RN (j = 1,2),
where each £2; is of finite Lebesgue measure. If Ay C Ay and €2 C €2, then
dimp (A1, Q1) < dimp(A,,€2,). This is also true for the lower relative box dimen-
sions.

An immediate consequence is the following simple and useful result.

Lemma 4.1.16. Assume that 21 C Q C £, are open sets of finite Lebesgue measure
inRN.If - o
dimB(A,Ql) = dimB(A, Qz),

then this common value is equal to dimg(A, Q).

The following countable additivity property of zeta functions is a simple conse-
quence of the o-additivity property of the Lebesgue integral.

Proposition 4.1.17. Assume that Q = UZ_,Bj is an open subset of RN of finite N-
dimensional Lebesgue measure, where (B j);": | is a sequence of pairwise disjoint
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open subsets of RN, Furthermore, assume that A QfRN and there exists § > 0 such
that Q C Ag. Then, for all s € C such that Res > dimg (A, Q), we have

Caals) ZCAB (4.1.16)

Example 4.1.18. Let 2 C R be a disjoint union of open intervals /; in the real line,
of lengths 1/ k2 for each k > 1. Here, Q may be unbounded. Let A = 0Q. Then

e 21 —25 o

Caals Z Cas (s Z k%~ i k=% =¢(25), (4.1.17)
k=1

where {(s) = ¥ ;> k~* is the classical Riemann zeta function (or its meromorphic
continuation). The abscissa of convergence of {4 o (s) is therefore equal to s = 1/2,
and by using Theorem 4.1.7(b) we conclude that dimg(A,Q) = 1/2. Note that
by analytic continuation, {4 o has a meromorphic extension to all of C, and that

Caals)= (2s) forall s € C.

The following example is a relative analog of Example 2.2.21.

Example 4.1.19. Let Q = Bg(0) be the open ball in RV of radius R and let A =
dQ be the boundary of £, i.e, the N — 1-dimensional sphere of radius R. Then,
introducing the new variable p = R — r, we have

R R
CA,Q(S):NUON/ (R—r)S*N#"*ldr:NwN/ P N(R—p)¥ldp
0 0
waN/ pSNZ ( 1>RN1kpkdp

_ sNil N-1 (_1)k
voue 3 (M)

k=0

N—1 N—j—1
. N—-1\(—=1)""/
=0 J s—=J

for all s € C with Res > N — 1, where wy is the N-dimensional Lebesgue measure
of the unit ball in R"; see Equation (1.3.22) on page 40. (Note that we have also
used the well-known symmetry of the binomial coefficients, (" )= (N ) In
particular, {4 o can be meromorphically extended to the whole complex plane and

is given by

N=1 /a7 _ _1\WN-j—1
Lia(s) = NoyR' Y (Nj 1>(1)j (4.1.18)

j=0 s—J

for all s € C.
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Therefore, we have

dimB(A,Q) = D(CA’Q) =N-1

P2(lo)=1{0,1,....N—1} and dimpc(A,Q)={N—1}. (4.1.19)

Furthermore,
4 N—1\ .
res($a.0,)) = (I)N‘J‘leN< ; >Rf (4.1.20)

for j=0,1,...,N — 1. It is noteworthy that the set 92({4 o) of complex dimensions
of (A,Q) is not the same as the set () of complex dimensions of A; compare
Equation (4.1.19) with Equation (2.2.58) of Example 2.2.21 on page 128. As a spe-
cial case of (4.1.20), for j = D := N — 1 we obtain that

res({a.0,D) = NoyR' ' = 2P (4,Q). (4.1.21)
The last equality follows from a direct computation:

. ANQ| . oyRY—ay(R—1)N ~
MP(A,Q)=1 A =1 =NoyR"™'. (4.1.22
( ) tir(g (N-D ti%l+ t N ( )

Furthermore, recall that H?(A) = HV=1(9Bg(0)) = NoyR"~", where HV~! is the
(N — 1)-dimensional Hausdorff measure. In particular, the relative fractal drum
(A, Q) is Minkowski measurable and

MP(A,Q)=HP(A). (4.1.23)

Equation (4.1.21) is a special case of Equation (4.5.13) in the case when m := 0 in
Theorem 4.5.1 on page 353; see also Equation (4.5.1).

Proposition 4.1.20. (a) For any relative fractal drum (A,Q), with |Q] < e, we
have L -
dimp(A, Q) = dmp(A, Q),

and similarly for the relative lower box dimension.

(b) The Cartesian product (A1 X Az, Q1 X ;) of two Minkowski nondegenerate
RFDs (A1,€1) and (A2,£2), is also Minkowski nondegenerate. Furthermore,

dimB(Al X Ay, L2 XQQ) :dimB(Al,Q])+dimB(A2,Qz).

Proof. Part (a) follows easily from the fact that A, = (A), for all # > 0, where A
denotes the closure of A in RV, Part (b) follows from [Zu2, Proposition 4.3]. O

Some basic open questions about the relative upper box dimension can be found
in Problem 6.2.31 of Section 6.2.2.
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dimp(A, Q) =1+«

X

Fig. 4.1 A relative fractal drum (A, Q) in the plane with relative box dimension dimg(A,Q) =
1+ o € (1,2), for o € (0,1); see Example 4.1.21.

Example 4.1.21. Here, we deal with a situation where both of the sets A and €2 are
unbounded. This example is based on [Zu2, Example 2.1]. Let A = {0} x (1, 4-0) C
R? and Q = {(x,y) € R? : x € (0,1), 1 <y < x~*}, for some fixed a € (0,1); see
Figure 4.1. Note that 2 is unbounded, but has finite two-dimensional Lebesgue
measure. The relative distance zeta function is then given by

Gha) =[] ditx).a)axdy

1 X0 g
_ / X 2dx / dy = / (PO oy (4.1.24)
0 1 JO

1 1 1

= — ~

s—1l—-oa s—1 s—1—a

)

where in the computation of the double integral, we have assumed that Res > 1+ o.
It follows that o = 1 + o is the abscissa of convergence of the relative zeta function
Ca.0: D(8a o) = 1+ a. Therefore (see (4.1.10)), the half-line A has a nontrivial
relative box-dimension with respect to €2, given by

dimg(A, Q) = D(Gg) = 1+

It is not difficult to show that a stronger result holds; namely, dimg(A, ) exists,
dimp(A, Q) = 1+ o, and the relative fractal drum (A, 2) is Minkowski measurable.
It follows from the above discussion that the set 92.({4 o) of relative principal
complex dimensions of the half-line A (with respect to the open unit square ) is
given by
«QC(CA,Q) = {1 + OC}.
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A

dim (4,Q) <1 1

Fig. 4.2 A relative fractal drum (A, €2) such that dimg(A4,2) =1 —a < 1 (here, 0 < o < 1),
whereas dimp A, = 1; see Example 4.1.23. This illustrates the drop of dimension phenomenon for
relative Minkowski dimensions.

Actually, a more precise result holds. Indeed, note that according to the last equality
of (4.1.24), {4 o has a meromorphic continuation to all of C (given by the right-
hand side of the last equality of (4.1.24)), and furthermore, the set 22({4 o) of all
relative complex dimensions of (A, Q) is given by

‘@(CA,Q) = {17 1 —|—OC} = {1 +(X}U{1},

the union of {1 + o}, the set of scaling complex dimensions, and {1}, the set
of positive integer dimensions (in the sense of [LapPe2-3] and [LapPeWil], see
also [Lap-vFr3, Section 13.1]). We point out, however, that the theory of [LapPe2,
LapPeWil] cannot be applied to the present example in order to also yield this result.
Hence, the relative ‘fractal drum’ (A, Q) is not fractal (in the sense of [Lap-vFr1-3])
since it does not have any nonreal principal complex dimensions, which is, of
course, natural since both A and €2 are standard Euclidean geometric shapes.

Example 4.1.22. Let Q be the same as in the preceding example, and define A =
{(x,y) € (—1,0) xR :y=|x|~*}, where x € (0, 1) is fixed. Here, we also have that
dimp (A, ) exists and

dimB(A,Q) :D(CA"Q) =1+a.

Note that now, the sets A and Q are disjoint.

It is clear that in the case of a bounded set A, we have dimg (A,Q) < dimpA, and
analogously for the lower box dimension. The following example shows that the
inequality may be strict.

Example 4.1.23. We provide here an example showing that a smooth rectifiable
curve (see part (a) of Remark 4.1.24 below) may have a relative box dimension
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strictly less than one, whereas its (ordinary) box dimension is equal to one. This ex-
ample illustrates what we propose to refer to as the drop of dimension phenomenon,
which is frequently encountered in the context of RFDs. For an even more dramatic
example of this important and surprising phenomenon, see Corollary 4.1.38 and
Remark 4.1.39 on pages 265-266.

Let Q = (—1,0) x (0,1) and let A, be the graph of a Holder continuous function
y=x% 0<x<1, for a fixed a € (0,1); see Figure 4.2. Then, the relative box
dimension of the curve A, (with respect to £2) exists and is given by

dimg(Aq, Q) =1-a.

Note that, in contrast, dimg A, = 1, independently of the value of a € (0, 1), since
Ay is clearly rectifiable, i.e., of finite length. (See part (b) of Remark 4.1.24 be-
low.) Also, it is worth noting that A, and €2 are disjoint. The relative zeta function
Ca.0(s) is holomorphic on the half-plane Res > 1 — ¢, and the bound is optimal:

D(gAmQ) = dimB(Aa,Q) =1-a.

Remark 4.1.24. (a) Note that A, is a C-curve, since it does not contain the origin.
Furthermore, the curve A, is at least of class C! (more precisely, of class C¥ with
k=[1/0]), since it can be viewed as the graph of the function x = y!/* fory € [0, 1],
where the exponent 1 /o is larger than 1 (and in particular, the function is Lipschitz
continuous).

(b) The length of A, is bounded by the sum of its projections onto the vertical
and horizontal axes, that is, by 2. If a curve is rectifiable (i.e. of finite length), then
its graph has box (i.e., Minkowski) dimension equal to 1; see, e.g., Federer [Fed2,
Theorem 3.2.39] for a more general statement concerning k-rectifiable sets. Namely,
the Minkowski (or box) dimension of a closed and k-rectifiable set (i.e., of the image
in RN under a Lipschitz map of a bounded set in R¥) exists and does not exceed k&,
and, moreover, its k-dimensional Minkowski content exists and is finite. Here, we
have k = 1, N = 2 and, clearly, the Minkowski dimension of a smooth curve is not
smaller than 1.

Example 4.1.25. Slightly modifying the above example, let us set A’ = {0} x (0,1)
and consider the family of open sets Q/, = {(x,y) € (0,1)? : y < x*}, where a €
(0,1). Then

D(Cy o) = dimp(A’, Q) = 1 —av.

This shows that the relative box dimension depends on the domain /.

In the following proposition, we extend the well-known property of finite sta-
bility of the usual upper box dimension dimpA (see, e.g., [Fall]) to the more gen-
eral case of the relative upper box dimension dimg(A, £2); see Equation (4.1.25) in
Proposition 4.1.26 below. The claim is not true for the relative lower box dimension
dimg(A, Q); see the discussion immediately following Equation (6.1.8) in Subsec-
tion 6.1.2 of Chapter 6 below.
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Proposition 4.1.26 (Finite stability of the relative upper box dimension). Let
(A, Q) and (B, Q) be two relative fractal drums in RY. Then (AUB, ) is an RFD
as well, and the following property of finite stability of the relative upper box di-
mension holds:

ﬁB(AUBJ)) :max{mB(A,Q),mB(B,Q)}. (4.1.25)
Moreover, for any real number s € R, we have that

max{.Z*(A,Q), 4 (B,Q)} < M*(AUB,Q) < .M*(A,Q)+.4*(B,Q).
(4.1.26)

Proof. Since (A,2) and (B, Q) are RFDs, then 2 C A5 and Q C B for some 6 > 0;
hence, Q C As UBg = (AUB)s. Therefore, (AUB,£2) is an RFD as well.

Let us first prove the two inequalities appearing in (4.1.26). The first one follows
immediately from the two inclusions A C AUB and B C AU B, while the second one
is an easy consequence of the fact that (A UB); = A; UB;, for all 7 > 0:

AUB);NE2 A/UB)NQ
MP(AUB,Q) = limsup% = limsup%
t—0t t t—0t A
< limsu (\A,QQ| \B,O.Q|)
- p N—s N—s
0+ t t (4.1.27)
) |A,NnQ| . |B: N Q|
< limsup — +limsup —
PR ot

= M(A,Q)+ .M (B,Q).

Now, Equation (4.1.25), which we write as L = R, follows easily from Equation
(4.1.26). Indeed, assume that (4.1.25) does not hold, i.e., that L # R. Let us consider
the following two cases:

(a) If L < R in (4.1.25), then by taking any real number s € (L,R), we have that
AM*S(AUB,Q) =0 and either .Z*(A,Q) = +o or A *(B,Q) = +o. However,
this is impossible, due to the first inequality in (4.1.26).

(b) If L > R, then by taking any real number s € (R,L), we obtain that .#* (AU
B,Q) =+t and A4 (A, Q) = .#*(A,Q) = 0. This is also impossible, due to the
second inequality in (4.1.26).

This completes the proof of Equation (4.1.25), as well as of the proposition. O

Remark 4.1.27. 1f (A, £2)) and (B, £2) are two relative fractal drums in R" such that
for some € > 0, A¢ N2, = 0 and B, N 2| = 0, then the property of finite stability
holds in the following sense:

EB(A UB, £, UQz) = max{mB(A,Ql),ﬁB(B,Qz)}. (4.1.28)
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Moreover, for any real number s € R, we have that

maX{,///*S(A7.Q]),///*S(B7.Qz)} < .///*S(A UB, Q1 UL)

4.1.29
//*S(AUB,QlUQQ)S%*S(A,Ql)-l-.///*s(l?,gg). ( )

Note, however, that Equations (4.1.28) and (4.1.29), jointly with the indicated as-
sumptions, do not contain Proposition 4.1.25 as a special case.

In order to prove (4.1.29), it suffices to observe that for any ¢ € (0, €), we have
that (AUB), N (21N Q) = (A, NQ21)U(B,NL,), and then to proceed analogously
as in the first part of the proof of Proposition 4.1.26. Equation (4.1.28) follows from
(4.1.29) and the arguments from the second part of the proof of the proposition.

4.1.2 Cone Property and Flatness of Relative Fractal Drums

We introduce the cone property of a relative fractal drum (A,£2) at a point, in or-
der to ensure that the abscissa of convergence of the associated relative zeta func-
tion {4 o be nonnegative. The main result of this subsection is stated in Proposi-
tion 4.1.33. We also construct a simple class of RFDs for which the relative box
dimension is negative; see Proposition 4.1.35.

Definition 4.1.28. Let B,(a) be a given ball in RY of radius r. Let @B be the bound-
ary of the ball, which is an (N — 1)-dimensional sphere, and assume that G is a
closed connected subset contained in a hemisphere of dB. [Intuitively, G is a disk-
like subset (‘calotte”) of a hemisphere contained in the sphere dB.] We assume that
G is open with respect to the relative topology of dB. The cone K = K,(a,G) with
vertex at a, and of radius r, is defined as the interior of the convex hull of the union
of {a} and G.

Definition 4.1.29. Let (A, £) be a relative fractal drum in RY. We say that a relative
Sfractal drum (A, Q) has the cone property at a point a € AN L if there exists r > 0
such that £ contains a cone K;(a,G) with vertex at a (and of radius r).

Remark 4.1.30. If a € AN K2 (hence, a is an inner point of £2), then the cone property
of the relative fractal drum (A,€2) is obviously satisfied at this point. So, the cone
property is actually interesting only on the boundary of €2, that is, ata € ANJQ.

Example 4.1.31. Given o > 0, let (A, Qg ) be the relative fractal drum in R? defined
by A= {(0,0)} and Qy = {(x,y) ER>: 0<y<x* x€ (0,)}. fO< x < 1,
then the cone property of (A, Q) is fulfilled at a = (0,0), while it is not satisfied
(at a = (0,0)), for o > 1. Using these domains, we can construct a one-parameter
family of RFDs with negative relative box dimension; see Proposition 4.1.35 below.

Proposition 4.1.33 below is an extension of Lemma 2.1.52, which states that
D(&4) > 0 for any bounded set A. We first need an auxiliary result.
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Lemma 4.1.32. Assume that K = K,(a,G) is an open cone in RN with vertex at a
(and of radius r > 0), and f € L'(0,r) is a nonnegative function. Then there exists a
positive integer m, depending only on N and on the opening angle of the cone, such
that

/ f(|xfa|)dx§m/f(|xfa|)dx. (4.1.30)
By(a) K

Proof. Since the sphere dB is compact, there exist finitely many calottes Gy, ..., Gy,
contained in the sphere, that are all congruent to G (that is, each G; can be obtained
from G by a rigid motion), and which cover dB. Let K; = K,(a,G;),i =1,...,m, be
the corresponding cones with vertex at a. It is clear that the value of

/K_f(\x—apdx (4.131)

does not depend on i. Since B, (a) = U | K;, we have

/Br(a)f(|x—a|)dxéZI/Kif(PC—aDdx:m/Kf(|x—a\)dx. (4.1.32)

O

Proposition 4.1.33. Let (A, Q) be a relative fractal drum in RY. Then:

(a) If the sets A and Q2 are a positive distance apart (i.e., if d(A,Q) > 0), then
D(8a.0) = —eo; that is, {4 o is an entire function. Furthermore, dimp(A, ) = —eo.

(b) Assume that there exists at least one point a € AN Q at which the relative
fractal drum (A, Q) satisfies the cone property. Then D({4 o) > 0.

Proof. (a) For r > 0 small enough such that r < d(A,Q), where d(A,Q) is the
distance between A and €, we have A, N Q2 = 0; so that {4 4,ne(s) =0 for all
s € C. Therefore, D({s 4,n0) = —ee. Since 4 o(s) — $a.a,n(s) is an entire func-
tion, we conclude that we also have that D({4 o) = —ee. Since |[A N Q2| = 0 for
all sufficiently small € > 0, we have .#Z"(A,Q) = 0 for all r € R, and therefore,
dimp(A, Q) = —oo.

(b) Assume, by reasoning by contradiction, that D({4 o) < 0. In particular,
Ca.0(s) is continuous at s = 0 (because it must then be holomorphic at s = 0). By
hypothesis, there exists an open cone K = K, (a,G), such that K C Q. Using the
inequality d(x,A) < |x —a| (valid for all x € RY since a € Q) and Lemma 4.1.32,
we deduce that for any real number s € (0,N),

Lra(s) = Cak(s) = /K d(x, AP Ndx > /K x—al* N

1 No,
> — |xfa|S_Ndx:—N
m JB,(a) m

r“ys_l,



262 4 Relative Fractal Drums and Their Complex Dimensions

where m is the positive constant appearing in Equation (4.1.30) of Lemma 4.1.32.
This implies that CA, Q(s) = e as s — 0%, s € R, which contradicts the holomor-
phicity (or simply, the continuity) of {4 o (s) ats =0. O

The cone condition can be replaced by a much weaker condition, as we will now
explain in the following proposition.

Proposition 4.1.34. Let (1 )x>0 be a decreasing sequence of positive real numbers,
converging to zero. We define a subset of the cone K,.(a,G) as follows:

oo

K,(a,G (}’k k>0 {)CEK a G) |x—a| € U(er,erH)}. (4.1.33)
k=0

If we assume that the sequence (ry x> is such that

oo

S (1) —>L>0 as s—0%s€eR, (4.1.34)
k=0

then the conclusion of Proposition 4.1.33(b) still holds, with the cone condition
involving K := K(a,G) replaced by the above modified cone condition, involving
the set K' := K,(a, G, (ry)i>0) contained in K.

Proof. In order to establish this claim, it suffices to use a procedure analogous to
the one used in the proof of Proposition 4.1.33:

Caals) / x—al Ny > 72/ |x—a|S*Ndx
'2/{

\B’ZH—I
N(I)N -1 Na)N -1
= Z "Ek*rikﬂ):TS 2(*
k=0

For example, if ry = 2%, then condition (4.1.34) is fulfilled since

oo oo 1 1
.s: _1 k2 k.s: - = _>O+’ cR.
kg{) " g T35 73 8 s
This concludes the proof of the proposition. O

The following proposition (building on Example 4.1.31 above) shows that the
box dimension of a relative fractal drum can be negative. It also shows that the
analog of Lemma 2.1.52 does not hold for arbitrary RFDs.

Proposition 4.1.35. Let A = {(0,0)} and
Q={(x,y) eR*:0<y<x* xe(0,1)}, (4.1.35)

where o > 1; see Figure 4.3. Then the relative fractal drum (A,Q) has a nega-
tive box dimension. More specifically, dimp(A, Q) exists, the relative fractal drum
(A, Q) is Minkowski measurable and
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dlmB(A.Q) <0

A

Fig. 4.3 A relative fractal drum (A, Q) with negative box dimension dimg (A, Q) =1 — o < 0 (here
o > 1), due to the ‘flatness’ of the open set £2 at A; see Proposition 4.1.35. This provides a further
illustration of the drop in dimension phenomenon (for relative box dimensions).

dimB(A,Q) :D(CA7Q) =1-a<0,
1

A = 4.1.36
A% (A, Q) T o ( )

Dmer(CA,Q) < 3(1 - Ot).
Furthermore, s =1 — a is a simple pole of {4 .
Proof. First note that A = B¢((0,0)). Therefore, for every € > 0, we have

8a+1

a+1

1)
\&mmg/x%ﬁ:
0

If we choose a point (x(€),y(€)) such that

(x(€),y(e)) € I(Ae) N{(x,y) sy =x% x € (0,1)},
then the following equation holds:

2

x(e)* +x(g)** = €2, (4.1.37)

It is clear that

x(€) e)ot!
|A€ﬂ!2|2/ sy = MO
0 a+1
Letting D := 1 — o, we conclude that
1 x(e)\otl A NQ| 1
— (= <= _—_—<—— forall £>0. 4.1.38
oc—i—l( € ) - gD —og+1’ ora ( )
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We deduce from (4.1.37) that x(€) ~ € as € — 07, since

.@ _ (1+x(8)2(a71))71/2 -1 as € _>O+’ (4139)

and therefore, (4.1.38) implies that dimp(A, Q) = D and . #P(A,Q) = 1/(a+1).
Using (4.1.38) again, we have that

0< fle) e M09 1 (1—(@)‘”1). (4.1.40)

oa+1 gD — g+1 €

Using (4.1.39) and the binomial expansion, we conclude that

()%g))aﬂ:1‘%1)‘(8)2"‘*%0@(@2*2) as €= 07,

Therefore, we deduce from (4.1.40) that
fle)=0(x(e>*2)) =0(e**2) as &—07.

Since |4 N Q| = > P((+1)"' + f(g)), by using Theorem 2.3.18 (adjusted to
the case of RFDs, see Theorem 4.5.1), we then conclude that

Dmer(CA,Q) <D- (205 _2) = 3(1 - (X).

Furthermore, s = D is a simple pole.
Finally, we note that the equality D({4 o) = D follows from (4.1.10). O

Example 4.1.36. Let (A, Q) be the relative fractal drum in R? defined by A =
{(0,0)} and Q = {(x,y) € R?: 0 <y < x?, x € (0,1)}; see Figure 4.2, for o = 2.
This relative fractal drum does not satisfy the cone property (at any point). (Note
that since AN dQ = {(0,0)}, it suffices to check that (A, £2) does not have the cone
property at a = (0,0), which is the case since 2 > 1; see Remark 4.1.30 and Exam-
ple 4.1.31.) According to Proposition 4.1.35, its relative box dimension is equal to
—1. We will show directly that the relative distance zeta function {4 o (s) is well de-
fined at s = 0, and equal to Catalan’s constant. First, using polar coordinates (r,0),
we obtain that for every s > 0,

Can(s) /d x,y),A)* 2dxdy = /dx/ 2+y =24y

71:/4 1/cos 8 /41 —tan® O
[ e [
tan 9/c0s6 $J0 cos* 6
The function under the integral sign is dominated by a constant (independent of s),
so we conclude from the Lebesgue dominated convergence theorem that the integral

in the last expression above converges to zero. We can now apply 1’Hospital’s rule
and differentiate under the integral sign in order to compute the limit at s = 0:
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, . [™* 9 /1—tan*0
lim Cao(s) = lim - (7) de

50 s—0tJo  ds\ cos*O
m/4 [ (tan @\’ log(cos 6)
=1 1 t0)+ ———=(tan’0 —1)| dO
et 0 Kcos 0 > ogleotf) + cos® 0 (tan )

”/41 t0)do = 3 =
/o og(cot ) _,;)(2114-1)2'

The next-to-last equality again follows from an application of Lebesgue’s dominated
convergence theorem, while the last sum is Catalan’s constant, which is approxi-
mately equal to 0.915.

In the following lemma, we show that for any 6 > 0, the respective sets of prin-
cipal complex dimensions corresponding to RFDs (A, Q) and (A,A5 N Q) coincide.

Lemma 4.1.37. Assume that (A, Q) is a relative fractal drum in RN, Then for any
6 > 0 we have

Caa(s) ~ Caasnals). (4.1.41)
In particular,
dimpc(A, Q) = dimpc(A,A5 N Q) (4.1.42)
and therefore, L L
dimp(A,Q) =dimg(A,As N Q). (4.1.43)

Here, the 8-neighborhood of A can be taken with respect to any norm on RN 3

Proof. Recall that according to the definition of a relative fractal drum (A, Q), there
exists 8; > 0 such that d(x,A) < §; for all x € Q; see Definition 4.1.2. On the
other hand, we have that d(x,A) > & for all x € Q\ As. Therefore, by using The-
orem 2.1.45 with ¢@(x) := d(x,A) and du(x) := d(x,A) Vdx, we conclude that the
difference
Erals) = Cragral) = [ d(xa) Vs
Q\Ag

defines an entire function. This proves the desired equivalence in (4.1.41). The re-
maining claims of the lemma follow immediately from this equivalence. Finally, the
fact that any norm on RY can be chosen to define A5 follows from the equivalence
of all the norms on RY. a

The following result provides an example of a nontrivial relative fractal drum
(A, ) such that dimg(A, Q) = —ee. It suffices to construct a domain £ in R? which
is flat in a connected open neighborhood of one of its boundary points.

Corollary 4.1.38 (A maximally flat RFD). Let A = {(0,0)} and*

Q' ={(x,y)eR>:0<y<e " 0<x<1}. (4.1.44)

3 This fact will be used in an essential manner in the proof of Corollary 4.1.38.

* The corresponding RFD (A, Q') is very similar to the RFD (A, Q) exhibited in Figure 4.2, but
now with an extremely sharp spike at the origin.
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Then dimg (A, Q') exists and

dimp(A, Q) = D(CA,Q’) = —oo, (4.1.45)
Proof. Let us fix oo > 1. Then, by I’Hospital’s rule,

) efl/x ] o
lim = lim — =0.
x—0+ X% t—+oo gl

Hence, there exists § = 8(at) > 0 such that 0 < e~ 1/* < x* for all x € (0, 8); that is,
‘Q:S(a) - Q(S(Oc)a

where
Qi) ={(xy) ER*:0<y<e /", 0<x< 8(ar)}

and
Qs(a) :=1{(x,y) € R?2:0<y<x* 0<x<d8(a)}.

Using Lemma 4.1.37 (with Q' instead of © and with the co-norm on R? instead of
the usual Euclidean norm)5 and Proposition 4.1.35, we see that

ﬁB(A,.Q') = mB(A,.Qé(a)) < dimB(A,.Qg(a)) =1-o.
The claim follows by letting &c — oo, since then, we have that
—oo < dimg(A, Q') < dimp(A, Q") = —co.

We conclude, as desired, that dimg(A, Q) exists and is equal to —eo. O

Remark 4.1.39. (Flatness and ‘infinitely sharp blade’). It is easy to see that Corol-
lary 4.1.38 can be significantly generalized. For example, it suffices to assume that
A is a point on the boundary of €2 such that (2 has the flatness property of A relative
to Q. This can even be formulated in terms of subsets A. We can imagine a bounded
open set Q C R3 with a Lipschitz boundary 9., except on a subset A C 9 €2, which
may be a line segment, near which €2 is flat. A simple construction of such a set is
Q =0Q'x(0,1), where Q' is given as in Corollary 4.1.38, and A = {(0,0)} x (0,1);
see Equation (4.1.44). Note that this domain is not Lipschitz near the points of A,
and not even Holderian; see Figure 4.4. The flatness of a relative fractal drum (A, Q)
can be defined by
1(4,Q) = (@ms(4,2)) ",

where (r)” := max{0,—r} is the negative part of a real number r. We say that the
flatness of (A, Q) is nontrivial if fl(A,Q) > 0, that is, if dimg(A,€2) < 0. In the
example just mentioned above, we have a relative fractal drum (A, Q) with infinite

5 Note that Q[S(a) = Q' NBs(4)(0), where B5(0) := {(x,y) € R? : |(x,y)|w < 8} and |(x,y) e :=
max{|x], |y[}.
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Fig. 4.4 A relative fractal drum (A, Q) with infinite flatness, as described in Remark 4.1.39. In
other words,  has infinite flatness near A; equivalently, dimg(A, Q) = —oo, which provides an
even more dramatic illustration of the drop in dimension phenomenon (for relative box dimen-
sions).

flatness, i.e., with fl(A, Q) = +oo. Intuitively, it can be viewed as an ‘ax’ with an
‘infinitely sharp’ blade.

4.1.3 Scaling Property of Relative Zeta Functions

We start with the following result, which shows that if (A4,€2) is a given relative
fractal drum, then for any A > 0, the zeta function {34 3 (s) of the scaled relative
fractal drum (AA,A€) is equal to the zeta function {4 o(s) of (A,€2) multiplied
by A®. This result extends Proposition 2.1.77.

Theorem 4.1.40 (Scaling property of relative distance zeta functions). Let
Ca.0(s) be the relative distance zeta function. Then, for any positive real number A,
we have that D({y4 5.0) = D(8a,0) = dimp(A, Q) and

Granals) =2 G als), (4.1.46)

for Res > dimg(A, Q) and any A > 0. (See also Corollary 4.1.42 below for a more
general statement.)

Proof. The claim is established by introducing a new variable y = x/A, and by
noting that d(Ay,AA) = Ad(y,A), for any y € RN (which is an easy consequence
of the homogeneity of the Euclidean norm). Indeed, in light of Remark 4.1.8 or
part (b) of Theorem 4.1.7, for s € C with Res > dimp(A,Q) = D({4.0), we have
successively:
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Crap(s) = A o d(x,AA)*Ndx

— /Q d(Ay, AAY N AN dy

= /'L"/ d(y,A) Ndy =184 a(s).
Q

It follows that (4.1.46) holds and {3 4 1.0 (s) is holomorphic for Res > dimp(A, Q).
Since D({4.0) = dimg(A, Q) (by part (b) of Theorem 4.1.7 and by Remark 4.1.8,
as was recalled above), we deduce that D({ 4 10) < D(8a.0), for every A > 0. But
then, replacing A with its reciprocal A ! in this last inequality, we obtain the reverse
inequality,6 and hence, we conclude that

dimp(A,Q2) = D({a.0) = D(Siap0);
for all A > 0, as desired. O

If £ = (¢;)j>1 is a fractal string and A is a positive constant, then for the
scaled string A.Z := (A{;) j>1, the corresponding claim in Theorem 4.1.40 is triv-
ial: ) ¢ (s) = AL« (s), for every A > 0. Indeed, by definition of the geometric zeta
function of a fractal string (see Equation (2.1.71) in Section 2.1.4), we have

=

(ML) =283 6= 2L (s),

! i=1

Szls) =

[ ygk

~
Il

for Res > D({ ). (The exact same argument as above then shows that D({») =
D(&; «).) Then, by analytic (i.e., meromorphic) continuation, the same identity con-
tinues to hold in any domain to which { & can be meromorphically extended to the
left of the critical line {Res = D({¢)}.

Remark 4.1.41. Let £ := (A, Q) be a relative fractal drum in R and let 1.Z :=
(AA,19), where A > 0. If we define §#(s) := {40 (s) = [od(x,A)*Vdx, then we
can reformulate Theorem 4.1.40 as follows: D({) ) = D({ &) = dimp.Z and

Cy(s) =A'Cy(s), for Res>dimp? and A >0. (4.1.47)
More explicitly,
Grara(s)=A"Cia(s), for Res>dimg(A,2) and A>0. (4.148)

Clearly, in light of the principle of analytic continuation, the identities (4.1.47) and
(4.1.48) continue to hold for all s € U, where U is any domain of C to which {¢
can be meromorphically continued.

6 More specifically, we replace (A,Q) with (A~'4,171Q) to deduce that for every A > 0,
D(&s.0) < D(§-142-10)- We then substitute A1 for A in this last inequality in order to obtain
the desired reversed inequality: for every A > 0, D(84.0) < D(ja50)-
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The following result supplements Theorem 4.1.40 in several different and signif-
icant ways.

Corollary 4.1.42. Fix A > 0. Assume that s o admits a meromorphic continu-
ation to some open connected neighborhood U of the open half-plane {Res >
dimg(A,Q)}. Then, so is the case for {450 and the identity (4.1.46) continues
to hold for every s € U which is not a pole of Ca o (and hence, of §j 4 3¢ as well).

Moreover, if we assume, for simplicity,” that o is a simple pole of Ca0 (and
hence also, of {3 4 5.0), then the following identity holds:®

res(8ianq, ®) = A%res(8a 0, 0). (4.1.49)

Proof. The fact that {j 4 3 ¢ is holomorphic at a given point s € U if and only if {4 o
is holomorphic at s (i.e., if and only if Re s > dimg (A, Q)), follows from (4.1.46) and
the equality D({3420) = D($a.0) = dimp(A, ). An analogous statement is true
if “holomorphic” is replaced with “meromorphic”. More specifically, by analytic
continuation of (4.1.46), {34 3¢ is meromorphic in the domain U (containing the
critical line {Res = dimp(A,€Q)}) if and only if {4 ¢ is meromorphic in U, and
then, clearly, identity (4.1.46) continues to hold for every s € U which is not a pole
of {40 (and hence also, of {34 10). Therefore, the first part of the corollary is
established.

Next, assume that @ is a simple pole of {4 . Then, in light of (4.1.46) and the
discussion in the previous paragraph, we have that for all s in a punctured neighbor-
hood of @ (contained in U but not containing any other pole of {4 o),

(s—0)arals) =A* ((s—0)6als)) - (4.1.50)

The fact that (4.1.49) holds now follows by letting s — @, s # @ in (4.1.50). Indeed,
we then have

res(Ca., @) = lim (s — 0)Ga o(s),
and similarly for res({34 10, ®). O

This important scaling property of distance zeta functions of RFDs, established
in Theorem 4.1.40 and Corollary 4.1.42, is analogous to the well-known scaling
property of Hausdorff measure in Euclidean space (see, e.g., [Fal2]), but note that
in the spirit of the theory of complex fractal dimensions, it now holds for all com-
plex values of s (rather than just for the Hausdorff fractal dimension in the case of
Hausdorff measure). See, in addition, identity (4.1.49) of Corollary 4.1.42 where a
corresponding scaling property also holds for the complex fractal dimensions them-
selves, at the level of the residues.

7 If s is a multiple pole, then an analogous scaling property holds for the principal parts (instead of
the residues) of the zeta functions involved, as the reader can easily verify.

8 If we use the notation .Z := (A4, ) and 1.% := (AA, AQ) from Remark 4.1.41, Equation (4.1.49)
can be written more compactly as res(§ ¢, 0) = A®res({ ¢, ).
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The scaling property of relative zeta functions (established in Theorem 4.1.40
and Corollary 4.1.42) motivates us to introduce the notion of relative fractal spray
(Definition 4.2.1), which is very close to (but also subtly different from) the
usual notion of fractal spray introduced by the first author and Carl Pomerance in
[LapPo3] (see [Lap-vFr3] and the references therein). First, we define the operation
of union of (disjoint) families of RFDs (Definition 4.1.43).

Definition 4.1.43. (Union of relative fractal drums). Let (A, £2;) j>1 be a countable
family of relative fractal drums in RY, such that the corresponding family of open
sets (£2;)>1 is disjoint (i.e., £2; N € = 0 for j # k), and the set £ := UT_,Q; is of
finite N-dimensional Lebesgue measure (but may be unbounded). Then, the union
of the (finite or countable) family of relative fractal drums (A;,Q2;) (j > 1) is the
relative fractal drum (A, £2), where A := U7_ A and Q := U7, £2;. We write

Cz

A,Q)=J@4,,2). (4.1.51)

1

J

It is easy to derive the following countable additivity property of the distance
zeta functions.

Theorem 4.1.44. Assume that (Aj,L2})>1 is a finite or countable family of RFDs
satisfying the conditions of Definition 4.1.43, and let (A, Q) be its union (in the sense
of Definition 4.1.43). Furthermore, assume that the following condition is fulfilled:

For any j € Nand x € ;, we have that d(x,A) =d(x,A;). (4.1.52)

Then, for all s € C such that Res > dimp(A, Q), we have
Caals Z Caj;(s (4.1.53)

Condition (4.1.52) is satisfied, for example, if for every j € N, A; is equal to the
boundary of Q; in RV, that is, A; = 99;.

Proof. The claim follows from the following computation, which is valid for Res >
dimp (A, Q):
Crals) = [ dlxayNar= z/dxASNdx

= d(x,A;) Ndx = (s
j;/ﬁj (x,A;) Z,ICA_,,Q_,()

(4.1.54)

More specifically, clearly, (4.1.54) holds for s real such that s > dimp(A, Q) >
D({4.0). Therefore, for such a value of s,

Lao (s /dxASNdx</dxAsNdx Lrals) <
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for every j > 1. Hence,

sn.>1[1) {D(CA’QJ.)} <D(lx.0) < dimp(A,Q), (4.1.55)
iz

from which (4.1.54) now follows for all s € C with Res > dimp(A, ), in light of the
countable additivity of the complex Borel measure (and hence, bounded measure)
on , given by dy(x) := d(x,A)*Vdx. Note that according to the hypothesis of
Definition 4.1.43, we have | Q] < o, so that d7 is indeed a complex Borel measure;
see, e.g., [Foll] or [Ru]. O

Remark 4.1.45. In the statement of Theorem 4.1.44, the numerical series on the
right-hand side of (4.1.53) converges absolutely (and hence, converges also in C)
for Res > dimp(A, Q). In particular, for s real such that s > dimg(A, Q), it is a con-
vergent series of positive terms (i.e., it has a finite sum). It remains to be investigated
whether (and under which hypotheses) Equation (4.1.53) continues to hold for all
s € C in a common domain of meromorphicity of the zeta functions {4 o and CA/-, Q;
for j > 1 (away from the poles). At the poles, an analogous question could be raised
for the corresponding residues (assuming, for simplicity, that the poles are simple).
We will encounter a similar issue when discussing ‘local distance zeta functions’ in
Appendix B.

Since, among other things, Theorem 4.1.44 gives a way to compute the distance
zeta function of a given relative fractal drum if it can be appropriately subdivided
into a disjoint union of relative fractal ‘subdrums’, we introduce the following im-
portant definition.

Definition 4.1.46. (Disjoint union of relative fractal drums). Let the conditions of
Definition 4.1.43 be satisfied and also assume that condition (4.1.52) is satisfied
(so that the conclusion of Theorem 4.1.44 holds). Then, we call the union given in
(4.1.51) a disjoint union of relative fractal drums and write

s

A,Q)=| |A;,Q). (4.1.56)

Jj=1

Furthermore, in the special case when for every j € N, we have that (4;,Q;) =
Ai(Ao, £2o) for some sequence of positive numbers (A;) ;> and some given relative
fractal drum (Ao, £2o), we will slightly abuse the notation and write

=

(A,Q2) = | | Aj(A0, ), (4.1.57)
j=1

in the sense that the scaled RFDs appearing in (4.1.57) are actually isometric images
of Aj(Ao,€) arranged in such a way that the union (4.1.57) is indeed a disjoint
union of relative fractal drums.
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4.1.4 Stalactites, Stalagmites and Caves Associated With Relative
Fractal Drums

In this subsection, we extend the notions of stalactites, stalagmites and caves, intro-
duced in Subsection 2.1.6, associated with fractal sets. Let (A, Q) be a given relative
fractal drum in RY. Assume that

Q\A=Ju;,
keJ

where {Uy }xe, is the disjoint family of connected components of the open set 2\ A.
It is clear that the index set is at most countable. Let r be a given nonzero real
number, and let us define the following function:

Q0,4 fx):=d(x,A).

(If r <0, we let 0" = +-<.) For each k € J, we also introduce the function f; := f|Uk.

Definition 4.1.47. For each k € J, the graph of the function f} is called the k-th
stalactite corresponding to the relative fractal drum (A,Q) (and to r). The set
cave(A, Q) = cave(A, Q,r) defined by

cave(A, Q) :={(x,u) € Q X (0,4o): 0 <u< f(x)}

and contained in RV*!, is called the (A, Q)-cave associated with the relative fractal
drum (A, Q) (and corresponding to r).

Note that a connected component U, of an unbounded open set £ \ A may be
unbounded. However, when r > 0, the corresponding function f; is bounded, due

to the assumption according to which there exists 6 > 0 such that Q C Ag; see
Definitions 4.1.1 and 4.1.2.

We could now proceed with further discussion and illustrative examples, in the
spirit of Subsection 2.1.6. Instead, we will limit ourselves to stating the analog of
Proposition 2.1.84.

Proposition 4.1.48. If s is a real number and s > dimg(A,Q), then the volume of
the (A, Q)-cave, corresponding to the parameter r = s — N, is finite.

Proof. This follows at once from Theorem 4.1.7. a

4.2 Relative Fractal Sprays With Principal Complex Dimensions
of Arbitrary Orders

In this section, we consider a special type of RFDs, called relative fractal sprays,
and consider their distance zeta functions. We then illustrate the results obtained by
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computing the complex dimensions of relative Sierpinski sprays. More specifically,
we determine the complex dimensions of the relative Sierpinski gasket and of the
relative Sierpifiski carpet; we also calculate the associated residues.

4.2.1 Relative Fractal Sprays in RY

We now introduce the definition of relative fractal spray, which is very similar to
(but more general than) the notion of fractal spray (see [LapPo3], [Lap-vFr3, Def-
inition 13.2], [LapPe2-3] and [LapPeWil-2]), itself a generalization of the notion
of (ordinary) fractal string [LapPo1-2, Lap1-3, Lap-vFr3].

Definition 4.2.1. Let (€2, ) be a fixed relative fractal drum in R" (which we
call the base relative fractal drum, or generating relative fractal drum or else, sim-
ply, the generator), (4;) j>0 a decreasing sequence of positive numbers (scaling fac-
tors), converging to zero, and (b;) ;>0 a given sequence of positive integers (mul-
tiplicities). The associated relative fractal spray is a relative fractal drum (A, Q)
obtained as the disjoint union of a sequence of RFDs .% := {(9€;,€Q;) : i € Ny},
where Ny := NU {0}, such that each €2; can be obtained from A €20 by a rigid mo-
tion in RY, and for each j € Ny there are precisely b ; RFDs in the family .% that
can be obtained from A;€2) by a rigid motion. Any relative fractal spray (A,Q),
generated by the base relative fractal drum (or ‘basic shape’) €2y and the sequences
of ‘scales’ (4;) >0 with associated ‘multiplicities’ (b;) >0, is denoted by

(A,Q) = Spray(QU,(lj)jzo,(bj)jz()). (421)

The family .% is called the skeleton of the spray. The distance zeta function {4 ¢ of
the relative fractal spray is computed in Theorem 4.2.5 below.

If there exist A € (0,1) and an integer b > 2 such that A; = A/ and b; = b/, for
all j € Ny, then we simply write

(A, €2) = Spray(£0,4,b).

Here, it should be noted that there exist nonsprayable RFDs (9€0,€2) in RV;
see Example 4.2.13 below.

Definition 4.2.2. The relative fractal spray (A, Q) = Spray(£o, (1) j>0, (bj)>0) can
be viewed as a relative fractal drum generated by (9€y, £2y) and a fractal string ¥ =
(¢;) j>1, consisting of the decreasing sequence (A;)j>o of positive real numbers, in
which each A4 ; has multiplicity ;. Thus, we can write (A, Q) = Spray(£2,.Z). It is
also convenient to view the construction of (A, ) in Definition 4.2.1 as the tensor
product of the base relative fractal drum (Ao, £20) and the fractal string .2

(A, Q) = (090,Q20) ® 2. (4.2.2)
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We can also define the fensor product of two (possibly unbounded) fractal strings
2 = (01j)j>1 and £ = (€ox)i>1 as the following fractal string (note that here, %
and .% are viewed as nonincreasing sequences of positive numbers tending to zero,
but that we may have 37", 01j = Fooor Y7 oy = +oo):

f] ®.=% = (£1j€2k)j,k21~ (423)

The multiplicity of any / € .4 ® .2 is equal to the number of ordered pairs of
(¢1,£21) in the Cartesian product .27 x %5 of multisets such that [ = ¢ j{z;.

We can easily modify the notion of relative fractal spray in Definition 4.2.1
in order to deal with a finite collection of K basic RFDs (or generating RFDs)
(0Q01,Q01),. - - (00K, QoK ), similarly as in [LapPo3], [Lap-vFr3, Definition 13.2]
(and [LapPe2-3, LapPeWil-2]). A slightly more general notion would consist in re-
placing (d€20, £20) with any relative fractal drum (Ao, £2y); see Definition 4.2.9.

It is important to stress that, from our point of view, the sets £2; in the definition
of a relative fractal spray (Definition 4.2.1) do not have to be ‘densely packed’. In
fact, in general, they cannot be ‘densely packed’, as indicated by Example 4.2.4(c)
below. They can just be viewed as a union of the disjoint family {(9€2;,€2;)}i>0 of
RFDs in RY, where the corresponding family of open sets {€;};>1 is disjoint. Its
union, U;? (£2;, can even be unbounded in RV, although it has to be of finite N-
dimensional Lebesgue measure. As an example, we can consider the family of balls
{Q; := B,,(ai) }i>0 in RY, such that |a;| — 4o as i — o and 371V < oo.

The following simple lemma provides necessary and sufficient conditions for a
relative fractal spray (A, ) to be such that | Q| < eo.

Lemma 4.2.3. Assume that (A, Q) := Spray (20, (1;) j>0, (b;)>0) in RY is a relative
fractal spray. Then | Q| < oo if and only if || < e and

> bjAY <o, (4.2.4)
j=0
In that case, we have
Q| = || zobj/lj.". (4.2.5)
J=

In particular, the relative fractal drum (A, Q) is well defined and dimp(A,Q) < N.

Proof. Let us prove the sufficiency part. For Q; = 1,0y we have |Q;| = [1;| =
7L]N |€20|, and therefore,

2] =121 = D bj|A; 0] = |€|
. “ ;

N
=0 =0

The proof of the necessity part is also easy and is therefore omitted. a
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Fig. 4.5 Left: The Sierpiriski gasket A, viewed as a relative fractal drum (A, Q), with Q being the
countable disjoint union of open triangles contained in the unit triangle €2y. Right: An equivalent
interpretation of the Sierpifiski gasket drum (A, ). Here, Q is a countable disjoint union of open
equilateral triangles, and A = 9Q. (There are 3/~! triangles with sides 27/ in the union, with
j € N.) Both pictures depict the first three iterations of the construction. We can also view the
standard Sierpiriski gasket A as a relative fractal drum (A, ), in which € is just the open unit
triangle in the left picture.

Example 4.2.4. Here, we provide a few simple examples of relative fractal sprays:

(a) The ternary Cantor set can be viewed as a relative fractal drum
(4,9) = Spray(£,1/3,2)

(or the Cantor relative fractal drum, or the relative Cantor fractal spray), gener-
ated by

(9€20,€2) = ({1/3,2/3}, (1/3,2/3))

as the base relative fractal drum, A = 1/3 and b = 2. Its relative box dimension is
given by D = log;2. Of course, this is just an example of ordinary fractal string,
namely, the well-known Cantor string.

(b) The Sierpifiski gasket can be viewed as a relative fractal drum (or the
Sierpiriski relative fractal drum, or Sierpiriski relative fractal spray), generated by
(9€2,£2) as the basic relative fractal drum, where €2 is an open equilateral trian-
gle of sides of length 1/2, A = 1/2 and b = 3. Its relative box dimension is given by
D =log, 3.

(c) If £y is any bounded open set in R? (say, an open disk), A = 1 /2 and b = 3, we
obtain a fractal spray (A,£2) = Spray(£2, 1/2,3), in the sense of Definition 4.2.1. In
Theorem 4.2.5, we shall see that if €2y has a Lipschitz boundary, then the set of poles
of the relative zeta function of this fractal spray (which is a relative fractal drum),
as well as the multiplicities of the poles, do not depend on the choice of £2y. In this
sense, examples (b) and (c) are equivalent. In particular, the box dimension of the
generalized Sierpiriski relative fractal drum is constant, and equal to D = log, 3.

In other words, the Sierpiriski gasket (A,€2) = Spray(£2y,1/2,3), appearing in
Example 4.2.4(b), can be viewed as any countable disjoint collection of open trian-
gles in the plane (which can be even an unbounded collection) and their bounding
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triangles, of sizes A; = 27/ and multiplicities bj= 3/, j € Ny, and not just as the
standard disjoint collection of open triangles, densely packed inside the unit open
triangle. See Figure 4.5.

Using the scaling property stated in Theorem 4.1.40, it is easy to explicitly com-
pute the distance zeta function of relative fractal sprays. Note that the zeta function
involves the Dirichlet series f(s) := X7_b;A;. Theorem 4.2.5 just below can be
considered as an extension of Theorem 4.1.40.

Theorem 4.2.5 (Distance zeta function of relative fractal sprays). Let
(A, ) = Spray (£, (1) >0 () j0)

be a relative fractal spray in RN, in the sense of Definition 4.2.1, and such that
| Q0| < oo. Assume that condition (4.2.4) of Lemma 4.2.3 is satisfied; that is, |Q| <
oo, Let Q be the (countable, disjoint) union of all the open sets appearing in the
skeleton, corresponding to the fractal spray. In other words, €2 is the disjoint union
of the open sets §2j, each repeated with the multiplicity b; for j € No. Let f(s) :=
X0 bjl;.g Then, for Res > max{dimg(A, Q),D(f)}, the distance zeta function of
the relative fractal spray (A, ) is given by the factorization formula

Ca.0(s) = Caay,0,(5) - £ (5), (4.2.6)

and

dimg (A, Q) = max{dimp(9€, ), D(f)}- 4.2.7)

Proof. Clearly, it follows from (4.2.4) that f(N) < . Hence, D(f) < N; so that
dimp(A, Q) < N. Each open set of the skeleton of the relative fractal spray is ob-
tained by a rigid motion of sets of the form A€y, and for any fixed j € Ny , there
are precisely b; such sets. Identity (4.2.6) then follows immediately from Theo-
rems 4.1.40 and 4.1.44. The remaining claims are easily derived by using this iden-
tity. a

Note that it follows from Definition 4.2.2 and relation (4.2.6) that the distance
zeta function of the tensor product is equal to the product of the zeta functions of its
components:

Cla00.00)2.2(8) = Caay.0,(5) - C2(s). (4.2.8)

Equation (4.2.7) can therefore be written as follows:
ﬁg((aﬂo,go) ®g) = maX{ﬁ(aﬂo,Qo)7mB$}. 4.2.9)

Theorem 4.2.6. Assume that a relative fractal spray (A, Q) = Spray(£y,A,b), in-
troduced at the end of Definition 4.2.1, is such that || < oo, A € (0,1), b > 2 is an
integer, and bA™N < 1. Then, for Res > max{dimp(d €, ),log; b}), we have

° Note that according to (4.2.4), this Dirichlet series converges absolutely for Res > N; hence,
D(f) <N.
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Cao(s)= $0020.2(5)

YT (4.2.10)

and the lower bound for Res is optimal. In particular, it is equal to D({4 ), and
dimg(A,Q) =D({i0) = max{ﬁg@ﬂo,ﬂo),logl/;L b}.

If, in addition, y is bounded and has a Lipschitz boundary 0Qy which can be
described by finitely many Lipschitz charts, then dimg (A, Q) exists and

dimg(A, Q) = max{N —1,log, /, b}. (4.2.11)

If we assume that log, ; b € (N —1,N), then the set dimpc(A, Q) = 2:(8s.0) of
principal complex dimensions of the relative fractal spray (A,Q) is given by

2r .
log(1/4)

Proof If 2 =2 and b; = b/ for all j € N, with bAY < 1, then hIp obIAN =
T MN < oo; 80 that [ Q| < . Identity (4.2.10) follows immediately from (4.2.6), by
using the fact that for €2y with a Lipschitz boundary satisfying the stated assump-
tion, we have dimg(9 €y, 2y) = dimp d 2y = N — 1 (this follows, for example, from
[ZuZup2, Lemma 3]; see also [Lap1]), together with the property of finite stability
of the upper box dimension; see, e.g., [Fall, p. 44]. O

dimpc(A, Q) =log, b+ (4.2.12)

Example 4.2.7. Here, we construct a relative fractal spray
(4,02) = Spray(£2, (4;) j>1, (bj)>1)

in R? such that [ Q| < oo, bj=1,%7, )sz < oo (hence, || < o by Lemma 4.2.4),
and such that the base set € is unbounded, as well as its boundary 9€2y. Let £ be
any unbounded Borel set of finite 2-dimensional Lebesgue measure, such that both
0 and 0Q are unbounded, and €2y is contained in a horizontal strip

Vi={(x,y)eR?>:0<y<1}.
We can construct such a set explicitly as
Q={(xy) eR*:0<y<x * x>1},

where o > 1, so that | Q]| < oe.

Let (V;);>1 be a countable, disjoint sequence of horizontal strips in the plane,
defined by V; =V; +(0, j) for each j € N. Let (4;) j>1 be a sequence of real numbers
n (0,1) such that 37 12 < oo, It is clear that for any A;, j > 2, the set 1€ is
congruent (up to a rigid motion) to the subset ; := 4;Q + (0, j) of V. Then, the
fractal spray

Cx

(A,Q2) = J(0Q;,Q))

1

J
has the desired properties.
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It is clear that the tensor product introduced in Definition 4.2.2 is associative, in
the following sense:'?

((A(),Q())@ﬁ)@o%:(A(),Q())@(Dg]@gz). 4.2.13)

This equation shows that the tensor product defines the action of bounded fractal
strings .Z on the set of relative fractal drums. [Here, we consider the set of bounded
fractal strings (with the trivial strings included and equipped with the tensor prod-
uct ®) as a monoid, where the identity element is the trivial fractal string consisting
of only one length £ = 1.] We can therefore extend Theorem 4.2.5 as follows.

Theorem 4.2.8. Assume that (A,€) is a base relative fractal drum in RY, and
let (L )i>0 be a sequence of fractal strings. Let (A, ), k > 1, be a sequence of
relative fractal sprays defined by

(A, &%) = (Ag—1,2%-1) ® L1 (4.2.14)
Then
k—1
(Ak, Q) = (Ao, 20) ® <®$,> (4.2.15)
j=0

Furthermore, for each k > 1, we have

CAk-,Qk( CAo Q0 H Cf (4.2.16)

for all s € C with Res > max{dimg (Ao, y),dimp.%, ...,dimg.%_1}, and
diil’l’lB(Ak, .Qk) = max{ﬁB(Ao, Q@,diﬁg,,%, e ,Mgfk,l } (4217)

Proof. Relation (4.2.15) follows easily by induction, using the associativity of the
tensor product. The remaining claims then follow much as in the proof of Theo-
rem 4.2.5. |

We close this subsection by providing the following generalization of the notion
of fractal spray, which is quite natural in our context.

Definition 4.2.9. A relative fractal spray is defined exactly as a fractal spray in
Definition 4.2.1, except that the generator of the spray is now allowed to be an
arbitrary relative fractal drum (A, ), where Ag C RY is arbitrary and Qo C RV
is open, but not necessarily bounded; see Definition 4.1.2. (We assume that €y C
(Ap)s, for some § > 0. In addition, we may also require that the total volume of the
spray be finite: |€2| < eo.) The corresponding relative fractal spray (A, £2) is denoted
by

(A7.Q) = Spray((Ag,Qo), (A,j)jzo, (bj)ZO)- (4.2.18)

10 This equality should be understood modulo isometric displacements of scaled copies of (Ag, Qo).
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In the special case when 4; = A/ and bj= =b/, j >0, where A € (0,1) and an integer
b > 2 are fixed, the correspondlng relatlve fractal spray is denoted by (A,Q) :=
Spray((Aog,£2),A,b).

For example, ‘spraying’ a given relative fractal spray Spray((Ao,<2),A0,bo) is
also possible:

(A1,€1) = Spray(Spray((Ao, 0), A0, b0), A1,b1). (4.2.19)

By continuing to spray as in Equation (4.2.19), we can define iterated relative fractal
sprays (A,,,) inductively by

(A, €2,) = Spray((A,—1,9,-1),An,by), foreach n>1. (4.2.20)

The notion of a relative fractal spray will be used in several places in the remain-
der of this chapter as well as in Chapters 5-6, most often without explicit mention.
We leave it to the reader (or to future work) to further explore some of the addi-
tional properties of relative fractal sprays and their relative (distance or tube) zeta
functions, defined as in Definition 4.1.1 and by using Theorem 4.1.40.

4.2.2 Principal Complex Dimensions of Arbitrary Multiplicities

The goal of this subsection is to show how one can effectively construct fractal
sets (as well as fractal strings and even RFDs) which have poles along the criti-
cal line (i.e., principal complex dimensions) of any given order (i.e., multiplicity),
and even infinitely many essential singularities (see Theorem 4.2.19 and Remark
4.2.21 below). Such fractal strings and more general RFDs are interesting exam-
ples of strongly hyperfractal RFDs, in the sense of part (ii) of Definition 4.6.23 in
Subsection 4.6.3 below. The corresponding method for constructing these RFDs is
explained and illustrated in the following example.

Example 4.2.10. (Cantor sets of higher order). We will provide here an example of
arelative fractal drum of R such that, for any given m € N, its distance zeta function
has an infinite set of poles of order m in arithmetic progression and located on the
critical line. The construction is based on an ‘iterated Cantor set’, as we now explain.

Let C be the standard middle-third Cantor set contained in [0,1] and let Q :=
(0,1). Then, let (C,€) be our base relative fractal drum and let . := %5 be the
Cantor string with total length 3; that is,

L=(1,3"13"132..3233 .33 ).

4 times 8 times

We now define the relative fractal drum (C,,€2,) as the tensor product (C,Q) ®.%;
see Definitions 4.2.1, 4.2.2 and Figure 4.6. Furthermore, one can see clearly that
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(C2, ) = (C,Q)U37(C2, ) U3™H(Cr, ), (4.2.21)

where LI denotes a disjoint union of isometric images of scaled copies of (C2,£2,);
see Definition 4.1.46. Then, by the scaling property of the relative distance zeta
function (see Theorem 4.1.40), we have

8,0, (5) = Ce0(s) +285-10,3-10,(8) = Ccals) +2:37° 6c, 0, (s),
for all s € C such that Res is sufficiently large, or, in other words,

3$ 2.3S
S (5) = 577600l = JEan:

(4.2.22)
where, in the second equality, we have used the expression for {¢ = {¢ o obtained
in Example 2.1.82. In light of the principle of analytic continuation, it is clear that
Equation (4.2.22) continues to hold for all s € C, and hence, {c, o, is meromorphic
on all of C and

2,
P (8cy0,) ={0}U (log3 2+ 10; nZ> . (4.2.23)

2mik
log3
of multiplicity two). We conclude that dimpg(Cs, Q) = log; 2. More specifically, by
Theorem 5.3.16 in Chapter 5 below, and in light of expression (4.2.22) for {¢, o,,
we obtain the following exact tube formula for the second order Cantor set, valid
pointwise for all z € (0,1):

Furthermore, the poles @y :=log; 2+ for k € Z are all of second order (i.e.,

(Co)e N | = t“logsz(logflc(logf‘) +H(1ogf‘)) +or, (4.2.24)

where G,H : R — R are nonconstant, bounded periodic functions with minimal pe-
riod T :=log3. These functions can be computed explicitly in terms of their Fourier
series but the algebraic expressions for their Fourier coefficients are too complicated
to be given here in a concise manner. Furthermore, we conclude from the tube for-
mula (4.2.24) that dimp(Cy,£2;) exists and dimp(C,€,) = logs 2, and moreover,
that .#P(Cp,€2;) = +oo.

We can now repeat the above process inductively; that is, for each integer n > 2,
we define the relative fractal drum (C,,€2,) as a relative fractal spray generated by
(Cu—1,9,-1) and .&; that is, (Cp, 2,) := (Cy—1,2,—1) ® Z, for each integer n > 2.
Much as before, we obtain that

2:3070" Ll seC 4225
CC"’Q”(S)_M7 ora NS . ( L. )

The set of complex dimensions of the RFD (C,,, £2,) is the same as in the case when
n = 2 (see Equation (4.2.23) above), but except at s := 0 (which is simple), the
corresponding multiplicities are not the same and depend on n. (Hence, the multisets
2 (Lc,.0,) are different for each n € N.) More specifically, the poles of (¢, o, at
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Fig. 4.6 The second order Cantor set from Example 4.2.10. Only the first four iterations are shown
here. More precisely, from left to right, we have the middle-third Cantor set C in [0, 1], then two
copies of C scaled by 1/3, and then four copies of C scaled by 1/9; and so on, ad infinitum.

2mik

s:= ay =logz 2+ 7305 foreach k € Z are of order n and D := dimp(C>, £ ) =log; 2.
Furthermore, again %y Theorem 5.3.16, we have the following exact tube formula,
valid pointwise for all 7 € (0,1):

[(Co) N Q2| = 11719832 (logr 1) ~1Gi(logr 1) + 21, (4.2.26)

n
i=1

where fori =1,...,n, G;: R — R is a nonconstant, bounded periodic function with
minimal period T :=log3. As in the case of the second order Cantor set, each of
these functions can be computed explicitly in terms of its Fourier series.

Finally, we can now use the sequence of relative fractal drums (C,,€2,), forn € N,
in order to construct an RFD (A,€2) which will have an infinite set of essential
singularities on the critical line {Res = dimp (A, £2)}. The construction is analogous
to the one in the proof of Theorem 3.3.6 and in Example 3.3.7 in Section 3.3 above,
dealing with Cantor strings of higher order. We let (Cy,€2;) := (C, ), scale down
every RFD (C,,€2,) by the factor 37" /n! and define (A, Q) as the disjoint union of
copies of the resulting RFDs; that is,

3*71
n!

(AaQ) = [' (anQn)o 4.2.27)
n=1

(Here, we have used Definition 4.5.7 and Lemma 4.5.10 in Subsection 4.5.2 below.)
We then have

s © 3

Caa(s) =2 Gonpuy o (8) = 2 )

n=1 n=1

&

e, ()

—

(4.2.28)
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By the Weierstrass M-test, {4 o () is holomorphic on {Res > 0} \ (log; 2+ 13%112) .
More precisely, it has essential singularities at each point of the set log; 2 + lg%ﬁZ.
Note that the critical line {Res = log; 2} is clearly not a natural boundary for 4 o
since {4 o given by Equation (4.2.28) can be holomorphically continued to the con-
nected open set {Res > 0} \ dimpc(A, Q).

In light of Theorem 5.3.16 of Chapter 5 below, we deduce that the tube formula
of (A, Q) has the following asymptotic expansion:

‘AIO.Q| _ tl—log32

(logt 1) 1G;(logr ) +0(t' %) as =0T, (4.2.29)
i=1

for any o > 0, and where, similarly as before, the functions G; for i € N are non-
constant, bounded periodic functions with minimal period 7 := log3. Although in
Chapter 5, we always assume that the corresponding fractal zeta function has a
meromorphic extension to a suitable connected open neighborhood of the critical
line, the results of Chapter 5 actually extend to functions having only isolated sin-
gularities in a suitable neighborhood of the critical line; that is, the correspond-
ing fractal zeta functions may also have essential singularities. It is now easy to
check that CA"Q given by (4.2.28) satisfies the conditions of Theorem 5.3.16, with
Ky := —1; (see Definitions 5.1.3 and 5.3.9), and with the screen S taken as the
vertical line {Res = a}. The tube formula (4.2.29) now follows by calculating the
residues res(r! (1 —s) 7184 o(s), o), where @y € log;2 + 13%1’12.

We close this discussion by observing that, as was alluded to earlier, the RFD
(A, Q) is a strongly hyperfractal RFD (in the sense of part (if) of Definition 4.6.23
in Subsection 4.6.3 below and as strengthened in both parts of Remark 1.3.9), which
is not maximally hyprefractal (in the sense of part (iii) of that same definition).

The above construction can be generalized verbatim for any (nontrivial) bounded
fractal string .Z instead of the Cantor string Z¢s. This suggests that the definition
of complex dimensions should be extended to also include potential essential sin-
gularities (as well as algebraic and transcendental singularities) of the fractal zeta
functions, in the spirit of [Lap-vFr3, Subsection 13.4.3].

Let us now recall the definition of a self-similar spray or tiling (see [LapPe2-3],
[LapPeWil-2], [Lap-vFr3, Section 13.1]). More precisely, let us state this definition
slightly more generally and in the context of relative fractal drums.

Definition 4.2.11. (Self-similar spray or tiling). Let G be a given open subset
(base set or generator) of RN of finite N-dimensional Lebesgue measure and let
{r1,r2,...,rs} be a finite multiset (also called a ratio list) of positive real numbers
(in (0,1)) such that J € N, J > 2 and

J
> <1 (4.2.30)
j=1

Furthermore, let A be the multiset consisting of all the possible ‘words’ of multiples
of the scaling factors rq,...,ry; that is, let
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A ::{l,rl,...,rj,rlrh...,rlrj,rgrl,...,rgrj,...,rjrl,...,rjrj,
(4.2.31)
FIFITL o o FIFIE e}

and arrange all of the elements of the multiset A into a scaling sequence (2;)i>0,
where Ay := 1. Note that 0 < A; < 1, for every i > 1.

A self-similar spray (or tiling), generated by the base set G and the ratio list
{r1,r2,...,r;} is an RFD (9Q,Q) in RV, where Q is a disjoint union of open sets
G;;i.e.,

Q:=| |G, (4.2.32)

such that each G; is congruent to A;G, for each i > 0. Here, the disjoint union LI
can be understood as the disjoint union of RFDs given in Definition 4.1.46, with
(A;,£2;) := (4G, G;) for every i > 0, in the notation of that definition.

Remark 4.2.12. Note that in the above definition, the scaling sequence (A;);>0 con-
sists of all the products of ratios ry,...,r; appearing in the infinite sum

oo J n
Z<Zq>, (4.2.33)
n=0 \ j=1

after expanding the powers and counted with their multiplicities. More precisely,
we have that for every multi-index o = (¢,...,0y) € N{), the multiplicity of
ri' 5% ...} in the multiset A is equal to the multinomial coefficient

( lod )—'M! (4.2.34)

o1,00,...,0y B OC]!OQ!'“OCJ!’
where |of| := 25:1 o;. Of course, depending on the specific values of the ratios
Fi,...,r;, some of the numbers r{'r5?...r}" may be equal for different multi-

indices o € N},
Furthermore, the condition (4.2.30) ensures that the set £2 = Ll;>¢G; has finite
N-dimensional Lebesgue measure. Indeed, we have

12| =Y |G| =Y 4G =G| Y, AN
i=0 i=0 i=0

|G|

A (4.2.35)
_iG rN) S S
| Z<z oy

since (4.2.30) is satisfied. Note that the second to last equality above follows from
the construction of the scaling sequence (A;);>0.

In Definition 4.2.11, it is implicitly assumed that the generator G is such that
it is indeed possible to construct the disjoint union appearing in (4.2.32), as given
in Definition 4.1.46. This can always be achieved when G is bounded, which is
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the usual assumption made when dealing with self-similar sprays as, for instance,
in [LapPe2-3], [LapPeWil-2] and [Lap-vFr3, Section 13.1]. However, contrary to
intuition, this does not have to be the case for a general open set G of finite N-
dimensional Lebsgue measure, as is shown by the following example.

Example 4.2.13. Here, we construct an open set G in RN of finite N-dimensional
Lebesgue measure, and which is dense in RY. Therefore, any isometric image of
a scaled copy of G has an intersection with G of positive N-dimensional Lebesgue
measure. Let A = {a; € RV : k € N} be a countable dense subset of RV (for example,
the set of points in RY with rational coordinates). Let (pr)k>1 be a sequence of
positive real numbers such that 37, p}(\' < oo, and consider the open set G defined
as the (not necessarily disjoint) union of the open balls B, (ax) of radius py and with
centers at ay, for k > 1:

G:= | Bp, (a). (4.2.36)
k=1

Then, its N-dimensional volume is positive and finite since

=

0<|Gly< Y, By (a)|lv=wn Y, pp <o, (4.2.37)
k=1 k=1

where @y is the volume of the unit ball of RY. Since A = RY, it follows that A
(and hence, G as well) has a nonempty intersection with any nonempty open subset
of RN,

We proceed by discussing some interesting properties of the RFD (A, G). Since
A =TRY and since d(x,A) = d(x,A) = 0 for any x € RV, we have that A, = R" for
any ¢ > 0; so that A, NG = G, and therefore, |A, NG| = |G| for all # > 0. Hence, for
any fixed real number s, we have

e =G5 N~V as 1 —0F; (4.2.38)

it follows that
dimp(A,G) = N. (4.2.39)

Let us now compute the tube zeta function §A7G of the RFD (A, G):
65—N

—_— 4.2.40
e (4240

. 9 8
Go)i= [ VNGl =16] [ "=
0 0

for all s € C such that Res > N. Therefore, EA,G can be (uniquely) meromorphically
extended to the whole complex plane by letting i:'A,G (s):=1G]| ‘?:_]:]v for all s € C.

In order to compute the distance zeta function of the RFD (A, G), note (much as
before) that for any x € RV, we have

d(x,A) =d(x,A) = d(x,RV) = 0. (4.2.41)
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Therefore, the distance zeta function {4 ¢ satisfies (4.6 (s) := [5d(x,A)* Ndx =0
for all s € C such that Res > N. This function can be holomorphically extended to
the whole complex plane by letting {4 ¢ = 0 on all of C. We have thus constructed
an RFD (A,G) in RY such that

D =N, Dy = Dper =%
(Ca6) =N, Dno(8r) ; (6a.c) (4.2.42)

D(Q:A,G) = Dhol(gA,G) =N, mer(gA;G) = —°°

Note that in the case of the relative distance zeta function {4 G, we have achieved
the maximal possible gap between its abscissa of (absolute) convergence and its
abscissa of holomorphic continuation, since for any RFD (A,G) in R, we have
D(84,6), Dhot(8a,6) € [—,N].

It is also worth noting that the open set G has finite N-dimensional Lebesgue
measure, while the N-dimensional Lebesgue measure of its boundary dG is infinite.
Indeed, we have that

0G|y = |G\ Q|y = |RV\ G|y = |RY |y — |G|y = +o0— |G|y = +o0.  (4.2.43)

In light of the above example, it is natural to introduce the following definition.

Definition 4.2.14. We let RFD, (R") be the family of all relative fractal drums
(A,9) in RN such that for a given multiset A = A(ry,...,r;) of scaling factors
A € (0,1) defined by (4.2.31), one can construct the disjoint union Ly 4 A (A, Q),
in the sense of Definition 4.1.46. We then say that (A, Q) is A-sprayable in RN . Fur-
thermore, we say that (A, Q) is universally sprayable if it is sprayable with respect
to any finite multiset of scaling factors A.

Example 4.2.15. We can provide two simple classes of RFDs (dG,G) which are
universally sprayable:

(a) Any (dG,G), where G is a bounded subset of RY.

(b) Any (dG,G), where G is a strip-like subset of R"; i.e., such that the set G is
contained between two parallel hyperplanes in RV (more precisely, there exists two
real constants g and b and a nonzero vector ¢ € RV such that a < ¢-x < b for all
x € G, where - denotes the inner product in RM).

Note that, according to this definition, each bounded set G is a strip-like set.

Consider now a self-similar spray as a relative fractal drum (A, Q), which we
refer to in the sequel as a self-similar RFD or as the self-similar RFD associated
with the self-similar spray (A, Q) (see Definition 4.2.20 on page 290 below, along
with the corresponding footnote 13); that is, let A := dQ and Q := U;>0G; (see
Definition 4.2.11). The ‘self-similarity’ of (A,£2) is nicely exhibited by the scaling
relation (4.2.44) given in the following lemma.

Lemma 4.2.16. Let (A, Q) be a self-similar spray in RN, as in Definition 4.2.11.
Then, the relative fractal drum (A, Q) satisfies the following ‘self-similar identity’:



286 4 Relative Fractal Drums and Their Complex Dimensions
(A,Q2)=(0G,G)U(nA,nQ)U---U(rjA,rQ), (4.2.44)

where (with the exception of the first term on the right-hand side of (4.2.44)) the
symbol U indicates that this represents a disjoint union of copies of (A, Q) scaled
by factors r,...,r; and displaced by isometries of RN (see Definition 4.1.46).

Proof. Let us reindex the scaling sequence (A;);>o in a way that keeps track of
the actual construction of the numbers A; out of the scaling ratios ry,...,r;s; see
Equation (4.2.31) above. We let

I={oyu [ J{1,....7}" (4.2.45)
m=1
be the set of all finite sequences consisting of numbers 1,...,J (or, equivalently,
of all finite words based on the alphabet {1,...,J}). Furthermore, for every o € I,
define
1 a=20,
Ao =1 (4.2.46)
FoyTop Tams OF0.

We then deduce from the construction of (A, ) that

= =

(A,2)=| |(9G;,Gi) = | | M(9G,G)

i=0 i=0
=| |2(9G,G) = (9G,G)U || 24(9G,G).
ael acl\{0}
Observe now that in the last disjoint union above, every o € {1,...,J}" can be writ-

ten as {j} x {1,...,J}""!, for some j € {1,...,J}, provided we identify {;} with
{j} x {0} when m = 1. Note that this identification is consistent with the defini-
tion of A, in the sense that Ay, = r;Ag forall j € {1....,J} and B € I. In light
of this, we can next partition the last union above with respect to which number
j€{1,...,J} the sequence o begins with:

J J
(A,Q)=(0G,G)U| | || 2«(9G.G)=(dG,G)U UUQM&G@
j=lae{j}x1 j=1
J
=(dG,G)U U (UM@GQ) (0G,G)U| | rj(A,
Jj=1 Bel j=1
This completes the proof of the lemma. O

In light of (4.2.44) and the additivity of the distance zeta function, it is now clear
that the distance zeta function of (A, Q) satisfies the following functional equation:

Ca0(s) = Cocc(s) +Crnanals) +-+8anals), (4.2.47)
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for all s € C with Res sufficiently large.!! Furthermore, for such s, by using the
scaling property of the relative distance zeta function (Theorem 4.1.40), we deduce
that the above equation then becomes

Cra(s) = Coe(s) +rilaals)+- - +rCaals) (4.2.43)

Finally, this last identity together with an application of the principle of analytic
continuation now yields the following theorem. We note that the second equality in
Equation (4.2.50) of Theorem 4.2.17 follows from Equation (4.2.17).

Theorem 4.2.17. Let G be the generator of a self-similar spray in RN, and let
{ri,ra,....rs}, with rj >0 (for j=1,...,J, J > 2) and such that 2§:1r§’ <1,
be its scaling ratios counted according to their multiplicities. Furthermore, let
(A, Q) := (09, Q) be the self-similar spray generated by G, as in Definition 4.2.11.
Then, the distance zeta function of (A, Q) is given by

C&G,G(S)

Caols)= 5 , (4.2.49)
L=3j17;
for all s € C with Res sufficiently large. Furthermore,
D(8r0) ZEB(A,Q) :max{ﬁB(BG, G),00}, (4.2.50)

where 6o > 0 is the unique real solution s of the Moran equation 2§:1 r“; =1 (ie,

0y is the similarity dimension of the self-similar spray (A, Q))."?

More specifically, given a connected open neighborhood U of the critical line
{Res = D}, where D := dimp(A,Q2), {a o has a meromorphic continuation to U if
and only if (36 g does, and in that case, {4 o(s) is given by (4.2.49) for all s € U.
Consequently, the visible complex dimensions of (A, Q) satisfy

P(8a,U) € (DNU)U2(856,6:U), (4.2.51)
where ® is the set of all the complex solutions s of the Moran equation 25:1 r‘; =1

Finally, if there are no zero-pole cancellations in (4.2.49), then we have an equality

in (4.2.51).

We refer to [Lap-vFr3, Chapter 3, esp. Theorem 3.6] for detailed information
about the structure of ®; see also the brief discussion given before Corollary 5.4.23
and Problem 6.2.36 below.

Remark 4.2.18. There are two particularly interesting situations in which Theorem
4.2.17 can be applied:

1T For instance, it suffices to assume that Res > N since, by Theorem 4.1.7, all of the zeta functions
appearing in (4.2.47) are holomorphic on the right half-plane {Res > N}.

12 Clearly, oy > 0 since J > 2 > 1; furthermore, 6y < N since 2§=1 rﬂv < 1.
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(i) The case when U := {Res > Der($y6.6) }» the largest open right half-plane
to which )¢ ; can be meromorphically extended.

(ii) The case when U := W, where W is an arbitrary window for {; ¢ and
hence also for {4 o, either in the sense of Chapter 2 (see Subsection 2.1.5, page
95) or in the sense of Chapter 5 (see Definition 5.1.1 in Subsection 5.1.1). In that
case, since the screen S = dW associated with the window W does not contain
any poles, the inclusion (4.2.51) can be equivalently written as follows:

P(La0,W)C(@DNW)U2(L6.6.W). (4.2.52)

Furthermore, if there are no zero-pole cancellations for any s € W in the right-hand
side of (4.2.49), then we have an equality in (4.2.52).

The next theorem gives a general construction of complex dimensions of higher
order generated by self-similar sprays. It is stated for RFDs in R". For notational
simplicity, in that theorem, we assume that {3 ¢ admits a meromorphic continua-
tion to all of C (which is very often the case, in practice), but the reader will easily
be able to extend it to a more general situation, in the spirit of Theorem 4.2.17 and
Remark 4.2.18 above.

Theorem 4.2.19. Let (A, Q) := (902, Q) be a self-similar spray in RN (with N > 1)

generated by an open set G and the set of scaling ratios {ri,ra,...,r;}, withrj >0
(for j=1,...,J, J > 2) and such that Zle rjv < 1, see Definition 4.2.11 above.

Furthermore, assume that {yi g has a meromorphic continuation to all of C and
that there are no zero-pole cancellations in (4.2.49); i.e., that ® N 2 (L36.6) = 0,
where ® is the set of all the complex solutions s of the Moran equation 2?21 rj =1
(also called the scaling complex dimensions of the self-similar spray (A, Q) in the
sequel); see, e.g., Subsection 5.5.6 or Section 6.2.

Then, given an arbitrary integer n € N, there is an explicitly constructible relative
Sractal drum (A,,€2y,) (in fact, a fractal spray also generated by G or, more precisely,
with base RFD (dG, G)) which has exactly the same complex dimensions as (A,Q),
provided the corresponding multiplicities are not taken into account, but with the
orders (i.e., multiplicities) of the complex dimensions belonging to ® now being
multiplied by n.

Moreover, if we let U := {Res > 0} and D := D NU, then there is an explicitly
constructible RFD (Aw, ) such that its complex dimensions visible through U
are the same as the complex dimensions of (A, Q) visible through U, provided the
multiplicities are not taken into account, but with the complex dimensions belonging
to D now being of infinite order, that is, being essential singularities of its distance
zeta function Gy, q... In particular, we have that

Diner(Aw, 2.) = D(én. 0. ) = dimp(A.., Q..). (4.2.53)

Proof. We use the RFD (A, £2) as our new ‘generator’; that is, we define a new rel-
ative fractal drum (A, £2;) as a disjoint union of scaled copies of (A, Q) by scaling
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factors A;, where (A;);>0 is the scaling sequence of the self-similar spray (A, ().
Much as in the proof of Lemma 4.2.16, this construction then implies that

(Az,Qz) = (A,.Q) (FJAz,rjgz) (4254)

|:&.

1

J

Furthermore, much as before, by the scaling property of the relative distance zeta
function (see Theorem 4.1.40) and in light of Theorem 4.2.17, we then obtain (after
an application of the principle of analytic continuation) that

Gals)  Gcaels)

CAzﬂz()_l_ s (1=, })

5, (4.2.55)

for all s € C, since, by hypothesis, {5 ¢ admits a meromorphic continuation to all
of C. From the above identity (4.2.55), we now conclude that the relative fractal
drum (A,,£2,) has the same complex dimensions as (A, Q), but with the orders of
those belonging to ® being multiplied by two.

We can now proceed inductively by using (A;,£2;) as a new ‘generator’. There-
fore, for each n € N, we obtain a relative fractal drum (A,,€,) (in fact, a fractal
spray also generated by G or, more precisely, with base RFD (dG, G)) such that

CaG.6(s)
(1721 1 J) 7

for all s € C; that is, (A,,£2,) has the same complex dimensions as (A, Q), but
the complex dimensions belonging to ® (i.e., the scaling complex dimensions of
the fractal spray (A,,€2,)) have their orders multiplied by n. By convention, we let
(Ah.Q]) = (BG, G).

In order to generate essential singularities, we take a disjoint union of copies of
the relative fractal drums (A,,£,) scaled by (n!)~!'. More specifically, we define
(A, Q..) as follows:

Ca,,0,(s) = (4.2.56)

(A, Q) = (A, Q)L | | (n) (A0, Q). (4.2.57)
n=2

The construction of (A, 2..) and the scaling property of the relative distance zeta
function (see Theorem 4.1.40) then imply that

1

R

for all s € C with Res sufficiently large. By the Weierstrass M-test, the sum in the
above equation (4.2.58) defines a holomorphic function on {Res > 0} \ D" and,
furthermore, it is easy to show that D is the set of essential singularities of the
function defined by this sum. This completes the proof of the theorem. ad

Ca0(8) = Co6.6(5) Z (4.2.58)
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Clearly, the relative fractal drums constructed in the proof of Theorem 4.2.19 also
exhibit some kind of self-similarity. Indeed, we can introduce the notion of a self-
similar RFD, which generalizes the notion of a self-similar spray used, in particular,
in [Lap2-3], [LapPo3], [Lap-vFr1-3], [LapPe2-3] and [LapPeWil-2]. Namely, we
can give the following formal definition.

Definition 4.2.20. Take (Ao, £2y) to be a base or generating relative fractal drum
and define the self-similar relative fractal drum (A, Q) analogously as in Definition
4.2.11; that is, let

(A,2) :=| | Ai(A0, ), (4.2.59)
i=0
where (4;);>0 is the scaling sequence corresponding to the multiset A defined by
(4.2.31). Of course, in this case, we implicitly assume that the base relative fractal
drum (Ao, £29) is such that the above disjoint union can be constructed (see Exam-
ples 4.2.13 and 4.2.15).

When this is the case (for example, when € is bounded), (A, £2) is called a self-
similar RFD. More specifically, (A, Q) is called “the” self-similar RFD with base
RFD (or generated by the RFD) (Ao,£2) and with the scaling ratios ry,...,r;."3
Its self-similarity dimension oy is the unique real number s such that 2§=1 ri=1
Necessarily, we have that 0 < oy < N.

Note that in the terminology introduced in Definition 4.2.20, the self-similar
spray (dG,G) of Theorem 4.2.17 is also a self-similar RFD with base RFD (or
generated by the RFD) (dG,G).

Remark 4.2.21. The iterative construction given in the proof of Theorem 4.2.19 can
also be applied in the more general situation where the relative fractal drum (A, £2)
is actually a relative fractal spray. Namely, we fix a fractal string .Z and define the
sequence of fractal strings (.%%)r>0 from Theorem 4.2.8 by .4}, := .Z for every k >
0. Then, under the assumption that the base relative fractal drum (Ao, £) is ‘nice
enough’, for each given k € Ny, the set of complex dimensions of the relative fractal
drum (A, €2;) from Theorem 4.2.19 will contain the set of complex dimensions of
£, but with their orders (i.e., multiplicities) now multiplied by k.

4.2.3 Relative Sierpiriski Sprays and Their Complex Dimensions

In this subsection, we provide two examples (Example 4.2.24 and 4.2.29) of relative
fractal sprays, dealing with the inhomogeneous relative Sierpiriski gasket RFD and
the relative Sierpinski carpet, respectively, viewed as RFDs. We also discuss higher-
dimensional analogs of these classic examples of self-similar fractals, namely, the
inhomogeneous Sierpiniski N-gasket RFD, also called the inhomogeneous N-gasket

13 Clearly, such an RFD is unique only up to multiple choices of isometries (or displacements) of
R¥, corresponding to the countably many copies of the base RFD (Ag, £) it is composed of.
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RFD (Example 4.2.26) and associated with the so-called inhomogeneous N-gasket,
along with the (relative) Sierpifiski N-carpet, (Example 4.2.31), with N > 3. (In this
notation, the N = 2 case corresponds to the above standard Sierpifiski gasket and
carpet RFDs, respectively.) In fact, far from being trivial generalizations to higher-
dimensions, these families of examples reveal several interesting new phenomena,
which will be discussed especially in Example 4.2.26 (the inhomogeneous N-gasket
RFD, with N > 3) and whose consequences will be considered in several parts of
Chapter 5, including Subsection 5.5.6 (particularly, part (c¢) of Remark 5.5.26), as
well as in some of the open problems of Chapter 6 (especially, Problems 6.2.32,
6.2.35 and 6.2.36).

In order to avoid any possible confusion, we stress from the outset that for N > 3,
the inhomogeneous Sierpiniski N-gasket can be viewed as a ‘self-similar RFD’ (or
a self-similar spray, called a relative Sierpifiski spray in the title of this subsection)
but is not associated with a self-similar set, in the usual sense of the term; see, e.g.,
[Hut] or [Fall, Chapter 9]. Indeed it is not associatd with a ‘homogeneous self-
similar set’, as in the aforementioned references and the classic literature on fractal
geometry, but (still for N > 3) it is instead associated with (in a sense to be speci-
fied in Example 4.2.26 below) an ‘inhomogeneous self-similar set’, in the sense of
Barnsley and Demko [BarDemk], a notion already briefly described in a specific ex-
ample in Remark 2.1.87 above. (See also [Fra2], along with the relevant references
therein, for more detailed information about this topic.) The same comment also ap-
plies to Examples 4.2.33, 4.2.34 and 4.2.35, except for the fact that the self-similar
fractal nest from Example 4.2.35 is a self-similar set in an even more general sense,
which will be described below.

We note that aspects of this subsection are closely related to Section 3.2. In the
sequel, it will be useful to use the following definition.

Definition 4.2.22. We say that two given relative fractal drums (A1,Q,) and
(A2,€,) in RN are congruent if there exists an isometry'* f: RY — R such that
A2 = f(A]) and .Qz = f(.Q])

It is easy to see that the congruence of RFDs is an equivalence relation.

The following lemma states, in particular, that any two congruent RFDs have
the same distance zeta functions. We leave its proof as a simple exercise for the
interested reader.

Lemma 4.2.23. Let (A1, Q1) and (A2, be two congruent RFDs in RN, Then, for
any r € R, we have

ML(ALQ)) = M (A2, ), M7 (A,Q)) =M (A2,£) (4.2.60)
and

MB(A17QI> :@B(Az,ﬂz), diimg(Al,Ql) :RB(AQ,Qz) :Zb. (4261)

14 Recall that, up to a translation, an isometry (or displacement) of RV is necessarily linear, with
determinant £1.
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As a result, dimg(A;, Q) exists if and only if dimg(Ay,£2) exists and in that case,
we have
dimB (Al y Ql) = dimB (AQ, Qz). (4.2.62)

Furthermore,
Cara, (5) = Cay., (), (4.2.63)

for any s € C with Res > dimg (A1, ).

More generally, the identity (4.2.63) holds for all s € U, where U is any connected
open neighborhood of the common critical line {Res = dimg(A;,€;)} to which
Ca,.0, (or, equivalently, {5, q,) can be meromorphically continued.

It follows from (4.2.63) that under the hypotheses of Lemma 4.2.23 and given
a connected open set U C C chosen as in the last part of the theorem (containing
the common critical line {Res = D} of the RFDs (A;,€;) and (A;,£2;); see Equa-
tion (4.2.61)), CAhQI and CALQz have the exact same mermomorphic continuation
to U, and therefore the same poles in U and associated residues (or more generally,
principal parts in the case of multiple poles). In particular, two congruent RFDs have
the same (visible) complex dimensions.

Example 4.2.24. (Relative Sierpiriski gasket). Let A be the Sierpifiski gasket in R2,
the outer boundary of which is an equilateral triangle with unit sides. Consider the
countable family of all open triangles in the standard construction of the gasket.
Namely, these are the open triangles which are deleted at each stage of the construc-
tion. If 2 is the largest open triangle (with unit sides), then the relative Sierpiriski
gasket is defined as the ordered pair (A, £2). The distance zeta function {4 o of the
relative Sierpiriski gasket (A,€2) can be computed as the distance zeta function of
the following relative fractal spray (see Definition 4.2.1):

Spray(£0,A =1/2,b=3),

where € is the first deleted open triangle with sides 1/2. It suffices to apply Equa-
tion (4.2.10) from Theorem 4.2.6. Decomposing €2y into the union of six congruent
right triangles (determined by the heights of the triangle €2y, see Figure 4.7) with
disjoint interiors, we have that

Coy.(8) = 68u 01 (5) =6 /Qd((x,y),A’)dedy
4 a/V3 1-sps (4.2.64)
0 0 s(s—1)

for all s € C with Res > 1. Using Equation (4.2.10) and appealing to Lemma 4.2.23,
we deduce that the distance zeta function of the relative Sierpiriski gasket (A,£2)

satisfies VA
B 6(v3) 27 1
CA’Q(S)_S(S—l)(l—?)-Z*S) 1-3.2-5’

where the equality holds for all s € C with Re s > log, 3 and as usual, the equivalence
~ holds in the sense of Definition 2.1.69. Therefore, by the principle of analytic

(4.2.65)
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Fig. 4.7 On the left is depicted the base relative fractal drum (9, Qo) of the relative Sierpinski
gasket, where € is the associated (open) equilateral triangle with sides 1/2. It can be viewed as
the (disjoint) union of six RFDs, all of which are congruent to the relative fractal drum (A’, Q') on
the right. This figure explains Equation (4.2.64) appearing in Example 4.2.24; see Lemma 4.2.23.

continuation, it follows that {4 ¢ has a meromorphic extension to the entire complex
plane, given by the same closed form as in Equation (4.2.65). More specifically,

6(\@)17“'27‘?

Canls) = G- —3.2) for all s € C. (4.2.66)

Hence, the set of all of the complex dimensions (in C) of the relative Sierpinski
gasket is given by

2
2(r.0) = (loga3+ ém) U{0,1}. 4.2.67)

Each of these complex dimensions is simple (i.e., is a simple pole of {4 o). Note
that here, {0, 1} can be interpreted as the set of integer dimensions of A, in the sense
of [LapPe2-3] and [LapPeWil] (see also [Lap-vFr3, Section 13.1]). In particular,
we deduce from (4.2.67) that D(CA.’Q) =log, 3, and we thus recover a well-known
result. Namely, the set dimpc (A, Q) := 2.({4 @) of principal complex dimensions
of the relative Sierpiriski gasket (A, Q) is given by

dimpc (A, Q) = 10g2 34 pﬁZ,

where p = 27 /log?2 is the oscillatory period of the Sierpiriski gasket; see [Lap-vFr3,
Subsection 6.6.1].

Note, however, that in [Lap-vFr1-3], the complex dimensions are obtained in a
completely different manner (via an associated spectral zeta function corresponding
to the Dirichlet Laplacian on the bounded open set £2) and not geometrically. In
addition, all of the complex dimensions of the Sierpinski gasket A are shown to
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be principal (that is, to be located on the vertical line Res = log, 3 = dimgA), a
conclusion which is different from (4.2.67) above. We also refer to [ChrlvLap] and
[LapSar], as well as to [LapPe2-3] and [LapPeWil-2], for different approaches (via
a spectral zeta function associated to a suitable geometric Dirac operator and via a
self-similar tiling associated with A, respectively) leading to the same conclusion.
In light of (4.2.66), the residue of the distance zeta function {4 o of the rela-
tive Sierpinski gasket computed at any principal pole s; := log, 3 + pki, k € Z, is

given by
6(v/3)!
res(6a.a,5¢) = 2% (log2)si (s — 1)

In particular,

6(v3)1=P
|reS(CA,9,Sk)|~D(2D1)Og2k2 as  k — oo,

where D := log, 3.

The following proposition shows that the relative Sierpinski gasket can be viewed
as the relative fractal spray generated by the relative fractal drum (A’, Q') appearing
in Figure 4.7 on the right.

Proposition 4.2.25 (Relative Sierpinski gasket). Ler (A’, Q') be the relative fractal
drum defined in Figure 4.7 on the right. Let (A,Q) be the relative fractal spray
generated by the base relative fractal drum (A’,Q"), with scaling ratio A = 1/2 and
with multiplicities my = 6 -3, for any positive integer k:

(A, Q) = Spray((A",Q"),A =1/2,m; = 6-3" fork e N), (4.2.68)

in the notation of Definition 4.2.1. (Observe that we assume here that the base rela-
tive fractal drum (A’, Q') has a multiplicity equal to 8.) Then, the relative distance
zeta function of the relative fractal spray (A, Q) coincides with the relative distance
zeta function of the relative Sierpinski gasket; see Equation (4.2.66).

Example 4.2.26. (Inhomogeneous Sierpinski N-gasket RFD). The usual Sierpiniski
gasket is contained in the unit triangle in the plane. Its (inhomogeneous) analog in
R3, which we call the inhomogeneous Sierpiriski 3-gasket or inhomogeneous tetra-
hedral gasket, is obtained by deleting the middle open octahedron (from the initial
compact, convex unit tetrahedron), defined as the interior of the convex hull of the
midpoints of each of the six edges of the initial tetrahedron (thus, four sub-tetrahedra
are left after the first step), and so on.

More generally, for N > 2, the inhomogeneous Sierpiriski N-gasket Ay, contained
in RV, can be defined as follows. (More briefly, Ay is also referred to as the inho-
mogeneous N-gasket.) Let Viy := {P|,Py,...,Py11} be a set of N points in R such
that the mutual distance of any two points from the set is equal to 1.

The set Vy, where N > 2, with the indicated property, can be constructed induc-
tively as follows. For N = 2, we take V; to be the set of vertices of any unit triangle in
R2. We then reason by induction. Given N > 2, we assume that the set Vy of N + 1
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Fig. 4.8 The open octahedron €23 o inscribed into the largest (compact) tetrahedron £3, surrounded
with 4 smaller (compact) tetrahedra scaled by the factor 1/2. Each of them contains analogous
scaled open octahedra, etc. The countable family of all open octahedra (viewed jointly with their
boundaries) constitutes the tetrahedral gasket RFD or the Sierpifiski 3-gasket RFD (A3, €23). The
complement of the union of all open octahedra, with respect to the initial tetrahedron €23, is called
the inhomogeneous Sierpiriski 3-gasket RFD (or the relative Sierpiriski 3-gasket).

Unlike the classic Sierpinski 3-gasket (also known as the Sierpifiski pyramid or tetrahedron)
S :=S3, which is a (homogeneous or standard) self-similar set in R3 and satisfies the usual fixed
point equation, S = U‘]‘-:1 D;(S), where {dﬁj}‘}:l are suitable contractive similitudes of R? with re-
spective fixed points {P;}4_, and scaling ratios {r; }‘}:1 of common value 1/2, the inhomogeneous
Sierpinski 3-gasket RFD Aj is not a self-similar set. Instead, it is an inhomogeneous self-similar set
(in the sense of [BarDemk], see also [Fra2] and Remark 2.1.87 above). More specifically, A := A3
satisfies the following inhomogeneous fixed point equation (of which it is the unique solution in the
class of all nonempty compact subsets of R), A = U‘}Zl @;(A)UB, where B is the boundary 9 Q3 ¢
of the first octahedron €23 . In fact, B can simply be taken as the union of four middle triangles on
the boundary of the outer tetrahedron €23.

points in R has been constructed. Note that the set Vy is contained in a sphere,
whose center is denoted by O. Let us consider the line of R¥*! = RV x R through
the point O and perpendicular to the hyperplane RN = RY x {0} in RV*!. There
exists a unique point Py in the half-plane {xy1 >0} of RN*!, which is a unit dis-
tance from all of the N vertices of Vyy. (Here, we identify Vi with Viy x {0} C RN *+1))
We then define Viy41 by Vv41 := Vv U{Py+2}.

Let us define Qy as the convex hull of the set Viy. As usual, we call it the N-
simplex. Let 2y o, called the N-plex, be the open set defined as the interior of the

convex hull of the set of midpoints of all of the (N ;1) edges of the N-simplex Qy."

The set 2y \ Qu o is equal to the union of N + 1 congruent N-simplices with disjoint
interiors, having all of their side lengths equal to 1/2. This is the first step of the

15 For example, for N = 2, the set £, o (that is, the 2-plex) is an open equilateral triangle in R? of
side lengths equal to 1/2, while for N = 3, the set Q3 (that is, the 3-plex) is an open octahedron
in R? of side lengths equal to 1/2.
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construction. We proceed analogously with each of the N + 1 compact N-simplices.
The compact set Ay obtained in this way is called the inhomogeneous Sierpiriski N-
gasket (or, more briefly, the inhomogeneous N-gasket). The corresponding relative
fractal spray in RY, defined by

(AN,.QN) = Spray((&QN’o,QN_ro),l = 1/2,b =N+ 1), (4269)

is called the inhomogeneous Sierpirski N-gasket RFD (or, more briefly, the inho-
mogeneous N-gasket RFD). It is a self-similar spray RFD; see the end of Defini-
tion 4.2.1 or of Definition 4.2.20. According to Theorem 4.2.6, we have the follow-
ing factorization formula:

Cay.ay (5) = £(5) - Caaay o250 () (4.2.70)
where B |
f19 = RN =

Upon analytic continuation, we deduce that f(s) has a meromorphic continuation to
all of C given by

1
= —————— forallseC. 4.2.71
f(s) i or all s ( )
Hence, the set of poles of the function f (which can be uniquely meromorphically
extended to the whole complex plane), is given by

2n
=1 N+1)+ —1iZ. 4.2.72
P(f) =1logy(N+ )+10g211 ( )
Furthermore, the set of poles of the distance zeta function of the relative N-plex
(0Qn0,2n0) is given by

P(Lraygayy) = 10,1, ,N— 1}, 4.2.73)

while {50, oy, (s) #0forall s € C\ (830, ,ay,)- Bothin (4.2.72) and (4.2.73),
all of the poles are simple. Consequently, in light of (4.2.70), we conclude that
the set of poles of {30, o, i-e., the complex dimensions of the inhomogeneous
Sierpiriski N-gasket (An, ), is given by

2
P(lay.ay) ={0,1,... .N— 1}u{1og2(N+ D+ og3 HZ}, 4.2.74)
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with each nonreal complex dimension @y :=log,(N+1)+ ]0g2 L ik (with k € Z\ {0})

being simple.'® In particular, the set of principal complex dimensions of (Ay, Qy)
is given by!’

log, 3+ k%ﬁz, for N =2,

dimpc(Ay, Qy) = { 2+ lggz iz, for N =3, (4.2.75)
{N-1}, for N > 4,

while the (upper) box dimension of (Ay,Qy) is given by
dimp(Ay, Qy) = max {logy(N+1),N —1} (4.2.76)

and so
log,3, forN =2,

4.2.77)
N-—1, forN >3,

mg (AN,.QN) = {
which extends the well-known results for N = 2 and 3, corresponding to the usual
Sierpiniski gasket in R? and the tetrahedral gasket in R, respectively. Namely, their
respective relative box dimensions are equal to log, 3 and 2.
It can be readily shown that in this case, dimg(Ay, Qy) and dimp Ay exist and

EB<AN,.QN) = dimB(AN,.QN) = dimBAN = dimHAN, (4278)

where as before, dimy(-) denotes the Hausdorff dimension. More generally, it is
easy to see that dimpc(Ay, Qy) = dimpc Ay, where the equality holds between mul-
tisets, that is, counting multiplicities. See also Remark 4.2.27 below.

Moreover, it can also be easily checked (and is essentially known, at least for
N = 2) that (Ay, Qy) is Minkowski nondegenerate if N # 3:'8

0< A, (AN, QN) < /A (AN, QN) < oo, 4.2.79)

In the special case when N = 3, due to the factorization formula (4.2.70), §A3793 has
a double pole at s = 2 and it can be shown by some of the methods of Chapter 5
(see, especially, Theorem 5.3.21) that in this case, (A3, £23) is Minkowski degenerate
with .# (A3,€23) = oo, but that it is also h-Minkowski measurable where the gauge
function  is given by h(t) := logt~! for all € (0, 1). (For an introduction to gauge
functions and gauge Minkowski contents, see the beginning of Subsection 4.5.1
and also Definition 6.1.4 below.) In particular, since D = dimg(Ay, Qy) exists and

16 Note that it could happen that @y = log, (N + 1) is equal to an integer m € {0,1,...,N — 1},
which occurs if and only if N = 2" — 1 withm € N\ {1} and N > 3 or if N = 1 (the trivial case of
the unit interval discussed in Example 5.5.1 below). In that situation (when N > 3), @y = 0y (the
similarity dimension of Ay and (Ay,Qy), to be discussed further on) is a double pole of {4, q, -
17 Recall that, by definition, dimpc(Ay, Qy) := Pc(8ay.0y), the set of principal complex dimen-
sions of the RFD (Ay, Q).

18 The truth of this statement can also be deduced from the methods and results of Chapter 5 below,
especially, in Sections 5.3-5.5, including Example 5.5.12 and Subsection 5.5.6.
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AM(An, Q) > 0, the hypothesis of part (¢) of Theorem 4.1.7 (and hence, also of
part (ii) of Corollary 4.1.10) are satisfied and so, in light of the factorization formula
(4.2.70), a moment’s reflection shows that

D :=dimp(Ay,Qy) = max {log,(N+1),N — 1}
=D(Cay,2y) = Dot (Cay,0y)

as was claimed in Equation (4.2.76) above.

Note that in (4.2.76) and (4.2.80), log, (N + 1) stands for the similarity dimen-
sion oy of the self-similar RFD or spray (Ay,y) (or, equivalently, of the inho-
mogeneous self-similar set Ay), while N — 1 refers to the (inner) dimension of the
boundary dQy o of the generator (the N-plex Qu ), i.e., of the RFD (An 0, 2n0)-

In the sequel, the function f appearing in Equations (4.2.70)—(4.2.72) will often
be called the scaling zeta function of the RFD (A, Q) and denoted by {g; see, e.g.,
Subsection 5.5.6 or Section 6.2. Therefore, for example, Equation (4.2.70) can be
rewritten as follows (using the abbreviated notation {, o, and CAN‘OA’QN‘O):

(4.2.80)

Can.on (8) = Ea (5) - Cay . 20,0 (5)- (4.2.81)
Also, in Equation (4.2.74), and in agreement with the terminology of [LapPe2—3]
and [LapPeWil 2] (see also [Lap-vFr3, Section 13.1]), {0,1,...,N — 1} and

{ logy (N+1) + 525 g2 nZ} are called, respectively, the set of integer dimen-

sions and the set of scaling complex dimensions of the self-similar RFD (Ay, Q).
Note that some points could be common to those two sets, for instance, when
N =3, the point s = 2, which is therefore a double pole of {4, o, or, equivalently,
a complex dimension of (A3, £23) of multiplicity two.

Recall that the classic Sierpiriski N-gasket Sy (used, for example, in [KiLapl],
[Kil], and the relevant references therein),!® is a standard (or homogeneous) self-
similar set. Hence, S := Sy satisfies the fixed point equation S = UN H D;(S), where

{@; }N *+1 are contractive 51m111tudes of RV with corresponding ﬁxed p01nts {V; }1]\./:11

and scaling ratios {r;}"!, of common value 1/2: r; = -+ = ry; = 1/2. In partic-

Jj= 1 ’
ular, S is the unique nonempty compact subset of RN which is the solution of that
equation. See, e.g., [Hut] or [Fall, Chapter 9].

By contrast, the inhomogeneous Sierpifiski N-gasket RFD (Ay,Qy) is a self-
similar spray or RFD, but (for N > 3) Ay is not a (classic or homogeneous) self-
similar set. Interestingly, however, Ay is an inhomogeneous self similar set (in the
sense of [BarDemk], see also [Fral] and Remark 2.1.87 above), as is explained in
more detail when N = 3 in the second part of the caption of Figure 4.8 above. In
particular, when N > 3, A := Ay satisfies the following inhomogeneous fixed point

equation:
N+1

A= U ®;(A)UB, (4.2.82)

19 The classic Sierpifiski N-gasket Sy has been used, for example, in [KiLap1], in a work dealing
with the spectral analysis of Laplacians on self-similar fractals.
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where B is a suitable (nonempty) compact subset of RV (described in the caption
of Figure 4.8 in the prototypical special case when N = 3); for example, B can be
chosen to be the boundary of Qu o: we can let B = dQy 0 = Ay 0. More specifically,
Ay is the unique nonempty compact subset A of RV satisfying the identity (4.2.82).
Nevertheless, since in the terminology of Definition 4.2.11, (Ay,Qy) is a self-
similar spray with generator the N-plex Qy ¢ and ratio list {r| = --- =ry41 =1/2},
the self-similar set Sy (the classic Sierpinski N-gasket), the inhomogeneous self-
similar set Ay (the inhomogeneous N-gasket) and the self-similar spray (or RFD)
(An,Qy) have the same similarity dimension, oy, which is the unique real solu-
tion of the Moran equation 2’;’:*11 ri=1;thatis, (N+1)-27° =1, with s € R, or,

equivalently,
op =log,(N+1). (4.2.83)

Finally, we point out that Equations (4.2.78) and (4.2.80) imply that
dimp (AN, .QN) = max {G(), dimp (AN7(), QN7()) } . (4.2.84)

(See also Equation (4.2.50) in Theorem 4.2.17.) Therefore, dimp(Ay, Qy) is equal
to op = dimp Ay when N < 3 and is strictly greater than oy when N > 4. (See also
Remark 4.2.27 just below.) We will obtain a natural generalization and application
of these results towards the end of Section 5.5.6; see, especially, part (¢) of Remark
5.5.26.

It is noteworthy that when N = 2, we not only have that A, = S, the classic
Sierpiniski gasket, but it is also the case that Ay = S, is both a (homogeneous or
standard) self-similar set and an inhomogeneous self-similar set, with respect to the
same iterated functions system (or IFS) {(D}?:l , comprised of similarity transfor-
mations of R2. Indeed, in the inhomogeneous fixed point equation (4.2.82), with
A :=A; and N = 2, we can not only choose B := 0 (the empty set), but we can also
choose B := aAz_,o, the boundary of the unit triangle.

Remark 4.2.27. 1t is well known (see, e.g., [Hut], [Fall, Theorem 9.3]), that if a
higher-dimensional self-similar set satisfies the open set condition, as is the case
(for every N > 2) of the standard Sierpiniski N-gasket Sy but not (for any N > 3) of
the inhomogeneous Sierpifiski N-gasket Ay (see the discussion following Equation
(4.2.80), along with the caption of Figure 4.8), then its Minkowski and Hausdorff
dimensions coincide with its similarity dimension; moreover, dimp Sy exists. Hence,
this means that

dimg Sy = dimy Sy = 69 = log,(N+ 1), (4.2.85)

where 0y is the common similarity dimension of the self-similar set Sy, the inho-
mogeneous N-gasket Ay, and the self-similar RFD (Ay, Qy). Hence, when N > 4,
it follows that dimp Ay > 0y = dimp Sy. There is no contradiction, however, in light
of Equations (4.2.76) and (4.2.77), along with the fact that Ay is not a self-similar
set (only a nonhomogeneous self-similar set) for such values of N.?°

20 1t is possible to construct simpler examples in R? which also illustrate this situation; see Exam-
ples 4.2.33, 4.2.34 and 4.2.35 below.
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What is true, in general, under the above hypotheses (see Theorem 4.2.17 and
Definition 4.2.20 above) is that the Minkowski dimension of the self-similar RFD
is equal to the maximum of the similarity dimension oy and the (inner) Minkowski
dimension D¢ of the boundary of the generator G, which is assumed to be suf-
ficiently nice (see Subsection 5.5.6 below);21 here, G := Q¢ and hence, Dg =
dimg(An 0, 2n0) = N — 1. We will further discuss this issue in Remark 5.5.26 of
Subsection 5.5.6, where we will see that the proper counterpart of this situation is
case (iii) of part (c) of Remark 5.5.26, namely, when D¢ := dimg(dG,G) > 0y.
This latter possibility cannot occur in the case of a (standard) self-similar set; see
[Fall, Theorem 9.3]. More specifically, as does not seem to have been observed be-
fore, this impossibility is a somewhat surprising consequence of the aforementioned
result of Hutchinson in [Hut], as described in [Fall, Theorem 9.3] and extending
to any dimension N > 1 a corresponding one-dimensional result due to Moran in
[Mora].

In closing this remark, we mention that such a problem does not occur when
N = 1, which is the situation considered in the theory of the complex dimensions of
geometric self-similar strings developed, in particular, in [Lap-vFr3, Chapters 2, 3
and Section 8.4]. Indeed, we then have that Dg < oy since Dg = 0 (when N = 1)
and oy > 0 (always).

We next explain in more detail how to calculate the complex dimensions (and
hence also the principal complex dimensions) of the relative inhomogeneous
Sierpifiski N-gasket (Ay, Qy) in the prototypical case when N = 3.

The relative distance zeta function {30, ; o, , of the N-plex RFD (9 0, 0)
= (An0,Qn0) can be explicitly computed as follows, in the case when N = 3. It
is easy to see that the octahedral RFD (d€3,£230) can be identified with sixteen
copies of disjoint RFDs, each of which is congruent to the pyramidal RFD (T, Q') in
R3, where Q' is the open (irregular) pyramid with vertices at 0(0,0,0), A(1/4,0,0),
B(1/4,1/4,0) and C(0,0,1/(2v/2)), while the triangle T = conv (A, B,C) is a face
of the pyramid. Since for any (x,y,z) € ', we have

d((x,y,2),T) = % <2\1@—\f2x—z>, (4.2.86)

we deduce that (recall that A3 g := d€23 )
CA3.0-,93.0 (s)= 16CT,Q’(S)

=16 ///Q d((x,.2),T)"dxdydz (4.2.87)

s—3
1/4 X L _\/2x R \/EX—Z
= 16/ dx/ dy/Z\f2 (2‘/5 ) dz.
0 0 0 V3

21 1 we allow the boundary of G to be fractal, then new interesting phenomena may occur, as was
illustrated in Subsection 4.2.2 above.
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Evaluating the last integral in (4.2.87), we obtain via a direct computation that

G =168 [ (7)ot

-
WA e
e /O " Z(E—@du (4.2.88)
8V

s(s—1)(s=2) ~’

for any complex number s such that Res > 2. Therefore, we deduce from (4.2.70)
that the distance zeta function of the thetrahedral RFD in R® can be meromorphi-
cally extended to the whole complex plane and is given for all s € C by

S e

Cas,05(s) = G-DG-2(1-42 (4.2.89)

It is worth noting that s = 2 is the only pole of {4, o, of order 2, since s =2 is a

simple pole of both (s —2)~! and (2° —4)~!. More specifically, since the derivative

of 1 —4-27% computed at s = 2 is nonzero (and, in fact, is equal to 4log2), then

s =2 is a simple zero of 1 —4-27%; that is, it is a simple pole of 1/(1 —4-27%).
Moreover, it immediately follows from Equation (4.2.89) that

1

L (4.2.90)

CA3,Q3 (S) ~

In particular, as we have already seen in Equation (4.2.75) and recalling that N := 3

here, we have
2

log2

Since D := dimp(A3,£23) = dimp(A3,£2;3) = 2 is a simple pole of both 1/(s —2)
and 1/(2° —4), we conclude that D = 2 is the only complex dimension of order
two of the RFD (A3, £23). Consequently, the case of the relative Sierpiniski 3-gasket
(A3,£23) reveals a new phenomenon: its relative box dimension D = 2 is a complex
dimension of order (i.e., multiplicity) two, while all the other complex dimensions of
the relative Sierpiniski 3-gasket (including the double sequence of nonreal complex
dimensions on the critical line of convergence {Res = 2}) are simple. Since, as we
have already observed earlier, we have that dimpc(Ay, Qy) = dimpc Ay for every
N > 2, we deduce from (4.2.91) and the discussion following it that

dimpe (A3, Q23) =2+ iZ. (4.2.91)

2
dimpeAs = 24+ —i7, (4.2.92)
log?2
with s = dimp A3 = 2 being the only principal complex dimension of A3 of order
two, all the other complex dimensions being simple.
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We challenge the interested reader to use similar arguments as in the case when
N =3 in order to infer that for any N > 3, the distance zeta function of the relative
N-plex (0Qy 0,Qn0) is of the form

_ 8(s)
o0y 0.0y,0(8) = G 6T (4.2.93)

where g(s) is a nonvanishing entire function. (Note that, when N = 3, this is in
agreement with Equation (4.2.88) above.) Therefore, we conclude from Equations
(4.2.70) and (4.2.71) above that

3 8(s)
Sven () = ST T S )= (Ve D2

(4.2.94)

This extends Equation (4.2.89) to any N > 3 (really, of the base RFD (A3,£23,)
generating the self-similar RFD (A3, £23)).

In the case when N > 4, D = N — 1 is the only principal complex dimension
of the inhomogeneous Sierpiiski N-gasket RFD. [Indeed, for N > 4, we have that
log,(N+1) <N—1 (i.e., N+ 1 < 2V=1) which can be easily proved, for example,
by using mathematical induction on N.] Furthermore, we immediately deduce from

Equation (4.2.94) that
1

Cay.y (5) ~ ST (4.2.95)

Moreover, if N > 4 is of the form N = 29 — 1 for some integer ¢ > 3, then g =
log, (N + 1) (note that it is smaller than D = N — 1) is the only complex dimension
of order two (since it is a simple pole of both (s —¢)~! and (1 — (N +1)27%)71),
while all of the other complex dimensions of (Ay,y) are simple.

On the other hand, if N > 4 is not of the form N = 29 — 1 for any integer g > 3,
then all of the complex dimensions of the inhomogeneous Sierpiniski N-gasket RFD
are simple.

Roughly speaking, in the case when when N = 3, the fact that s = 2 has mul-
tiplicity two can be explained geometrically as follows: firstly, s = 2 is a simple
pole of the scaling zeta function {g(s) = 1/(1—(N+1)27%)=1/(1—4-27%) of
the RFD (A3,Q3),22 while at the same time, s = 2 is the simple pole arising from
the boundary of the first (deleted) octahedron, which is also 2-dimensional; more
specifically, s = 2 is also a simple pole of CAz,O“QS.O. Therefore, the double pole of
Cay .y arises both from the (inhomogeneous) self-similarity of the RFD (Ay,Quy)
(or, equivalently, of the set Ay) and from the special geometry of the boundary of
the generator (really, of the base RFD (A0, ,0) generating the self-similar RFD
(AN,.QN)) when N = 3.

Remark 4.2.28. Since as was noted earlier, dimpc Ay = dimpc(Ayn, Qy), where the
equality holds between multisets, exactly the same comment as above holds about
the principal complex dimensions of the inhomogeneous N-gasket Ay (instead of

22 Indeed, the similarity dimension of the 3-gasket A3 is equal to 2.
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the complex dimensions of the inhomogeneous N-gasket RFD (Ay,Qy)). For ex-
ample, if N > 4 is not of the form 2¢ — 1 for any integer g > 3, then all of the
complex dimensions of Ay are simple, while otherwise (i.e., if N = 29 — 1, for some
q > 3), then s = g is the only complex dimension of multiplicity 2 and all the other
complex dimensions (including D = dimgAy = dimg(Ay, Q) = N — 1) are simple.
The multiplicity of s = g arises both from the (inhomogeneous) self-similar struc-
ture of Ay and of the geometric structure of the boundary of the generator Qy o,
Ay := dQy o, exactly as in the case when N = 3.

In the case of the relative inhomogeneous Sierpiiski 2-gasket (A;,€2), the
value of s = log,3 (which is the simple pole arising from the self-similarity of
(A2,£2)) is strictly larger than the dimension s = 1 of the boundary of the deleted
triangle (i.e., of the 2-plex €2(). Moreover, the relative 2-Sierpifiski gasket is
Minkowski nondegenerate and Minkowski nonmeasurable, while the relative in-
homogeneous 3-Sierpinski gasket (A3, €23) is Minkowski degenerate, with its 2-
dimensional Minkowski content being equal to +eo. Its gauge function (a notion
introduced in Subsection 6.1.4 of Chapter 6.1.1) can be determined by methods in-
volving the fractal tube formulas developed in Chapter 5.

More specifically, in Chapter 5, we will show that it is possible to find a gauge
function (namely, h(¢) :=logt~! for all # € (0, 1)) relative to which the relative in-
homogeneous 3-gasket RFD (A3,€23) is Minkowski nondegenerate and moreover,
Minkowski measurable; see Theorem 5.4.27. (The same is true for the inhomoge-
neous 3-gasket A3.) This should be contrasted with the case of the ordinary (clas-
sical) Sierpiniski N-gasket Sy, which is Minkowski nondegenerate and Minkowski
nonmeasurable (in the usual sense, i.e., with respect to the trivial gauge function
h(t) = 1 correspoding to a standard power law).

On the other hand, when N > 4, the dimension Dg = N — 1 of the boundary of the
N-plex Qp g is larger than the similarity dimension oy = log,(N + 1) arising from
“fractality”. Hence, Dg = N — 1. Since D = N — 1 is the only complex dimension
on the critical line (and it is simple), we conclude that for N > 4, the RFD (Ay, Qy)
is Minkowski measurable (see Theorem 5.4.20 in Chapter 5). Thus, the case when
N =3 is indeed very special among all of the inhomogeneous Sierpinski N-gasket
RFDs. These issues will be clarified and revisited, as well as placed in a much
broader framework, towards the end of Chapters 5 and 6; see, especially, part (c) of
Remark 5.5.26 in Subsection 5.5.6, along with Problems 6.2.32, 6.2.35 and 6.2.36.

Example 4.2.29. (Relative Sierpiriski carpet). Let A be the Sierpiniski carpet con-
tained in the unit square Q. Let (A, Q) be the corresponding relative Sierpiriski
carpet (or Sierpinski carpet RFD), with (2 being the unit square. (See Figure 2.1 on
page 49 for a picture of the standard Sierpiniski carpet.) Its distance zeta function
4.0 coincides with the distance zeta function of the following relative fractal spray
(see the end of Definition 4.2.1):

Spray(€£0,A =1/3,b=28),
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Fig. 4.9 On the left is the base relative fractal drum (d€p,€2y) of the relative Sierpiriski carpet
(A, Q) described in Example 4.2.29, where € is the associated (open) square with sides 1/3. The
base relative fractal drum (9, €2y) can be viewed as the (disjoint) union of eight RFDs, all of
which are congruent to the relative fractal drum (A’, Q) depicted on the right. This figure explains
Equation (4.2.97); see Lemma 4.2.23.

where € is the first deleted open square with sides 1/3. Similarly as in Example
4.2.24, by using Theorem 4.2.6 and Lemma 4.2.23, we obtain that CA’Q, the rela-
tive distance zeta functions of (A, Q), has a meromorphic continuation to the entire
complex plane given for all s € C by

8.6
el =m0

(4.2.96)

Indeed, clearly, the base relative fractal drum (d€,€2) is the (disjoint) union
of eight relative fractal drums, each of which is congruent to a relative fractal drum
(A’,Q"), where ' is an appropriate isosceles right triangle; see Figure 4.9. We then
deduce from Lemma 4.2.23 that

$a0y.0,(8) = 88w () =8 /Q,d((x:Y),A')‘Y’zdxdy

1/6 X 8.-6—°
=8 [ [y ey = 20
0 0 S(S—l)

for all s € C with Res > 1, and hence, in light of Theorem 4.2.6, that {4 o(s) is
given by (4.2.96). Note that, after analytic continuation, we also have

(4.2.97)

8-67°
C(’)QO’QO (S) = m, forall s € C. (4298)
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Since by (4.2.96),

1
)~ g

one deduces from this equivalence that the abscissa of convergence of {4 ¢ is given
by D =log; 8 = dimp(A, ), where the equality follows from Theorem 4.1.7(b) and
Remark 4.1.8.

Here, the relative box dimension of A coincides with its usual box dimension,
namely, log; 8. Moreover, the set dimpc (A, Q) := 22.({4 @) of the relative principal
complex dimensions of the Sierpiniski carpet A with respect to the unit square € is
given by

dimpc(A, Q) = log; 8 4 piZ, (4.2.99)

where log; 8 =: D is the Minkowski dimension and p := 27 /log3 is the oscillatory
period of the Sierpinski carpet RFD (A, ) (as well as of the ordinary Sierpiriski
carpet). Each principal complex dimension is simple (i.e., is a simple pole of {4 o).

Observe that it follows immediately from (4.2.96) that the set 22({y o) of all
relative complex dimensions of the Sierpinski carpet A (with respect to the unit
square £2) is given by

P(Lao) =dimpe(A, 2)U{0,1} = (logy 8 +piZ) U{0,1}, (4.2.100)

where dimpc(A,2) = log; 8 + piZ can be viewed as the set of ‘scaling complex
dimensions’ of the self-similar RFD (A,€2) and {0,1} can be viewed as the set of
‘integer dimensions’ of (A, ) (in the sense of [LapPe2-3] and [LapPeWil], see
also [Lap-vFr3, Section 13.1]). Furthermore, each of these relative complex dimen-
sions is simple (i.e., is a simple pole of {4 o). Interestingly, these are exactly the
complex dimensions which one would expect to be associated with A, according to
the theory developed in [LapPe2-3] and [LapPeWil-2] (as described in [Lap-vFr3,
Section 13.1]) via self-similar tilings (or sprays) and associated tubular zeta func-
tions.

Exactly the same results concerning the principal complex dimensions and
the complex dimensions hold for the ordinary Sierpinski carpet A instead of the
Sierpinski carpet RFD (A, Q); in particular, the exact counterparts of (4.2.99) and
(4.2.100) hold, with (A, Q) replaced by A. See Proposition 3.2.1 in Subsection 3.2.1
above.

In light of (4.2.96), the residue of the distance zeta function of the relative
Sierpiniski carpet (A, Q) computed at any principal pole s; := log; 8+ pik, k € Z, is
given by

275%
) oo 1

In particular,
-D

2
~ k2 k — oo,
\feS(CA,Q7Sk)| Dlog3 as

where D := log; 8.
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Similarly as in the case of the relative Sierpinski gasket (see Proposition 4.2.25),
the relative Sierpifiski carpet can be viewed as a fractal spray generated by the base
RFD appearing in Figure 4.9 on the right.

Proposition 4.2.30 (Relative Sierpinski carpet). Let (A’, Q') be the RFD defined
in Figure 4.9 on the right. Let (A, Q) be the relative fractal spray generated by the
base relative fractal drum (A’,Q'), with scaling ratio A = 1/3 and with multiplici-
ties my = 8% for any positive integer k:

(A, Q) = Spray((A',Q"), 2 = 1/3, m; = 8 for k € N). (4.2.101)

(Note that here we assume that the base relative fractal drum (A’, Q') has a mul-
tiplicity equal to 8.) Then, the relative distance zeta function of the relative frac-
tal spray (A,Q) coincides with the relative distance zeta function of the relative
Sierpiriski carpet. (See Equation (4.2.96).)

Example 4.2.31. (Sierpiniski N-carpet). It is easy to generalize the notion of a stan-
dard Sierpiriski carpet (which is a compact subset of the unit square [0, 1]> C R?),
to the Sierpiriski N-carpet (or N-carpet, for short), defined analogously as a com-
pact subset A of the unit N-dimensional cube [0, 1]¥ € RY. More specifically, we
divide [0, 1]V into the union of 3V congruent N-dimensional subcubes of length 1/3
and with disjoint interiors and then remove the middle open subcube. The remain-
ing compact set is denoted by F;. We then remove the middle open N-dimensional
cubes of length 1/3? from the remaining 3V — 1 subcubes. The resulting compact
subset is denoted by F;. Proceeding analogously ad infinitum, we obtain a decreas-
ing sequence of compact subsets F; of [0,1]V, k > 1. The Sierpifiski N-carpet A is
then defined by

A= F. (4.2.102)
k=1

Note that the Sierpinski 1-carpet coincides with the usual ternary Cantor set, while
the 2-carpet coincides with the classic Sierpinfiski carpet; furthermore, the Sierpinski
3-carpet is discussed in [LapRaZu5, Example 6.10].

It is clear that the Sierpiriski N-carpet RFD (A,Q), where A is the standard
Sierpiriski N-carpet and Q := (0, 1) is the open unit cube of R", can be viewed as
the following relative fractal spray; see the end of Definition 4.2.1:

(A, Q) = Spray ((0Q0,Q20),A =1/3,b=3" —1). (4.2.103)

Here, the cube €y = (0,1/3)" is obtained by a suitable translation of the middle
open subcube from the first step of the construction of the set A. According to The-
orem 4.2.6, we then have that

Caa(s) = f(s) Coy.(5)
80000 (5) 1 (4.2.104)
TV 1TV )3




4.2 Relative Fractal Sprays With Principal Complex Dimensions of Arbitrary Orders 307

where f(s) = (s (s) =1/(1—(3Y —1)37%), for all s € C, is the scaling zeta function
of the self-similar RFD (A, £2). Since €2y has a Lipschitz boundary and log; nb=
log;(3Y —1) € (N —1,N), we deduce from (4.2.104) and from (4.2.12) in Theorem
4.2.6 that the set of principal complex dimensions of the relative Sierpiniski N-carpet
spray is given by

2r

di A,Q)=1log, (3" -1
lmPC( ) ) Og3( )+10g3

iz (4.2.105)

and hence,
dimpc(4, Q) C {Res =log;(3Y —1)} € {N —1 < Res < N}.
In particular, according to Theorem 4.1.7(b), we have that
dimp(A, Q) =1log;(3V —1). (4.2.106)

Furthermore, it can be shown that in the present case of the Sierpifiski N-carpet
RFD, dimp(A, Q) and dimg A exist and

dimp(A, Q) = dimgA = log; (3" — 1). (4.2.107)

It is easy to see that the set of principal complex dimensions dimpcA of the
Sierpiniski N-carpet A in RV coincides with the set dimpc(A, £2) appearing in Equa-
tion (4.2.105) and that the multiplicities of the complex dimensions are the same
(hence, all of the complex dimensions are simple). As simple special cases, for
N =1 we obtain the set of principal complex dimensions of the ternary Cantor set
appearing in Equation (2.1.114) on page 105, or of the usual Sierpifiski carpet ap-
pearing in Equation (4.2.99), for N = 1 or N = 2, respectively.

Since the set of all complex dimensions of the RFD (9, Q) is equal to
{0,1,...,N—1},%% and hence, dimp(9£2, Q20) = dimp(9 €2, 20) = N — 1, it follows
from Equation (4.2.104) that the set of all complex dimensions of the Sierpinski N-
carpet relative fractal spray (A, Q) is given by

gZ(CA,Q) = dimpc(A,Q) U{O7 1,...,.N— l}

2m
= (logs(3" —1
(10853 )+ fog3

(4.2.108)

ﬁZ)U{O,l,...,N—l}.

This concludes for now our study of the relative fractal drum (A, Q) naturally
associated with the N-dimensional Sierpinski carpet.

We will return to this subject in Chapter 5 (Example 5.5.13) when obtaining a
corresponding fractal tube formula in the case when N = 3.

23 Note that the relative zeta function &4 .0 appearing in Equation (4.2.104) can be meromophically
extended in a unique way to the whole complex plane C since the same can be done with {30, o -
See, for example, Equation (4.2.97) dealing with the case when N = 2.
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Remark 4.2.32. 1t is natural to wonder why the same new phenomena as for the rel-
ative inhomogeneous Sierpifiski N-gasket (Example 4.2.26) do not occur in the case
of the relative Sierpinski N-carpet (A, Q). In particular, the Minkowski dimension
D := dimg(A, Q) and the similarity dimension oy of the Sierpifiski N-carpet RFD
(A, Q) coincide (in fact, D = 6y = log; (3" — 1), see Equation (4.2.107)). Further-
more, again in light of Equation (4.2.107), D also coincides with the Minkowski
dimension of the classic Sierpifiski N-carpet A. [Since A is a (homogeneous) self-
similar set satisfying the open set condition, we must have that dimgA exists and
dimgA = 0p, the common similarity dimension of A and of (A,Q).] Moreover,
dimpc A := 2.(8a) and dimpc(A, Q) := 2.(Cs o) coincide, as multisets. Finally, it
is always the case that dimg (A, 2) = max{0cy,dimg(dQy, Qy)} = 0p, in agreement
with (4.2.106).

All of these statements hold for every N > 1. The reason, of course, for all these
simplifications (compared to the case of the N-gasket RFD in Example 4.2.26, when
N > 3 and, especially, when N > 4) is that the first component, A, of the self-similar
RFD (A, Q) is precisely the classic Sierpiriski N-carpet. Therefore, for every N > 1,
Ay 1is a self-similar set, in the usual sense, and not just an inhomogeneous self-
similar set (as was the case for every N > 3 of the first component, Ay, of the
inhomogeneous self-similar RFD (Ay, Qy) in Example 4.2.26).

Example 4.2.33. (The 1/2-square fractal). In this planar example, we will further
investigate and illustrate the new interesting phenomenon which occurs in the case
of the Sierpinski 3-gasket RFD discussed in Example 4.2.26. Namely, we start with
the closed unit square 7 = [0,1]? in R? and subdivide it into 4 smaller squares by
taking the centerlines of its sides. We then remove the two diagonal open smaller
squares, denoted by G and G, in Figure 4.10; so that G := G| U G, is our generator
in the sense of Definition 4.2.11. Next, we repeat this step with the remaining two
closed smaller squares and continue this process, ad infinitum. The 1/2-square frac-
tal is then defined as the set A which remains at the end of the process; see Figure
4.10, where the first 6 iterations are shown. More precisely, the set A is the union of
all of the boundaries of the disjoint family of open squares appearing in Figure 4.10
and packed in the unit square 1. If we now let Q := (0,1)?, we have that (4, ) is
an example of a self-similar spray (or tiling), in the sense of Definition 4.2.11, with
generator G = G UG, and scaling ratios r; = r, = 1/2. Note, however, that A is not
a (homogeneous) self-similar set in the usual sense (see, e.g., [Fall, Hut]), defined
via iterated function systems (IFSs), but is instead an inhomogeneous self-similar
set.

More specifically, the set A is the unique nonempty compact subset K of R?
which is the solution of the inhomogeneous equation

2
K =] ®;j(K)UB, (4.2.109)
j=1

where @, and @, are suitable contractive similitudes of R? with fixed points located
at the lower left vertex and the upper right vertex of the unit square, respectively, and
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with a common scaling ratio equal to 1/2 (i.e., r; = rp = 1/2, where {rj}%zl are the
scaling ratios of the self-similar RFD (A, £2)). Furthermore, the nonempty compact
set B in Equation (4.2.109) is the union of the left and upper sides of the square
G and the right and lower sides of the square G;; see Figure 4.10. We note that
here, the corresponding (classic or homogeneous) self-similar set (i.e., the unique
nonempty compact subset of R? which is the solution of the homogeneous fixed
point equation, C = U§:1 @;(C)), is the diagonal C of the unit square connecting the
lower left and the upper right vertices of the unit square.

Let us now compute the distance zeta function 4 of the 1/2-square fractal. With-
out loss of generality, we may assume that 6 > 1/4; so that we have

Cals) = Caa(s)+ i(s), (4.2.110)

where, intuitively, {; denotes the distance zeta function corresponding to the ‘outer’
d-neighborhood of A. Clearly, ; is equal to the distance zeta function of the unit
square [ := [0, 1]?; it is straightforward to compute it and show that it has a mero-
morphic extension to all of C given by?*

481 2ms

G)=——7+—— (4.2.111)

forall s € C.

G

Go

Fig. 4.10 The 1/2-square fractal A from Example 4.2.33. The first 6 iterations are depicted. Here,
G := G1 UG; is the single generator of the corresponding self-similar spray or RFD (A, ), in the
sense of Definition 4.2.11. The set A is equal to the complement of the union of the disjoint family
of all open squares, with respect to = (0, 1)2. Equivalently, the set A coincides with the closure
of the union of the boundaries of all the open squares.

24 See also the proof of Proposition 3.2.1 where this computation was performed.
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Furthermore, by using Theorem 4.2.17, we obtain that

_ Coc.6(s) :Z‘YCaG.G(S)
1—-2.2-5 252

Caals) (4.2.112)

for all s € C with Re s sufficiently large. Next, we compute the distance zeta function
of (dG,G) by subdividing G = G| UGj into 16 congruent triangles (see Figures 4.9
and 4.10) and by using local Cartesian coordinates (x,y) € R? to deduce that

)

s(s—1)’

1/4 X,
Coals) =16 [ ax [y 2ay=

for all s € C with Res > 1. Hence,

Cog.6ls) = oo (4.2.113)

an identity valid initially for all s € C such that Res > 1, and then, after meromorphic
continuation, for all s € C. Finally, by combining Equations (4.2.110)—(4.2.113), we
conclude that the distance zeta function {4 is meromorphic on all of C and is given
by

27¢ 485°1  2ms*
= 4.2.114
REAC e i YTy Sy R ( )
forall s € C.
Consequently (see just below), we have that dimp A exists and
D(8y) =dimpA =1,
(4.2.115)
P(Ca) == 2(0a,C) = {0} U (1 +piZ)
and thus
dimpc A := P.(L4) = 1 +piZ, (4.2.116)

where the oscillatory period p of A is given by p := %. All of the complex dimen-
sions in 22({,) are simple except for @ = 1, which is a double pole of 4.

We will revisit this example in Chapter 5 where we will use the distance zeta
function of A given by (4.2.114) in order to derive a corresponding fractal tube
formula (see Example 5.5.22 in Subsection 5.5.6). For now, we simply mention
that it will follow from the results of Chapter 5 (see, especially, Theorem 5.4.30)
that dimgA exists, dimgA = D({4) = 1 and that A is not Minkowski measurable
because of the presence of the double pole of {4 at @ = 1. On the other hand, we
will show that A is h-Minkowski measurable, where the gauge function # is given
by h(t) :=logt~! for all ¢ € (0,1), and by Theorem 5.4.32, the corresponding A-
Minkowski content is given by

1

%I(A,h) = gA[l]—Z = @7

(4.2.117)
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where {4[1]_5 is the (—2)-nd coefficient in the Laurent series expansion of {4
around s = 1. Finally, we note that in light of Equation (4.2.115) (and hence, in
light of the presence of nonreal complex dimensions), the set A is indeed fractal,
according to our proposed definition of fractality given in Remark 4.6.24.

Example 4.2.34. (The 1/3-square fractal). In the present planar example, we illus-
trate a situation which is similar to that of the inhomogeneous Sierpiniski N-gasket
RFD discussed in Example 4.2.26 for N > 4. Again, we start with the closed unit
square = [0,1]? in R? and subdivide it into 9 smaller congruent squares (similarly
as in the case of the Sierpinski carpet). Next, we remove 7 of those smaller squares;
that is, we only leave the lower left and the upper right squares (see Figure 4.11). In
other words, our generator G (in the sense of Definition 4.2.11) is the (nonconvex)
open polygon depicted in Figure 4.11.

As usual, we proceed by iterating this procedure with the two remaining closed
squares and then continue this process ad infinitum. The first 4 iterations are de-
picted in Figure 4.11. The 1/3-square fractal is then defined as the set A which
remains at the end of the process. We now let Q := (0,1)?, which makes the RFD
(A, Q) a self-similar spray (or tiling), in the sense of Definition 4.2.11, with gener-
ator G and scaling ratios {r j}§:1 such that r| = ry = 1/3. Again, the set A is not a
homogeneous self-similar set, but is an inhomogeneous self-similar set.

More specifically, the set A is the unique nonempty compact subset K of R?
which is the solution of the inhomogeneous fixed point equation

2
K=|]J®;j(K)UB, (4.2.118)
j=1

where @; and @, are contractive similitudes of R? with fixed points located at the
lower left vertex and the upper right vertex of the unit square, respectively, and
with a common scaling ratio equal to 1/3 (i.e., r; = rp = 1/3). Furthermore, the
nonempty compact set B in Equation (4.2.118) is equal to the boundary of G without
the part belonging to the boundary of the two smaller squares which are left behind
in the first iteration; see Figure 4.11. We also observe that here, the corresponding
(classic or homogeneous) self-similar set generated by the IFS consisting of @; and
@, is the ternary Cantor set located along the diagonal of the unit square.

We now proceed by computing the distance zeta function {4 of the 1/3-square
fractal. Without loss of generality, we may assume that § > 1/4; so that we have

Ca(s) = Caa(s)+ &i(s), (4.2.119)

where, as before in Example 4.2.33, {; denotes the distance zeta function corre-
sponding to the ‘outer’ §-neighborhood of A and coincides with the distance zeta
function of the unit square 7 := [0, 1]?. Recall that {; was computed in Example
4.2.33 and is given by Equation (4.2.111) for all s € C.
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A
A

1 A
A
1 A

Fig. 4.11 The 1/3-square fractal A from Example 4.2.34. The first 4 iterations are depicted. Here,
G is the single generator of the corresponding self-similar spray or RFD (4, (2), in the sense of
Definition 4.2.11 or Definition 4.2.20. The set A is equal to the complement of the union of the
disjoint family of all the open 8-gons, with respect to the open square Q = (0,1)2. The largest
8-gon is equal to the union of two open squares indicated by dashed sides of length 2/3, while
each of the next two smaller 8-gons is obtained by scaling the first one by the factor 1/3. Any of
the 2 8-gons of the k-th generation is obtained by scaling the first one by the factor 1/3*~!, for any
k € N. Equivalently, A coincides with the closure of the union of the boundaries of all the 8-gons.

Furthermore, by using Theorem 4.2.17, we obtain that

3S
Caals) = ICiG;(;) - = if(iGz(s)7 (4.2.120)

for all s € C with Res sufficiently large.

Next, we compute the distance zeta function of (dG,G) by subdividing G into
14 congruent triangles denoted by G;, fori =1,..., 14 (see Figure 4.11). Therefore,
by symmetry, we obtain the following functional equation:

Coc,6(5) = 128566, (5) +2856.6,5 (4.2.121)

valid initially for all s € C such that Res is sufficiently large.
We use local Cartesian coordinates (x,y) € R? to compute 26,6, and obtain

-8

- l/3dx X S*Zd B 3
CaG,G](S)—/O /()y )’—m-

3*.&‘
CaG,Gl (s) = m7 4.2.122)

Hence,

an identity valid initially for all s € C such that Res > 1, and then, after meromor-
phic continuation, for all s € C. In order to compute {55 G,,,» We use local polar
coordinates (r,0) and deduce that
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n/2 371 (sin64cos6) ! -
L3661, (5) = /0 d6 /0 Pldr

3=
- N

(4.2.123)

/2
/ (cos0+sinB)*de,
0

valid initially for all s € C such that Res > 0 and after meromorphic continuation,
for all s € C. Note that by using Theorem 2.1.45 with ¢(6) := (cos 0 +sin6)~! for
0 € (0,2m), it is easy to check that

/2
Z(s) := / (cos0+sinf) *d6 (4.2.124)
0

is an entire function, since it is of the form of the generalized DTI f(s) :=
[z ©(0)*du(0), where E = [0,7/2], ¢(0) := (cos 0 +sin0) ! for all 6 € E is uni-
formly bounded by positive constants both from above and below, and du(6) := d6.

Finally, by combining Equation (4.2.111) and Equations (4.2.119)—(4.2.124), we
obtain that {4 is given by

s—1 s
Cals) = L < 6 +Z(s)> L a0 270 (4.2.125)

s—1 s

an identity valid initially for all s € C with Res > 1 and then, after meromorphic
continuation, for all s € C.
Consequently, we deduce that

D(CA) =1,
(4.2.126)
P(Ea) := 2(6a,C) S {0} U (log; 2+ piZ) U{1}
and
dimpc A := 2.(84) = {1}, (4.2.127)
where the oscillatory period p of A is given by p := 2% In Equation (4.2.126),

~ log3-*
we only have an inclusion since, in principle, some of the complex dimensions with

real part log; 2 may be canceled by the zeros of 6/(s — 1) + Z(s). However, it can be
checked numerically that log;2 € 92({4) and that there also exist nonreal complex
dimensions with real part log; 2 in 97(4 ). All of the complex dimensions in 92(y)
are simple.

We will revisit this example in Subsection 5.5.6 (see Example 5.5.23) where we
will obtain a fractal tube formula for the set A from Equation (4.2.125). For now,
we simply mention that, dimgpA = 1 and that, by Theorem 5.4.2, A is Minkowski
measurable with Minkowski content given by

M(A) =res({y,1) = 16. (4.2.128)
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We also note that A is indeed fractal, according to our proposed definition of fractal-
ity (see Remark 4.6.24). More precisely, in light of Equation (4.2.126), it is strictly
subcritically fractal and fractal in dimension d :=log; 2, in the sense of case (ii) of
Remark 5.5.15 below. In closing, we also mention that the set A is rectifiable and
that its ‘length’ (i.e., its 1-dimensional Hausdorff measure) is given by

2 g, (4.2.129)

which can, of course, be easily checked directly. Here, @; = 2 is the volume of the
1-dimensional ball of radius 1.

Example 4.2.35. (A self-similar fractal nest). In the final planar example of this sub-
section, we investigate the case of a ‘self-similar fractal nest’.?> The set A which we
now define is an inhomogeneous self-similar set. Similarly as in Example 4.2.34,
the set A will be fractal in the sense of our proposed definition of fractality given
in Remark 4.6.24 and, moreover, will be strictly subcritically fractal in the sense of
Remark 5.5.15.

Let a € (0,1) be a real parameter. We define the set A as the union of concentric
circles with center at the origin and of radius a* for k € Ny (see Figure 4.12). Fur-
thermore, let G be the open annulus such that dG consists of the circles of radius 1
and a, as depicted in Figure 4.12, and let Q := B (0). We can now consider the RFD
(A, Q) as a self-similar spray with generator G, in the sense of Definition 4.2.11.

Fig. 4.12 The self-similar fractal nest from Example 4.2.35.

25 As we shall see, throughout this example, the use of the adjective “self-similar” is somewhat
abusive since only one similarity transformation is involved in order to define A.
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We note that even though (A, Q) is a fractal spray, with a single generator G,
it is not (strictly speaking) self-similar in the traditional sense because it only has
one scaling ratio » = a (associated with a single contractive similitude). However,
we will continue using this abuse of language throughout this example. Also, a
moment’s reflection reveals that this fact does not affect any of the conclusions
relevant to the distance zeta function of such an RFD. Namely, we obviously have
that

(A,Q2)=(dG,G)U(aA,af); (4.2.130)

so that
Caa(s) = Cy6.6(5) + Canran(s), (4.2.131)

for all s € C such that Res is sufficiently large. Furthermore, by using the scaling
property of the relative distance zeta function (see Theorem 4.1.40), we conclude
that Coi ()
0G,G\S
Sals) =0
again for all s € C such that Res is sufficiently large.
Next, we compute the distance zeta function of the generator by using polar
coordinates (r,0):

, (4.2.132)

2 (14a)/2
Cac.G(s) = / de/ (r—a) 2rdr
: A ;

2 1
+ / de / (1—r)*2rdr (4.2.133)
0 (1+a)/2
227 n(l4a)(1—a)!
a s—1 ’

an identity valid, after meromorphic continuation, for all s € C.
Equation (4.2.133) combined with Equation (4.2.132) now yields that {4 o is
meromorphic on all of C and is given for all s € C by

2251 +a)(1—a)!
= . 4.2.134
CA,Q(S) (s—l)(l—as) ( )
Finally, we fix an arbitrary 6§ > (1 —a)/2 and observe that for the distance zeta
function of A, we have

Ca(s) = Caa(s) + Cap, s0n(5): (4.2.135)

for all s € C with Res sufficiently large. Furthermore, we have that

27 1+6 27‘65“‘71 2788
s—2 _
CA,BHa(m\Q(S):/O df’/1 (r=1)""rdr==———+—", (42.136)

where the last equality is valid, initially, for all s € C such that Res > 1, and then,
after meromorphic continuation, for all s € C.
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Combining now the above equation with (4.2.135), we finally obtain that {y is
meromorphic on all of C and is given by

22 n(l+a)(1—a)™'  2m8 ! N 278"

bals) (s—1)(1—a*) s—1 s

(4.2.137)

forall s € C.
Consequently (see also Theorem 5.4.30 below), we have that dimp A exists and

D(&y) = dimpA =1,

. (4.2.138)
P(Ca) == 2(La,C) =piZU{1}
and
dimpcA := 2.(84) = {1}, (4.2.139)
where the oscillatory period p of A is given by p := 10;2_, and all of the complex di-

mensions in g7({y ) are simple. We will also revisit this example in Subsection 5.5.6
(see Example 5.5.24 below) where its fractal tube formula will be derived directly
from Equation (4.2.137) and the results of Chapter 5. Here, we simply mention that
dimp A exists (which is also easy to check directly), dimpA = 1 and that, according
to Theorem 5.4.2, A is Minkowski measurable, with Minkowski content given by

4r
1—a’

MYA) =1es(8y,1) = (4.2.140)
We also note that the set A is rectifiable and that its ‘length’ (really, its 1-dimensional
Hausdorff measure) is given by

1
Hi(a)= A _ 2 (4.2.141)
(O]} 1—a

where, as before, w; = 2 is the volume of the 1-dimensional ball of radius 1. Of
course, formula (4.2.141) can also be easily recovered via a direct computation.

In closing, we mention that A is indeed fractal according to our proposed def-
inition of fractality (see Remark 4.6.24). More specifically, in light of Equation
(4.2.138), A is strictly subcritically fractal and fractal in dimension d := 0, in the
sense of Remark 5.5.15 below.

The following example can be viewed as an analog of Example 4.2.35 (the self-
similar fractal nest) in the one-dimensional Euclidean space R.

Example 4.2.36. (The geometric progression fractal string). Fix a € (0,1), which
will play the role of a parameter. Let £ = ({);>0 be defined as the geometric
sequence with progression a; i.e.,

b :=d*, forall k>0. (4.2.142)
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The geometric zeta function of this fractal string is given by
c ks 1
Cols)= D (d") = — (4.2.143)

=—,
= 1—a

valid for all s € C with Res > 0. Upon meromorphic continuation, we see at once
that & is meromorphic on all of C and is given by

9 = — 4.2.144
Cr(5) = 7 (42.144)
forall s € C.
Let A & be the bounded subset of the real line generated by .Z; i.e.,
Ay = {ak ::zej:k>0}. (4.2.145)
Jj=k

Then, by means of Proposition 5.5.4 of Chapter 5 below (see also Example 2.1.58
and Equation (5.5.15)), we deduce that for any fixed 0 > 1/2, its distance zeta func-
tion {4, is meromorphic on all of C and given by

1—s s
Cay(s) = s(lzfas) + %, (4.2.1406)
for all s € C. Here, the term 26°/s corresponds to the ‘outer’ d-neighborhood of
A o, i.e., the left §-neighborhood of the point 0 and the right §-neighborhood of the
point ap = 1/(1 —a).
We now see that the set of complex dimensions of A & (or, equivalently, of .Z)
coincides with the set of principal complex dimensions of A & (i.e., of .%); that is,

P(Lay) = dimpc Ay = piZ, (4.2.147)

where p := 27/loga™!. Furthermore, all of the complex dimensions are simple,
except for
D:=D({y,) =dimpAy =0, (4.2.148)

which has multiplicity two. See Remark 4.2.37 below for a justification of this claim.

In Example 5.5.25 of Chapter 5, we will use Equation (4.2.146) in order to obtain
an exact fractal tube formula for the set A » C R. For now, we mention that the pres-
ence of the double pole of {4, (s) at s = 0 implies that the set A & is not Minkowski
measurable, since .#°(A.y) = +oo, but that A & is h-Minkowski measurable with
respect to the gauge function & defined by h(¢) := logt~! for all t € (0,1), and that
its h-Minkowski content is given by

2

(4.2.149)
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In closing this example, we point out that the geometric progression string .Z (or,
equivalently, its canonical geometric realization A », as well as any of its geometric
realizations £2 C R as bounded open sets of R) is indeed an example of a fractal
set, according to our proposed definition of fractality (see Remark 4.6.24), due to
the presence of nonreal complex dimensions. More specifically, in light of Equation
(4.2.147), A » (or, equivalently, .%) is critically fractal; i.e., it is fractal in dimension
d := D =0, in the sense of Remark 5.5.15. Finally, we note that although A & is h-
Minkowski measurable, its intrinsic geometry still possesses geometric oscillations
of order O() in the fractal tube formula of A &, as will be shown in Example 5.5.25.

Remark 4.2.37. The fact that the complex dimension 0 of A & has multiplicity two
(and not one, as might naively be expected) follows from the following relation
between { o and {4 o (see Equation (5.5.15) or, more generally, Equation (5.5.16)
in Subsection 5.5.2 below):

zl—s
S

Cay(s) = Ce(s), (4.2.150)
valid (in the present case of Example 4.2.36) for all s € C. Since 0 is a simple pole
of ¢ (in light of Equation (4.2.144)), it is now apparent that 0 is a double pole
of {4, as claimed. For the same reason, the nonzero poles of { ¢ and {4, are the
same, and have the same multiplicity.

Remark 4.2.38. When a := p‘l, where p is a prime number, Example 4.2.36 (the
geometric progression string) reduces to the p-th Euler string .Z),, studied in
[Lap-vFr3, esp., Subsection 4.2.1] (see also [HerLap1-5] and, in the p-adic setting,
[LapLu2-3, LapLu-vFr1-2]) and whose geometric zeta function {¢, (s) coincides

with the p-th local Euler factor (1 — p~*)~!, in agreement with (4.2.144) where we

have set a := p~!.

4.3 Spectral Zeta Functions of Fractal Drums and Their
Meromorphic Extensions

We review here some of the known results concerning the spectral asymptotics of
(relative) fractal drums, with emphasis on the leading asymptotic behavior of the
spectral counting function (or, equivalently, of the eigenvalues), along with a cor-
responding sharp remainder estimate (obtained in [Lap1] and expressed in terms of
the upper box dimension of the boundary).

We then apply these results, along with some results obtained in Section 2.3 of
this monograph, in order to show that the spectral zeta functions of these fractal
drums have a (nontrivial) meromorphic extension. This fact was already observed
in [Lap2-3] by other means, but also by using the error estimates of [Lapl1].

Moreover, we show the optimality (or sharpness) of the corresponding upper
bound for the abscissa of meromorphic continuation of the spectral zeta function of
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the fractal drum. This latter result is new and makes use in an essential way of our
results obtained later on in this chapter, especially in Sections 4.5 and 4.6.

4.3.1 Spectral Zeta Functions of Fractal Drums in RV

Let (A,Q) be a given RFD in RY. In particular, this means that |Q| < co. We
consider the corresponding Dirichlet eigenvalue problem, defined on the (possi-
bly disconnected) open set Q4 := £\ A.?® It consists in finding all ordered pairs
(1,u) € C x H}(£24) such that u # 0 and

u=0, on d(£y), (#3.4

{ —Au=pHu, in £y,
in the variational sense (see, e.g., [LioMag], [Bre], along with [Lap1] and the rele-
vant references therein). Here, H} (£24) 1= WO1 2(Qy) is the standard Sobolev space

(see, e.g., [Bre], [GilTru] or [MitZu]), and Au = ZkN: 1 g%, where A is the Laplace
k

operator. Recall that the Hilbert space H(}(QA) is defined as the completion of
Cy (L4) (the space of infinitely differentiable complex-valued functions with com-
pact support in £24) under the Sobolev norm

= ([ wiopacs [ wueopar)” @32

and the associated inner product.
Equation (4.3.1) is, by definition, interpreted as follows: the scalar u is an eigen-
value of —A if there exists u # 0, u € H& (4), such that

o, Vu(x) - Vo(x)dx = p o, u(x) @ (x) dx,

for all ¢ € C3(£24) (or, equivalently, for all ¢ € H}(£24)).>” This is the usual vari-
ational formulation of the Dirichlet eigenvalue problem on a bounded open set €24
with possibly nonsmooth (or even fractal) boundary. As it turns out, in order for
(4.3.1) to be satisfied, y must be real and even positive.

Throughout Section 4.3, we could assume equivalently that the relative fractal
drum (A, Q) is of the form of a standard fractal drum (92, ). Indeed, it suffices

26 For example, if © is the unit equilateral triangle and A is the Sierpiriski gasket, then £24 is the
union of a disjoint countable family of open triangles; see Figure 4.5 on page 275.

7 In the case of Neumann boundary conditions, both HJ (£24) and Cg’(£24) will be replaced by
the Sobolev space H'(£2,), as will be discussed further on. Also, we must then assume that Q is a
suitable bounded open subset of RV see the discussion at the end of this section on pages 343-344.
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to apply the quoted results (from [Lapl1], for example), to the ordinary fractal drum
(92, £2y), which is precisely what we will do, implicitly.

The following lemma describes the boundary of €24 := £\ A. As we see, the
subset A \ 2 of A does not have any influence on 4. In particular, if A and €2 are
disjoint, then €4 = Q. For example, 2, = 2. Here and in the sequel of Section
4.3, in order to avoid trivial statements, we assume implicitly that all of the open
sets 2 C RN are nonempty.

Lemma 4.3.1. Let (A, Q) be a relative fractal drum in RN;I]‘ the closure of A does
not possess any interior points,® then 9(2,) = 0 U (ANK). In particular, if
A C Q, then d(24) = 0Q UA.

It is well known that the (eigenvalue) spectrum of the Dirichlet eigenvalue prob-
lem (4.3.1) is discrete and consists of an infinite and divergent sequence (L )x>; of
positive numbers (called eigenvalues), without accumulation point (except 4-e<) and
which can be written in nondecreasing order according to multiplicity as follows:

O<u << <<, I}imuk=+°o.
—yo0

Furthermore, each of the eigenvalues i is of finite multiplicity. Moreover, if 24 is
connected, then the first (or ‘principal’) eigenvalue y; is of multiplicity one (i.e.,
U1 < Wa); see [GilTru]. Because the Laplace operator is symmetric, the algebraic
and geometric multiplicities of each of its eigenvalues coincide. We say for short
that the sequence of eigenvalues (U )r>1 corresponds to the relative fractal drum
(A, Q).

Remark 4.3.2. (a) For the present Dirichlet problem (4.3.1), the discreteness of the
spectrum, along with the finiteness of the multiplicity of each (necessarily positive)
eigenvalue, follows from the fact that for any open subset Q of R" which is bounded
(or, more generally, of finite volume), H{ (€2) is compactly embedded into H'(£2)
and hence, into the Lebesgue space LZ(QA). (See, e.g., [EdmEV].) Recall that the
Sobolev space H'(£24) := W'2(£4) (which is used to formulate the variational
Neumann eigenvalue problem) is the space of all functions u € L*(£,) with distri-
butional (or ‘weak’) gradient Vu € [L?(24)]". Like H} (24), H'(£4) is a complex
Hilbert space for the Sobolev norm || - || defined by (4.3.2) and the associated inner
product.

(b) In contrast, for the Neumann problem, which will be briefly discussed to-
wards the end of Subsection 4.3.2, even the discreteness of the spectrum does not
always hold (for very rough boundaries) and even when it holds, the counterpart
of Weyl’s asymptotic formula (Equation (4.3.13) below) need not be verified. (See
[Mét2-3].) This is why, following [Lapl], appropriate assumptions will be made
on (2 in our discussion of the Neumann eigenvalue problem (or, more generally,
of mixed Dirichlet-Neumann boundary conditions) towards the end of Subsection
4.3.2.

28 It is easy to see that this condition is satisfied if dimpA < N; see page 32.



4.3 Spectral Zeta Functions of Fractal Drums and Their Meromorphic Extensions 321

Definition 4.3.3. The spectrum of a relative fractal drum (A,Q) in RV, denoted
by 0(A,Q), is defined as the sequence of the square roots of the eigenvalues of the
boundary value problem (4.3.1); that is,

0(A,Q):= (u,f/z)kzl. (4.3.3)

Physically, the values of 4, /2 k € N, are interpreted as the (normalized)® frequen-
cies of the relative fractal drum. The eigenvalues are scaled here with the exponent
1/2, for technical (as well as physical) reasons (and because the Laplacian is a sec-
ond order linear partial differential operator). See, for example, Lemma 4.3.6.

Definition 4.3.4. The spectral zeta function {; , of a relative fractal drum (A, )
in RV is given by

Cials) =Y ", (4.3.4)
k=1

for all s € C with Res sufficiently large.

Example 4.3.5. The spectral zeta function of a fractal string £ = (¢;) j>1, where .&
is viewed as a relative fractal drum (A ¢, Q ), is given by

oo

Cp(s)= 3 (k- £;) 7 =C(s)-Lz(s),

kj=1

where { = (g is the Riemann zeta function and { ¢ is the geometric zeta function
of Z; see [Lap2-3], [LapMa2] and [Lap-vFr3, Section 1.3]. Hence, by analytic
continuation (and since § is meromorphic on all of C), we have

Co(s)=C(s)-Cz(s), (4.3.5)

in every domain U C C to which { ¢ can be meromorphically continued.

The above definition of the spectrum (A, £2) and of the spectral zeta function
4 /;i o of arelative fractal drum is in agreement with the definition of the spectrum of
a bounded fractal string . = ({;) j>1 given in [Lap-vFr3, p. 2] or more generally,
of a fractal drum (see, e.g., [Lap1-3]). (See also [Lap-vFr3, Equation (1.45), p. 29]
and [Lap-vFr3, Appendix B], along with the relevant references therein, including
[Gilk] and [Seel].) Note that the sequence

1/2

ZL(A,Q) = (1 =1, (4.3.6)

which consists of the reciprocal frequencies in 0 (A, ), is also a fractal string (pos-

sibly unbounded, i.e., X7 ; i, 1z _ +o0). As we see, the spectral zeta function of a

relative fractal drum (A, Q) is by definition equal to the geometric zeta function of

2% When N = 1, see [Lap-vFr3, footnote 1 on page 2].
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the fractal string (A, Q). It is clear that D({; ;) > 0. Furthermore, since {y , is
a Dirichlet series with positive coefficients (and the spectrum of (A, Q) is infinite),
we also have D(} o) = Dnoi(8 ) see Subsection 2.1.3.

We note that the usual definition of the spectrum involves the sequence of eigen-
values (U )x>1 rather than the sequence of their square roots ( /.L,: / 2) &>1. as in Equa-
tion (4.3.3). We prefer the definition of the spectrum 6(A4,€2) given in Equation
(4.3.3) and hence, the use of the exponent —s /2 (rather than of —s) in the definition
of the spectral zeta function {j , in Equation (4.3.4) since, in this case, Lemma
4.3.6, Proposition 4.3.10 and Theorem 4.3.17 below take a more elegant form. See
[Lap2-3] and [Lap-vFr3, p. 29 and Appendix B], and compare, for example, with
[Gilk] and [Seel].

The spectrum of a relative fractal drum has an interesting (but elementary) scal-
ing property, which we now state.

Lemma 4.3.6. Let 6(A, Q) be the spectrum of a relative fractal drum (A, ) in RV,
If A is any fixed positive real number, then

c(AAAQ)=1""'0(A,Q); (4.3.7)

that is, 6(AA,AQ) = (?L_l/.tkl/z)kzl, where (U )k>1 is the sequence of eigenvalues
of problem (4.3.1) on Q. Equivalently, £ (AA,AQ) =L L (A, Q); see Equation
(4.3.6).

Proof. It is easy to see that if py is an eigenvalue corresponding to —A, with re-
spect to the domain Q4 = Q \ A, generated by the relative fractal drum (A, ), then
A2, is an eigenvalue corresponding to the operator —A with respect to the domain
(2£2) .4, generated by (AA,A£2). Indeed, if u € H} (€4) is such that —Auy = ey,
uy # 0, then for vi(y) := ug(x/1), where y € (A2), 4, we have

—An(y) = 50 0).

In other words, the sequence of eigenvalues of —A on (A1), is equal to
(A ~2)i>1. (This claim can also be checked directly by using the aforemen-
tioned variational formulation of the eigenvalue problem (4.3.1).) Therefore, by
Definition 4.3.3,

o(AAAQ) = (A7 Mo =271 0(4,9).
This completes the proof of the lemma. a

An immediate consequence of Lemma 4.3.6 is the following scaling result for
the spectral zeta functions of RFDs.

Proposition 4.3.7 (Scaling property of spectral zeta functions). Ler (A,Q) be
a relative fractal drum in RN. Then for any A > 0, and for all s € C such that
Res > dimp(A, Q), we have
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C)TA,)LQ(S) = /ISCX,Q(S)-

The following result represents a partial extension in the present context of Ex-
ample 4.3.5 (see also [Lap-vFr3, Theorem 2.1]), in the special case of fractal strings,
or of the corresponding result for fractal sprays in [Lap2-3] and [LapPo3]. Its proof
is similar to that of Theorem 4.2.5.

Theorem 4.3.8. Let (A, ) be a base RFD in RY, and let £ = (A;) j>1 be a non-
increasing sequence of positive numbers tending to zero (and repeated according to
multiplicities), i.e., a (not necessarily bounded) fractal string. Assume that (A}, Q;),
Jj > 1, is a disjoint sequence of RFDs, each of which is obtained by a rigid motion
of Xj(A0,€20) = (AjA0,Aj€0). Let (A, Q) = ;>1 (A}, ;) be the corresponding rel-
ative fractal spray, generated by (Ag, ) and Z; that is, (A,Q) = (Ao,€20) @ L.
Then, assuming that s € C is such that Res > max{D({ ;0790),m3.$ }, we have

Ca0(s) = Cay 0, (s) - e (s), (4.3.8)

where { o is the geometric zeta function of £ (see Equation (2.1.71) of Subsection
2.1.4). In particular, for all s € C with Res sufficiently large, we have

Mg

Gials) =YW Y A 4.3.9)
j=1

k=1

where ( /.L,EO))kzl is the sequence of eigenvalues corresponding to the relative frac-

tal drum (A, €2y). Furthermore, by the principle of analytic continuation, Equation
(4.3.8) continues to hold on any domain to which { ¢ and { Xo,ﬂo can both be mero-
morphically continued. (A similar comment applies to Equation (4.3.11) below.)
Moreover,
D(Cs0) :max{D(CXO’QO),mBiﬂ}. (4.3.10)

In particular, if A; = AJ for some fixed A € (0,1), and each A/ is of multiplicity
b/, where b €N, b > 2, then for Res > D({} )

A" S (u0)-s2 = P

(:A,Q(S): 71_515;;(% 1—bis

a2 (8); 43.11)

and
D(84 o) = max{D(4 q,).10g; /1 b}

Remark 4.3.9. In the case of fractal sprays (and of fractal strings, in particular), the
factorization formula (4.3.8) was first observed in [Lap2-3]. In the special case of
fractal strings, it has proved to be very useful; see, especially, [Lap2-3, LapPo1-3,
LapMal-2, HeLap, Lap-vFr1-3, Tepl-2, LalLap1-2, HerLap1-5]. See also, e.g.,
[Lap-vFr3, Sections 1.4 and 1.5] and [Lap-vFr3, Chapters 6, 9, 10 and 11], both for
the case of fractal strings and (possibly generalized or even virtual) fractal sprays.
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4.3.2 Meromorphic Extensions of Spectral Zeta Functions
of Fractal Drums

It is well known that if €y is any (nonempty) bounded open subset of RY, and
0(9092, Q) = ((,uIEO))l/Z)k>l (that is, (,ulgo))kz] is the sequence of eigenvalues of
—A with zero (or Dirichlet) boundary data on 9£), counting the multiplicities of the
eigenvalues), then the following classical asymptotic result holds, known as Weyl’s
law [Wey1-2]:
4n?
#(O) ~ 2IN
£ (o] o))V

where wy = 7¥/2/(N/2)! is the volume of the unit ball in RY.3" We recall that
here, consistent with the notation introduced on page 41, the symbol ~ means that
the ratio of the left and right sides of (4.3.12) tends to 1 as k — oo.

The main result of this subsection is stated in Theorem 4.3.17. Its proof is based
on the asymptotic result due to the first author, stated in Theorem 4.3.11, combined
with Proposition 4.3.10.

The asymptotic result stated in Equation (4.3.12) was obtained by Hermann Weyl
in 1912 for piecewise smooth boundaries, in [Wey1-2]. It has since then been ex-
tended to a variety of settings (for example, to smooth, compact Riemannian mani-
folds with or without boundary, various boundary conditions, broader classes of el-
liptic operators, fractal boundaries, etc.). See, for example, the well-known treatises
by Courant and Hilbert [CouHil, Section V1.4] and by Reed and Simon [ReeSim1],
along with [H63] and the introduction of [Lapl1], as well as [Lap2—-3] and [Lap-vFr3,
Section 12.5 and Appendix B]. It has been extended by G. Métivier in [Mét1-3] dur-
ing the 1970s to arbitrary bounded subsets of RY (in the present case of Dirichlet
boundary conditions). Independently and at about the same time, this latter result
was also obtained by M. Sh. Birman and M. Z. Solomyak in [BiSo]. Furthermore,
in this general setting (for example), sharp error estimates, expressed in terms of the
upper Minkowski (or box) dimension of the boundary of €2y, were obtained by the
first author in the early 1990s in [Lapl]; see Theorem 4.3.11 below, along with
the comments following Theorem 4.3.17 and Remark 4.3.23 for further extensions
about other boundary conditions and higher-order elliptic operators, with possibly
variable coefficients.

In the following result, we consider a class of bounded open subsets €y of RY
such that the corresponding sequence of eigenvalues (I~l/£0>)k21 satisfies an asymp-
totic condition involving the error term as well:

as k—> oo, 4.3.12)

2
(0) 4m 2/N y
=—F>~ k7" +0(k k — oo, 4.3.13

30 For odd N, we have (N/2)! =5 (¥ —1)--- %, since (N/2)! :=T(¥ +1), where T is the classic
gamma function.
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Here, we assume that y € (—eo,2/N). It will also be convenient to use the following
short-hand notation: {5, = ¢ 50,0, and more generally, o, = Eiy ., Provided Ag
and € are disjoint. We say for brevity that C}‘zo is the spectral zeta function of the
bounded open subset £y of RV .

Proposition 4.3.10. Assume that Qq is an arbitrary bounded open subset of RN
such that the corresponding sequence of eigenvalues of —A, with zero (or Dirichlet)
boundary data on 0£2y, counting the multiplicities of the eigenvalues, satisfies the
asymptotic condition (4.3.13), where y < 2/N. Then the spectral zeta function

Loy () = 3 ()2 4.3.14)

gk

possesses a (necessarily unique) meromorphic extension (at least) to the open half-
plane
{Res>N—(2—7yN)}. (4.3.15)

In other words, Dmer(8y) < N — (2= YN). As we see, the meromorphic extension
vertical strip, to the left of the vertical line {Res = N}, is of width at least 2 — yN.

The only pole of C:)o in this half-plane is s = N, and in particular, D(%O) =N.
Furthermore, it is simple and

N
res({s,. )f(zgfvl Q. (4.3.16)

Proof. Letting C := 47*(own|Q0]) >N, we have that /J,EO) = C-k¥N + dy, where
dr = O(kY) as k — oo, and hence,

(C k2/N+d) S/Z.

Mx

Coy(s) =

k=1

To prove the proposition, it suffices to apply Theorem 2.3.12 with a = 2/N, y <
a and 51 = s/2. Indeed, we obtain that ¢, (s) possesses a unique meromorphic

extension (at least) to the open half-plane {Re 5 > % —(1- %’ )}, or, equivalently,
to the open half-plane {Res > N — (2 — yN)}, as claimed in (4.3.15). Furthermore,

according to the same theorem, the residue of {p, (2s) = Z}:’:l(u,go) ) fats=a=
2/N is equal to (1/a)C~'/* = (N/2)C~N/2. Hence, the residue of Cop(s) ats =N
can be obtained as follows:

tes(Ey V) = lim (s N) Gy (5) = lim (25— N) G, (25)

N Ne-npe _
—2yi1]\r}1/2(s )CQO(ZS) 22C Tk

1€,

where in the next-to-last equality, we have used Equation (2.3.18) from Theorem
2.3.12. This completes the proof of Proposition 4.3.10. a
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In practice, in light of the remainder estimates of [Lapl] recalled in Theorem
4.3.11 and in Corollary 4.3.14 below, we will apply Proposition 4.3.10 under the
assumption that D := dimp(9€2,€2) <N and y € [(2+D —N)/N,2/N).

In light of Equation (4.3.16), under the hypotheses of Proposition 4.3.10, the
residue of the spectral zeta function C_}‘zo computed at s = N is proportional to the N-
dimensional Lebesgue measure (volume) of Qp; see (4.3.16). As we see, this result
is of a similar nature as Equation (2.2.4) in Theorem 2.2.3. Moreover, the volume of
€2y can be explicitly computed by using the spectral zeta function:

(2m)N ]
|Q()| = WreS(CQO,N). (4317)

Theorem 4.3.8, combined with Proposition 4.3.10, generalizes [Lap-vFr3, Theo-
rem 1.19] to the N-dimensional case. See also Theorem 4.3.17 below, which relies
on Theorem 4.3.11 (or, equivalently, on Corollary 4.3.14) and provides explicit con-
ditions under which Equation (4.3.13) holds, and hence Proposition 4.3.10 can be
applied.

It is clear that the claim of Proposition 4.3.10 is true if in (4.3.13) we replace
O(k") by O(k'7) as k — oo. For example, we may have O(k¥logk) as k — oo in
(4.3.13).

Let (/.1,5()))/(21 be the sequence of eigenvalues of —A, where A is the Dirichlet
Laplacian, associated with a given bounded open subset £y of RV . In what follows,
we denote by

No(u):=#{keN:u¥ <u},  for pu>0, 4.3.18)

the eigenvalue counting function of the fractal drum, taking into account the mul-
tiplicities. It is also called the spectral counting function in the literature; see, e.g.,
[Lap1-5], [Lap-vFr1-3] and the relevant references therein.

In the proof of Theorem 4.3.17 below, we shall need the following significant
result (see [Lapl, Equation (1.8), Theorems 1.1 and 2.3]), which provides a par-
tial resolution of the modified Weyl-Berry conjecture. See [Lapl, Corollary 2.1], as
well as [Lapl, Theorems 2.1 and 2.3], along with the comments following Theo-
rem 4.3.17 and Remark 4.3.23, for a more general statement involving positive uni-
formly elliptic linear differential operators (with variable and possibly nonsmooth
coefficients) and mixed Dirichlet—-Neumann boundary conditions.

Theorem 4.3.11 (Lapidus, [Lapl]). Let Qy be an arbitrary (nonempty) bounded
open subset of RN. Let D := dimp (9, €0) denote the upper relative Minkowski
(or box) dimension of £y, with respect to €. Then we have the following remain-
der estimates:

(i) If D € (N — 1,N), then for any d > D,

Ny () = 27) N Qo] - uN? +0(ud’?) as  p— oo, (4.3.19)
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(ii) If D = N — 1, then for any d > D,
Ny (1) = 27) Noy|Qo| - uV¥? +0(u*logu) as g — 4o,  (43.20)
Moreover; in both cases (i) and (ii), the choice d = D is allowed, provided
P (90, ) < oo;

that is, €y has finite upper Minkowski content, relative to €y (i.e., it has finite
inner Minkowski content).

Remark 4.3.12. (a) For Dirichlet boundary conditions, Theorem 4.3.11 just above
(and hence also, Corollary 4.3.14 below) remains valid without change for an arbi-
trary (and possibly unbounded as well as disconnected) nonempty open set €2y with
finite volume: || < oo.

(b) Note that in [Lap1-3], D is referred to as the inner Minkowski dimension of
€. It is known that since €2 is a (nonempty) bounded open set, we have N — 1 <
D < N; see [Lapl, Section 3]. Also, in [Lap1], the case when D = N — 1 is referred to
as the ‘nonfractal case’ (or the least fractal case), and the case when De (N—1,N]
is referred to as the ‘fractal case’. Finally, note that in the most fractal case when
D = N, the error estimate (4.3.19) is still valid, but is uninformative; indeed, even
when d := D = N, the ‘error term’ is then of the same order as the ‘leading term’ in
(4.3.19).

(¢) According to the notation introduced in Remark 2.3.4, this condition can be
written more succinctly in the following form:

Ny (1) = (21) N o] Q|- uV? +0(uP?) as p . 4.3.21)
A similar comment applies to the error estimate (4.3.20).

Various aspects of the study of the (possibly modified) Weyl-Berry conjecture
are discussed in the introduction of [Lap1], in [Lap3] and, more recently, in a brief
survey given in [Lap-vFr3, Section 12.5.1]. See also [Berr1-2], [BroCar], [Lap1-3],
[LapPol1-3], [Cae], [vBGilk], [HamLap], [F1Va], [Ger], [GerSc], [MolVai] and the
references therein. The result stated in case (i) of Theorem 4.3.11, that is, in
the nonfractal case when D = N — 1, and under the additional assumption that
A*N=1(9Q) is finite, was already obtained in Métivier’s work [Mét3, Theorem
6.1 on page 191]; see also [Mét1-2]. Métivier stated his result without the explicit
use of box (that is, Minkowski) dimension or Minkowski content. See [Lap-vFr3,
Section 12.5] for a more complete list of references. Results concerning the parti-
tion function (the trace of the heat semigroup) of the Dirichlet Laplacian have been
obtained by Brossard and Carmona [BroCar]. The main estimate in [BroCar] is now
a consequence of the results of [Lapl] stated in Theorem 4.3.9, but the converse is
not true. Indeed, as is well known, beyond the leading term, the spectral asymptotics
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for the trace of the heat semigroup do not imply corresponding asymptotics for the
eigenvalue counting function (or, equivalently, for the eigenvalues themselves). In
fact, when they hold, the pointwise estimates for the eigenvalue counting function
are considerably more difficult to prove.

Remark 4.3.13. (a) As was mentioned earlier, the first general result concerning the
leading term of the asymptotic expansion of the eigenvalues is due to Hermann Weyl
in [Wey1-2] towards the beginning of the 20th century, in the case of a sufficiently
smooth boundary. Eventually, this result was extended in the 1970s by Guy Métivier
in [Mét1-3] (see also [BiSo]) for an arbitrary bounded open set (and for the Dirichlet
Laplacian or more general elliptic operators and boundary conditions). The error
estimate (4.3.20) is due to Courant in the case of a piecewise smooth boundary (and
hence, D = N — 1), a very special case of (ii) in Theorem 4.3.11. An elementary
concrete example of that situation can be found in the monograph by Courant and
Hilbert [CouHil, p. 431], where in the case when (2 is a rectangle in the plane, with
sides a and b, it is shown that the counting function of the associated sequence of
eigenvalues of the Dirichlet Laplacian —A satisfies

ab
Ny(u) = -n+O(VH) as p— oo

In fact, an equivalent number-theoretic formulation of this result was already known
to Gauss in 1834; see [Gau].

(b) In case (ii) of Theorem 4.3.11, the remainder estimate (4.3.20) is known to
hold without the logarithmic term (i.e., Equation (4.3.19) holds withd = N — 1 as
well as . *P (92, Qo) < o) if the boundary of £y is (sufficiently) smooth, or more
generally, for sufficiently smooth compact Riemannian manifolds with or without
boundary. (By “smooth” here, we mean C’, that is, r times continuously differ-
entiable, with the positive integer r > 2 large enough.) See [H62-3], [Lap-vFr3,
Appendix B] and the introduction of [Lap1] as well as the many references therein,
describing, in particular, the results of Hormander [H51], Seeley [See2—-3] and Pham
The Lai [Ph]. See also [Lap-vFr3, Remark B.1 of Appendix B].

From Theorem 4.3.11 it is possible to derive a result, also due to the first author,
regarding the error term for the leading asymptotics of the eigenvalues of the Dirich-
let Laplacian —A, associated with bounded open sets in RV. As is well known by
the experts in spectral theory, the statement of Corollary 4.3.14 is equivalent to that
of Theorem 4.3.11 (by means of a standard Abelian/Tauberian argument, for exam-
ple); furthermore, Corollary 4.3.14 can be deduced from Theorem 4.3.11 by means
of the converse of a Tauberian theorem, called an Abelian theorem in [Sim], for ex-
ample; see [Lapl, Appendix A] and [Sim] for a closely related situation. In order to
keep this part of the exposition essentially self-contained, we provide (at least in a
special case) a different proof, based on the elementary Lemma 4.3.15 below.

Corollary 4.3.14 ([Lap1]). Let Qg be an arbitrary (nonempty) bounded open subset
of RN. As before, we let D := dimp (92, Qp), and let (.U/EO))kzl be the sequence of
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eigenvalues of —A, where A is the Dirichlet Laplacian on £y. Then the following
conclusions hold:

(i) If D € (N — 1,N], then for any d > D,

©) 4?2

1 —W-kzm—i—O(k(”d’N)/N) as  k— oo, (4.3.22)

(ii) If D = N — 1, then for any d > D,

(0) 47

I :W#/N +OkPHEN/Nogk) as  k — oo, (4.3.23)

Moreover, in each of the cases (i) and (ii), the choice of d = D is allowed, provided
AP (00, ) < oo.

More succinctly, according to the notation introduced in Remark 2.3.4, we can
rewrite (4.3.22) in the following equivalent manner:

) _
o) _ 4m 2N (LN

e or(PR k= oo, 4.3.24

B Tyl ©HOWET) s ke 2y

A similar comment applies to the remainder term in (4.3.23).

Postponing the proof of Corollary 4.3.14 for a while, we first state and prove an
auxilliary technical result.

Lemma 4.3.15. Let ¢ > 0, m > 0 and o € (—oo,m) be given real numbers. As-
sume that (W )x>1 is a sequence of positive real numbers satisfying the following
condition:3!

e +oud) =k as k—»oo. (4.3.25)
Then

o+l
m -1

e =c VMM Lok ) as k- oo (4.3.26)

Proof. Step 1: Let us first prove the lemma for m = 1. Note that in this case, we
have o < 1. Without loss of generality, we may assume that ¢ = 1; otherwise, we
introduce a new sequence L, = cll. In this case, by the assumption made in the
lemma, there exists a positive real number C such that |k — ;| < Cu for all positive
integers k. Since this implies that k < i +C ,u,f‘ for all k > 1, then, clearly,

lim Wi = +oo.
k—yoo

Therefore, from
k
1| =cup, (4.3.27)
My

31 Here, we write uy" instead of (ug)™, for example; see also, (4.3.50) below, for instance.
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and using @ — 1 < 0, we conclude that limy_,.. £ = 1. In particular, there exists a
positive constant C; such that y; < Ck for all positive integers k. Hence,

lk—w| < Cp < CCY ks
that is, yx = k+ O(k%) as k — oo, which proves the lemma for m = 1.

Step 2: We now consider the case when ¢ - )" + O(u) = k as k — oo, with m > 0

and m # 1. Letting Ay := ;" for every k > 1, we obtain ¢- A + O(AI?/m) =k as
k — oo. By Step 1, we then conclude that

1
A= - k+O(K*™) as  k— oo,
Therefore,

= (= k0@ m) i (14 o))
=cTUmm (1 o(knY)) as koo,

where in the last equality we have used the fact that @ < m. This concludes the proof
of the lemma. o

Remark 4.3.16. Lemma 4.3.15 permits a slight generalization. If instead of condi-
tion (4.3.25), we assume that

o) =k+OKP) as koo, (4.3.28)

where < 1, then (retaining the remaining conditions in the lemma) we have that:
e = ¢ Vm g/ ot mad TR 1) g ks co, (4.3.29)

This conclusion is obtained by an easy modification of the proof of Lemma 4.3.15.

We are now ready to prove Corollary 4.3.14 (in a special case).

Proof of Corollary 4.3.14. Let us first assume that D € (N — 1,N]; that is, let us
assume that we are in case (i) of the corollary.

For simplicity, we assume that D € (N — 1,N) and that the eigenvalues all have
multiplicity one. (The case when D = N is of no interest while the case when
D = N — 1 can be dealt with similarly.) For the general case when the eigenvalues
may have multiplicities larger than one, it would be best to work directly with the
eigenvalue counting function (and, hence, to use Theorem 4.3.11 instead of Corol-
lary 4.3.14), as is standard and done in [Lap2-3]. See the comment following the
proof of Theorem 4.3.17 below.
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From the definition of the counting function, we obviously have that Nv(u,io)) =
k, for all k > 1. By using Theorem 4.3.11(i), we obtain that
@2r) Noy| Q|- 1) P+ o) =k as k- oo,
Now, if we set m = N /2 and @ = d /2, Lemma 4.3.15 immediately implies claim (i)
in the corollary. The proof of case (ii) is similar. O

Combining Corollary 4.3.14 with Proposition 4.3.10, we deduce the main result
of this section, already obtained by the first author in [Lap2-3]. As in [Lap2-3], it
makes an essential use (via Corollary 4.3.14) of the key remainder estimate obtained
in [Lap1]. Furthermore, it is stated a little bit more precisely than in [Lap2-3] and
makes use of the notation introduced in Subsection 2.1.5. It shows that Dmer(%o),
the abscissa of meromorphic continuation of C;)O, does not exceed the upper box

dimension of the boundary 9€2 relative to €2y, denoted (as above) dimp(9 0, 20)
and called the inner Minkowski dimension of d€2y in [Lapl].

Theorem 4.3.17 (Lapidus, [Lap2-3]). Let £y be an arbitrary (nonempty) bounded
open subset of RN such that dimg(9€0,0)} < N. Then the spectral zeta function
C_}‘zo of Qq is holomorphic in the open half-plane {Res > N} and Dhol(é}*)o) =N.
Furthermore, C50 can be (uniquely) meromorphically extended from {Res > N} to
(at least) {Res > dimp(9Q0,€2)}. In other words,*

Duer(8y,) < dimp(9€20,€2). (4.3.30)

Moreover, s = N is the only pole of C;)O in the half-plane {Res > dimpg(9€0,20)};
it is a simple pole and
% N oy

res(8o,.N) = 2 1. (4.3.31)
Proof. Let us prove the statement regarding the meromorphicity of CEZO [The proof
of the statement regarding the holomorphicity of szo in {Res > N} is left as an
easy exercise for the interested reader. (Actually, as will be explained further below,
it follows from the known properties of generalized Dirichlet series with positive

coefficients recalled in Subsection 2.1.3.)] Let us set y = 2X4=N_ Since we then

N
have N — (2 — yN) = d, using Proposition 4.3.10 applied to the sequence (ﬂ;go))kzl

in Corollary 4.3.14, we conclude that C;‘zo can be meromorphically extended in a
unique way to the half-plane {Res > d}. This property holds for any d > D :=
dimp (99, £); hence, the function Cf)() can be meromophically extended to the
half-plane {Res > D}.

Finally, assume that De (N —1,N), for simplicity. Then, since D < N, we see
that the meromorphic continuation of C_}}O must have a (simple) pole at s = N. In-
deed, since CEZO is initially given by a (generalized) Dirichlet series with positive

32 Recall that, by definition, {Res > Dumer(Cg,)} is the largest open right half-plane to which 5
can be meromorphically extended.
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coefficients, C}‘)O must have a singularity at s = N; but since Cs*zo can be meromor-
phically continued to a connected open neighborhood of s = N (and in light of either
(4.3.19) or (4.3.22)), this singularity must be a simple pole of C}}O The value of the
residue given in (4.3.31) follows from (4.3.16) in Proposition 4.3.10. This concludes
the proof of the theorem. a

Alternatively, Theorem 4.3.17 follows easily from Theorem 4.3.11 (via standard
arguments, well known to the experts in spectral theory) by proceeeding as follows,
which is the method used in [Lap2-3]. First, observe that, as is well known, the
spectral zeta function (essentially) coincides with the Mellin transform of the spec-
tral counting function, at least for Res > D, where D := dimp(9€0, o). Then, use
the remainder estimate for the eigenvalue counting function (see Theorem 4.3.11
above, from [Lap1]), along with a suitable (and standard) Abelian theorem>? (the
converse of a Tauberian theorem, in the terminology of [Sim]) or simply, a direct
analysis of the corresponding integral (essentially, the Mellin transform of the spec-
tral counting function Ny) in order to deduce that Z_fS*)O admits a meromorphic ex-
tension to the open half-plane {Res > D}, as desired. More specifically, one can
use Theorem 2.1.47 about the holomorphicity of integrals depending analytically
on a parameter, along with Theorem 4.3.11, to deduce that the spectral zeta function
C6, admits a meromorphic continuation to {Res > D}, with a single, simple pole
located at s = N (thus, the meromorphic continuation is holomorphic for Res > D
except at s = N).

The proof of Theorem 4.3.17 provided above, just after the statement of Theo-
rem 4.3.17, presents the advantage of being elementary (assuming, of course, the
results of Theorem 4.3.11, which are not at all elementary). However, at least for
now, it is only valid under special assumptions on the multiplicities of the eigen-
values (see Lemma 4.3.15 and Remark 4.3.16 on pages 329 and 330), whereas the
aforementioned proof (from [Lap3]) is valid in full generality since it directly relies
on Theorem 4.3.11 rather than on Corollary 4.3.14.

We next state an easy but useful consequence of Theorem 4.3.17. At this stage,
the reader may wish to review some of the relevant notation introduced in Sec-
tion 2.1.

Corollary 4.3.18. Under the same hypotheses as in Theorem 4.3.17, we have (with
the notation introduced in Section 2.1)

D(8g,) = Dnai(8o,) =N (4.3.32)

and so
I(85,) = #(86,) = {Res > N}, (4.3.33)

33 See, e.g., [Sim] or [Lapl, Theorem A in Appendix A] for the case of the Laplace transform
instead of the Mellin transform. Of course, a simple change of variable of the form x = ¢’ then
converts the (additive) Laplace transform to the (multiplicative) Mellin transform.

34 That is, IT (85,)- the half-plane of (absolute) convergence of {j , coincides with J2°({p, ), the
half-plane of holomorphic continuation of C}‘)U.
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whereas
Diner(865,) < Dol (8,)- (4.3.34)

Proof. The second equality in (4.3.32), Dhol(é}*)o) = N, holds because (by the sec-

ond part of Theorem 4.3.17 and since dimp (€2, £2y) < N) the meromorphic con-
tinuation of {¢, has a pole at s = N, so that {Res > N} is the largest open right
half-plane on which {j is holomorphic: J#°({f, ) = {Res > N}. Furthermore, the
first equality in (4.3.32), D({g ) = Dhol(C, ) holds because Cp, is initially given
by a (generalized) Dirichlet series with positive coefficients; see Equation (4.3.4) of
Definition 4.3.4 above, along with Subsection 2.1.3.1. This proves Equation (4.3.32)
and hence also Equation (4.3.33).

Finally, we note that clearly, in light of the second equality in (4.3.32) and of the
inequality (4.3.30) in Theorem 4.3.17, the claimed strict inequality (4.3.34) holds
since, by hypothesis, we have that dimp(9€2,€2) < N. This concludes the proof of
the corollary. a

For the sake of brevity, let D := dimp (92, £2), in the sequel. It is notewor-
thy that the estimates obtained in [Lapl] (and recalled, in particular, in Equa-
tions (4.3.19) and (4.3.22)) are best possible (i.e., sharp), in general, in the most
important case of a fractal drum for which N > D > N —1 and d = D, with
ML (00, 2) < ;3 that is, in case (i) of Theorem 4.3.11 and of Corollary
4.3.14 (as well as for an open set £ satisfying .#*P (92, Q) < ), respectively,
the estimates (4.3.19) and (4.3.22) are sharp. See [Lapl, Examples 5.1 and 5.1°]
for a one-parameter family of examples {2 4 }o>0 (based on the ¢-string, often
used in the present book) for which D takes all possible values (as ¢ varies in
(0,4+20)) in the allowed open interval (N — 1,N) and the error estimates (4.3.19)
and (4.3.22) are sharp, with d := D; furthermore, each open set £y o is Minkowski
measurable and, in particular, is Minkowski nondegenerate (hence, the condition
ML (0, Q) < oo is satisfied).

More specifically, for o > 0, let Vo := U7 ((j+1) 7%, j~%) denote the a-string.
Then, given N > 2, let £ 4 := Vy x (0,1)V~1; so that the bounded open set Q0
is the “fractal comb’ obtained as the disjoint union of the ‘teeth’ ((j+1)~%,j~ %) x
(0,1)N=1. According to the results of [Lapl, Examples 5.1 and 5.1°] along with
[Lapl, Appendix C], for each o > 0,

D :=dimp(0Q0.6,2.) = (N—1)+ (o +1)"" (4.3.35)

exists, and the relative fractal drum (d€0 ¢, €20,«) is Minkowski measurable with

Minkowski content o
21-D oD

1-D

///D(aﬂo,a, QO,OC) =

35 Recall from [Lapl, Corollary 3.2] that (since €2 is a nonempty, bounded and open subset of
RM) D = dimp(9Q, ) always satisfies the following inequality: N —1 < D < N.
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Clearly, in light of (4.3.35), D ranges through all of (N — 1,N) as & ranges through
(0,4-o0). Furthermore, it can be shown by a direct computation (see [Lapl], loc.
cit.) that the error estimates (4.3.19) and (4.3.22) hold with d = D and cannot
be improved. Actually, much more is true in this case, although it is not neces-
sary to know about it for the present argument. Indeed, in light of later results
obtained in [LapPol-2] about the spectral asymptotics of Minkowski measurable
fractal strings, one can even show that the error term in (4.3.19) can be replaced
by an explicitly computable monotonic (asymptotic) second term, proportional to
AP (990, Q) uP/? and with the implied constant of proportionality involving the
positive number —¢ (d), where d := 1/(oc41) € (0,1) and { denotes the Riemann
zeta function; and analogously for (4.3.22). (See [LapPo2-3] and [Lap-vFr3, Sub-
sections 6.5.1 and 8.1.2].)

We note that the open sets £y o, constructed in [Lapl] are not connected. How-
ever, much as in [BroCar] and [FIVa], one can open appropriately small gates in
each of the ‘teeth’ of the ‘fractal combs’ €2y in order to obtain a one-parameter
family {Q) ,}a>0 of connected (and even simply connected) open subsets of RM
(with N > 2 arbitrary) having the same properties as the family {2y 4 }q>0. More
specifically, each domain .Q(’)_ . 18 Minkowski measurable, with

dimg Q) , = dimpQpq = (N— 1)+ (e + 1) (4.3.36)

taking all possible values in (N — 1,N), as « varies in the interval (0,+oc), and
for the Dirichlet Laplacian on Q(/),oc’ both of the remainder estimates (4.3.19) and
(4.3.22) are best possible (with d := D and Q) = £ ¢ or Q) = Q(IL o> Tespectively).

We leave it to the interested reader to verify that the exact same conclusion
as above can be reached (for the same two families of examples) in the case of
Neumann (instead of the Dirichlet) Laplacian. In this case, we must replace D by
D := dimp(d€2) (as was done in [Lapl] when dealing with Neumann boundary
conditions), and, of course, exclude the zero eigenvalue in the original definition
(4.3.14) of the corresponding spectral zeta function (which we continue to denote
by C}‘zo, for simplicity). Observe that for these examples, it is easy to check that
dimp(9€) exists and D = D = dimp(d€).

We could naturally be tempted to use the same one-parameter families
{Q0.0}a>0 and {Qé_a}(»o of open sets and simply connected domains, respec-
tively, along with some of the results of [LapPo2] concerning the modified Weyl-
Berry conjecture (in dimension one) to solve the following open problem (Problem
4.3.20), to which we will provide a partial answer in Theorem 4.3.21 below. How-
ever, this is not possible, as will be explained in the next remark in the case of this
first family.

Remark 4.3.19. To see why the one-parameter family {2 4 }o>0 cannot be used
to resolve part (i) of Problem 4.3.20 below, one can reason as follows (in the case
of the Dirichlet Laplacian). First of all, since £ o = Vo x (0,1)N~!, where V,, =
U7 ((G+1)7%,j%) is the o-string, we have that the eigenvalues of €2y 4 are the
sums of the eigenvalues of V,, and of those of (0,1)N~!; therefore, similarly, the
poles of {¢, are the sums of the poles of {j and those of C(*(“)N,, .
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Also, the spectral zeta function of a cube ((0, 1)¥~!, in this case) can be expressed
as a linear combination of Epstein zeta functions; it therefore admits a meromorphic
extension to all of C, with poles which are all simple and located on the real axis at
{1,2,...,N — 1}. Furthermore, according to the classic formula for the spectal zeta
function of a fractal string ([Lap2-3], [Lap-vFr3, Theorem 1.10]), we have

Cvo () = C(5) - G (), (4.3.37)

where § = g is the Riemann zeta function and Gy, is the geometric zeta function of
the o-string. Now, by [Lap-vFr3, Theorem 6.21], {y,, has a meromorphic extension
to all of C (with simple poles located at d and in (a subset of) { —d, —2d,—3d,...}),
where d := dimp(dVy, Vo) = 1/(a + 1). Hence, in light of (4.3.37), {;_ is mero-
morphic in all of C (with one more pole than y,, namely, the simple pole of y,
at 1). Therefore, Cg o €an also be meromorphically extended to all of C (with poles
which are all simple, with the exception of s = 1, which is double, and located
on the real axis). We conclude that Dy ({5 ,,) = —oe for every o > 0, whereas
D :=dimp(9Q0,6,20.¢) =N — 1+ (cr+ 1)~ sweeps out the interval (N —1,N) as
o ranges through (0, 4-o<). Therefore, inequality (4.3.30) is strict, in this case, and
is in fact, as far as possible from being an equality.

We expect that the following open problem has a positive answer in every dimen-
sion N > 1. (We will show in Theorem 4.3.21 and the ensuing comment, Remark
4.3.23, that this is so both for the Dirichlet and Neumann Laplacians.) In the sequel,
we assume implicitly that D := dimg(9€2p,€2) < N.

Problem 4.3.20. (i) Determine whether the inequality (4.3.30) in Theorem 4.3.17 is
sharp; that is, find a bounded open set Qo C RN for which

Dmer(Cg*)O) = mB(a[)Oa -QO)

for the Dirichlet Laplacian on £2y.

(ii) More generally, address the exact counterpart of this problem for higher
order elliptic operators (see inequality (4.3.56) below) and/or for Neumann (o,
more generally, for mixed Dirichlet—-Neumann) boundary conditions instead of
for Dirichlet boundary conditions (see the comment following the statement of
this problem); that is, find a bounded open set £y C RN for which Dmer(%o) =

dimg (900, Q).

(iii) Either in the setting of (i), or, more generally, in the setting of (ii), find a
one-parameter family of bounded open sets solving (i) (or, more generally, (if))
in the affirmative and for which the dimension D := dimg(9€0, ) takes all the
possible values in (N — 1,N), as the parameter of the family varies. Furthermore,
when N > 2, find such a family consisting of connected (or even simply connected)
open sets.

As before, in the case of Neumann (or, more generally, mixed Dirichlet—
Neumann) boundary conditions, we must assume that € is a suitable bounded
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open subset of RV (see pages 343—344 at the very end of this section) and replace
D :=dimg (90, £20) by D := dimp(d€2). (We have D<DandsoN—1<D<N.)
Furthermore, we then let N(u) denote the number of (strictly) positive eigenvalues
which do not exceed u (since 0 is always an eigenvalue of the Neumann problem)
and similarly exclude the eigenvalue O in the original definition of (:50’ given in
Equation (4.3.14), for example (or, more generally, when m > 1, by (4.3.50) below).

The next theorem is new and provides a partial solution to Problem 4.3.20. It
actually answers part (i) of the problem in the affirmative. We expect (but do not
want to claim) that a suitable modification and/or extension of the construction can
be used to solve part (iii) as well, at least for the Dirichlet and Neumann Laplacians.
It is noteworthy that our construction makes an essential use of aspects of classic
fractal string theory and of the theory developed in this book (especially in Sections
4.4-4.6 of the present chapter).

Theorem 4.3.21. There is an explicitly constructible bounded open subset of RY
solving part (i) of Problem 4.3.20 in the affirmative (and for which N —1 < D <
N). Actually, this open set has a maximally hyperfractal (and transcendentally
co-quasiperiodic) boundary, in the sense of Section 4.6 (specifically, of Defini-
tion 4.6.23(iii) and Definition 4.6.7(a)) below. Equivalently, the associated rela-
tive fractal drum (9€,€2) is maximally hyperfractal (and transcendentally oo-
quasiperiodic).

Proof. The proof parallels in part the reasoning outlined in Remark 4.3.19 above.
It relies, however, in an essential way on the concepts introduced and the results
obtained in Section 4.6 below.

More specifically, assume for now that N = 1 and let . be the (effectively con-
structible) bounded fractal string obtained in Corollary 4.6.17 of Section 4.6 below.
Here, .Z is viewed as a relative fractal drum (dVp, Vj), with Vy a bounded open sub-
set of R. By construction, we have that (dVj, Vp) is transcendentally eo-quasiperiodic
(see Definition 4.6.7(a)) and maximally hyperfractal (see Definition 4.6.23(iii)); so
that (with d := dim(dVy, Vy)) all of the points of the critical line {Res = d } are
nonisolated singularities of the geometric zeta function { ¢ of .£. Furthermore, we
have

d :=dim(9Vp,Vp) = D({) = Dmer(E2). (4.3.38)

(See part (a) of Corollary 4.6.17 below.) Then, in light of the (the counterpart for
Vo) of the factorization formula (4.3.37) above, the spectral zeta function C;O also
satisfies

Dmer(g‘”}o) =d = dimg(dVp, Vo). (4.3.39)

Indeed, the critical line {Res = d} consists entirely of nonisolated singularities of
C{ﬁo. (Also, Z_f{ﬁo has a single, simple pole at s = 1.) This takes care of the N = 1 case.

Next, given a fixed integer N > 2, let Qo := V x (0,1)N~!, viewed as a bounded
open subset of RV (or rather, as the relative fractal drum (92, £y) of RY). Then,
just as in Remark 4.3.19, note that the principal poles/singularities of Z_,’_(*)O are the
sums of the principal poles/singularities of Q}O and the principal pole of C(O,I)N” ,
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which is equal to N — 1. (Note that the poles of C<0’1)N7| are all simple and located on
the real axis, at {1,...,N — 1}.) Therefore, we deduce that C_};O has a single (simple)
pole at s =N (= (N — 1) + 1) and that the critical line {Res = D} consists entirely
of singularities of {5, . Here,

D= (N—1)+d = dimg(dQ0, ). (4.3.40)

It follows that (much as in the N = 1 case above) we must have

D = Der (83, 4.3.41)

as desired. In light of Equations (4.3.40) and (4.3.41), this completes the proof of
the theorem. O

We deduce from the above discussion and known properties of the quantities
involved that for the bounded open set €2y of Theorem 4.3.21, the abscissa of mero-
morphic continuation of the spectral zeta function CS*?O does not only coincide with

D :=dimp (90, £2) (as is stated in Theorem 4.3.21 above), but also coincides with
the abscissae of meromorphic, holomorphic and (absolute) convergence of the frac-
tal (i.e., distance and tube) zeta functions of €2y, as is stated in the next result. Note
that it follows from Theorem 4.3.21 that Dyoi($5,) = D(8g,) =N > D.

Corollary 4.3.22. For the example discussed in Theorem 4.3.21, we have

Dmer(czio) :cliimB(&Qo’Qo) = D
= Dmer(f) = Dhol(.f) = D(f),

forall f € {83000 Ca0y.00}-

Proof. In light of Theorem 4.3.21, all we have to prove are the last three equalities
of (4.3.42) and the equality D(f) = D. Now, these inequalities follow by combining
the relevant result of Subsections 2.1.2, 2.1.3 and 4.1.1 (see part (b) of Theorem
2.1.11, Proposition 2.2.19 and part (b) of Theorem 4.1.7). a

(4.3.42)

Remark 4.3.23. The use of the same geometric example as before in the proof of
Theorem 4.3.21, Qy = Vp x (0,1)¥~!, and an entirely similar (but slightly simpler)
argument, show that the exact counterpart of Theorem 4.3.21 and Corollary 4.3.22
holds for the Neumann (instead of the Dirichlet) Laplacian. Recall that in that case,
we must exclude the eigenvalue O in the original definition (4.3.14) of the spectral
zeta function. We leave the easy verification as an exercise for the interested reader.

Thus far, in connection with the remainder estimates for the leading spectral
asymptotics (see Theorems 4.3.11 and 4.3.17 along with Corollaries 4.3.14 and
4.3.18), we have restricted ourselves to discussing the Dirichlet Laplacian —A,
although the Neumann Laplacian can also be discussed, as well as general posi-
tive uniformly elliptic linear differential operators (with variable and possibly non-
smooth coefficients) of order 2m (with m > 1) and of the form
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o= Y  (=1"D*%ausx)DP), (4.3.43)

o <m, |B[<m

described in [Lap1, Section 2.2]. We use here the standard multi-index notation: for
example, o := (0, ...,ay) € (NU{O})Y, |a|:= o) +--- + ay and

% foail
o .
D= g gy
1 N

All of these extensions are obtained in [Lapl]; see Theorem 2.1 and its corollaries
in [Lapl]. In the latter case, the assumed assymptotic expansion of the eigenvalues
of &7 in the corresponding version of Proposition 4.3.10, and implied (or, actually,
equivalent to) by [Lap1, Theorem 2.1], should be replaced by

1 = (1l (20)) 72N 2N L OKT), as k- oo, (4.3.44)

where !, (o) is the “Browder-Gérding measure” of Qq defined, for example, in
[H63] or in [Lapl, Equation (2.18a) in Section 2.2] in terms of the (positive definite,
unbounded) quadratic form associated with ¢ and

= M, (4.3.45)

N
with d > D arbitrary and (as before) D := dimp(9€0,£2), the upper Minkowski
dimension of the relative fractal drum (9€,€y). Furthermore, we may also take
d = D provided .2 *P(9£2,£2y) < . We note that the remainder estimate (4.3.44)
actually holds in the above form in the ‘“fractal case’ when D > N — 1 (or, equiv-
alently, when D € (N — 1,N], since we always have D € [N — 1,N]). Furthermore,
in the nonfractal case when D = N — 1, we must replace O(k?) by O(k"logk) on
the right-hand side of (4.3.44). Here and in the sequel, and as was mentioned ear-
lier, we should replace D by D, where D := dimg(d€2), the upper Minkowski di-
mension of the boundary d€y, in the case of Neumann (or, more generally, mixed
Dirichlet-Neumann) boundary conditions. We should also assume that €2 is a suit-
able bounded open subset of R"; see the discussion on pages 343-344 at the very
end of this section.

Remark 4.3.24. For Neumann boundary conditions, and for example, for the Neu-
mann Laplacian, one must also use the weak (or variational) formulation of the clas-
sic eigenvalue problem —Au = pu in €2y, with du/dn = 0 on 9y, where du/dn
stands for the normal derivative of u along d€2y. However, since 0€ is irregular
(and hence, du/dn is not defined, in general), one must now use the Sobolev space
H'(Qp) := W'2(y) instead of H}(2y) := W, *(£2), which was used to formu-
late the Dirichlet eigenvalue problem; see the discussion following Equation (4.3.1)
in Subsection 4.3.1, along with references [LioMag], [Bre] and [Lapl]. (Neumann
boundary conditions are sometimes referred to as natural boundary conditions in
the physics and applied mathematics literature, because they are automatically sat-
isfied once the problem has been written in variational form.) An entirely analogous
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comment applies to general, uniformly elliptic, positive self-adjoint operators of the
form (4.3.43); see, e.g., the aforementioned references.

Recall that the Browder—Gdarding measure 11! ,(dx) := ! ,(x) dx is the absolutely
continuous measure on RV (with respect to the Lebesgue measure on RY), with
density p!,(x) given (for a.e. x € Qo) as follows (with | - | = | - [y denoting the
N-dimensional volume or measure, as usual):

w,(x):=2r) N{EeRY :d'(x,&) < 1}, (4.3.46)

where d'(x,€) denotes the leading symbol of the quadratic form a associated with
the opeator .« given by (4.3.43):

d(x,&):= 2 agp () gotB (4.3.47)

o|=m, |B|=m

with EX:= & - &I for k = (K1, ..., ky) € (NU{O})N and & = (&),..., &) €RY
(as well as with x € €p). So that

() = [ i (w)a, (43.48)
0

with !, (x) given by (4.3.46) and (4.3.47) just above.

Physically, and in light of (4.3.46)—(4.3.48), u!,(£o) can be interpreted as an
integral in the phase space R?V. In fact, it is well known that in the special case
when .27 is a Schrodinger-type operator, the corresponding Weyl term (namely, the
leading term in Equation (4.3.49) below) can be viewed as a volume in phase space
(with the eigenvalue parameter u being thought of as an energy), in agreement with
the semiclassical limit of quantum mechanics (see, e.g., [ReeSim1] and [Sim], along
with the relevant references therein).

We have just stated, in the remainder estimate (4.3.44), the analog (obtained in
[Lap1]) of case (i) of Corollary 4.3.14 above. (Observe that when m = 1 and in light
of (4.3.45), estimate (4.3.44) does reduce to estimate (4.3.22) of Corollary 4.3.14.)
Now, in the nonfractal case (or ‘least fractal case’, still following the terminology of
[Lap1]) where D = N — 1, the exact analog of part (ii) of Corollary 4.3.14 also holds.
More specifically, still according to [Lapl, Theorem 2.1 and its corollaries], the
precise counterpart of estimate (4.3.44) holds, with O(kY) replaced by O(k"logk),
exactly as in estimate (4.3.23) of part (ii) of Corollary 4.3.14 (which corresponds to
the case when m = 1).

Observe that if N() denotes the eigenvalue counting function of the operator <7,
the asymptotic remainder estimate (4.3.44) can be written equivalently as follows:

N(u) = pl, (90) /> + R(u), (4.3.49)

where the error term R(u) is given by R(u) := O(u4/?") in the fractal case when

D >N—1and R(u) := O(u?*"log ) in the nonfractal case when D = N — 1.

Here, d € (D,N] is arbitrary and if .2 *P (9, Q) < e, we may choose d = D as
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well. [And, similarly, with D = dimp(9£p) instead of D = dimg (90, 0) and with
M *D(9€) instead of .2 *P (92, 2), for Neumann or, more generally, for mixed
Dirichlet-Neumann (instead of Dirichlet) boundary conditions.] As was observed
before, when D = N — 1, then O(k?) must be replaced by O(k¥logk) on the right-
hand side of (4.3.44).

Note that the value (4.3.45) of the exponent ¥, appearing in (4.3.44), corresponds
to letting m’ := N /2m and o’ := d /2m (instead of m and ., respectively) in (4.3.25)
of Lemma 4.3.15. See Equation (4.3.49) (which we cited from [Lap1, Theorem 2.1])

and recall that N(,LL,EO)) =kforall k> 1.

Next, we consider the consequences of the above error estimates ((4.3.44) or,
equivalently, (4.3.49)) for the spectral zeta function CQ =g 2 of the uniformly
elliptic operator .7 of order 2m, defined (for s € C w1th Res sufﬁmently large) by

(u{Vy=s/2m, (4.3.50)

M

Coy(8) =

k=1

Observe that since <7 is of order 2m, the (normalized) ‘frequencies’ of the corre-
sponding drum are given by vj := (,LL,EO))’]/Z’”, so that {5 (s) 1= Xy (Vi) ", ex-
actly as was done in Definition 4.3.4 when m = 1; see Equations (4.3.3) and (4.3.4).
Indeed, note that for m = 1, Equation (4.3.50) reduces to (4.3.14).

The following result generalizes Theorem 4.3.17 to the present context. We point
out that thanks to our definition of C_}‘zo in Equation (4.3.50) just above, Theorem
4.3.25 and its consequences (stated, in particular, in Equation (4.3.57) below) take
a form which is essentially identical to their counterpart in Theorem 4.3.21 (and in
Corollary 4.3.22), for which m = 1 and ¢/ is the Laplace operator.

Theorem 4.3.25. Assume that Qg is a bounded open subset of RN such that
mg(aﬂo,g()) <N.

Let of be a positive uniformly elliptic self-adjoint operator of order 2m, as described
in [Lapl, Section 2.2]. Then the corresponding spectral zeta function C!So = C;} Qy
defined by (4.3.50), possesses a (necessarily unique) meromorphic extension (at
least) to the open half-plane

{Res > mg(a.go, Q())}

In other words,

Dmer(cz()o) SmB(a-QOaQO)' (4.3.51)

The only pole of C}‘)O in the above half-plane is s = N, and hence, in particular,
D(Cg,,) = N. Furthermore, it is a simple pole and

res(85,, N) = N iy (20). (4.3.52)
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In other words, the residue of the spectral zeta function of the operator &7, computed
at s = N, is proportional to the Browder—Garding measure of £.

Proof. Let D := dimg(9£2,£2) < N. According to [Lap1, Theorem 2.1, case (i)],
assuming D > N — 1 the sequence of eigenvalues corresponding to the operator ./
satisfies (4.3.49), or, equivalently, condition (4.3.44) with vy defined by (4.3.45) for
any d > D. Let us fix an arbitrary number d € (D, N).

First of all, applying Theorem 2.3.12, with a = 2m/N, to the sequence of eigen-
values of o7 satisfying (4.3.44), we immediately obtain (much as in the proof of
Proposition 4.3.10) that s = N is a simple pole. (Note that, since d < N, then y < a,
as required in Theorem 2.3.12.) Furthermore, using (2.3.17) from Theorem 2.3.12,
we see that Cg*zo can be meromophically extended at least to the open set of all com-
plex numbers s such that

that is, to the open half-plane {Res > d}. Since d > D can be chosen arbitrarily
close to D, we deduce that Diner(85,) < D.

Finally, the residue of the spectral zeta function f*lo at s = N can then be com-
puted as follows (much in the same way as in the proof of Proposition 4.3.10):

1es(£y, N) = lim (s = N) L (5) = _Tim (2ms —N) £y (2ms)

Com tim (s— N —omN eV (4353
= 2msj}v1}12m(s zm)CQO(st) = 2m2m C (4.3.53)
= N[J;{(Qo),

where in the next-to-last equality, we have used Equation (2.3.18) from Theorem
2.3.12 with C := u’ (o) >/~ and a := 2m/N.

In the case when D = N — 1, we use [Lap1, Theorem 2.1, case (ii)], which can be
stated equivalently as follows (using, for example, Lemma 4.3.15):

1 = (1l (Q0) 2N "IN 4 O(KYlogk),  as k— oo,

Now, we can proceed analogously as in the above case when D > N — 1. This com-
pletes the proof of the theorem. ad

As we see, assuming that the hypotheses of Theorem 4.3.25 are satisfied, the
Browder—Garding measure of €2y can be recovered by using the spectral zeta func-
tion szo in the following manner:

1
U, () := N res(8o,»N)- (4.3.54)

Let us now assume that D < N in order for the analog of Weyl’s asymptotic esti-
mate to hold (in light of (4.3.44), or, equivalently, (4.3.49)); that is, in order for the
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error term to be negligible compared to the leading term in (4.3.44) and (4.3.49). It
then follows from the above discussion (that is, from estimate (4.3.44) or (4.3.49)
when D > N — 1 or from its counterpart when D = N — 1) that £, is holomorphic in
the open half-plane {Res > N} and can be (uniquely) meromorphically extended to
the (strictly) larger open half-plane {Res > D}, with a single (simple) pole at s = N
in that half-plane. (This statement is true for any value of D in [N — 1,N), whether
or not ./ *P (92, ) is finite.) Consequently, we deduce that the abscissa of (ab-
solute) convergence of Cs*zo’ defined by (4.3.50), satisfies the following identity:

Dhoi(8g,) =D(Eg,) =N, (4.3.55)

whereas the abscissa of meromorphic continuation of Z;_(*QO satisfies the inequality
Diner(8g,) < D. (4.3.56)

(Observe that when m = 1, inequality (4.3.56) formally looks exactly like inequality
(4.3.30) of Theorem 4.3.17.) In particular, (since D < N, by assumption) we have
that

Dmer(C_(*QO) < Dhol(CE)O ) :

As is noted in [Lap2-3], this latter result (in inequality (4.3.56)) follows from
the analog of Theorem 4.3.11 (and Corollary 4.3.14) corresponding to uniformly
elliptic differential operators o7 of order 2m, which is obtained in [Lap1, Theorem
2.1 and Corollary 2.2]. See the precise definition of the spectrum and the domain of
the operator 7 given in [Lapl, Section 2.2]; see also [LioMag] or [Mét1].

In addition, much as in Corollary 4.3.22 (where m = 1), we have the follow-
ing identity (concerning not only the spectral zeta function but also the fractal zeta
functions of (d€2,£)):

Der(8g) = dimp(9€2,€2) =: D

(4.3.57)
= Dmer(f) = Dhol(f) = D(f)7

for all f € {Cy0,.0, 5390790}. And analogously for Neumann or, more generally,

mixed Dirichlet-Neumann boundary conditions, except with D := dimg(d£€2) in-

stead of D := dimp (92, £2) and with 92 instead of the relative fractal drum

(9€Q0,).

Recall that the sharpness of inequality (4.3.56) is addressed in Problem 4.3.20,
and that for the Dirichlet Laplacian and in the most important case when D € (N —
1,N), it is established in Theorem 4.3.21 and Corollary 4.3.22 above (which relies in
an essential way on the results of Sections 4.5-4.6 below). In light of Remark 4.3.23,
the counterpart of the latter statement is also true for the Neumann Laplacian (with
D replaced by D, as usual).
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In the case of Neumann, or more generally, of mixed Dirichlet—-Neumann bound-
ary conditions, it follows from the results of [Lapl] (and [Lap2-3]) that Theorem
4.3.11, Corollary 4.3.14, and hence also Theorem 4.3.17 still hold (along with their
more general counterparts for positive uniformly elliptic operators of order 2m) pro-
vided that Q is assumed to be a bounded open set of R satisfying the extension
property (explicited in the next paragraph) and D = dimp(9d€,£2y) (the upper,
inner Minkowski dimension of d€) is replaced by D = dimg(d£2)), the upper
Minkowski (or box) dimension of d£2 in the statement of Theorem 4.3.11, Corol-
lary 4.3.14 and Theorem 4.3.17, as well as Theorem 4.3.21 and Corollary 4.3.22
(which rely on results of Section 4.6 below and Theorem 4.3.25 along with Equa-
tion (4.3.56)).3¢ See, in particular, [Lap1, Theorem 2.3 and Corollary 2.2].

Recall that the open set 2y C RY is said to satisfy the extension property if every
function in the Sobolev space H' (L) := W!?(Qq) can be extended to a function
in H'(RV) := W'2(RV), and the resulting extension operator is a bounded linear
operator. For example, a bounded domain £, in RY satisfies the extension property
if its boundary d€2 is of class Cl; see, e. g., [Bre, Théoreme IX.7]. Note that, in this
latter case, dimp(9€0,Q0) =N — 1 and .2 *P (92, Q) < .

Alternatively, the aforementioned results of [Lap1] imply that (still for Neumann
or mixed Dirichlet—-Neumann boundary conditions) instead of satisfying the exten-
sion property, £y can be assumed to satisfy the so-called (C’)-condition [Lap1, Def-
inition 2.2] (which is satisfied, for example, if €y is locally Lipschitz, or satisfies
either a ‘segment condition’, a ‘cone condition’, or else is an open set with cusp;
see [Mét2-3] or [Lapl, Examples 2.1 and 2.2]), in which case we are necessarily in
case (ii) of the counterparts of Theorem 4.3.11 and Corollary 4.3.14 (see, especially,
Equation (4.3.49) and the text following it), with D (:= dimp(9€2,€)) =N — 1
and ///*0(8!20, Q()) < oo,

Recall that (as is proved by Jones in [Jon] and discussed in [Lap1, Example 4.2];
see also [Maz]) in two dimensions (i.e., when N = 2), a simply connected domain
€ satisfies the extension property (or is an extension domain) if and only if it is a
quasidisk (i.e., a Jordan curve which is the quasiconformal image of the unit disk
in R?). The boundary d€2y of a quasidisk is called a quasicircle, and the property
of being a quasicircle can be characterized geometrically by a chord-arc condition.
Furthermore, a quasicircle can have any Hausdorff dimension between 1 and 2. See
[Maz] and [Pom], along with the relevant references therein, for a detailed discus-
sion of quasidiscs, quasicircles and extension domains. The class of quasicircles
includes the classic Koch snowflake curve and its natural generalizations, as well as
the Julia sets associated with the quadratic maps z + z> + ¢ (z € C), provided the
parameter ¢ € C is sufficiently small. Therefore, the Koch snowflake domain (and

36 1t is clear from the definitions that D < D, and it can also be shown (since €2y is open and
bounded) that N —1 < D < D < N; see [Lapl, Corollary 3.2]. Furthermore, there are natural ex-
amples of planar domains for which D < D; see [Lapl, Note added in proof, p. 525] and the
relevant reference therein, [Tri2].
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its generalizations) and the bounded simply connected domains having for bound-
ary the aforementioned Julia sets, are natural examples of quasidisks and hence, of
extension domains.

In higher dimensions, extension domains (i.e., domains of RN satisfying the
(Sobolev) extension property) are more difficult to characterize. However, it has
been shown by Hajlasz, Koskela and Tuominen in [HajKosTul-2] that a bounded
domain £y C RY is an extension domain if and only if it satisfies a certain functional
analytic condition and the following measure density condition; see [HajKosTul,
Theorem 5]. The set Q) C RY is said to satisfy the measure density condition (or to
be a lower Ahlfors regular N-set) if there exists a positive constant M such that

|Q0NB,(x)| > MV,

for all x € € and all 0 < r < 1, where B,(x) denotes the open ball of center x and
radius r in RY; see [HajKosTul].

Finally, we note that for Neumann boundary conditions, the above results con-
cerning spectral asymptotics and spectral zeta functions also extend to higher order
uniformly elliptic self-adjoint operators (with variable coefficients), under the anal-
ogous hypotheses and with the same changes as those indicated above; see [Lapl].

Remark 4.3.26. 1t is noteworthy that when the extension property (or else the (C')-
condition) is not satisfied, the continuous embedding of H'!(£) into L*(£2)) need
not be compact and, hence, the spectrum of the Neumann Laplacian may not be
discrete. Actually, even when this spectrum is discrete, there are explicit exam-
ples of bounded open sets for which the leading spectral asymptotics of the Neu-
mann Laplacian does not satisfy Weyl’s classic law (4.3.12), and hence, let alone
the corresponding remainder estimate (4.3.22) (or, equivalently, (4.3.19)). See, e.g.,
[Mét1-3], [Lap1] and the relevant references therein.

A similar comment can be made about more general uniformly elliptic opera-
tors of order 2m, with Neumann (or, more generally, Dirichlet-Neumann) boundary
conditions and with H™(€2) instead of H' ().

4.4 Further Examples of Relative Distance Zeta Functions

The aim of this section is to introduce several classes of RFDs and to study their
associated fractal zeta functions. We will focus here on the distance zeta functions,
although the corresponding tube zeta functions could be studied as well, either di-
rectly or by using the functional equation (4.5.2) below. Of special interest are the
unbounded geometric chirps, associated with the standard geometric chirps occur-
ring, for example, in the oscillation theory of differential equations. We also com-
pute the relative distance function of the Cartesian product of fractal strings.
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4.4.1 Relative Distance Zeta Functions of Unbounded Geometric
Chirps

The following example and result (namely, Example 4.4.1 and Proposition 4.4.3)
deal with unbounded geometric chirps; see Figures 4.13, 4.14 and 4.15. Also, refer
to Section 3.6 for the case of bounded geometric chirps.

Example 4.4.1. Let A be an (¢, 3)-geometric chirp, for oo € (—1,0) and f > 0; i.e.,
A is a union of vertical segments at x = k—/# of length k~%/P for k € N; see (3.6.1).
For 2 we take the union of open rectangles R; for k € N, where R; has a base
of length k= '/B — (k4 1)~'/B and height k~%/B; see Figure 4.15. The associated
unbounded geometric chirp RFD (A, £2) approximates the graph of the function

x> x%sin(nxP), forallxe (0,1).

The relative distance zeta function of (A, Q) is then given by

Caals) = 22(s—1) Zk W( 1/ﬁ—(kJrl)*l/ﬁ)H. (4.4.1)

=

Fig. 4.13 The unbounded (—1/2,1)-chirp; the graph of f(x) = x /2sin(mx~!), 0 < x < 1, is
fractal near x = 0. We expect that dimg (A, £2) = 7/4, as for the related geometric chirp in Propo-
sition 4.4.3(a) and depicted in Figure 4.15 on page 347.

_ 4o
T 1B

right half-plane {Res >2— ﬁ—g} (See Remark 4.4.2 just below for a justification

of this claim.) We conclude from Theorem 4.1.7 that dimp (A, Q) =2 — }i—g, which

It can be shown that it has a singularity at s = and is holomorphic in the open
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is Tricot’s formula in the case when o is negative and 3 positive. We note that
the original Tricot formula was obtained for 0 < o¢ < 8 and can be found in [Tri3,
p- 122].

Remark 4.4.2. We provide here a short heuristic proof of the above claim (compare

with the proof of Equation (3.6.3) in Subsection 3.6.1 above). Using the Lagrange
mean value theorem, we approximate the difference k~'/B — (k + 1)~'/F (where

1
k € N) by k B~'. The Dirichlet series on the right-hand side of Equation (4.4.1)
then becomes

i /B (k—%—l)sfl _ i k—(%+(ﬁ+1)(s—1)).
=1

It converges absolutely if and only if % + (% +1)(Res—1) > 1; that is, when Re s >

2 — ii—g. This heuristic proof can be easily made precise using Cahen’s classical

result stated in Theorem 2.1.27. We leave the details as a simple exercise for the

05

Fig. 4.14 The unbounded (—2, —3)-chirp; the graph of f(x) = x~?sin(7x*), x > 1, is fractal near
x = oo, We expect that dimg(A, Q) = 3/2, as for the related geometric chirp in Proposition 4.4.3(b).

interested reader. (A different proof of the claim as well as additional information
can be found in Example 5.5.19 in Subsection 5.5.5 below.)

Proposition 4.4.3. Let A be an (o, B)-geometric chirp defined by (3.6.1), and as-
sume that one of the following conditions holds:

(@) -1<a<0<Band Q ={(x,y) eR?:x€(0,1), 0 <x* <y},

(b)) B<a<—land Q = {(x,y) €R?:x € (1,+), 0 < x* < y}.
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Then
14+ o

_m7

and moreover, this value coincides with dimpc(A, Q).

Tmp(4, Q) =2

Proof. Computing the relative distance zeta function of the (¢, )-geometric chirp
from Example 4.4.1 with respect to the ‘outer’ rectangles and using Lemma 4.1.15,
we obtain the result in case (a). We can use the same technique in case (b), due to
the fact that § < —1. O

We note that in Example 4.4.1 and Proposition 4.4.3, we can replace dimp (A, £2)
by d = dimg(A, Q). This can be seen by direct computation: indeed, there exist
positive constants ¢; and c; such that ¢; 8?74 < |[As N Q| < ¢8> ¢. Therefore, c; <
MEA,Q) < MA,Q) < cy.

o T T T T T T T
0.1 02 03 04 05 0.6 0.7 08 09 1.0

Fig. 4.15 Approximation of the unbounded chirp in Figure 4.13 on page 345, using rectangles.
Here, o = —1/2 and 8 = 1; hence, dimpA = 7/4. In the corresponding RFD (A, Q), the set A is
defined as the union of the vertical segments while the open set €2 is defined as the union of the
open rectangles.

In the case when —1 < o < 0 and 8 < 0, we have dimg(A, Q) = 1, which com-
plements Proposition 4.4.3(a). Analogously, in the case when @ < —1 and o < 3,
B # 0, we have dimg(A, Q) = 1, which complements Proposition 4.4.3(b).

In the work of the second and third authors with V. Zupanovi¢ [RaZuZup], a
different approach to the study of the fractal properties of unbounded sets at infin-
ity in RY has been undertaken, instead of using the relative box dimensions. If A
is an unbounded set which does not possess the origin as its accumulation point,
then it is natural to define the box dimension of A at infinity as the usual box dimen-
sion of A~! = {x/|x|> : x € A}. Here, A~ is the geometric inversion of A, which
under the stated condition is clearly a bounded set. This tool has been applied to
the study of the Hopf bifurcation of several polynomial dynamical systems at infin-
ity. In his thesis [Ral] and in [Ra2], the second author has significantly expanded
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these ideas. In particular, in [Ral-2], the notions of Minkowski contents and box
dimensions of unbounded open sets with respect to infinity have been introduced
and studied, as well as the associated classes of fractal zeta functions, thereby ex-
tending to (suitable) unbounded sets A C RY the theory developed in this book and
in [LapRaZul—S].

4.4.2 Relative Zeta Functions of Cartesian Products of Fractal
Strings

In Theorem 3.6.5, we have computed a representative of the zeta function of E
relative to Eg5, where E is the boundary of the Cartesian product of two fractal strings
2L =({j)j>1 and A = (my)>1. If we consider the zeta function of E relative to the
rectangle 2 = (0,a;) x (0,b1), then we deduce from the proof of Theorem 3.6.5
that D(s) = 0 in (3.6.29), which yields the following explicit result.

Theorem 4.4.4. Assume that the hypotheses of Theorem 3.6.5 are satisfied. Then,
for E given as in Theorem 3.6.5 and for Q = (0,a;) x (0,b1), we have

22 & . 2. !
Ceals) = o > |14) — my|min{¢;,m} " + ;mm{ﬁj,mk}“ .
k=1
Furthermore,
dimp(E, Q) = dimgE = 1 +max{dimp.Z,dimp.# } (4.4.2)

is the abscissa of convergence of (g o(s), and g g(s) — +o0 as R > s — dimgE
from the right.

Let us consider the product of three fractal strings. Assume that . = (¢;) j>1,
M = (M )i=1, and A = (n,),>1, with ay := 3 ;£), by == Yymy and ¢; := 3, n,.
We identify the strings with three standard families of open intervals, & = (I;) j>1,
M = (Jx)i>1 and A" = (K,),>1. Furthermore, for any ordered triple L = (¢;,m ,n,)
in & x . # x ., we define its nondecreasing permutation (M) (L), M»(L),M3(L))
by {¢j,mj,n.} = {Mi(L),M>(L),M3(L)} and M;(L) < M>(L) < M3(L). Note that
then, M; (L) = minL and M3 (L) = max L. (Further, observe that we are really work-
ing here with a Cartesian product of multisets, rather than of ordinary sets. Recall
that a multiset is simply a set with multiplicities. For example, .Z, .# and ./ are
multisets since, for instance, scales ¢; in the sequence %’ may have finite multiplic-
ities.) In this context, we obtain the following result.

Theorem 4.4.5. Let £ = (1}) j>1, M = (Jx)i>1 and N = (n,),>1 be three fractal
strings, and define the set E = d(L X M x N"). Let Q = (0,a1) x (0,b1) x (0,¢1).
Then, with the notation introduced just above, we have
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3—s
%d@=iQ§@%@—M@W%@%M@MM@WZ
+ﬁ%“@@HWMU*Mﬂ@MMﬂMP1 (4.4.3)
4 s
s sonwy ).

where the summation runs over all ordered triples L = ({j,mj,n,) from
L X M x N . Furthermore, the abscissa of convergence D({pq) of Cpq is
given by

ﬁB(E,.Q) = ﬁBE = 2+max{m3.$,ﬁgj/,ﬁgﬂ}, 4.4.4)

and §g o(s) — +o0 as R > s — dimgE from the right.

Proof. The set €2 is a countable disjoint union of open parallelepipeds. Let R be a
typical parallelepiped with sides n < m < £. We split R into 16 prisms (8 of them
being pairwise isometric and having width m — n, and the rest with side ¢ — n), 32
isometric tetrahedra, and two isometric parallelepipeds with sides n/2, m —n, { —n,
placed at the center of R. We have to integrate the function d(x,dR)*~> over these
sets. The integral over each prism of width m — n is equal to

zlfs
(s—=1)(s=2)

(and analogously for the prism of width ¢ — n). The integral over each tetrahedron
is equal to

(m - n)ns—l’

.l
s(s—1)(s=2) "’

while the integral over each parallelepiped is equal to

227s

> (m—n)({ —n)n*2.

From this, the claim follows easily. We omit the details. The dimension result is an
immediate consequence of the finite stability of the upper box dimension and the
fact that

E = (ZX [07171} X [07c1])U([07a1] x B x [07c1])U([0,a1] X [07b1] XE),

where A = (a;);>1 with a; := Y- ; , and analogously for B = (by);>1 and C =
(Cr)rzl- O

Note that the relative distance zeta function of the set E = d(.£ x .#) generated
by two fractal strings is represented by a double sum (see Theorem 4.4.4), while the
relative distance zeta function of E = 0 (& X 4 x /") is equal to a triple sum (see
Theorem 4.4.5) taken over the indices (j,k,r), since L = (¢, my,n,). Analogously,
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the relative distance zeta function of the set E = d(.Z] X --- x .%y) generated by N
fractal strings .%;, i = 1,...,N, can then be computed, and it is equal to an N-tuple
sum. Furthermore, we then have

dimg(E,Q) = dimgE = N — 1 + max{dimz.%; :i=1,...,N}.

4.5 Meromorphic Extensions of Relative Zeta Functions
and Applications

If we consider a class of RFDs with a prescribed value D for the abscissa of conver-
gence of the associated distance relative zeta functions, it is of interest to know the
corresponding values of the abscissa of meromorphic continuation Dpyer = D — 0.
Clearly, we have o > 0. Intuitively, the smaller ¢, the more complex the (fractal)
nature of the relative fractal drum. This can be considered even as a definition for
comparing the complexity of different RFDs in the class. The most complex, then, is
the subclass of relative fractal drums for which the abscissa of meromorphic contin-
uation is equal to D; that is, oo = 0. And among these, the most complex are the rela-
tive fractal drums for which the set of nonisolated singularities is equal to the whole
critical line {Res = D}. Indeed, there cannot be more complexity than that, at least
from the present point of view of the higher-dimensional theory of complex fractal
dimensions. We call them maximally hyperfractal drums; see Definition 4.6.23.
This section is organized as follows. We first study the problem of determining
an upper bound for the abscissa of meromorphic extension of the distance (or tube)
zeta function for a class of RFDs; see Theorems 4.5.1 and 4.5.2. Furthermore, we
construct a class of RFDs for which the abscissa of meromorphic continuation can
be explicitly computed. We also construct an explicit class of maximally hyper-
fractal drums (A, Q); see Theorem 4.5.8. As a consequence, we then construct (in
Section 4.6) a class of maximally hyperfractal strings .#, which in turn generate
maximally hyperfractal sets A = A & on the real line; see Corollary 4.6.17.

4.5.1 Meromorphic Extensions of Zeta Functions of Relative
Fractal Drums

By analogy with (2.2.8), we introduce the relative tube zeta function associated with
the relative fractal drum (A, Q) in RV, It is defined by

- 6
QM@Z/fW”Wﬂmw, @.5.1)
0

for all s € C with Res sufficiently large, where § > 0 is fixed. As we see, it in-
volves the relative tube function t — |A, N |. Its abscissa of convergence is given
by D({s.0) = dimp(A,£2). This follows from the following fundamental identity
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or functional equation, which connects the relative tube zeta function 5A7 @ and the
relative distance zeta function {y ¢, defined by (4.1.1):

Cansnals) =8 NAsN Q|+ (N —5)la0ls). (4.5.2)

This identity is analogous to (2.2.1) and (2.2.23). Its proof is analogous to that of
Theorem 2.2.1, using the known identity

S
/ d(x,A) Tdx= 5 "As N Q| + y/ AN Q| dr, 4.5.3)
Agﬁg 0

where y > 0; see Lemma 2.1.4, [ZuZ, Theorem 2.9(a)], or a more general form
provided in [Zu4, Lemma 3.1].

It follows from the identity (4.5.2) that the analog of Proposition 2.2.19 and of
Equation (2.2.50) holds in the present more general context. More specifically, pro-
vided that dimg(A, ) < N, the relative tube zeta function {4 o and the relative
distance zeta function CA7 AsNQ can be (uniquely) meromorphically extended to ex-
actly the same domain U C C (chosen to be a connected open neighborhood of a
given window W, say), when it is possible. Furthermore, the relative fractal drum
(A, Q) has exactly the same visible complex dimensions (and with the same mul-
tiplicities), as measured from the point of view of either of these two fractal zeta
functions:

2810, W) = 2(Lansna, W). (4.5.4)
In particular, we have
dimp(4,Q) = D({r.0) = D(Caasna), (4.5.5)
gA,Q ~ CA,A;,—OSL (4.5.6)
and so _
dimPC(AvQ) = a@c(CAﬂ) = ch(CA’ASQQ). 4.5.7

Finally, if @ € U is a simple pole of §A7Q, then it is also a simple pole of {4 4500
and we have

= 1
res(y 0, 0) = & res(CA,Aémmw); (4.5.8)

that is, the counterpart of Equation (2.2.50) holds in this context. Note that as was
the case for ordinary fractal sets A, these residues are independent of the choice
of § > 0.

We next consider a class of RFDs (A, Q) such that both D = dimg(A, Q) and
AP (A, Q) exist, but the relative Minkowski content is degenerate in the sense that
AP (A, Q) = +oo. In general, we may also have .2 (A, Q) = 0, but we do not treat
this case here.

We shall treat these two cases by using the following assumption on the asymp-
totics of the relative tube function 7 — |A, N Q]
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AN Q| =N"Ph(t) (A +0(%) as t—0F, (4.5.9)

where .# > 0, o« > 0 and D < N are given in advance. Here, we assume that the
function A(z) has a sufficiently slow growth near the origin, in the sense that for
any ¢ > 0, h(t) = O(t) as t — 0. Typical examples of such functions are h(f) =
(logt_l)’", m > 1, or more generally,

h(t) = (log.. .log(fl))m

n

(the m-th power of the n-th iterated logarithm of 1> 1), and in these cases
we obviously have .#”(A,Q) = +eo. For this and other examples, see [HeLap].
The function ¢ + tPh(t) ! is usually called the gauge function, but for the sake of
simplicity, we shall rather use this name for the function A(¢) only.

Assuming that a relative fractal drum (A, Q) in RY is such that D = dimp (A, Q)
exists, and .ZP (A, Q) = 0 or +eo (or .4 *P(A,Q) = 0 or +o0), it is natural to define
as follows a new class of relative lower and upper Minkowski contents of (4, £2),
associated with a suitably chosen gauge function A(t):

D o |ANQ|
A,Q,h) = liminf "L
(A, h) = Himinf s

AN Q|
MP(A,Q,h) = limsu |’7.
(A-2,0) = 1m 4 =i

(4.5.10)

The aim is to find an explicit gauge function so that these two contents are in
(0,+e0), and the functions r — #](A,Q,h) and r — #*"(A,Q,h), r € R, de-
fined exactly as in (4.5.10), except for D replaced with r, have a jump from 4o to 0
when r crosses the value of D. In this generality, the above gauge relative Minkowski
contents have been introduced in [Zu4], motivated by [HeLap].

In Equation (4.5.10) above, .ZP(A,Q,h) (resp., .#4*P(A,Q,h)) is called the
lower (resp., upper) h-Minkowski content of (A, Q). Furthermore, much as in the
usual case when i = 1, the RFD (A, Q) is said to be h-Minkowski nondegenerate if

0<.#P(A,Q,h) < #*P(A,Q,h) < .

If for some gauge function £, say, we have that .#P(A,Q,h) € (0,+e0) (which
means, as usual, that .ZP(A,Q,h) = .#*P(A,Q,h) and that this common value,
denoted by .#P(A,Q,h), lies in (0,+c0)), we say (as in [HeLap]) that the fractal
drum (A, Q) is h-Minkowski measurable, with h-Minkowski content .#P(A,Q,h).

It is easy to see that the counterparts of Theorems 2.3.18 and 2.3.25 also hold in
the present context of relative fractal drums. It suffices to replace |A,| by |4, N €],
Ca(s) by Ca.(s), and dimp A by dimp(A, 2). Below, we state and prove two results
dealing with RFDs with associated gauge functions; see Theorems 4.5.1 and 4.5.2.
In both of these theorems, we have .#P (A, Q) = +oo. As we shall see, certain gauge
functions generate higher-order poles of fractal zeta functions. The presence of a
nonstandard gauge function may also force the tube (or distance) zeta function to
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have a partial natural boundary along the critical line {Res = D} (i.e., not to have a
meromorphic continuation beyond the open half-plane {Res > D} of holomorphic-
ity). One could then try to view the fractal zeta function as an analytic function on
an appropriate Riemann surface. However, we will not investigate this interesting
topic here.

In what follows, we denote the Laurent expansion of a meromorphic extension
(assumed to exist) of the relative tube zeta function Z:TA. o to a connected open neigh-
borhood of s = D (more specifically, an open punctured disk centered at s = D) by

Cials) = i cj(s—D), 4.5.11)

Jj=—00

where, of course, ¢; = 0 for all j < O (that is, there exists jo € Z such that ¢; =0
for all j < jo).

The following theorem shows that, in order to obtain a meromorphic extension
of the zeta function to the left of the abscissa of convergence, it is important to
have some information about the second term in the asymptotic expansion of the
relative tube function ¢ — |A, N Q2| near + = 0. We will provide two proofs of this
result, because they each highlight different aspects of the issues involved. See The-
orem 5.4.29 in Chapter 5 below (as well as Theorem 5.4.30) for a partial converse
of Theorem 4.5.1.

Theorem 4.5.1 (Minkowski measurable RFDs). Let (A, Q) be a relative frac-
tal drum in RN, such that (4.5.9) holds for some D <N, .# >0, o« > 0 and
with h(t) := (logt=")" for all t € (0,1), where m is a nonnegative integer. Then
the relative fractal drum (A, Q) is h-Minkowski measurable, dimg(A,€Q) = D, and
MP(A,Q,h) = M. Furthermore, the relative tube zeta function (s o (s) has for ab-

scissa of convergence D(§A7_Q) = D, and it possesses a (necessarily unique) mero-
morphic extension (at least) to the half-plane {Res > D — o}, that is,

Duer(&a0) <D—a. (4.5.12)

Moreover, s = D is the unique pole in this half-plane, and it is of order m+ 1. In
addition, the coefficients of the Laurent series expansion (4.5.11) corresponding to
the principal part of (s o(s) at s = D are given by

Com1=m\A,

4.5.13
c_m=--=c_1=0 (providedm>1.) ( )

If m =0, then D is a simple pole of EA’Q and we have that

res(Ca0,D) = A . (4.5.14)
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Proof. (First proof of Theorem 4.5.1.) Let us set

)
Ci(s) = Mam(s), zm(s) = / 5P~ (logr~ )" dr,
0 (4.5.15)

1
Gols) = /O N1 (log =" O(N P+ dr.

Since 5A7Q(S) = §1(s) + &a(s), we can proceed as follows. It is easy to see that for
each € > 0, we have (logt~!)" = O(t~¢) as t — 0*; hence,

1)
|C2(S)‘§/O 0(lReS_1_D+(a_£>)dt.

Then, since the integral is well defined for all s € C with Res > D — (ot — €), in the
same way as in the proof of Theorem 2.3.18, we deduce that D({) < D — (a —¢).
Letting € — 0", we obtain the following desired inequality: D({;) < D — «.

By means of the change of variable 7 :=logt ! (for 0 <t < §), it is easy to see
that

oo D
Zm(s) = / e FP)gmgr, (4.5.16)
Jlogd—!

Integration by parts yields the following recursion equation, where we have to as-
sume (at first) that Res > D:

Zm(s) = % ((log 818" P +mzp_1(s)), m>1, (4.5.17)

and z9(s) := (s — D) ~'8*7P. Since D({,) < D — a, it is clear that the coefficients
¢j» j <0, of the Laurent series expansion (4.5.11) of & o(s) = &i(s) + {a(s) in
a neighborhood of s = D do not depend on § > 0. Indeed, changing the value of
6 > 0to 6y >0 in (4.5.1) amounts to adding fgl t*~N=11A, N Q|dt, which is an
entire function of s. Therefore, without loss of generality, we may take § = 1 in
(4.5.17):

m m! m!

2n(8) = —Ham-1(s) =+ = ——pnz0(s) = ey (4.5.18)

In this way, we obtain that

m!
Gis) = GoDyt M (4.5.19)

and we can meromorphically extend the definition of §; from the half-plane {Res >
D} to the entire complex plane. The claim then follows from Lemma 2.3.5. a
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Proof. (Second proof of Theorem 4.5.1.) Let us define zo by

g |A, N Q]
_ s—N—1 t
Zo(s)—./o t Tlogi Ty dr, (4.5.20)

where Res > N — D. As we see, zo(s) = §i(s), where §;(s) is defined as in the
proof of Theorem 2.3.25, except with |A,| replaced by |A; N 2|, and {y(s) has all the
properties stated in this theorem for {4 (s). It is easy to see that

8 ANQ
16(5) _ _/ I‘Y7N71 | t |
0

—— df.
(IOgl_l)m_l

Therefore, proceeding inductively, we obtain that (still for Res > N — D)

(m) °
z (s):(—l)’”/o VAN Q| dt = (1) a(s). (4.5.21)

We conclude that 4 o (s) and zo(s) possess the same meromorphic extensions. By
using Theorem 2.3.18, we see that zo(s) = i (s) can be meromorphically extended
to {Res > D — a}, and therefore the same holds for {4 ¢ (s). The remaining claims

follow from the fact that EA,Q (s)=(- l)’”z(()m) (s). O

Next, we consider a class of Minkowski nonmeasurable RFDs with associated
gauge functions. The following result is a partial generalization of Theorem 2.3.25,
which corresponds to the case when m = 0.

Theorem 4.5.2 (Minkowski nonmeasurable RFDs). Let (A, Q) be a relative frac-
tal drum in RN, such that there exist D < N, a nonconstant periodic function
G : R — R with minimal period T > 0, and a nonnegative integer m, satisfying

A, NQ|=1""P(logt™ )" (G(logt ") +0(t*)) as t—0". (4.5.22)
Then dimg (A, Q) exists and dimg(A, Q) = D, G is continuous, and
MP(A,Q,h) =minG, #*P(A,Q, h)=maxG,

where h(t) := (logt™")™ for all t € (0,1). Furthermore, the tube zeta function
Ca. has for abscissa of convergence D(Ca o) = D, and it possesses a (necessarily
unique) meromorphic extension (at least) to the half-plane {Res > D — o/}, that is,

Dner(8r0) <D-a. (4.5.23)

Moreover, all of its poles located in this half-plane are of order m+1, and the set of
poles P (L4 o) is contained in the vertical line {Res = D}. More precisely,

P(la)=Z:(&rq)

2 . [k (4.5.24)
- {sk:D—i—;kﬁeC:Go <T> £0, keZ},
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where so = D € :@(gA,Q) and Gy is the Fourier transform of Go (as given by
(2.3.29)). The poles come in complex conjugate pairs; that is, if sy is a pole, then
s_y is a pole as well (reality principle, see Remark 2.3.28).

In addition, if &, o (s) = e cﬁk) (s —s3)/ is the Laurent expansion of the tube

zeta function in a neighborhood of s = sy, for a given k € Z, then

cﬁ.k)zo for j<Oandj#-m—1
(k) _m!G (k)’ (4.5.25)

Com1r = YO\ T
where Gy is the restriction of G to the interval [0, T], and G is given by (2.3.29), as
above. Also,

M< / G(r)dr, limc®  =o. (4.5.26)

k—>o0

In particular, for k = 0, that is, for so = D, we have

| T
O =" G(ryde
T Jo 4.5.27)

m! P (A,Q,h) <O <ml P (A Qh).

Ifm=0 (i.e, h(t) =1 for all t € (0,1)), then D is a simple pole of EA’Q and we
have that

res(8h0.D) = / (4.5.28)

and

MP(A,Q) <res(8rq,D) < #P(A,Q), (4.5.29)

where M = MP (A, Q) denotes the average Minkowski content of (A,Q). (See
Remark 4.5.3 below.)

Proof. For m € Ny, let us define z,, by

5
z,,,<s)=/0 #PV(logr 1) G(logt™ ") dr.

The function zo(s) is the exact counterpart of (j(s) from the proof of Theo-
rem 2.3.25, with |A;| replaced by |A; N Q| and where, much as in that proof, {4 o =

&1+ & and &, is an entire function. It is easy to see that z,,(s) = (— l)mzém) (), there-

fore, the functions z,(s) and zo(s) have the same meromorphic extension, and the
same sets of poles. This proves that {4 ¢ (s) can be meromorphically extended from
{Res > D} to the half-plane {Res > D — a}. The set of poles (complex dimensions
of (A,Q)) of the relative zeta function of (A,£2), contained in this half-plane, is
given by
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Z(Eae) = P (zm) = Z(20)
k
{sk—D—l—knEC Go< ) #£0, keZ}

Each of these poles is simple. Furthermore, if

2 ak (s —s)!

j=—1

is the Laurent series of zo(s) in a neighborhood of s = sy, then

zém)(s):(—l) m!a@( —se) " 1+2 ] k (s =)’
j=0
Hence,
©  g® Zn L, (K
Cpoy =mlazy=ml=Go| = |,
where, in the last equality, we have used (2.3.33). The remaining claims are easily
deduced from the corresponding ones in Theorem 2.3.25. a

Remark 4.5.3. In Equation (4.5.28), /4 = //?E(A, Q), the average Minkowski con-
tent of (A, ), is defined as the multiplicative Cesaro average of 1~ (V=) |4, N Q|

1
AP(A,Q) = lim — / AN di (4.5.30)
/T

T+ log T N=D ¢

provided the limit exists in [0, 4] See Section 2.4, Equation (4.5.9) and compare
with [Lap-vFr3, Definition 8.29, Equation (8.55)].

Remark 2.3.19 also applies to Theorems 4.5.1 and 4.5.2. This means that in
the statements of these theorems, we may have more general functions, which are
O(t%) (instead of O(r%)) as r — 0%, like r*log(1/1).

Remark 4.5.4. In light of the functional equation (4.5.2) connecting {4 o and i:'A?Q,
Theorems 4.5.1 and 4.5.2 also hold for relative distance zeta functions (instead of
relative tube zeta functions), provided D < N, and in that case, all of the expressions
for the residues and the Laurent coefficients are multiplied by N — D.

Example 4.5.5. (Torus relative fractal drum). Let © be an open torus in R? defined
by two radii r and R, where 0 < r < R < oo, and let A := d(2 be its topological
boundary. In order to compute the tube zeta function of the torus RFD (A,), we
first compute its tube function. Let & € (0,r) be fixed. Using Cavalieri’s principle,
we obtain that

AN Q3 =2aR (* — (r—1)?) = 2mR(2rt —1%), (4.5.31)
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where 7 € (0, 8), from which it follows that

53—2 B 5s—1)

- I
= [ £ 4ANQ dt:27rR(2
Sals)i= [ rranal; -

(4.5.32)
for all s € C such that Re s > 2. The right-hand side defines a meromorphic function
on the entire complex plane; so that, by the principle of analytic continuation, {4 o
can be (uniquely) meromorphically extended to the whole of C. In particular, we
see that the multiset of complex dimensions of the torus RFD (A,€2) is given by
P (A, Q) ={1,2}. Each of the complex dimensions 1 and 2 is simple. In particular,
we have that

dimpc(A, Q) = {2} and res(8y.q,2) = 4nRr. (4.5.33)

Also, dimg(A, Q) = D(&,) = 2. From Equation (4.5.14) appearing in Theorem 4.5.1
below, we conclude that the 2-dimensional Minkowski content of the torus RFD
(A, Q) is given by

M*(A,Q) = 4nRr. (4.5.34)

Since |A;|3 = 2R ((r—&—t)2 — (r—t)z), we can also easily compute the ‘ordinary’

tube zeta function {4 of the torus surface A in R3:
s—2

s—2

Ca(s) = 8nRr (4.5.35)

for all s € C. In particular, res(fA,Z) = 87Rr. Using Equations (4.5.2) and (2.2.1),
from (4.5.35) we obtain the corresponding distance zeta functions for all s € C:

6s72 26&*1 s—2
Caa(s) = 27rR(2rs_2 - ) Cals) = SR (4.5.36)
Also, ~
P(Cra)=P(Caa)=1{1,2}
and

Pe(Ga0) = Pe(Crq) = {2}
(with each pole 1 and 2 being simple) and
dimp(A,Q) =D({s0) = D(&iq) =2.

Furthermore, we see that res({4 o,2) = 4mRr and res({4,2) = 87Rr, in agreement
with Equation (4.5.8), while

P(G) = P(&n) = Pe(la) = P(8a) = {2}

One can easily extend the example of the 2-torus to any (smooth) closed, com-
pact submanifold of RV (and, in particular, of course, to the n-torus, with n > 2).
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This can be done by using Federer’s tube formula [Fed1] for sets of positive reach,
which extends and unifies Weyl’s tube formula [Wey3] for smooth compact subman-
ifolds of R and Steiner’s formula (obtained by Steiner and his successors [Stein])
for compact convex subsets of RY. The global form of Federer’s tube formula ex-
presses the volume of #-neighborhoods of a (compact) set of positive reach A C RV
as a polynomial of degree at most N in ¢, whose coefficients are (essentially) the
so-called Federer’s curvatures and which generalize Weyl’s curvatures in [Wey3]
(see [BergGos] for an exposition) and Steiner’s curvatures in [Stein] (see [Schn2,
Chapter 4] for a detailed exposition) in the case of compact submanifolds of RV and
compact convex sets, respectively.

Recall from [Fed1] that a closed subset A of RY is said to be of positive reach if
there exists & > 0 such that every point x € R within a distance less than &, from A
has a unique metric projection onto A; see [Fed1] and, e.g., [Schn2]. The reach of A,
denoted by reach(A), is then defined as the supremum of all such positive numbers
8. Clearly, every closed convex subset of RY is of infinite (and hence, positive)
reach. Furthermore, if A C R? is an arc of a circle of radius r, then the reach of A is
equal to r.

In the present context, for a compact set of positive reach A C ~RN , it is easy to
deduce from the tube formula in [Fed1] an explicit expression for 4.7

Theorem 4.5.6. Let A be a (nonempty) compact set of positive reach in RN. Then,
for any & such that 0 < § < reach(A), we have that

Cals) = a(5:8) = ¥ au— (4.5.37)

where |A;| = YN _ocitN K for all t € (0,8) and the coefficients ci are the

(normalized) Federer curvatures. (From the functional equation (4.5.2) above,

one then deduces at once a corresponding explicit expression for 4 (s) := Ea(s;6).)
Hence, dimp A exists and

D:=D(&) =D({y) = dimgA = max{k € {0,1,...,N} : ¢ #0}  (4.5.38)
and®®
2= 2(8) = 2(8) C{0,1,...,N}. (45.39)

In fact,
2 ={ke{0,1,....,N} : cx #0} C {ko,...,D}, (4.5.40)

where ko := min {k € {0,1,...,D} : ¢4 # 0}. Furthermore, each of the complex
dimensions of A is simple.

37 Relative versions of Theorem 4.5.6 are also possible, but we will not consider them here.
38 More precisely, the second equality in Equation (4.5.39) holds only if D < N.
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Finally, if A is such that its affine hull is all of RN (which is the case when the
interior of A is nonempty and, in particular, if A is a convex body), then D = N,
while if A is a (smooth) compact d-dimensional submanifold (with 0 < d <N), then
D=d.

For the 2-torus A C R3, we have N=3,D =2 (since the Euler characteristic of
A is equal to zero), ¢ # 0,>? ¢; =0, and hence, co =0, kg =2 and & = {2}, as was
also found in the last displayed equation of Example 4.5.5 via a direct computation.

We note that much more general tube formulas, called (as in [Lap-vFr2-3] and
[LapPeWil-2]) “fractal tube formulas”, are obtained in [LapRaZuS] (as announced
in [LapRaZu4]), as well as in Chapter 5 below, for arbitrary bounded sets (and even
more generally, RFDs) in R, under mild growth assumptions on the associated
fractal zeta functions.

4.5.2 Precise Meromorphic Extensions of Zeta Functions
of Countable Unions of Relative Fractal Drums

In Theorem 4.5.8, we construct a class of RFDs in R, with prescribed values of
the abscissa of meromorphic continuation of the corresponding zeta functions. This
will enable us to construct a class of bounded sets A, with prescribed values of the
abscissa of meromorphic continuation of the associated distance or tube zeta func-
tions; see Theorem 4.5.20. The construction makes use of the generalized Cantor
sets C@) introduced in Example 2.2.6.

Definition 4.5.7. Let (A;,€;), j > 1, be a given sequence of RFDs in RN where
(/) j>1 is a disjoint sequence of open subsets of RY. We define the union of the
relative fractal drums

Cs

(A,Q2)=J(A;,Q)),

j=1
by A:=U7_ A; and Q := U7, £, assuming that there exists 6 > 0 such that Q C
Ags and |Q‘ < oo,

Theorem 4.5.8. Let D € (0,1) and o € (0,D) be prescribed. Let (A, Q) be a rela-
tive fractal drum, defined by (A,Q2) = U;>1(A;,Q;), where () j>1 is a family of
disjoint open intervals in R, |Q;| = 277, AU) =2-icla)) +infQ;, and Cl9) are gen-
eralized Cantor sets described in Example 2.2.6, with a; € (0,1/2), j > 1. Assume
that a; = 27YP, and let (aj)j>> be an increasing sequence of positive numbers
converging to 271/ (P=®%) g5 j —5 oo,

39 Note that ¢, is just proportional to the area of the 2-torus, with the proportionality constant being
a standard positive constant.
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Then, for the relative tube zeta function C:’Ayg of (A, Q), we have:

D(&1 o) =D, Dpe(lio)=D—o. (4.5.41)
(See Definition 2.1.53.) Analogous result holds for the distance zeta function:

D(la0) =D, Dne(lro)=D—c. (4.5.42)

The set of poles of these zeta functions, contained in {Res > D — o'}, coincides with
the set dimpc(A, Q) = 2.(8aq) of principal complex dimensions of the relative
Sfractal drum (A, Q):

2r
— 17
log(1/ay)

In particular, the oscillatory period of the RFD (A, Q) is given by p = 2D /log 2.4

dimpc(A, Q) =D+ (4.5.43)

In order to prove Theorem 4.5.8, we shall need the following technical lemma.
Lemma 4.5.9. Let (Aj,Q;);>1 be a sequence of RFDs in RN such that the family

of open sets (£2))j>1 is disjoint. Consider their union (A,€2) = U7_ (A}, Q;), as
introduced in Definition 4.5.7, and assume that |Q| < . If

dQ; CA; forall jeN, (4.5.44)
then
A NQ| = 2 [(Aj) N €. (4.5.45)
In particular,
Cral Z (4.5.46)

for all s € C such that Res > dimg(A, Q).

Proof. For any j# k and a € A, since a ¢ Q;, we obviously have B;(a) N € C
(dAk); M £ Taking the union over all a € A, we obtain

(Aj)e M &% C (I€%) N &Y.

Using (4.5.44), we see that (A;); N & C (Ag): N £, and hence,

Aj),)ﬂ(@ﬁk>
(Aj)) N %) :D( Q).

s

A,mQ:(

[
Ce oy

Jk

I
-

40 Compare with Equation (2.2.17) on page 117. It is interesting to note that p — 0% as D — 07;
see Figure 4.16.
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Since the family (£2¢)x>1 is disjoint, this implieLGl.5.45). From this we conclude
that for any positive real number s such that s > dimg (A, Q),

N 9 é s
gA,Q(s):/ ;S—N—1|A,mg|d¢:/ f—N—l(2|(Ak),ka|)dt
0 0 —

2/ N (AR N Q| de = ZCAka

Hence, (4.5.46) holds for s real such that s > dimp(A, Q). But now, using the prin-
ciple of analytic continuation, we can extend this identity to the open half-plane
{Res > dimp(A, Q)}, as desired. O

We shall also need the following technical lemma.

Lemma 4.5.10. Let D € (0,1) and o € (0,D) be given. Assume that (T})j>1 is a
decreasing sequence of positive real numbers, converging to a limit which is less
than /(D — ). Let (D;) j>1 be a bounded sequence of positive real numbers, and
(Gj)j>1 a bounded sequence of periodic functions (with G; being Tj-periodic, for
each j > 1).

Then, the sequence of functions (z;) j>1, defined by (see (2.3.42) and (2.3.43))

eT (s—Dj) log & 1+T] t(s-D))
() — —15-Dj) 3. P>
59 = /1og571 e TPIG ()dr for j>1,  (4547)

is locally uniformly bounded on {0 < Res < D — ot + €} \ .7, where

= O ( —HZ) (4.5.48)

and € is a sufficiently small positive real number, that is, for each s in the connected
open set {0 <Res <D —a+e}\ .7, there exists M > 0 and a neighborhood N =
N(s0) of so such that |z;(s)| <M forall j € Nand s € N(sp).*!

Proof. There exists ko € N such that Tj < 7 /(D — «) for all j > kg. Therefore, we
can assume without loss of generality that ko = 1; that is, 7; < n/(D — a) for all
j > 1. The sequences of real numbers (7}) ;> and (D;) ;> are bounded, as well as
the sequence of functions (G;);>1. In light of (4.5.47), it suffices to prove that for
any fixed complex number sq there exist a neighborhood N(sg) of s, and a positive
number ¢, such that

e7i=Pi) —1| > ¢, forall j € Nandse N(s). (4.5.49)

Let us first fix so € {0 <Res < D— o+ ¢} \ .. Furthermore, let us choose sj; =
sjk(s0) € & which is closest to so. Let R := d(so,S) = d(so,5x). Then

41 See also Figure 4.16 and the discussion surrounding Equations (4.5.58)—(4.5.60) below.
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|eTilo=Di) _ 1| = |eTil0=P)) — Tilsi=D))|
— |eTj<~"jk*Dj)| |eTj(~YO*5jk) —1|

_ |eTj(S()*-"jk) —1].
Let us write so — s jx = Re'?, and

wj 1= elil0=5k) — exp(T;Re'?)

TjRcos (peﬁTjR sing _

Aty
=e crjetVi,

where we have set
TiRcos ¢

ri=e y;j =T;Rsin@.
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We assume without loss of generality that R < D — o+ €, since it suffices to consider
0 <Reso < D— ot + €. We would like to estimate the value of |w; — 1| from below.

Let us fix ¢p € (0,7/2), and consider the following two cases:

Case 1: Assume that

<P€(—ﬂaﬂ]\{(g—<P07g+<P0)U(—g—<P07—g+<PO)}-

We consider the following two subcases:
(a) Assume that ¢ € [—F 4+ ¢@o, 5 — @o]. Then
rj= eTjRcos¢ > eTchos(%f(po) _ eTszimp() > 1.

Hence,

wj—1]> |wj| —1=r;j— 1 =l _ 1 > eToRsin _ 1

(b) Assume that ¢ € (—m,—F 4 @o] U [F + @0, 7]. Then

. . 4 _T.Rsi _ i
rj= eTchos(p < eTchos(2+(p0) —e T;Rsin @y <e ToRsin @ < 1.

Hence,

wi—1]>1—|w;|=1—r;>1—e DRsin®o 5 ¢,

(4.5.50)

(4.5.51)

Case 2: Assume that ¢ € (5 — o, 5 +@0) U(—=5 — @0, —5 + ¢o). Then we have

T
y; =TjRsing > Tszin(E — o) =TjRcos @y > ToRcos gy > 0.

Since Ty(D — a4 €) < & for € > 0 small enough, then for any j large enough we

have

0<yj=TRsing <T,R<ThH(D—o+¢)<m;
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that is,
y; € [ToRcos @y, To(D— e +¢€)] C (0, 7),

and therefore,
sin y; > min{sin(TyRcos ¢p),sin(To(D — 0.+ €)) } = sin(ToRcos ¢p) > 0,

since R < D — o + ¢, for € > 0 small enough.

If we consider a triangle with vertices at the points 0, 1 and w; with respect to
the (r;, y;)-polar system (the origin O of which is the point s ), it is clear that the
length of the side of the triangle joining 1 with w; is not smaller than the length of
the height of the triangle drawn from 1 to the opposite side connecting 0 and w;;
that is,

|wj— 1| >siny; > 0.

Therefore,
lwj— 1| > sin(ToRcos ¢p) > 0. (4.5.52)

Making use of (4.5.50), (4.5.51) and (4.5.52), we obtain that
|07 — 1] > g(s0),
where
g(s0) = min{e0C0:S)sin00 _ 1 1 _ o=Tod(50:S)sn % gin(Tyd (s0,S) cos o)}

If we take s in a sufficiently small neighborhood N(sg) of so, such that d(s,S) >
do > 0 for some positive constant dy, then the same type of inequality holds for all
s € N(so):

eTi6=Pi) — 1| > g(s),

where @y € (0,7/2) is a fixed angle. The desired constant c is obtained as the infi-
mum of the right-hand side over s € N(sp):

eTi6~P) —1| > c:= inf g(s) forall j€Nandse N(sp). (4.5.53)
SEN(sg)

More explicitly, if we let do := d(N(s0),S) = infyep(yy) d(s,S) > 0, then we may
take

ci= min{eTod0 singy _ 11 — e~ Todosingo, sin(Tphdpcos @)} (4.5.54)

This concludes the proof of Lemma 4.5.10. ad

Proof of Theorem 4.5.8. Note that |Q[ =37, 27/ < oo, and Q C Ag for any § >
1/2. The first equality in (4.5.41) follows from Theorem 4.1.7.

In order to prove the second equality in (4.5.41), we first find a periodic function
G(7) and f(t) = O(t%) as r — 0T, such that
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|A,NQ| =P (G(log %) +f(t)) .
Since (A;),; C £}, where (A;), denotes the 7-neighborhood of A, we have
I(A;), ;| = 2711=Di <G,- <log ;) - 2sz) . (4.5.55)

We note that this identity (called a fractal tube formula in [Lap-vFr3, Chapter 8]) is
obtained in the same manner as in [Lap-vFr3, Equation (1.11)]; therefore, we will
not repeat its proof. Here, D; = dimp(A;, 2;) = log, /,, 2, each function G is Tj-

periodic, where Tj :=log(1/a;), and G(7) € [///,Pj(Aj),///*D/(Aj)] for every 7 €

[0, T]} (or equivalently, for all T € R), and the values of the Minkowski contents are
given in (2.2.12). Let Dy := D, and note that the sequence (D) j>> is monotonically
increasing in (0,D — a), and converging to D — c.

Using Lemma 4.5.9 and (4.5.55), we obtain

oo

. 1
4,NQ| =Y 277D (Gj<logt> —2th>

J= (4.5.56)
=P (2_1G1 (log%) —5—f(t))7

ft) = —P + i 27/P=Dj <G : (log %) — 2;D.f> .

Jj=2

where

Since D—D; > ccand t < 1, we have

FO)] <P+ Y 270 (M+2) = (1P + M +2)r% < (M +3)1°,
j>2

where for every 7 € [0,7}] (i.e., for every T € R),

‘ | D1
0 < Gj(1) <M := sup.#*Pi(AV)) = sup2(1 —a;) ( —aj)
jz2 22 2

1 Dy—1
< 2(1—a) (22—1/@—“>) ,

since both (a;);>> and (D;);>> are increasing sequences; see (2.2.12). Therefore,
f(t) =0(t*) ast — 0T, and we conclude from Theorem 4.5.2 that Dmer(fAﬂ) <
D—o.

To show the equality, it suffices to prove that s = D — « is a singularity which
is not a pole of a meromorphic extension of {4 o. More precisely, we show that
D — o is a nonisolated singularity of a meromorphic extension of éA, @, to which a
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sequence of distinct poles (D;);>> converges from the left. Using the first equality
in (4.5.56), we obtain the following identity valid on {Res > D}:

~ 9
Sals) = [ 2N gld
0

8 S5
= 22*-// t-‘*Df*‘Gj(logf‘)dr—z22*15— (4.5.57)
jzr 0 =t S
L 5
= 22 ‘zj(s)—Z?.

jz1

The functions z;(s) have meromorphic extensions to the entire complex plane; see
the proof of Theorem 4.5.2. Furthermore, since

log2< /4
D—-a D-a’

Ty := lim T; = lim log(1/a;) =
Joee Joree

Lemma 4.5.10 shows us that the last series appearing in (4.5.57) converges to a
function which is holomorphic on the connected open set

{0<Res<D—oa+e}\ A,

for arbitrarily small € > 0, where .#] is the set of singularities of EA’Q (s) contained
in the open right half-plane {Res > 0}. More specifically, .7; = .7 (the closure of
. in C) is the closed subset of C given by

S =SV, (4.5.58)
where
- 27 .
7=U (D i+ THZ) (4.5.59)
J=2 J
and
o =D — o+ piZ. (4.5.60)

Here, . is the set of poles of &4 o(s) in {0 < Res < D — o+ €},*? o is the set of
nonisolated singular points (the accumulation points of .#’) and p := 27/ Tp. There-
fore, the function {4 ¢ (s), defined by the last expression in (4.5.57), possesses a
holomorphic extension to G = {0 <Res < D— o+ ¢} \ .77 (note that, as was stated
earlier, G is a domain, th~at is, an open and connected subset of C). In particular,
D — o is a singularity of {4 ¢ (s) which is not a pole. This proves that

Dmer(gA,Q) =D—q.

The analogous claims (made in the statement of the theorem) for relative distance
zeta functions follow from (4.5.2). O

42 The set 7 := Uj»2(D; + %ﬁz) in Equation (4.5.59) corresponds to the set . in Equation
(4.5.48) of Lemma 4.5.10.
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In connection with Equations (4.5.58)—(4.5.60), we point out that in (4.5.58), if
welet Z;:=D;+ %ﬁZ for each j > 1, then we have that &?; — &/ in the Hausdorff
" .

metric, as j — oo; see Figure 4.16. Note that the sequence (T]) j>2 is decreasing,

since a; is increasing, and hence, the sequence p; := 5= of oscillatory quasiperiods

J

of (A, ) is increasing. Also,
. 2r .
: = —_— as o,
Pi—P T J
where Tp := gJ fi. It is also interesting to note that, although Mer(EAﬂ) ={Res >

D — o}, the tube zeta function 5A,Q is meromorphic on {Res > 0} \ 7. Here, the

set Mer EA’Q is the half-plane of meromorphic continuation introduced in Defini-
tion 2.1.53.

o :
10 = :
o M :
o :
o
o o
o i
5 :
od@ :
o © ;
o i
D-a ‘D
0 T T T ¥ 1
0. 0.4 0.6 08 1
° :
% oq :
5 :
© :
° :
o
Oq,. :
o Q@%
“10
o

Fig. 4.16 An interesting set of complex dimensions: a sketch of the set .7 := U > (D; + %1’12) of
- J

the poles of the tube zeta function (or “complex dimensions”) of the relative fractal drum (A, Q)
from Theorem 4.5.8, with parameters D = 4/5, a = 3/10 and the sequence (a;);>> defined as
aj = j/(4(j+1)) for j > 2. Here, D({s.0) = 4/5, Dmer(Ca0) =D~ =1/2and o =271 +
47 (log2)iZ is the set of nonisolated singularities of 5A_g. (See Equations (4.5.58)—(4.5.60) and the
discussion surrounding it.) It is easy to check that the set . appearing in Equations (4.5.58) and
(4.5.59) of the proof of Theorem 4.5.8 is contained in a union of countably many rays emanating
from the origin. The dotted vertical line is the critical line {Res = D} of {4 o, and to the left of it,
the solid vertical line {Res = D — o} is the meromorphy critical line of EAvg. It is worth pointing
out that in the light of some of the results obtained in Chapters 4 and 5, we will suggest to extend
the notion of “complex dimensions” from poles to nonremovable singularities of the associated
fractal zeta function (here, {4 ).
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4.5.3 Precise Meromorphic Extensions of Zeta Functions
of Countable Unions of Fractal Strings

In the sequel, an important role is played by the notion of countable union of a
sequence of fractal strings, which we now introduce. It extends Definition 3.1.19, in
which we have defined the union of two fractal strings.

Definition 4.5.11. Let .Z; = (¢ )i>1, j > 1, be a sequence of fractal strings in R.
The (disjoint) union of fractal strings, denoted by

=119, (4.5.61)

j=1

is a new fractal string, defined as the multiset consisting of all [ € U‘;.":l.,?j, with
the multiplicity of / equal to the sum of its multiplicities in all .Z;, j € N. Here, we
assume that each / € % belongs to at most finitely many fractal strings .}, and that
Z is a sequence of positive numbers converging to zero. Without these assumptions,
the union of fractal strings is not well defined. Furthermore, we say that the union of
fractal strings is disjoint, if for any two indices j, j/ € N, the assumption that j < j’
implies that £;N.Zy = 0, where .Z; and £ are viewed as ordinary sets.

The following lemma provides a simple construction of well defined countable
unions of fractal strings.

Lemma 4.5.12. Let Z; = ({ji)k>1, ] > 1, be a sequence of bounded fractal strings.
If the sequence of the first elements of the fractal strings converges to zero (that is,
iftj1 — 0% as j — oo), then £ := I_I;-"zl.fj is a well-defined fractal string.

Proof. To show that any given element £ = £;; € . is of finite multiplicity, it suf-
fices to take jo € N large enough, jo = jo(j,k), such that £;; > £;;; (this is possible
since £;; — 0% as jo — o). Then we have

€ LU UL 1, i || % (4.5.62)

n=jo

and hence, the multiplicity of £;; in . is equal to the sum of the multiplicities of
this element in finitely many fractal strings, namely, .27,...,.Z},—1.

We now show that . can be ordered as a nonincreasing sequence of positive real
numbers (¢,,),,>1, converging to zero. To see this, consider the following sequence
of sets

A.,% = {gj’k’ : €j+1,1 < gj/k/ < fj]}. (4.5.63)

Here, we assume without loss of generality that the sequence (¢ ) j>1 is nonincreas-
ing. Therefore, the sets A% are finite and pairwise disjoint. Furthermore, since ¢;
converges to zero as j — oo, we have that
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Z=|]r2. (4.5.64)
j=1

Here, the union of finite multisets is defined similarly to the union of fractal strings
in Definition 4.5.11. Also note that min A%} = £; 1| > max A.Z;,. The desired
sequence .Z = ({,;)m>1 is then obtained so that we first order A%} as a nonincreas-
ing finite sequence, then continue with A%, and so on. O

Lemma 4.5.13. Let £}, j > 1, be a sequence of fractal drums associated with
(generalized) Cantor RFDs (A;,82;) in R, where ()1 is a disjoint family of unit
intervals in R, |Q;| = 27/, Aj= 2-JiCa)) +inf Q;, and a; € (0,1/2) for each j > 1.
Then £ .= U;?:l.,iﬂj is a well-defined fractal string.

Proof. Recall that .Z; = ({ji)k>1 is defined by £ = |I;x|, where (Ijx)x>1 is the
family of connected components (open intervals) of Q j \A i = Uk>11x. We have

Chy=2"7(1-2a;) <27, (4.5.65)
and hence, £;; — 0" as j — 0. The claim now follows from Lemma 4.5.12. O

In the following lemma, we construct a disjoint union of fractal strings, in the
sense of Definition 4.5.11. It admits many variations, which we do not discuss here.
By (pj)j>1 we denote the usual sequence of prime numbers: (2,3,5,7,11,...). We
construct a disjoint sequence of fractal drums .2 = (¢x)x>1, j € N, associated with

generalized Cantor sets Clai) (see Example 2.2.6), with a suitable choice of the
numbers a; € (0,1/2).

Lemma 4.5.14. Let Z; = ({j3)x>1, j > 2, be a sequence of (scaled) Cantor strings,
generated by relative fractal drums (A;j,Q;), j > 2, where (L;);>1 is a disjoint
Jamily of intervals in R, A; = 2-icle) 4 infQ;, and €; is an open interval such
that |Q;| =27/ for each j > 2. Assume that

aj="1 for j>2, (4.5.66)
P

where pj is the j-th prime number,*® and nj € Nissuchthatnj < %pj. Then the frac-
tal string £ = I_ITZZ.ZJ- is well defined, and moreover, the union of fractal strings
is disjoint. In other words, for every j.k > 1, each value L € £ occurs with the
multiplicity 2=V in £, the same multiplicity as in Z.

Proof. From the construction of the Cantor string iﬂj we know that

g =277d"1(1-2a;). (4.5.67)

43 Here, the sequence of prime numbers is written in increasinig order: p; < ps <--- < p <.,
with pj — o as j — oo,
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Assume, contrary to the claim, that there exists a pair of indices j < j’, such that
ZiNZLy # 0. In other words, £ = £y for some k,k' € N; that is,

279 (1= 2a5) =277 7N (1 2ay).
Usinga; =nj/pjanday =nj/pj, we obtain

S Y
2/ /nlj‘- 1(pj—ZnJ)p]/—n]]‘, l(pj/—an/)pl];.

However, this is impossible since the prime number p; divides the left-hand side,
but not the right-hand side. Indeed, Py divides neither n j»nor py—2np,mnor p;. O

Lemma 4.5.15. Assume that the union £ = I_I;":l.fj of a sequence of fractal strings
(&) j>1 is well defined, and that it is bounded. Then

=3 Cu(s) (4.5.68)
j=1

for all s € C such that Res > D({ ). Furthermore, D({y) > Sup ;> D(C;g,.).

Proof. If Z; = ({ji)k>1, then clearly, £ = (i) ;x>1. We have

9= 3 £ on {Res>D(ly))},

Jk=1

. (4.5.69)
5) = Zg;,k on {Res>D((g)},
k=1

for all j € N. The identity (4.5.68) now follows, as we now explain. Indeed, the two
series appearing in (4.5.69) are absolutely convergent, and D({ 57]) <D({y), forall
j=>1,since (A;,Q;) C (A, Q) implies that

D({y,) =dimp(A;, Q) < dimp(A, Q) =D({g).
O

Definition 4.5.16. Assume that Q is a bounded interval in R, and A C Q is such that
Aisclosed (in R), |A| =0 and dQ C A. We say that a fractal string £ is associated
with a given relative fractal drum (A, Q) in R if .Z = (;)x>1, where ¢ := |Ji| for
each k > 1, and (Ji)x>1 is the disjoint family of all the connected components (i.e.,
open intervals) of the open set Q\ A C R.

Proposition 4.5.17. Let (Aj,£2;) be a sequence of RFDs in R such that (£;)j>1 is
a family of disjoint open intervals, and BQ C A; C Qj, Ajis closed (in R) and
|Aj| =0 for each j € N. Let (A,Q) = ,Q;),
fractal strings associated with the RFDs (14 s Q ), j € N. Assume that the sequence
Zj = (Lji)i=>1 is nonincreasing for each j > 1 and is such that the union £ :=

gl
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U7 &) of fractal strings is well defined (see Definition 4.5.11). If § > i sup > 41,
then
Cols) =5(28) Q| +s(1—5)2" 8 als), (4.5.70)

for every complex number s in the open half-plane {Res > D({4 o)}

Proof. 1t suffices to prove (4.5.70) on {Res > D({4 )}. For any such s, we have
that
217.9

N

CAﬁQj (S) = Cg/(s) (4.5.71)

This follows from (2.1.84), dropping the second term on the right-hand side, since
we deal here with relative zeta functions. Furthermore, using (4.5.2) with N = 1, we
have

8y (5) = 8 (A5 N1+ (1= 5)Ca 0, (5). (4.5.72)

Note that since § > ¢ for all j € N, we have (4;)5 N Q; = Q;. Therefore, we
conclude from (4.5.71) and (4.5.72) that for each j > 1,

Loy (s) = 5(28) | +5(1-5)2' 8y g, (5).
The claim now follows by summing up over j > 1, and using Lemma 4.5.15. O

From previous considerations, it is easy to deduce the following result.

Corollary 4.5.18. Let (Aj, ;) be a sequence of RFDs in R, such that () > is
a disjoint family of open intervals, and |Q;| =277, A; = 2-ict)) 4 infQ;. Let £,
J =1, be a sequence of fractal strings associated with RFDs (A;,Q;). Then the
fractal string £ := U7, Z; is well defined, and

(a) for every complex number s in {Res > D({¢)},

= (1-2a;)°
Lols) =2, 2’”%; (4.5.73)
Jj=1 J

(b) the distance zeta function of the relative fractal drum (A, Q) = U7_(A;,€2;)
is given by
2lfs 0 (1 =2a:)*
PR (1=2a))" "fs) : (4.5.74)
= 1 —2a;

Caals)=

on {Res>D({y0)}.

Proof. The fractal string . is well defined due to Lemma 4.5.12. The claim in part
(a) follows from

(1 —Zaj)s

N Ak k1 js _ A—js
o) = T2 @ (120 =2 PR

k=1
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by using Lemma 4.5.15. In order to prove part (b), it suffices to use part (a), along
with (4.5.71). 0

We next state the main result of this section, in which we construct a set A with a
given specified value of the abscissa of meromorphic continuation of A. In order to
do so, it will be convenient to use the following definition.

Definition 4.5.19. Let & = (¢ jk) jk>1 be a fractal string; that is, . is representable
in the form £ = (m;);>1, where the sequence (m;);> is a nonincreasing reordering
of (¢k)ji>1. Then, the sequence A = (a;) j>1 of positive real numbers is said to be
associated with the fractal string Z if aj := ¥~ ;m; for each j > 1.

Theorem 4.5.20. Let D € (0,1) and o € (0,D) be given. Let £ = ({)7;_; be a

bounded fractal string defined as follows. For j = 1, we let £} := a’fl(l —2ay),
k> 1, where ay := 2-1/D, For j>2and k > 1, we let

Ui :=277d 7 (1= 2a;). (4.5.75)

Assume that the sequence (a;)j>1 is increasing and converges to 2 1/(D-0a) 4 j—
oo, Then

D(Cg):D, Dmer(Cf) =D—o. (4.5.76)

Furthermore, if A=Ay :={aj: j > 1} C (0,4c0) is the bounded subset of R as-
sociated with the fractal string £, then the same conclusion holds for the distance
and tube zeta functions of A:

D(84) =D(&) =D,

2 (4.5.77)
Dier(8a) = Dmer(84) =D —o0r.

Moreover, dimpc A = D + ZT—filZ.

Proof. For j = 1, the associated fractal string .4} = (£1x)i>1 is the Cantor string
generated by A| = Cl@), We have a; =27 1/P < 1/2, so that the Cantor set cla js
well defined. Furthermore, the box dimension of C(®!) is given by log,, 2=D.

For j >2, we have aj < 27 1/(P=®) < 2=1/(1=%) < 1 /3 0 that the (scaled) Cantor
sets Aj = 27/C(%) +infQ;, where (;),>1 is a family of disjoint open intervals in
R, |Q j| =277, are also well defined. Lemma 4.5.13 then implies that the union of
fractal strings .2 := Lo 2 is well defined, where . are fractal strings associated
with (Aj,Qj).

We have that

. _ log2 n
0 1;n og(l/aj) =log D a<D o

so that Lemma 4.5.10 applies. The claim (4.5.76) follows from Theorem 4.5.8. The
claims in (4.5.77) follow from Proposition 4.5.17 and (4.1.1), connecting the zeta
function of a fractal string ., the distance zeta function of the associated set A =
A o, and the tube zeta function of A. a
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The set A in Theorem 4.5.20 can be effectively constructed as a set associated
with the fractal string £ = LI‘;’ZI.,%, where each % is associated with a relative
Cantor drum (A, Q;), described in the proof.

Theorem 4.5.20 shows, in particular, that our main results on the meromorphic
extension of distance and tube zeta functions, obtained in Section 2.3, are in general
optimal. We plan to study other applications and examples of relative zeta functions
in a later work.

4.6 Transcendentally «-Quasiperiodic Relative Fractal Drums

One of the new notions explored and used in a key manner in this section is that of
‘transcendentally quasiperiodic relative fractal drums’, for which the correspond-
ing quasiperiods are algebraically independent; see Section 4.6.1. It enables us, in
particular, to construct bounded sets, fractal strings and RFDs that are ‘maximally
hyperfractal’ (in the sense of the new Definition 4.6.23 below); that is, for which
the corresponding fractal zeta function has nonisolated singularities at every point
of the critical line {Res = D} —and hence, for which the critical line is a (mero-
morphic) natural boundary (in the sense of part (ii) of Definition 1.3.8 in Subsection
1.3.2). The complexity or ‘fractality’ of the resulting geometric objects is therefore
most extreme.

4.6.1 Quasiperiodic Relative Fractal Drums With Infinitely Many
Algebraically Independent Quasiperiods

Here, we describe a general construction of quasiperiodic fractal drums possessing
infinitely many algebraically incommensurable periods. It is based on properties of
generalized Cantor sets, and on Baker’s Theorem 3.1.14 from transcendental num-
ber theory; see [Ba, Theorem 2.1].

Let m > 2 be a given integer and D € (0, 1) a given real number. Then for a > 0
defined by a = m~1/P , we have am = m!=1/P < 1, and hence, the generalized Cantor
set A = C™9) is well defined (see Definition 3.1.1), and dimgA = log]/am =D.

Definition 4.6.1. A finite set of real numbers is said to be rationally (resp., algebra-
ically) linearly independent or simply, rationally (resp., algebraically) independent,
if it is linearly independent over the field of rational (resp., algebraic) real numbers.

Definition 4.6.2. A sequence (7;);>; of real numbers is said to be rationally (resp.,
algebraically) linearly independent, if any of its finite subsets is rationally (resp.,
algebraically) independent.

Definition 4.6.3. Let m > 2 be a positive integer. Let p = (p;);>1 be the sequence
of all prime numbers, arranged in increasing order; that is,
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p=(2,3,57,11,...).

We then define the exponent sequence e = e(m) := (0;);> associated with m, where
o; > 0 is the multiplicity of p; in the factorization of m. We also let

pe= [ » (4.6.1)

{i>1:0;>0}

The set of all sequences e with components in Ny := NU {0}, such that all but at
most finitely many components are equal to zero, is denoted by (No)?.

With this definition, for any integer m > 2, we obviously have m = pe(m). Con-
versely, any e € (Ny)¢” defines a unique integer m > 2 such that m = p€.

Definition 4.6.4. Given an exponent vector e = (o;);>1 € (No), we define the
support of e as the set of all indices i € N for which ¢o; > 0, and we write

S(e) =supp(e)={i>1:0; > 0}. (4.6.2)

The support of an integer m > 2 is denoted by supp m and defined by supp m :=
supp e(m).
The following definition is motivated by Theorem 3.1.15.

Definition 4.6.5. We say that a set {e; : i > 1} of exponent vectors is rationally
linearly independent if any of its finite subsets is linearly independent over Q. We
then say for short that the exponent vectors are rationally independent.

The following two definitions, Definition 4.6.6 and Definition 4.6.7, refine and
extend the definition of n-quasiperiodic function and set (Definition 3.1.9 and Defi-
nition 3.1.11, respectively).

Definition 4.6.6. We say that a function G : R — R is ee-quasiperiodic, if it is of
the form
G(t)=H(t,1,...),

where H : (°(R) — R* H = H(11,12,...) is a function which is T;-periodic in its
J-th component, for each j € N, with T; > 0 as minimal periods, and such that the
set of periods

{T;:j>1} (4.6.3)

is rationally independent. We say that the order of quasiperiodicity of the function
G is equal to infinity (or that the function G is eo-quasiperiodic).
In addition, we say that G is

(a) transcendentally quasiperiodic of infinite order (or transcendentally o-quasi-
periodic) if the periods in (4.6.3) are algebraically independent;

4 Here, ¢*(R) stands for the usual Banach space of bounded sequences (tj)j>1 of real numbers,
endowed with the norm |[(7;) j> 1w 1= sup ;> 7.
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(b) algebraically quasiperiodic of infinite order (or algebraically o-quasiperio-
dic) of infinite order if the periods in (4.6.3) are rationally independent and alge-
braically dependent.

We say that a sequence (7});>; of real numbers is algebraically dependent of
infinite order if there exists a finite subset J of N such that (7;);c; is algebraically
dependent (that is, linearly dependent over the field of algebraic numbers). Recall
that a finite set of real numbers {T7,...,T;} is said to be algebraically dependent if
there exist k algebraic real numbers Ap,..., A, not all of them equal to zero, such
that Ty +--- + 4T = 0.

Definition 4.6.7. Let (A, Q) be a relative fractal drum in RY having the following
tube formula:

1A, N Q2| =P (G(logt™ ") +0o(1)) as t—07, (4.6.4)
where D < N,* and G is a nonnegative function such that

0 < liminf <l oo,
< liminf G(1) < irgiipG(T) <

(Note that it then follows that dimg(A,€Q) exists and is equal to D. Moreover,
MP(A,Q) =liminf;,..G(7) and .#*P(A,Q) = limsup,_, .. G(7).)

We then say that the relative fractal drum (A,€2) in RN is quasiperiodic and
of infinite order of quasiperiodicity (or, in short, e-quasiperiodic) if the function
G = G(7) is «-quasiperiodic; see Definition 4.6.6.

In addition, (A, €2) is said to be

(a) a transcendentally «o-quasiperiodic relative fractal drum if the corresponding
function G is transcendentally co-quasiperiodic;

(b) an algebraically «-quasiperiodic relative fractal drum if the corresponding
function G is algebraically co-quasiperiodic.

Definition 4.6.8. We say that a relative fractal drum (A, <) is n-quasiperiodic,
where n > 2, if the function G appearing in Definition 4.6.7 is n-quasiperiodic; see
Definition 3.1.9. Likewise, one can define transcendentally n-quasiperiodic relative
fractal drums and algebraically n-quasiperiodic relative fractal drums.

In light of Definitions 4.6.7 and 4.6.8, we see that each n-quasiperiodic rel-
ative fractal drum, where n € (N\ {1}) U {eo}, is either transcendentally n-
quasiperiodic or algebraically n-quasiperiodic. In other words, the family Zyp(n)
of n-quasiperiodic RFDs is equal to the disjoint union of the family Zqp(n) of
transcendentally n-quasiperiodic RFDs and the family Z,q,(n) of algebraically
n-quasiperiodic RFDs:

Dap(n) = Digp(n) U Dagp(n), for ne (N\{1})U{eo}.

45 Here, D may be negative as well; see Proposition 4.1.35.
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Letting

Dgp = U Dap(n),  Dgp = U Dap(n);  Dagp = U Dagp(n)

n>2 n>2 n>2

and

Dap = Dap U Dgp(>°), §tqp = Digp U Zrgp (=), gaqp 1= Dagp U Zagp (),

we have that o o o
-@qp = gtqp U Qaqp-

Theorem 4.6.9 below shows that the family Zqp(o<) is nonempty. Moreover, the
family Z,qp(n) of algebraically n-quasiperiodic RFDs is nonempty for any n > 2,
as well as for n = oo, as shown by Radunovi¢ in [Ral].

As we know, the family of bounded fractal strings can be naturally embedded
into the family of bounded subsets of R, while the family of bounded subsets of
RY can be naturally embedded into the family of RFDs. Therefore, we have the
following natural embeddings

ZLop(n) C Lgp(n) C Dgp(n). (4.6.5)

It is clear that we can define the families .Zp(e0) and .7, (o), much as we have
defined Zp (o) above. In light of the embedding (4.6.5), we then have

Zap(=0) C Fgp(e°) C Dgp(°),

and analogously
Zigp(*) C Figp(*°) C Zigp();

Zagp(=) T Fagp(=°) C Darp(=°).

Theorem 4.6.9 below shows that the family .Z{qp(oc) is nonempty. Therefore, the
families .#{gp(o0) and Ziqp(oo) are nonempyt as well.

The following result can be considered as a fractal set-theoretic interpretation
of Baker’s theorem [Ba, Theorem 2.1], i.e., of Theorem 2.11, from transcendental
number theory. It provides a construction of a transcendentally eo-quasiperiodic rel-
ative fractal drum. In particular, this drum possesses infinitely many algebraically
incommensurable quasiperiods 7;. In our construction, we use the two-parameter
family of generalized Cantor sets C (ma) described in Definition 3.1.1 and whose
basic properties are described in Proposition 3.1.2.

Theorem 4.6.9. Let D € (0,1) be a given real number, and let (m;);>1 be a sequence
of integers, m; > 2. For each i > 1, define a; = mi_l/D, and let C1"i%) pe the cor-

responding generalized Cantor set (see Definition 3.1.1). Assume that (£;);>1 is a
Samily of disjoint open intervals on the real line such that |£;| < C, m}_l/Dcil/D for
each i > 1, where the sequence (c;)i>1 of positive real numbers is summable, and

Cy > 0. Let
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) = i»42;), where i= |84 %) inf €Y, forall i>1.
AQ A;, Q here A; :=|Q;|C™) {infQ;. for all 1.46

i>1
Assume that the sequence of real numbers
(logmy,...,logmy,,...) is rationally independent. (4.6.6)

Then the sequence of real numbers

(%,Tl,Tz,...> 4.6.7)
is algebraically independent (that is, lineary independent over the field of alge-
braic numbers). In other words, the relative fractal drum (A, Q) is transcendentally
quasiperiodic with infinite order of quasiperiodicity. More specifically, its sequence
(T;)i>1 of quasiperiods is given by T; :=log(1/a;) = (logm;)/D, for every i > 1.
Furthermore,

D(CA,Q) = Dmer(CA,Q)7 (4.6.8)

and moreover, all of the points on the critical line {Res = D} are nonisolated singu-
larities of a q; in other words, the relative fractal drum (A, Q) is also maximally
hyperfractal (in the sense of Definition 4.6.23(iii) below and the comment following
if).
Finally, the relative fractal drum (A, Q) is Minkowski nondegenerate, in the sense
that
0< . #P(A,Q)< P (A Q)< o

Theorem 4.6.9 admits a partial extension. If instead of condition (4.6.6) we as-
sume that m; — oo as i — oo, then (4.6.8) still holds, and, moreover, all the points
of the critical line are nonisolated singularities of {4. Furthermore, the fractal drum
(A, ) is Minkowski nondegenerate.

We shall need the following lemma, which states a simple scaling property of the
tube functions and Minkowski contents of RFDs. We note that the identity (4.6.10)
below yields a partial extension of [Zu4, Proposition 4.4.]. Compare also with the
scaling property of the corresponding distance zeta function {4 o, obtained in The-
orem 4.1.40.

Lemma 4.6.10. (a) Let (A, Q) be a relative fractal drum in RN, Then for any fixed
A >0, and for all t > 0, we have that

(AA)NAQ =2(A,nNQ), [(AA)NAQ2|=AN[A, ;N Q. (4.6.9)

Furthermore, for any real parameter r € R, we have the following scaling (or
homogeneity) properties of relative Minkowski contents:

MTAANQ) = AT MT(AQ),  MAAARQ) =AM (A,Q).  (4.6.10)

46 Note that here, |€;| plays the role of the scaling factor of the generalized Cantor set clmiai),
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(b) If A is a generalized Cantor set C"") (see Proposition 3.1.2), then
(AC™ ), 1 (0,4) =1'"P(Gy (logr ™) —21P),
where
Gy (1) :=APG(t+10gA)
and G is the T -periodic function defined in Equation (3.1.3) of Proposition 3.1.2.
Proof. We shall establish parts (a) and () separately.

(a) Scaling the set A; N Q by the factor A, we obtain A(A; N €2). On the other
hand, the same result is then obtained as the intersection of the scaled sets (AA),;
and A Q; that is,

AANQ)=(AA),, NAQ.

The first equality in (4.6.9) now follows by replacing ¢ with /A. The second one is
an immediate consequence of the first one. We also have

A nQ
%*V(A,A7),Q) = hmsupW — lNlimsup‘()ttl/V#
t—0t+ t—0t
= AN limsup (4):N Q| —ATMT(A,Q).

ot ATV

The second equality in (4.6.10) is proved in the same way, but by now using the
lower limit instead of the upper limit.

(b) In the case of the generalized Cantor set, we use (4.6.9) with N := 1 along
with Proposition 3.1.2:

(e n(0.4) = 21 n o0 =4 (5) 7 (6(10g t/%) ~20/1)P)

=¢1-D (),DG(logl +logr™ 1) —2tD).

This completes the proof of the lemma. O

Relative tube zeta functions have a scaling property which is analogous to that
obtained in Proposition 2.2.22 for the tube zeta functions of bounded sets. We leave
the proof to the interested reader. It suffices to use Lemma 4.6.10(a).

Proposition 4.6.11 (Scaling property of relative tube zeta functions). Ler (A, Q)
be a relative fractal drum and let § > 0. Let us denote by s q(s;8) the associated
relative fractal zeta function defined by Equation (4.5.1). Then, for any A > 0, we
have D(G 5.0) = D(Ca 3 8) = dimp(A, Q) and

Giana(s:48) =18 o(s:8), 4.6.11)
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forall s € C such that Res > dimg (A, Q). Furthermore, if ® € C is a simple pole of

Ca.0(s:8), meromophically extended to a connected open neighborhood of the crit-
ical line {Res = dimpg(A, Q)} (as usual, we keep the same notation for the extended
function), then

res($ian0,0) = A%resCy o(+38), w). (4.6.12)

One proof of Proposition 4.6.11 would rely on the functional equation (4.5.2)
combined with Theorem 4.1.40, the scaling property of the distance zeta function.

In the proof of Theorem 4.6.9, we shall use the following simple fact. If a function
G(t) = H(t,1,...) is transcendentally quasiperiodic with respect to a sequence of
quasiperiods (7;);>1, it is clear that for any fixed sequence of real numbers d :=
(d;)i>1, the corresponding function

Gd(T) ZH(dl—I-T,dz—f—T,...)

is quasiperiodic with respect to the same sequence of quasiperiods.

Proof of Theorem 4.6.9. The proof is divided into three steps.

Step 1: First of all, note that the generalized Cantor sets Cmiai) are well defined,
1-1/D

since m;a; = m; < 1 for each i > 1; see Definition 3.1.1. Furthermore,

Q=3 |2 <a
i=1

4

< 1-1/D 1/D < 1/D -
m; / cl-/ gclzci/ <Cp ) cj<oo,
—1 i=1 =1

1

1

where we have assumed without loss of generality that ¢; < 1 for all i > 1. Using
Lemma 4.6.10, we have

oo oo |
ANQ =Y [(A) N =P Y|P (Gi(10g|9i| +log ;) —2fD>
i=1 i=1

=1-D (G(log%) —2|Q\tD),

where

oo

G(1):= 2 |Qi|PGi(log || + 1)

i=1

and the functions G; = G;(7) are T;-periodic, with T; :=log(1/a;), for all i > 1. This
shows that G(7) = H(t,1,...), where

=3

H((%)i>1) :== Y. |2i|” Gi(log || + 7).
i=1

Note that the last series is well defined, and that so is the series defining G(7).
Indeed, letting .#; = .#*P (C(’”i’“")) and using Proposition 3.1.2, we see that

2(1’11,'—1) =D m;
0< Gi(1) < Mi = (1—a;) <Cm} 7P, (4.6.13)
l—m,-ai m,'—l
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where C is a positive constant independent of i, since m; — oo and m;a; — 0 as i — oo.
Therefore,

=

2|Q|DG (1:) ZCD P7lei) (Cm }*D)zcc?icioo.
= i=1 i=1

In particular,

MP(A,Q)<CCP Y ¢ < oo
i=1
On the other hand, since (A;,Q2;) D (A,Q), we can use Lemma 4.6.10(a) (with
r := D) and Proposition 3.1.2 to obtain that

1/ 2D \'?
M2 (A,Q) > AP (A1, D) = | |P.2 (V) = |2 P (11)) 0

Step 2: Let n be any fixed positive integer. Since the set of real numbers

{logmy,...,logm,}

is rationally independent, we conclude from Baker’s theorem (see Theorem 3.1.14
above or [Ba, Theorem 2.1]) that the set of real numbers {1,logmy,...,logm,}
is algebraically independent. Dividing all of these numbers by D, and using D =
(logm;)/T;, where T; = log(1/a;) for all i (see Proposition 3.1.2), we deduce that

{lvlogmlw'wlogmn}:{laTh"'aTn}
D D D D

is algebraically independent as well. Since n is arbitrary, this proves that the rela-
tive fractal drum (A, Q) is transcendentally eo-quasiperiodic, in the sense of Defini-
tion 4.6.7.

Step 3: To prove the last claim, note that the critical line {Res = D} contains the
union of the set of poles &; := 9(§Ai_gi,C) = D+ p;iZ of the tube zeta functions
5141.79’., i > 1. Since the integers m; are all distinct, we have that m; — oo as i — o, and
therefore, p; = 27/T; = 2nD/logm; — 0. This proves that the union U;>1 %, as a
set of nonisolated singularities of {4 o = Y~ {a,.; (see Lemma 4.5.9), is dense in
the critical line {Res = D}. Since we have a dense set of nonisolated singularities of
4.0 along the critical line, then in fact, each point on the line is a nonisolated sin-
gularity. Indeed, reasoning by contradiction, if any point (say, so) on the critical line
is a removable singularity, then there is a punctured connected open neighborhood
of s in which the fractal zeta function CA, @ is holomorphic, and hence, the same is
true along the corresponding punctured open interval (along the critical line) con-
taining the singularity sg, which is impossible. (For more details, see the proof of
Lemma 4.6.12 just below.) It follows, in particular, that (4.6.8) holds, as desired.
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We note that the above argument can be summarized as follows: The set of non-
isolated singularities along L := {Res = D} is closed in the critical line L. Since the
latter set is already known to be dense in L, it follows that it must be all of L. This
argument is the content of Lemma 4.6.12 just below. O

At the end of the proof of Step 3 of Theorem 4.6.9, we have used the following
lemma.*’

Lemma 4.6.12. In Step 3 of the proof of Theorem 4.6.9 above, the set of nonisolated
singularities of {4 o along the critical line L := {Res = D} is both closed and dense
in, and therefore coincides with, L.

Proof. We already know from the first part of Step 3 of the proof of Theorem 4.6.9
that the set of nonisolated singularities of {4 o along L is dense in L. Therefore, all
we need to show is that it is also closed in L. Equivalently, we must show that the
set of removable singularities of {4 ¢ along L is open in L.

For this purpose, assume that there exists sy € L which is a removable singularity
of {4 0. By definition, this means that there exists an open disk U := B, () in C
centered at so and such that {4 o is holomorphic in the punctured disk U \ {so}.
(Upon resolution of the singularity at 59, we could take all of U instead and hence,
all of 7 just below.) Therefore, if I := U N L is the corresponding open interval along
the critical line L := {Res = D}, then {4 o cannot have any nonremovable singu-
larity in the punctured interval I\ {so}, and therefore consists entirely of removable
singularities.

This establishes the fact that the set of removable singularities along L is open in
L, and thereby concludes the proof of the lemma. In particular, we have shown that
every point of the line L is a nonisolated nonremovable singularity of {4 o;1i.e, Lis
a natural barrier for {4 . More specifically, L is a (meromorphic) natural boundary
for {4 ¢, in the sense of part (if) of Definition 1.3.8 in Subsection 1.3.2. a

It is noteworthy that the sequence .#*P(C"-%) (0,1)) appearing in Theo-
rem 4.6.9 is divergent. More precisely, it is easy to deduce from the equality in
(4.6.13) that

AP () (0,1)) ~ (2m)' TP as - oo

The conditions of Theorem 4.6.9 are satisfied if, for example, m; := p; for every
i > 1 (thatis, (m;);> is the sequence of prime numbers (p;);>1, written in increas-
ing order), and if C; := 1 and ¢; := 27 for all i > 1. More general choices of the
sequence (m;)>; can be found in Theorem 4.6.13 below; see also Remark 4.6.15.

Theorem 4.6.9 shows that a result about the meromorphic extensions of distance
relative zeta functions, obtained in Theorem 4.5.2 for a class of Minkowski nonmea-
surable RFDs satisfying a periodicity condition, cannot be extended to transcenden-
tally quasiperiodic RFDs with infinitely many quasiperiods. For quasiperiodic sets
and RFDs with finitely many quasiperiods, such extensions are also possible. See,
for example, Theorem 2.3.43 and its obvious extension to the context of RFDs.

47 1t will be apparent to the reader that, in the statement of Lemma 4.6.12, the closedness statement
is of a general nature.
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4.6.2 Hyperfractals and Transcendentally «-Quasiperiodic Fractal
Strings and Sets

The following result provides some sufficient conditions on the sequence (m;);>1,
for the rational independence to hold in condition (4.6.6). It complements Theo-
rem 3.1.15.

Theorem 4.6.13. Let m; > 2 be given integers, i > 1, and let S; := supp (m;) be their
corresponding supports (see Definition 4.6.4). Assume that

i— maxsS; 1is increasing. (4.6.14)

Let D € (0,1), and define the relative fractal drum (A,Q) = U | (A;,€;), where
A =27Icmia) 4 infQ; a; = mfl/D, and the family of open intervals (£2;)i>1 is
disjoint, with |§2;| := 27" for all i > 1. Then the relative fractal drum (A, Q) is tran-
scendentally quasiperiodic and with infinite order of quasiperiodicity. Furthermore,

D(Ca.0) = Dmer(8a,2) = Dhot(Ga.2)5 (4.6.15)

and moreover, all of the points on the critical line {Res = D} are nonisolated sin-
gularities of Ca q.

In order to prove this result, we shall use the following auxiliary lemma.

Lemma 4.6.14. Ler (m;)i>1 be a sequence of integers, m; > 2, such that the se-
quence of the associated exponent vectors (e(m;));>1 is rationally linearly indepen-
dent. Then the sequence (logm;);> is rationally linearly independent as well.

Proof. Let n be a fixed positive integer. Since the vectors e(m;), ..., e(mj,) are ratio-
nally linearly independent, then using Steps 1 and 2 of the proof of Theorem 3.1.15,
we conclude that the numbers logmy,...,logm, are rationally linearly independent
as well. O

Proof of Theorem 4.6.13. Condition (4.6.14) ensures that any pair of numbers m;
and m;j, i # j, has different corresponding sets of prime factors. From this we can
easily conclude that the exponent vectors e(m;), i > 1, are rationally linearly inde-
pendent. Indeed, assume that

kye(my)+ -+ kpe(my) =0, (4.6.16)

for some n € N, where the coefficients k; are integers. Let s; := max S;. By looking at
the s,,-th component of (4.6.16), we immediately obtain that k,, = 0. We then apply
the same reasoning to the s,_-th component in order to obtain k,_; = 0, and so on.

Using Lemma 4.6.14, we conclude that the sequence of integers (logm;);> is
rationally linearly independent. The claim then follows from Theorem 4.6.9. a
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Remark 4.6.15. 1t is easy to see that condition (4.6.14) in Theorem 4.6.13 can be
relaxed. More specifically, it suffices to assume that i — max S; be injective. Indeed,
if the map is injective, then each member of the set {maxS; : i € N} has multiplicity
1, and after a suitable permutation, we can obtain (4.6.14).48

In Theorems 4.6.9 and 4.6.13, we have constructed a transcendentally quasiperi-
odic relative fractal drum (A,€Q) with infinite order of quasiperiodicity. In par-
ticular, (A, Q) has infinitely many algebraically incommensurable quasiperiods
T, = %logm;, i>1.

The following corollary (Corollary 4.6.17) shows that there exist bounded fractal
strings .2 = (;) j>1 with infinitely many algebraically incommensurable quasiperi-
ods (i.e., with infinitely many incommensurable quasifrequencies). We see from the
proof of this result that . can be effectively constructed.

Definition 4.6.16. As we know, any bounded fractal string .2 = (¢;) ;> can be
naturally identified with a relative fractal drum (A&, Q) in R, where

Ay = {ak = ZEJ':]{Z 1}, Qqy = U(ak+1,ak),
j=k k=1

with [Qg| =37, {; <oo. Letn € NU{eo} be fixed. We say that a bounded fractal
string £ = ({})j>1 is n-quasiperiodic if the corresponding relative fractal drum
(Ay,Qy) is n-quasiperiodic. The order of quasiperiodicity of a bounded fractal
string £ is defined as the order of quasiperiodicity of the corresponding relative
fractal drum (A ¢, Q¢ ); see Definitions 4.6.7 and 4.6.8.

In addition, we say that a bounded fractal string £ = ({;) j>1 is transcendentally
(resp., algebraically) es-quasiperiodic if the corresponding relative fractal drum
(A, Q) is transcendentally (resp., algebraically) eo-quasiperiodic.

The family %, of all eo-quasiperiodic fractal strings is the disjoint union of the
family .Z,qp of algebraically co-quasiperiodic fractal strings and the family g, of
transcendentally eo-quasiperiodic fractal strings:

Zagp(00) = Lagp(o°) U ZLigp(°).
If we let
yqp = Zgp U Lp (o), ytqp 1= Ligp U Ligp(=2), yaqp 1= Zagp U Zagp (=),
where 2y, ZLigp and Z,qp are defined by (3.1.30) on page 202, then
yqp = ytqlo U yaqp-

We expect that the family ?aqp is nonempty.

48 We wish to thank Tomislav Siki¢ for this remark.
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Corollary 4.6.17. (a) There exists an effectively constructible bounded fractal
string £ = ({;) j>1 in R which is transcendentally o-quasiperiodic (see Definition
4.6.7), such that

D(C) = Drot(C ) = Diner(2) (4.6.17)

and all of the points on the critical line {Res = D} are nonisolated singularities of
the geometric zeta function {y; in other words, the fractal string £ is also max-
imally hyperfractal (in the sense of Definition 4.6.23(iii) below and the comment
Jollowing it).

(b) In particular, there exists an effectively constructible bounded subset Ay of
R, which is transcendentally ~-quasiperiodic, such that

D(CAo) = Dhol(Cf) = Dmer(CAO) (4.6.18)

and all of the points on the critical line {Res = D} are nonisolated singularities
of the distance zeta function (s, (as well as of the tube zeta function Ca,); in other
words, the bounded set A is also maximally hyperfractal (in the sense of Definition
4.6.23(iii) below and the comment following it).

Proof. (a) It suffices to note that each relative subdrum (A;,€2;) of (A, Q), defined
in Theorem 4.6.13, can be viewed as a fractal string .%; (i.e., Cantor’s string) associ-
ated with a generalized Cantor set A; = C (miai) Therefore, the relative fractal drum
(A, Q) = U;>1(A;, ;) can be viewed as a bounded fractal string . = U;>1.%.

(b) To prove this, it suffices to associate a new RFD (Ag, ) to the fractal string
Z from (a). Its construction can be found in Definition 4.6.16. O

Remark 4.6.18. Note that the set Ay in Corollary 4.6.17(b) does not coincide with
the set A from the relative fractal drum (A, Q), associated with the fractal string .Z.
Indeed, A is a union of a countable family of Cantor sets (therefore, an uncountable
set), whereas Ag is a decreasing sequence of positive real numbers converging to
zero. Here, Ag is generated by the union of a sequence of generalized Cantor strings
%, 1> 1, and each % is generated by a generalized relative Cantor drum.

Remark 4.6.19. For N > 2, one can readily extend Corollary 4.6.17 to obtain an ex-
plicitly constructible maximally hyperfractal and transcendentally eo-quasiperiodic
fractal spray in RY, and correspondingly, a bounded subset A of R" having those
same exact properties. Indeed, it suffices to proceed exactly as in the passage from
Example 5.1 to Example 5.1” in [Lapl]. Namely, for example, if Ag C R is the
bounded set obtained in part (b) of Corollary 4.6.17, simply let A := Ag x [0, 1]N 1,
now viewed as a bounded subset of RV. (See also Subsection 4.6.4.)

Remark 4.6.20. There is a classic example of a function which is holomorphic on
the open unit disk in C and is such that each of its points on the boundary is a
nonisolated singularity. See Problem 6.2.18 on page 558.
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Example 4.6.21. Concerning Lemma 4.6.14, there are many other ways to ensure
the rational independence of logm;, i > 1. For example, if m, ... ,m, are the positive
integers defined by

k
my = pjPj---Pjs

— p. pk .
mz—pjlpjz...pjn

k
mpy :pjlpjz"'pj,,7

where k > 2 is a fixed integer, then these integers have identical supports, and their
exponent vectors are given by

e(m) = (k,1,1,...,1),
e(m) = (L,k,1,...,1),

e(my) = (1,1,...,1,k),

where we have truncated the exponent vectors outside of their supports. It is easy
to see that these vectors are rationally linearly independent. Indeed, we have a :=
g (e(mi) +---+e(m,)) = (1,1,...,1), and therefore, the vectors

1 1
m(e(ml) —a),..., m(e(mn) —a)
form the standard basis of Q".

Example 4.6.22. Let (P;);>1 be a partition of the set of all prime numbers, such
that each set P; is finite. Applying the construction from Example 4.6.21 on each
P;, with k = k; > 2, we obtain an infinite sequence of integers (m;);>1 such that
the associated sequence (e(m;));>1 of their exponent vectors is rationally linearly
independent.

Alternatively, we can also use the constructions from Remark 4.6.21 and from
(4.6.14) intermittently, applied on the elements of the sequence of sets (P;) j>1.

In Subsection 4.6.4, we will extend the construction carried out in the present
subsection to obtain maximally hyperfractal sets in RV of arbitrarily prescribed di-
mension D € (N —1,N), for any N > 1.

4.6.3 Fractality, Hyperfractality and Complex Dimensions

The following definition is closely related to the the notion of fractality (given in
[Lap-vFr3], Sections 12.1.1 and 12.1.2, including Figures 12.1-12.3), as will be
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explained in Remark 4.6.24 below. At this point, the reader may wish to review the
definition of a (meromorphic) partial natural boundary and that of a (meromorphic)
natural boundary (and correspondingly, of a partial domain of meromorphy and of
a domain of meromorphy) given, respectively, in part (i) and in part (ii) of Definition
1.3.8 of Subsection 1.3.2 on page 39 (and as strengthened in Remark 1.3.9).

Definition 4.6.23. (Hyperfractality). Let A be a bounded subset of RY and let D :=
dimpA. Then:

(i) The set A is a hyperfractal (or is hyperfractal) if there is a screen S (see
page 95 above or Definition 5.1.1 on page 411 below) which is a (meromorphic)
partial natural boundary for the associated tube (or equivalently, if D < N, distance)
zeta function of A. This means, in particular, that the fractal zeta function cannot be
meromorphically continued to any connected open neighborhood of S (or, equiva-
lently, of the associated window W); see Definition 1.3.8(7) for the precise defini-
tion of a (meromorphic) partial natural boundary. (See also both parts of Remark
1.3.9.) Equivalently, the interior W of the window is a partial domain of meromor-
phy for the fractal zeta function of A.

(i) The set A is a strong hyperfractal (or is strongly hyperfractal) if the critical
line {Res = D} is a (meromorphic) partial natural boundary of the associated fractal
zeta function; that is, if we can choose S = {Res = D} in (i).* Equivalently, the
open right half-plane {Res > D} is a partial domain of meromorphy for {4 (or
equivalently, if D < N, for {4), also in the sense of Definition 1.3.8(i).

(iii) Finally, the set A is maximally hyperfractal if it is strongly hyperfractal and
every point of the critical line {Res = D} is a nonisolated singularity of the fractal
zeta function of A. In that case, the critical line {Res = D} is a meromorphic natural
boundary of the fractal zeta function; see Definition 1.3.8(i7) for the precise defini-
tion of a partial natural boundary. In short, the fractal zeta function of A cannot be
extended meromorphically (and, a fortiori, holomorphically) to any punctured (and
connected) open neighborhood of s, given any point s of the critical line. Equiva-
lently, the open right half-plane {Res > D} is a domain of meromorphy for Z:’A (or
equivalently, if D < N, for {), also in the sense of Definition 1.3.8(ii)

An analogous definition can be provided (in the obvious manner) where instead
of A, we have a fractal string .Z = (¢ j) j>11n R or, more generally, a relative fractal
drum (A, Q) in RV,

Remark 4.6.24. (Complex dimensions and the definition of fractality). In
[Lap-vFr1-3], a geometric object is said to be “fractal” if the associated zeta
function has at least one nonreal complex pole (with positive real part); i.e., the
object has at least one nonreal complex dimension.*” (See [Lap-vFr3, Sections 12.1

49 Recall from Theorem 2.1.1 1(a) that since D = dimpA, the fractal zeta function &4 is holomorphic
(and hence, meromorphic) in the window W = {Res > D}, in that case.

0 Then, clearly, it has at least two nonreal complex conjugate complex dimensions.
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and 12.2] for a detailed discussion.) In [Lap-vFr2, Lap-vFr3], in order, in partic-
ular, to take into account some possible situations pertaining to random fractals
(see [HamLap], partly described in [Lap-vFr3, Section 13.4]), the definition of
fractality (within the context of the theory of complex dimensions) was extended
so as to allow for the case described in part (i) of Definition 4.6.23 just above,
namely, the existence of a partial natural boundary along a screen. See [Lap-vFr3,
Subsection 13.4.3].

We note that in [Lap-vFr3] (and the other aforementioned references), the term
“hyperfractal” was not used to refer to case (i) (or to any other situation). More im-
portant, except for fractal strings and in very special higher-dimensional situations
(such as suitable fractal sprays), one did not have to our disposal (as we now do,
thanks to the general theory developed in this book and in [LapRaZu1-8]) a general
definition of “fractal zeta function” associated with an arbitrary bounded subset of
RY, for every N > 1. Therefore, we can now define the “fractality” of any bounded
subset of RV (including Julia sets and the Mandelbrot set) and, more generally, of
any relative fractal drum, by the presence of a nonreal complex dimension or else by
the “hyperfractality” (in the sense of part (i) of Definition 4.6.23) of the geometric
object under consideration. Here, “complex dimension” is understood as a (visible)
pole of the associated fractal zeta function (the distance or tube zeta function of a
bounded subset or a relative fractal drum of RY, or else, as was the case in most of
[Lap-vFr3], the geometric zeta function of a fractal string).

Much as in [Lap-vFr1-3] and [Lap3-8], this terminology (concerning fractality,
hyperfractality, and complex dimensions), can be extended to ‘virtual geometries’,
as well as to (absolute or) relative fractal drums, noncommutative geometries, dy-
namical systems, and arithmetic geometries, via suitably associated ‘fractal zeta
functions’, be they absolute or relative distance or tube zeta functions, spectral zeta
functions, dynamical zeta functions, or arithmetic zeta functions (or their logarith-
mic derivatives thereof).

As we have seen in Theorem 4.6.9 and Corollary 4.6.17, there exist bounded sets
Ao, fractal strings % and RFDs (A, (2), that are maximally hyperfractal. In other
words, all the points on the critical line {Res = D} are nonisolated singularities
of the corresponding zeta functions. (See Problem 6.2.20.) Furthermore, the con-
struction provided in Subsection 4.6.4 below will show that for any integer n > 1
there exists a maximally hyperfractal bounded subset of RY, of arbitrary prescribed
dimension D € (N — 1,N); see Corollary 4.6.28. In addition, we recall that in Ex-
ample 3.3.7, we have constructed a fractal string %%, whose associated fractal zeta
function has a countable set of essential singularities on the critical line; see Equa-
tion (3.3.32). Such a fractal string is therefore strongly hyperfractal, in the sense of
part (i) of Definition 4.6.23 (and as strengthened in part (b) of Remark 1.3.9). It is
worth pointing out that this construction was generalized to a whole class of strongly
hyperfractal RFDs which are not maximally hyperfractal; see Example 4.2.10 of
Subsection 4.2.2 above.
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Corollary 4.6.17 provides a partial answer to a part of [Lap-vFr3, Problem
13.146, p. 473] (building on open problems proposed toward the end of [HamLap]).
Note that in Corollary 4.6.17(b) we have constructed a (deterministic) hyperfractal
Ay on the real line, which is just a bounded countable set on the real line (more pre-
cisely, a bounded decreasing sequence converging to zero; see Remark 4.6.18). In
this sense, Ag may be viewed as being fairly simple. Recall, however, that it has been
(effectively) constructed by means of a countable family of generalized Cantor sets,
and in this sense, this sequence (as well as the corresponding hyperfractal string)
is extremely complex. Also, we stress that in this construction, we do not use any
random fractal sets. Random fractal strings, along with the associated random zeta
functions and complex dimensions, are the object of the work of Ben Hambly and
the first author in [HamLap], which is surveyed in [Lap-vFr3, Section 13.4] where
the aforementioned open problem can be found.

In short, the latter problem asks whether almost surely, and within a suitably de-
fined class of random fractals, the associated (pointwise) random fractal zeta func-
tions have a (meromorphic) partial natural boundary. Our present work now enables
us to give a proper meaning to the notion of ‘fractal zeta functions’ in higher dimen-
sions, and hence to adapt it to random fractals (by naturally extending the notions
introduced for random fractal strings in [HamLap]). Moreover, in the deterministic
setting, the examples constructed here indicate that in some cases, one can obtain a
much stronger conclusion; namely, the partial natural boundary can consist solely
of nonisolated singularities. In turn, in the random setting, one may complete the
above open problem (from [HamLap] and [Lap-vFr3]) by asking whether, almost
surely, the random fractals within a suitable class are maximally hyperfractal, and
hence, admit the critical line as a (meromorphic) natural boundary (for the associ-
ated fractal zeta function).

Given d € R such that d < D, Definition 4.6.23 (or its obvious conterpart for a
fractal string .Z or a relative fractal drum (A, £2)) can be extended as follows. In the
analog of case (i), A is said to be hyperfractal (respectively, strictly hyperfractal)
in dimension d if the screen S can be chosen so that supS = d (respectively, max S
exists and max S = d).°! In the analog of case (ii), A is said to be strongly hyperfrac-
tal in dimension d if the vertical line {Res = d} is a (meromorphic) partial natural
boundary of the associated zeta function (that is, if we can choose S = {Res =d} in
the counterpart of (¢)). Finally, A is said to be maximally hyperfractal in dimension
d if it is strongly hyperfractal in dimension d and every point of the vertical line
{Res = d}>? is a nonisolated singularity of the zeta function. Therefore, {Res = D}
is a (meromorphic) natural boundary (for the associated fractal zeta function).

It would be interesting to consider the following open problem, which comple-
ments in a different direction the problem about random fractals stated above in the
discussion following Remark 4.6.24. Namely, one may ask whether given a (deter-
ministic or random) relative fractal drum which is hyperfractal or even, maximally

5! As in [Lap-vFr2], we adopt the following notation: sup$ := sup,.g S(t), and similarly for max§
(when it exists). See the definition of a screen on page 95.

52 Except possibly for some points in a small neighborhood of d in that line.
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hyperfractal (with respect to the standard power law gauge function, 2 = 1), one can
sometime find another (non power law) gauge function % (in the sense of Definition
6.1.4 of Section 6.1 below) for which the associated zeta function no longer has a
partial natural boundary. We note that in order to address this problem, one should be
ready to work with analytic functions on suitable Riemann surfaces rather than just
on C or on the Riemann sphere C := CU{e}. See [EsLapRRo] and [ElLapMacRo]
where a related open problem is raised in connection with the ‘multifractal zeta
functions’ of [LapRol, LapLéRo, LéMen, ElLapMacRo]. We plan to develop this
point of view in a later work, especially in connection with the results of Chapter 5
below, on fractal tube formulas and Minkowski measurability criteria.

We will pursue the discussion of fractality in Subsection 5.5.4, in connection with
the devil’s staircase (the graph of the Cantor function) and a suitable version thereof
studied in Example 5.5.14. See, especially, Remark 5.5.15 and the comments sur-
rounding it. We will also revisit this issue (the notion of fractality and the related
notions of critical fractality, subcritical fractality, and more general fractality in di-
mension d € R, all introduced in Subsection 5.5.4) in various places, including in
Subsection 5.5.6, when discussing Example 5.5.22 (the 1/2-square fractal), Exam-
ple 5.5.23 (the 1/3-square fractal), and Example 5.5.25 (the geometric progression
fractal string).

4.6.4 Maximal Hyperfractals in Euclidean Spaces

The aim of this subsection is to show that, given a maximal hyperfractal set A in R",
the sets of the form A x [0, 1] will also be maximally hyperfractal for any positive
integer m. The main result is stated in Theorem 4.6.27 below. It will enable us, in
particular, to obtain an N-dimensional analog of part (b) of Corollary 4.6.17 above;
see Corollary 4.6.28 below.

Lemma 4.6.25. Assume that f = f(s) is a Dirichlet-type integral (DTI) such
that Dyo(f) € R and the corresponding critical line of holomorphic continuation
{Res = Dy (f)} consists entirely of nonisolated singularities. Assume that a (C-
valued) function g = g(s) is holomorphic on the open right half-plane {Res > o},
where o € RU{—eo} and ot < Doy (f). Then Dyoi(f + &) = Dhoi(f) and hence, the
critical line {Res = Dyoi(f + &)} of holomorphic continuation corresponding to the
function f + g also consists entirely of nonisolated singularities.

Proof. Since f is holomorphic on {Res > Dy (f)}, and by definition, the holomor-
phicity lower bound Dy, (f) is optimal (i.e., it is the infimum of all 8 € R such that
f is holomorphic on {Res > f}), it then follows that Dy (f) = Dpoi(f + g); indeed,
by hypothesis, g is holomorphic on the open right half-plane {Res > o} containing
{Res > Dpoi(f)}-

In order to prove the second claim, we argue by contradiction and assume that
some complex number sy with Resy = Dpoi(f + g) is a removable singularity of
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f + g. Then, since g is holomorphic at sy (because o < Dyi(g)), it would follow
that s is a removable singularity of the function f = (f + g) — g as well. However,
this would contradict the assumption according to which the holomorphy critical
line {Res = Dpo(f)} consists of nonisolated singularities. O

Remark 4.6.26. Actually, a slightly more general result holds. Indeed, it suffices to
assume that the function g = g(s) appearing in Lemma 4.6.25 is holomorphic on an
open subset of C containing the closed right half-plane {Res > Dy (f)}.

Theorem 4.6.27. Assume that A is a maximally hyperfractal subset of RN and let d
be a positive integer. Then the set A x [0,1] is also maximally hyperfractal.

Proof. By part (a) of Theorem 2.2.32, we can write
Caxope(8) = Cals —d) +g(s) (4.6.19)

for all s € C with Res > dimpA + d, where

d

e)=3 (1) als-a+0

k=1

is holomorphic on {Res > dimpA +d — 1}. By hypothesis, the critical line of
holomorphic continuation of the function f(s) := {s(s —d) is the vertical line
{Res = dimpA + d} and consists entirely of nonisolated singularities. On the other
hand, the function g(s) is holomorphic on {Res > ¢ := dimpA +d — 1}, since this
is the case of the functions {4 (s —d +k) fork=1,2,...,d. (Here, we have also used
the easily verified fact that dimgA does not depend on N, the embedding dimension;
see also Proposition 4.7.6 below for a more general context.) Since a < dimpA +d,
the claim now follows from Lemma 4.6.25. O

The identity (4.6.19) implies that

Caxcpo, 14 (8) ~ Gals —d), (4.6.20)

which we call the shift property of the distance zeta function with respect to the
Cartesian product of A with the d-dimensional cube [0,1]¢. Furthermore, the set
A x [0,1]% is called the fractal grill generated by A.

Corollary 4.6.28. Let N be any positive integer. Then, for any D € (N — 1,N),
there is an explicitly constructible maximally hyperfractal subset A of RN such that
dimBA =D.

Proof. Let A & be a maximally hyperfractal set in R of the sort constructed in part
(b) of Corollary 4.6.17 above. It then suffices to let A := A & x [0, 1]¥~! and to apply
Theorem 4.6.27 to the set A » C R instead of A and withd =N — 1. a

Actually, by considering A & x [0, 1]¢, the Cartesian product of A ¢ by [0,1]¢,
with 1 <d < N — 1, the same proof as the one just above shows that in the statement
of Corollary 4.6.28, we may assume that dimgA € (d,N), foranyd =1,...,N—1.



4.7 Complex Dimensions and Embeddings Into Higher-Dimensional Spaces 391

4.7 Complex Dimensions and Embeddings Into
Higher-Dimensional Spaces

In this section, we obtain useful results concerning relative fractal drums and
bounded subsets of RV embedded into higher-dimensional spaces. In particular, we
show that the complex dimensions (and their multiplicities) of a bounded set (or,
more generally, of a relative fractal drum) are independent of the dimension of the
ambient space. (See Theorem 4.7.3 and Theorem 4.7.10, respectively.) In addition,
we apply some of these results in order to calculate the complex dimensions of the
Cantor dust.

4.7.1 Embeddings Into Higher Dimensions in the Case of Bounded
Sets

We begin this subsection by stating a result which (along with the subsequent result,
Theorem 4.7.2) will be key to the developments in this section. We first work with
bounded sets, in Subsection 4.7.1, and then with general RFDs, in Subsection 4.7.2.

Proposition 4.7.1. Let A C RN be a bounded set and let D := dimgA. Then, for the
tube zeta functions of A and A x {0} C RNTL, the following equality holds:

/2 CA 5;88in7T)

CAX{O}Sg 2/ e

dr, 4.7.1)

for all s € C such that Res > D.

Proof. First of all, it is well known and easy to check directly from the definitions
(see Equations (1.3.1) and (1.3.4)) that dimp(A x {0}) = dimpA, from which we
conclude that the tube zeta functions of A and A x {0} are both holomorphic in the
right half-plane {Res > 5}. Furthermore, we use the fact (see [Res, Proposition 6])
that for every r > 0, we have

t
(A % {0} st =2 /0 4 sl 4.7.2)

denotes the N-dimensional Lebesgue measure. After having
made the change of variable u := t cosv, this yields

/2
(A % {0} )is =21 /0 s sins |y sin v, 4.73)
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Finally, for the tube zeta function of A x {0}, we can write successively:

)
Suctoy(5:8) = [ 2 x (0P v

—2/ #N- ldt/ A ssin|v sin vy

:2/ sinvdv/ t‘Y7N71|Atsinv|th
0 0

/2 Nt Jsinv e
:2/ sin™* _Svdv/ TV A v dT
0 0

/2 F (¢ S<i
:2/ CA(S,Ssmv)d
0

. — N — v’
sin®~N-1y,

where we have used the Fubini—Tonelli theorem in order to justify the interchange
of integrals (in the third equality), as well as made another change of variable (in
the fourth equality), namely, 7 := ¢ sinv. This completes the proof of the proposition.

O

Theorem 4.7.2. Let A C RN be~a bounded set and let D = ﬁgé. Then, we have
the following equality between (4, the tube zeta function of A, and Ca,,, the tube zeta
function of Ay = A x {0} --- x {0} CRN*™M with M € N arbitrary:

buts:9)= T

)CA(S 0)+E(s;0), (4.7.4)

+
+1)

initially valid for all s € C such that Res > D. Here, the error function E(s) :=
E(s;8) (initially defined in the case when M = 1 by the integral on the right-hand
side of Equation (4.7.7) below) admits a meromorphic extension to all of C. The
possible poles (in C) of E(s;0) are located at s := N + 2+ 2k for every k € Ny,
and all of them are simple. (It follows that {y is well defined at each si.) Moreover,
we have that for each k € Np,*?

(—1)k+1 (\/E)M -
WCA(S](,S). (475)

res(E(+;8),8) =
More specifically, if M is even, then all of the poles sy of E(s;0) for k > M/2 are
canceled; i.e., the corresponding residues in (4.7.5) are equal to zero. On the other
hand, if M is odd, there are no such cancellations and all of the residues in (4.7.5)
are nonzero; so that all the s;’s are simple poles of E(s; 8) in that case.

33 We refer to Theorem 4.7.3 for more precise information about the domain of validity of the ap-
proximate functional equation (4.7.4), and to Corollary 4.7.4 for information about the relationship
between the (visible) poles of CA and CAM



4.7 Complex Dimensions and Embeddings Into Higher-Dimensional Spaces 393

Proof. We will prove the theorem in the case when M = 1. The general case when
M € N then follows immediately by induction. From Proposition 4.7.1 we have that
for Res > dimpA, formula (4.7.1) holds. In turn, this latter identity can be written as

et (5:8) =20(58) [
5;0) = s; —
Ax{0} A b s’ Mg
/2 d [
—2/ —_— _;_1 / N A ydT (4.7.6)
0o sin’ v J§sinv
P N—s 1
=Cs(s5;6)-B +1,= | +E(s;0),
2 2
where B(u,v) denotes the Euler beta function and
/2 d [
E(s;8) = fz/ Wv_l/ TN A v dr, 4.7.7)
0 sin V J§siny

By using the functional equation which links the beta function with the gamma func-
tion (namely, B(x,y) =T'(x)I'(y)/T'(x+y) for all x,y > 0 and hence, upon meromor-
phic continuation, for all x,y € C), we obtain that (4.7.4) holds (with M = 1) for all
s € C such that Res > dimpgA.

By looking at the expression for E(s;0) in (4.7.7), we see that the integrand is
holomorphic for every v € (0, /2) since the integral |, g oy TV 1A |y dT s equal
to EA (s;0) — (:TA (s;0sinv), which is an entire function. Furthermore, if we assume
that Res < N + 1, then since 7 +— TR®"N=1 is decreasing, we have the following
estimate:

/2 -8
|E(s;8)] < 2/0 sinNH’Resvdv/SgianRes’N’l|AT|Ndr

%/2 N+1—R« 8 R N—-1
§2|A5|N/ sin¥ 1~ esvdv/ eV ldr
0 Ssinv

2 s
§26Res—N—l‘A6|N/”/ SinN+1—ResVSinRes—N—1v/ dr  (4.78)
0 5

siny
Res—N %/2 .
=26 |As|n A (1 —sinv)dv

— 28RN | A4y (g . 1) .

Hence,
|E(5:8)| < 268N || (g - 1) . 4.7.9)

We conclude from this inequality that for 5o € {Res < N+ 1}, the condition (3") of
Remark 2.1.48 is satisfied, which implies, in light of Theorem 2.1.47, that E(s;0)
is holomorphic on the open half-plane {Res < N+ 1}. ; ~

On the other hand, we know that both of the tube zeta functions {4 and {y,, are
holomorphic on {Res > dimpA} D {Res > N}. The fact that E(s; §) is meromorphic
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on C, as well as the statement about its poles, now follows from Equation (4.7.4)
(with M = 1) and the fact that the gamma function is nowhere vanishing in C. (In
fact, 1/T'(s) is an entire function with zeros at the nonpositive integers.) More specif-
ically, the locations of the poles of E(s;8) must coincide with the locations of the
poles s = N + 2+ 2k, for k € Ny, of T((N —s)/2+ 1) since the left-hand side
of (4.7.4) is holomorphic on {Res > dimpA} and because 5,4 (%) > 0 (since it is de-
fined as the ~integral of a positive function). Note that since N > D, we have s; > D,
and hence, {4 is well defined at sy, for each k € N.

Finally, by multiplying (4.7.4) by (s — s;), taking the limit as s — s; and then
using the fact that the residue of the gamma function at —k is equal to (—1)¥/k!, we
deduce that (4.7.5) holds, as desired.

Furthermore, if M is odd, there are no cancellations between the poles of the
numerator and of the denominator in (4.7.4) since an integer cannot be both even and
odd; i.e., the residues are nonzero for each k € Nj. On the other hand, if M is even,
then it is clear that all of the residues at s for k > M /2 are equal to zero; i.e., the
corresponding poles at s, cancel out with the poles of the denominator in (4.7.4). O

Theorem 4.7.2 has as an important consequence, namely, the fact that the notion
of complex dimensions does not depend on the dimension of the ambient space.

Theorem 4.7.3. Let A C RN be a bounded set and Ay be its embedding into RN+M,
with M € N arbitrary. Then, the tube zeta function {,:A of A has a meromorphic
extension to a given connected open neighborhood U of the critical line {Res =
@BA} if and only if the analogous statement is true for the tube zeta function
8y, Of Am. Furthermore, in that case, the approximate functional equation (4.7.4)
remains valid for all s € U. In addition, the multisets®* of the poles of Z:fA and &:’AM
located in U coincide; i.e., @(&,U) = @(gAM,U).SS Consequently, neither the
values nor the multiplicities of the complex dimensions of A depend on the dimension
of the ambient space.

Proof. This is a direct consequence of Theorem 4.7.2 and the principle of analytic
continuation. More precisely, identity (4.7.4) is valid for all s € C such that Res >
dimpA and the function E(s; &) is meromorphic on all of C. Furthermore, according
to Theorem 4.7.2, the poles of E(s; 6) belong to {Res > N + 2}, which implies that
the function s + E(s;0) is holomorphic on {Res < N +2}. Identity (4.7.4) then
remains valid if any of the two zeta functions involved (namely, {4 or (4,,) has a
meromorphic continuation to some connected open neighborhood of the critical line
{Res = dimgA}. This completes the proof of the theorem. O

Corollary 4.7.4. Let A C RN be a bounded set (with D := dimgA) such that its tube
zeta function §y has a meromorphic continuation to a connected open neighborhood
U of the critical line {Res = dimgA}. Furthermore, suppose that s = D is a simple

54 In these multisets, each pole is counted according to its multiplicity.

557Recall that the bounded sets A and Ay, have thtﬁme upper Minkowski dimension, dimpA =
dimpAy, and hence, the same critical line {Res = dimpA}.
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pole of 5,4. Let Ay CRN*M pe the canonical embedding of A into RN ™M with M € N
arbitrary, as in Theorem 4.7.2. Then

(va)"'r (252 +1)
F(WJA)

res(y,,, D) = res(&y, D). 4.7.10)

We point out here that the above corollary is compatible with the dimensional
invariance of the normalized Minkowski content, obtained in [Kne] (see also [Res]).
More specifically, if in the above corollary, we assume, in addition, that D is the only
pole of the tube zeta function of A on the critical line {Res = D} (i.e., D is the only
complex dimension of A with real part D), then, according to Theorem 5.4.2 of
Chapter 5 below (the “sufficient condition for Minkowski measurability”’), A and
A x {0} are Minkowski measurable with Minkowski dimension D := D and have
respective Minkowski contents satisfying the following identity:

MP(A)  AMP(Ax{0})

- = . 4.7.11)
T T(N2 1) g (MR )

4.7.2 Embeddings Into Higher Dimensions in the Case of Relative
Fractal Drums

The observations made in the previous subsection in the context of bounded subsets
of RV can also be extended to the more general context of relative fractal drums
(RFDs) in R, More specifically, let (A, ) be a relative fractal drum in RY and let

(Ax{0},2 x(—1,1))

be its natural embedding into R¥*!. We want to connect the relative tube zeta func-
tions of these two RFDs; the following lemma will be needed for this purpose.

Lemma 4.7.5. Let (A, Q) be a relative fractal drum in RN and fix § € (0,1). Then
we have

4]
(A% {0})5 N (@ % (=1,1))],, :2/0 A N Qvde.  @7.12)

Proof. We proceed much as in the proof of [Res, Proposition 6]. Namely, if we let
(x,y) € RY x R = R¥*! and define

V= {(X,y) : dN+l((xay)7A X {0}) < 6}m{(xvy) CXE Qa |y| < 1}7 (4713)
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where (x,y) € RV x R ~ RN*! and for any k € N, dj denotes the Euclidean distance
in R¥. Tt is clear that the following equality holds:

dN-H((X’Y)vA X {O}) =V dN(x7A)2+y2~

This implies that for a fixed y € [-8, ] C R, we have
Vyi={xeR" : dy1((x,y),Ax {0}) <5}

= {xE RY @ dy(x,A) < v/ 52—y2}.

(Note that if |y| > 8, then Vj, is empty.) Finally, Fubini’s theorem implies that

(4.7.14)

(A% {015 (R % (=1,1))],, z/‘;dxdy

)
=J5%) .
-0 VyN{xeRN :xeQ}

[
= 2/0 A4, sz N€2lv dy,
which completes the proof of the lemma. a

The above lemma will eventually yield (in Theorem 4.7.10 below) an RFD ana-
log of Proposition 4.7.1 from Subsection 4.7.1 above. First, however, we will show
that the upper and lower relative box dimensions of an RFD are independent of the
ambient space dimension.

Proposition 4.7.6. Let (A, Q) be an RFD in R and let
(A, Q)pr = (A, 2 x (=1, 1)M) (4.7.15)
be its embedding into RN*M, for some M € N. Then we have that
dimp(A, Q) = dimp(A,Q)y (4.7.16)
and
dimp(A, Q) = dimp(A, Q). (4.7.17)

Proof. We only prove the proposition in the case when M = 1, from which the
general result then easily follows by induction. It is clear that for 0 < 6 < 1, we
have
(Ax{0})sN(2x(=1,1)) € (Ax{0})s N (L2 x (-86,6))
C(A5NQ2)x(-6,6);

so that
[(Ax{0})sN(Q2 x (-1, 1))|NJrl <28|A5 NQ2|N. (4.7.18)



4.7 Complex Dimensions and Embeddings Into Higher-Dimensional Spaces 397
This observation, in turn, implies that for every r € R, we have

[(Ax{0)s N (2% (=1, 1))lyy1 _ 2/As N 2|y
5N+1—r — 5N—r :

(4.7.19)

Furthermore, by successively taking the upper and lower limits as 6 — 07 in
Equation (4.7.19) just above, we obtain the following inequalities involving the r-
dimensional upper and lower relative Minkowski contents, respectively:

MTAQ) <2M7T(A,Q) and MT(A,Q) <2M(A,Q).  (47.20)

In light of the definition of the relative upper and lower box (or Minkowski) dimen-
sions (see Equation (4.1.4) and Equation (4.1.6), along with the text surrounding
them), we deduce that

dimp(A,Q2); <dimp(A,Q) and dimg(A,Q); < dimg(A, Q). (4.7.21)
On the other hand, for geometric reasons, we have that
8V3 8V3
(Ag2N Q) x (272> C(Ax{0})sN(Q2x(=1,1));
so that
8V3|As5, N2y < [(Ax{0})s N (2 x (—1,1)) |y - (4.7.22)

Much as before, this inequality implies that for every r € R, we have

V3|As N2y < Ax{0})s N (L2 x (=1, 1))+
2N7r(5/2)N7r - ON+1-r

(4.7.23)

and by successively taking the upper and lower limits as § — 0, we obtain that

\@ *r(A,Q)

IN-r

V3MI(A, Q)

< M7T(A,Q); and N

< MI(AQ). (4.7.24)
Finally, this completes the proof because (again in light of Equation (4.1.4) and
Equation (4.1.6), along with the text surrounding them), (4.7.24) implies the reverse
inequalities for the upper and lower relative box dimensions in (4.7.21). O

Remark 4.7.7. Observe that it follows from Proposition 4.7.6 (combined with
part (b) of Theorem 4.1.7) that the RFDs (A,Q) and (A, Q) have the same
upper Minkowski dimension, dimg(A,2) = dimp(A,€)y, and hence, the same
critical line {Res = dimp(A,2)}. This fact will be used implicitly in the statement
of Proposition 4.7.8 as well as in the statements of Theorems 4.7.9 and 4.7.10 just
below.
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We can now state the desired results for embedded RFDs and their relative fractal
zeta functions. In light of Lemma 4.7.5 and Proposition 4.7.6, the proofs follow
the same steps as in the corresponding results established in Subsection 4.7.1 about
bounded subsets of RN (namely, Proposition 4.7.1 and Theorem 4.7.2, respectively),
and for this reason, we will omit them.

Proposition 4.7.8. Fix § € (0,1) and let (A,Q) be an RFD in R", with D :=
dimp(A, Q). Then, for the relative tube zeta functions of (A,Q) and (A,Q), :=
(Ax{0},Q x (—1,1)), the following equality holds:

/2 &4 o(s:8sin71)

gAx{O}Qx ~-1,1) (s:0) 2/ Wdf, (4.7.25)

for all s € C such that Res > D.

Theorem 4.7.9. Fix & € (0,1) and let (A,Q) be an RFD in RY, with D :=
dimg(A, Q). Then, we have the following equality between (s q, the tube zeta
Sunction of (A,Q), and QZAM’QX(_M)M, the tube zeta function of the relative fractal
drum (A, Q) = (Ap, Q x (—1,1)M) in RN™M ywhere M € N is arbitrary:

M
Capaax(-1 (58) = (f()}v +Ff;f(v+1+)1)5m(s ) +E(:8),  (47.26)

initially valid for all s € C such that Res > D.>® Here, the error function E(s) :=
E(s;0) is meromorphic on all of C. Furthermore, the possible poles (in C) of
E(s;6) are located at s := N +2 + 2k for every k € No, and all of them are sim-
ple. (It follows that £y is well defined at each si.) Moreover, we have that for each

k € Ny, y
(_1)k+1 (ﬁ) 5 .
WCA’Q (5:6). (4.7.27)

More specifically, if M is even, then all of the poles sy of E(s;8) for k > M/2 are
canceled; i.e., the corresponding residues in (4.7.27) are equal to zero. On the other
hand, if M is odd, there are no such cancellations and all of the residues in (4.7.27)
are nonzero; so that all of the s;’s are simple poles of E(s;8) in that case.

res(E(+;8),8¢) =

We deduce at once from Theorem 4.7.9 the following key result about the invari-
ance of the complex dimensions of a relative fractal drum with respect the dimension
of the ambient space. This result extends Theorem 4.7.3 to general RFDs.

Theorem 4.7.10. Let (A,Q) be an RFD in RN and let the RFD (A,Q)y =
(Ap, 2 x (—1,1)M) be its embedding into RN*M | for some arbitrary M € N. Then,
the tube zeta function (s o of (A,Q2) has a meromorphic extension to a given con-
nected open neighborhood U of the critical line {Res = dimg(A, Q)} if and only if

36 See Theorem 4.7.10 for more precise information about the domain of validity of the approxi-
mate functional equation (4.7.26).
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the analogous statement is true for the tube zeta function 5(A,Q)M = EAMQX(_LUM
of (A,Q2)pm. (See Remark 4.7.7 just above.) Furthermore, in that case, the approx-
imate functional equation (4.7.26) remains valid for all s € U. In addition, the
multisets of the poles of {4 o and §<A7Q)M belonging to U coincide; i.e.,

2(8ha.U) =20y V) (4.7.28)

Consequently, neither the values nor the multiplicities of the complex dimensions of
the RFD (A, Q) depend on the dimension of the ambient space.

Remark 4.7.11. In the above discussion about embedding RFDs into higher-
dimensional spaces, we can also make similar observations if we embed (A, ()
as a ‘one-sided” RFD, for example of the form (A x {0}, x (0,1)), a fact which
can be more useful when decomposing a relative fractal drum into a union of rela-
tive fractal subdrums in order to compute its distance (or tube) zeta function.’” This
observation follows immediately from the above results for ‘two-sided’ embeddings
of RFDs since, by symmetry, we have

5Ax{0},gx(—1,1)(5) = ZgAx{O},Qx(O,l)(S)' (4.7.29)

We note that when using the above formulas, one only has to be careful to take into
account the factor 2. Furthermore, we can also embed (A, Q) as

(Ax{0},Q2 x (—o,00)) or (Ax{0},Q x(0,)), (4.7.30)

for some o > 0, but in that case, the corresponding formulas will only be valid for
all 6 € (0,).

We could now use the functional equation (2.2.23) connecting the tube and dis-
tance zeta functions, in order to translate the above results in terms of 4 o =
Ca.0(-:0), the (relative) distance zeta function of the RFD (A, Q). However, we will
instead use another approach because it gives some additional information about the
resulting error function. More specifically, consider the Mellin zeta function of a rel-
ative fractal drum, to be introduced and studied in Section 5.4 below (see Definition
5.4.6). Here, we state some of its properties (see Theorems 5.4.7, 5.4.9 and 5.4.10)
which will be needed in the following discussion.

The Mellin zeta function of an RFD (A, ) with dimg(A, Q) < N is initially
defined by

-+(>c
Q@wz/ N NA N Q| dr, (4.7.31)
' 0

for all s € C located in a suitable vertical strip. In fact, in light of Theorem 5.4.7,
the above Lebesgue integral is absolutely convergent (and hence, convergent) for all
s € C such that Res € (dimg(A,£),N). Moreover, the relative distance and Mellin
zeta functions of (A, 2) are connected by the functional equation

57 See Subsection 4.2.3 for examples of such decompositions in the case of the relative Sierpifiski
gasket and carpet, as well as of their higher-dimensional analogs.
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Laal(s) = (N=5)ET50(s), (4.7.32)

on every open connected set U C C to which any of the two zeta functions has a
meromorphic continuation. Observe that in (4.7.32), the parameter 0 is absent. In-
deed, this means implicitly that the functional equation (4.7.32) is valid only for
the parameters 6 > 0 for which Q C Ay is satisfied; that is, when the equality
Cra(s:8) = [od(x,A) N dxis satisfied.

We will now embed the relative fractal drum (A, Q) of R into R¥*! as

(Ax{0},Q2 xR).

Strictly speaking, this is not a relative fractal drum in R¥*! since there does not
exist & > 0 such that Q x R C (A x {0})s. On the other hand, observe that Lemma
4.7.5 is now valid for every 6 > 0; that is,

é
(A x {0})5 N (2 XR)’Nsz/O A s N lvdu, (4.7.33)

Proposition 4.7.12. Let (A, Q) be an RFD in R such that dimg(A, Q) < N. Then
the function F = F (s), defined by the integral

F(s):= /0 +mt“‘*N*2](A x{0}): N (Q xR)|,, dr, (4.7.34)

is holomorphic inside the vertical strip {dimg(A,Q) < Res < N}.

Proof. We split the integral into two integrals: F(s) = [y + [;"™. According to
Proposition 4.7.6, the first integral,

/0l fs*Nfz’(A x{0}): N (£ x R)’NJrl dr
-/ N2 {01, (@ ¢ (— 1, 1))

defines a holomorphic function on the right half-plane {Res > dimpg(A, Q)}.
In order to deal with the second integral, we observe that

[(Ax {0});N(2 xR < 2|Q2|y,

s
and consequently, deduce that

2|Qly

+oo
s—N—-2
Ax{0}),N(2 xR d —_—
’/] ! |( X{})t ( x )‘N+1t N —Res’

o0
SZ‘Q‘N/ tRestfldt:
J1

for all s € C such that Res < N. In light of Theorem 2.1.47 and Remark 2.1.48,
the latter inequality implies that the integral over (1,4o) defines a holomorphic
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function on the left half-plane {Res < N}. Therefore, it follows that F (s) is holo-
morphic in the vertical strip {dimp(A, Q) < Res < N} and the proof of the propo-
sition is complete. O

In light of the above proposition, we continue to use the convenient notation
C?Xt (0},0xR for the integral appearing on the right-hand side of (4.7.34) although,
as was noted earlier, (A x {0},€2 x R) is not technically a relative fractal drum in
RN+1: see Remark 4.7.11 above. The following result is the counterpart of Theorem
4.7.2 in the present, more general context.

Theorem 4.7.13. Let (A, Q) be a relative fractal drum in RN such that D :=
dimp(A, Q) < N. Then, for every a > 0, the following approximate functional equa-
tion holds:

CAx{0},Qx(—aa)(5) = Ca(s) +E(s;a), (4.7.35)

initially valid for all s € C such that Res > D. Here, the error function E(s) :=
E(s;a) is initially given (for all s € C such that Res < N) by

E(s;a) = (stfl)/;mts_N_zKA x{0}); N2 x (R\ (—a,a))|n+1dt, (4.7.36)

and admits a meromorphic extension to all of C, with a set of simple poles equal to
{N+2k:keNp}

Moreover, Equation (4.7.35) remains valid on any connected open neighborhood
of the critical line {Res = D} to which &y o (o1, equivalently, {x(0},0x(~a,a)) CaN
be meromorphically continued.

Proof. In a completely analogous way as in the proof of Theorem 4.7.2, we obtain

that
- al (NS 41) .
Cax oy, @xr(5:6) = %CA,Q(S;& +E(s5;6), (4.7.37)
(M= 41)

now valid for all § > 0 (see Equation (4.7.33) above and the discussion preceding it).
Furthermore, the error function E(s) := E(s; 8) is holomorphic on {Res < N+ 1}
and

E(5,8)| < 28R N|As N Qy (g - 1) (4.7.38)

for all s € C such that Res < N + 1. See the proof of Theorem 4.7.2 and Equation
(4.7.8) in order to derive the above estimate. The estimate (4.7.38) now implies that
the sequence of holomorphic functions E(-;n) tends to 0 as n — oo, uniformly on
every compact subset of {Res < N}, since |4, N Q| =[] for all n sufficiently large.
Furthermore, we also have that {4 o(-;n) — C% and

gAX{O}’QXR(S;n) — C/?)E{O},QX]R as n-—»oo, (4.7.39)
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uniformly on every compact subset of {D < Res < N}. This implies that by taking
the limit in (4.7.37) as 0 — oo, we obtain the following functional equality between
holomorphic functions:

VAl (522 + 1)

W 4.7.4
F(W—i—l) CA,Q(S)a (4.7.40)

Cikoy.oxr(8) =

valid in the vertical strip {D < Res < N}. We can obtain this equality even more
directly by applying Lebesgue’s dominated convergence theorem to a counterpart
of (4.7.25).

Moreover, according to (4.7.32) and (4.7.40), we have the functional equation

2/l (452
C?;{U},QXR(S) = 1"(1\”21(“'-21—1))CA’Q(S)’ (4.7.41)

from which we deduce that the right-hand side admits a meromorphic extension to
the right half-plane {Res > D}, with simple poles located at the simple poles of
I'((N—s)/2); that is, at s := N + 2k for all k € Ny. (Observe that in the above ratio
of gamma functions, there are no cancellations between the poles of the numerator
and of the denominator; indeed, an integer cannot be both even and odd.) From this
we conclude that by the principle of analytic continuation, the same property also
holds for the left-hand side of (4.7.41) and, furthermore, the left-hand side has a
meromorphic extension to any domain U C C to which the right-hand side can be
meromorphically extended.

In order to complete the proof of the theorem, we now observe that for any a > 0,
since

[(Ax{0}) N (QxR)|=|(Ax{0}) N (Q x (—a,a))|
+|(Ax{0}): N (2 x (R\ (—a,a)))|,

the left-hand side of (4.7.41) can be split into two parts, as follows:
m m
Caxior.oxr(8) = Cis01.0x(—aa ()
o0
[T Ax opn(@ x R\ (~a,a)) |
a

_ CAX{O},QX(fu,a)(S) 7 E(s;a)
N+1-s N+1-—s

We then combine this observation with (4.7.41) to obtain (4.7.35). From the theory
developed in this chapter (see Theorem 4.1.7), we know that CAX{OLQX(_‘IY‘,)(S) is
holomorphic on the open right half-plane {Res > D}. Furthermore, much as in the
proof of Proposition 4.7.12, we can show that E(s) := E(s;a) defines a holomorphic
function on the open left half-plane {Res < N}. This fact, along with the functional
equation (4.7.35), now ensures that E(s;a) admits a meromorphic continuation to
all of C, with a set of simple poles equal to {N 42k : k € Ny }. (Note that {4 o (s) >0
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for all s € [N,+o0), which implies that there are no zero-pole cancellations on the
right-hand side of (4.7.35).) This completes the proof of Theorem 4.7.13. ad

We note that in Example 4.7.15 below, we actually want to embed (A, Q) into
RN as (A x {0}, x (0,a)) for some a > 0. By looking at the proof of the above
theorem and using a suitable symmetry argument, we can obtain the following re-
sult, which deals with this type of embedding.

Theorem 4.7.14. Let (A, Q) be a relative fractal drum in RN such that D :=
dimp(A, Q) < N. Then, the following approximate functional equation holds:

r N—s
Caxioy,.2x(0,a)(5) = %CA,Q () +E(s;a), (4.7.42)
2T (5=)

initially valid for all s € C such that Res > D. Here, the error function E(s) :=
E(s;a) is initially given (for all s € C such that Res < N) by

E(s;a) := (s—N—l)/:sz—N—ﬂ(A x{0}),NQ2 x (R\ (0,a))|y+1dt, (4.7.43)

and admits a meromorphic continuation to all of C, with a set of simple poles equal
to {N+2k:ke Ny}

Moreover, Equation (4.7.42) remains valid on any connected open neighborhood
of the critical line {Res = D} to which {x o (or;, equivalently, &y {0}, ax(0,a) can
be meromorphically continued.

Example 4.7.15. (Complex dimensions of the Cantor dust RFD). In this example,
we will consider the relative fractal drum consisting of the Cantor dust contained in
[0,1]% and compute its distance zeta function. More precisely, let A := c1/3) 5 c(1/3)
be the Cantor dust (i.e., the Cartesian product of the ternary Cantor set C := C'/3 by
itself; see Figure 1.2 of Subsection 1.1) and let £ := (0,1)?. We will not obtain an
explicit formula in a closed form but we will instead use Theorem 4.7.14 in order
to deduce that the distance zeta function of the Cantor dust has a meromorphic
continuation to all of C.

More interestingly, we will also show that the set of complex dimensions of the
Cantor dust is a subset of the union of a periodic set contained in the critical line
{Res =log;4} and the set of complex dimensions of the Cantor set (which is a
periodic set contained in the critical line {Res = log;2}). This fact is significant
because it shows that in this case, the distance (or tube) zeta function also detects
the ‘lower-dimensional’ fractal nature of the Cantor dust.

Note that, as is well known, the Minkowski dimension of the RFD (or Can-
tor string) (C, (0,1)) is given by dimg(C, (0,1)) = log; 2 (see [Lap-vFrl, Subsec-
tion 1.2.2] or Equation (2.2.17) in Example 2.2.6 above). Furthermore, it will follow
from the discussion below that, as might be expected since (A, Q) = (C,(0,1)) x
(C,(0,1)),

dimp(A, Q) = 2dimp(C, (0,1)) =log; 4. (4.7.44)
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Consequently, it follows that the critical line of the RFD in R (‘Cantor string’)
(C,(0,1)) is the vertical line {Res = logs 2}, while the critical line of the RFD
in R? (‘Cantor dust’) (A, Q) is the vertical line {Res = log;4}, as was stated in the
previous paragraph.

The construction of the RFD (A, £2) can be carried out by beginning with the unit
square and removing the open middle-third ‘cross’, and then iterating this procedure
ad infinitum. (See Figure 1.2 on page 10.) This procedure implies that we can subdi-
vide the Cantor dust into a countable union of RFDs which are scaled down versions
of two base (or generating) RFDs, denoted by (A,€2;) and (Az,£2,). The first one
of these base RFDs, (A1,£2), is defined by € := (0,1/3)? and by A; being the
union of the four vertices of the closure of £; (namely, of the square [0, 1/3]%). Fur-
thermore, the second base RFD, (Az,£2,), is defined by €2, := (0,1/3) x (0,1/6)
and by A; being the ternary Cantor set contained in [0,1/3] x {0}.

At the n-th step of the iteration, we have exactly 4"~! RFDs of the type
(ayA1,a,€21) and 8-4""! RFDs of the type (a,Az,a,€%), where a, := 37" for
each n € N. This observation, together with the scaling property of the relative
distance zeta function (see Theorem 4.1.40), yields successively (for all s € C with
Re s sufficiently large):

oo

L) = X4 et ant ()48 4 Loty ()

n=1 n=1

= (Cap2 () +88a,.0,(s )24” 3o (4.7.45)

L (a9 8a).

Moreover, for the relative distance zeta function of (A, Q;), we have

1/6 x s—2
Cna()=8 [ ac [ (Veer) Ty

ﬂ/4 1/6cos 6
_3g / / Aldr (4.7.46)
81(s)
“0do =
65s/o = s
where I(s) := [, /% cos— 0.d0 is easily seen to be an entire function (by means of

Theorem 2.1.45 w1th (p(B) :=cos ™! 0 for 6 € (0,7/4)).” Consequently, {4 o ad-
mits a meromorphic continuation to all of C and we have

8 I(s
Caals) =5~ ( 6(9) + Car. 00, (s )> (4.7.47)
38 In fact, I(s) =2~ 'By /> (1/2,(1—5)/2), where By(a,b) := [ 17! 1)~ dt is the incomplete

beta function.
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for all s € C. Furthermore, let CC,(O,I) be the relative distance zeta function of the
Cantor middle-third set constructed inside [0, 1]; see Example 5.5.3 in Chapter 5
below. From Theorem 4.7.14 and the scaling property of the relative distance zeta
function (Theorem 4.1.40), we now deduce that

1-s
Can 2y (s) = \/2?(2?))@310,31@1)(5) +E(s:67")
)
ICOR
T (52)6°5(3-2)

(4.7.48)

+E(s;6*1),

where E(s;67!) is meromorphic on all of C with a set of simple poles equal to
{2k+1: k € Ny}; so that for all s € C, we have

8 <1<s> T) vm

1-s
sG-4) 6 " T(Z2) 63 -2

Caals) = ) +E(s;61)> . (4.7.49)

Formula (4.7.49) implies that 22({4 ), the set of all complex dimensions (in C) of
the ‘relative’ Cantor dust, is a subset of

2r 2r
log, 4 17, | U [ log,y2 17 ) U {0 4.7.50
(0g3 +10g3]l ) (0g3 +10g3]l ) {0} ( )

and consists of simple poles of {4 . Of course, we know that log;4 € ({4 o), but
we can only conjecture that the other poles on the critical line {Res = log; 4} are
in 22({4 o) since it may happen that there are zero-pole cancellations in (4.7.49).
On the other hand, since it is known that the Cantor dust is not Minkowski mea-
surable (see [FaZe]), we can deduce from the sufficient condition for Minkowski
measurability obtained in Theorem 5.4.2 of Chapter 5 below that there must ex-
ist at least two other (necessarily nonreal) poles 51y, = log;4 £ 2{;‘;’? of 4.0, for
some ko € N.%° From (4.7.49) we cannot even claim that 0 € P (La.) for sure, but
we can see that all of the principal complex dimensions of the Cantor set are ele-

ments of ({4 q);i.e.,logs 2+ 13%1’12 C 2(La.0). We conjecture that we also have

logz 4+ ﬁ%ﬁZ C 2(8a0); that is, we conjecture that 22.({4 o) =log; 4+ 13%1’12.

The above example can be easily generalized to Cartesian products of any fi-
nite number of generalized Cantor sets, in which case we conjecture that the set
of complex dimensions of the product is contained in the union of sets of complex
dimensions of each of the factors, modulo any zero-pole cancellations which may
occur. In light of this and other similar examples, it would be interesting to obtain
some results about zero-free regions for fractal zeta functions. We leave this problem
as a possible subject for future investigations.

% Indeed, according to Theorem 5.4.2, D := log; 4 cannot be the only complex dimension of (A, Q)
on the critical line {Res = D} since otherwise, the Cantor dust would be Minkowski measurable,
which is a contradiction.
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