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Abstract. A secret-sharing scheme realizes a given graph if every two
vertices connected by an edge can reconstruct the secret and every inde-
pendent set in the graph does not get any information about the secret.
A secret-sharing scheme realizes a forbidden graph if every two vertices
connected by an edge can reconstruct the secret and every two vertices
which are not connected by an edge do not get any information about
the secret. Similar to secret-sharing schemes for general access structures,
there are gaps between the known lower bounds and upper bounds on the
total share size for graphs and for forbidden graphs. Following [Beimel
et al. CRYPTO 2012], our goal in this paper is to understand how the
total share size increases by removing few edges from a graph that can
be realized by an efficient secret-sharing scheme.

We show that if a graph with n vertices contains at least
(

n
2

)− n1+β

edges for some 0 ≤ β < 1
2
, i.e., it is obtained by removing few edges

from the complete graph, then there is a scheme realizing its forbid-
den graph in which the total share size is O(n7/6+2β/3). This should be
compared to O(n3/2), the best known upper bound for the total share
size in general forbidden graphs. Additionally, we show that a forbidden
graph access structure obtained by removing few edges from an arbitrary
graph G can be realized by a secret-sharing scheme with total share size
of O(m + n7/6+2β/3), where m is the total size of the shares in a secret-
sharing scheme realizing G and n1+β is the number of the removed edges.

We also show that for a graph obtained by removing few edges from
an arbitrary graph G with n vertices, if the chromatic number of the
graph that contains the removed edges is small, then there is a fairly
efficient scheme realizing the resulting graph; specifically, we construct
a secret-sharing scheme with total share size of Õ(m2/3n2/3+2β/3c1/3),
where m is the total size of the shares in a secret-sharing scheme realiz-
ing G, the value n1+β is an upper bound on the number of the removed
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edges, and c is the chromatic number of the graph of the removed edges.
This should be compared to O(n2/ log(n)), the best known upper bound
for the total share size for general graphs.

Keywords: Secret sharing · Covers by graphs · Avoiding covers

1 Introduction

A secret-sharing scheme, introduced by [11,32,41], is a method in which a dealer,
which holds a secret (i.e., a string of bits), can distribute shares (which are
strings) to a set of participants such that only predefined subsets of the partic-
ipants can reconstruct the secret from their shares, while other subsets get no
information about the secret. The collection of the subsets that can reconstruct
the secret is called the access structure. Secret-sharing is an important primitive
for storing sensitive information, being able to give access to just some subsets of
parties. For example, secret-sharing schemes can be used in access control, giv-
ing access to the secret to some subsets of parties. Furthermore, secret-sharing
schemes are used in many secure protocols and applications, such as multiparty
computation [8,18], threshold cryptography [24], access control [38], attribute-
based encryption [31,46], and oblivious transfer [42,45]. The question whether
there is a secret-sharing scheme with small share size, i.e., polynomial in the
number of participants, is the main open problem in secret-sharing schemes.
Clearly, secret-sharing schemes with super-polynomial share size are not usable
in the above-mentioned application of secret sharing.

In this paper we will mainly consider secret-sharing schemes in which the
minimal authorized sets are of size 2, and we represent such access structures
by graphs, where each vertex represents a participant and each edge represents
a minimal authorized set. Following [5], we will study the problem of realizing
graph access structures, in particular for graphs obtained by removing few edges
from an arbitrary graph, and from the complete graph. Given a scheme realizing a
graph, we want to understand how the size of the shares increases when removing
few edges from the graph, compared to the size of the shares in the scheme of
the original graph. We consider graphs with “good” schemes, i.e., graphs with
schemes in which the size of the shares is small. We present efficient constructions
both for graph access structures and for forbidden graph access structures.

1.1 Related Work

Works on Arbitrary Access Structures. Secret-sharing schemes were introduced
by Shamir [41] and Blakley [11] for the threshold case, and by Ito et al. [32]
for the general case. Threshold access structures, in which the authorized sets
are all the sets containing at least t participants (for some threshold t), can be
realized by secret-sharing schemes in which the size of each share is the size
of the secret [11,41]. There are other access structures that have secret-sharing
schemes in which the size of the shares is small, i.e., polynomial (in the number
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of participants) share size [9,10,14,34]. In particular, Benaloh and Leichter [9]
proved that if an access structure can be described by a small monotone formula,
then it has an efficient secret-sharing scheme. Improving on this result, Karchmer
and Wigderson [34] showed that if an access structure can be described by a small
monotone span program, then it has an efficient secret-sharing scheme. However,
the best known schemes for general access structures (e.g., [10,14,32,34]) are
highly inefficient, i.e., they have share size of 2O(n) (where n is the number of
participants). The best lower bound known on the total share size of schemes
realizing an access structure is Ω(n2/ log(n)) [21,22]. For linear secret-sharing
schemes, which are secret-sharing schemes described by linear mappings, the
best lower bound on the share size is 2Ω(nc) for some constant c < 1 [20] (this
very recent lower bound improves the results in [2,6,27,28]). Most known secret-
sharing schemes are linear, and many applications require linear schemes. More
information about secret sharing can be found in [3].

Graph Access Structures. A secret-sharing scheme realizes a given graph if every
two vertices connected by an edge can reconstruct the secret and every inde-
pendent set in the graph does not get any information on the secret. The trivial
secret-sharing scheme for realizing a graph is sharing the secret independently
for each edge; this results in a scheme whose total share size is O(n2) (times
the length of the secret, which will be ignored in the introduction). This can be
improved – every graph access structure can be realized by a linear secret-sharing
scheme in which the size of the shares is O(n2/ log(n)) [16,26].

Graph access structures have been studied in [5,6,12,13,15,17,23,43].
Capocelli et al. [17] proved that there exists a graph with 4 vertices such that
the size of the share of at least one party is at least 3/2 times the size of the
secret. Brickell and Davenport [15] showed that a graph access structure (with n
vertices) can be realized by a secret-sharing scheme in which the total size of the
shares is n if and only if the graph is a complete multipartite graph. Stinson [43]
showed that for a graph with average degree d, there is a secret-sharing scheme
realizing its graph access structure in which the average share size of a vertex is
at most (d + 1)/2. Blundo et al. [13] presented upper and lower bounds on the
size of the shares of a scheme realizing graph access structures, for multipartite
graphs, connected graphs, paths, cycles, and trees. In particular, it is proven
in [13] that the smallest share size of a scheme which realizes a graph access
structure is the size of the secret or at least 1.5 times greater than the size of the
secret. Blundo et al. [12] showed that there exists a d-regular graph such that the
share size of each vertex in any scheme that realizes its graph access structure
is at least (d + 1)/2. Beimel et al. [6] proved a lower bound of Ω(n3/2) on the
total share size of a linear schemes realizing a certain graph access structure.
Csirmaz [23], extending a result of van Dijk [25], showed that there exist graphs
for which the total share size in every secret-sharing scheme realizing their graph
access structures is Ω(n log(n)).

Beimel et al. [5] showed that a graph with n vertices that contains
(
n
2

)−n1+β

edges for some constant 0 ≤ β < 1 can be realized by a scheme in which the
total share size is Õ(n5/4+3β/4). They also showed that if n1+β edges are removed
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from an arbitrary graph that can be realized by a secret-sharing scheme with
total share size m, then the resulting graph can be realized by a secret-sharing
scheme with total share size Õ(m1/2n1+β/2).

Some of the results for graph access structures have been extended to general
access structures, e.g., Mart́ı-Farré and Padró [36], generalizing results of [13],
showed that in every secret-sharing scheme realizing an access structure that
is not a port matroid (and, hence, not ideal) the size of the shares is at least
1.5 times the size of the secret. Other results have been extended to homoge-
nous access structures [35,39], which are access structures in which the minimal
authorized sets are of the same size (in graph access structures, this size is
2), e.g., Padró and Sáez [39] showed upper bounds on the size of the shares
of secret-sharing schemes realizing homogenous access structures. These results
demonstrate that graph access structures can be used to understand problems
about general access structures.

Forbidden Graph Access Structures. Another model we consider is the forbidden
graph access structures, which was first described in [44]. A secret-sharing scheme
realizes a forbidden graph access structure if every two vertices can reconstruct
the secret if and only if they are connected by an edge. We do not care if sets
of 3 or more vertices can reconstruct the secret (in [44], every set of 3 or more
vertices can reconstruct the secret). The requirement that every set of 3 or more
vertices can reconstruct the secret (as in [44]) increases slightly the total share
size, since we can independently share the secret using the 3-out-of-n scheme of
Shamir [41], in which the size of the share of every participant is the size of the
secret (when the size of the secret is at least log(n)).

The requirements for graph access structures are stronger than for forbidden
graph access structures, since for graph access structures every independent set
in the graph is an unauthorized subset, and in forbidden graph access structures
we only require independent sets of size 2 to be unauthorized sets.

Every forbidden graph access structure can be realized by a secret-sharing
scheme in which the size of the shares is O(n3/2) [7]. Furthermore, this can be
done by a linear scheme [29]. In contrast, the best known upper bound for graph
access structures is O(n2/ log(n)) [23].

Gertner et al. [30] presented conditional disclosure of secrets (CDS). In this
problem, two parties want to disclose a secret to a referee if and only if their
inputs (strings of N bits) satisfy some predicate (e.g., if their inputs are equal).
For that, each party sends one message to the referee (this message depends only
on its input and the secret), and if the predicate holds the referee can reconstruct
the secret from the messages it received. This problem is interesting, since in [30]
CDS is used to efficiently realize a symmetrically-private information retrieval
(SPIR) schemes. Additionally, in [29] it is shown that CDS can be used for
attribute-based encryption [31,40].

We can represent the CDS problem as the problem of realizing a secret-
sharing scheme for a forbidden graph access structure of a bipartite graph and
vice-versa: Every possible input for the first party is a vertex in the first part of
the graph and every possible input for the second party is a vertex in the second
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part of the graph, and there is an edge between two vertices from different parts
if and only if the two corresponding inputs satisfy the predicate. The size of the
share of each vertex is equivalent to the size of the message sent to the referee by
the party, when it holds the input associated with the vertex. We get a bipartite
graph with 2N vertices in each part (where N is the size of the input of the
parties).

It was shown in [29] that for every predicate there exists a linear CDS such
that the size of each of the messages sent by the two parties to the referee is
2N/2.1 It implies that there exists a linear secret-sharing scheme in which the
total size of the shares is O(n3/2) (where n is the number of the participants)
for every forbidden graph access structure.

By a generalization of a result of [37], we get a lower bound of Ω(n3/2) on
the size of the shares of a linear scheme realizing an implicit forbidden graph
access structures.

1.2 Our Results

The first problem we deal with in this paper is the construction of secret-sharing
schemes realizing forbidden graph access structures for dense graphs, i.e., for
graphs in which its complement graph contains few edges. Given a dense graph
with n vertices and with at least

(
n
2

) − n1+β edges, for some 0 ≤ β < 1
2 , we

construct a secret-sharing scheme that realizes its forbidden graph access struc-
ture, in which the total size of the shares is O(n7/6+2β/3). Compared to [5],
which shows that graph access structures of such graphs can be realized by a
scheme with total share size Õ(n5/4+3β/4), our scheme for forbidden graph access
structures is more efficient.

As a corollary, we show that if a graph with n vertices contains
(
n
2

)− � edges
for some 0 < � < n, then it can be realized by a secret-sharing scheme in which
the total share size is O(n + �7/6). For example, if � = O(n6/7), then the total
share size of the scheme is O(n).

In addition, we show that if an arbitrary forbidden graph access structure
(with n vertices) can be realized by a secret-sharing scheme in which the total
size of the shares is m, and we remove n1+β edges from it (for some 0 ≤ β < 1

2 ),
then the resulting forbidden graph access structure can be realized by a secret-
sharing scheme in which the total size of the shares is O(m + n7/6+2β/3).

The second problem we consider is constructing secret-sharing schemes that
realize graph access structures for graphs obtained when removing few edges
from an arbitrary graph that has a “good” scheme, i.e., the size of the shares
in this scheme is relatively small. We solve this question when the graph of the
removed edges has a small chromatic number.

Namely, we consider a graph with n vertices that can be realized by a secret-
sharing scheme with total share size m, and we remove a set of at most n1+β edges
from the graph, for some 0 ≤ β < 1. Then we show that if the chromatic number

1 A linear CDS is a CDS in which if the predicate holds, then the reconstruction
function of the referee is linear.
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c of the graph with the removed edges satisfies c < n1−β/2

m1/2 , then the obtained
graph has a secret-sharing scheme with total share size Õ(m2/3n2/3+2β/3c1/3).

It should be compared to the result of Beimel et al. [5], showing that such a
graph can be realized by a scheme with total share size Õ(m1/2n1+β/2) without
any restrictions on the chromatic number of the removed edges. Thus, our scheme
is better when the chromatic number is relatively small and m is not too big (it
is always more efficient when c < n1−β/2

m1/2 ).

Remark 1.1. In particular, our result is valid for graphs obtained by removing
few edges from a graph with small chromatic number, denoted by c, since in this
case the graph which contains the removed edges is a subgraph of the original
graph, and thus, its chromatic number is at most c.

As a corollary, we show that if a graph with n vertices can be realized by a
secret-sharing scheme with total share size m, and we remove � edges from it,
for some 0 < � < n, such that the chromatic number of the graph containing the
removed edges is c, where c < �

m1/2 , then we can realize the remaining graph by
a secret-sharing scheme in which the total share size is Õ(cm + m2/3�2/3c1/3).
Thus, if � = Θ(cm1/2), then the total share size of the scheme is Õ(cm).

Techniques. A cover of a graph G is a collection of subgraphs of G satisfying
that every edge in G appears in at least one subgraph of the collection. Covers of
graphs where used to construct secret-sharing schemes (e.g., in [5,43]). The idea
of the construction is to share the secret independently for each subgraph in the
cover. By choosing subgraphs that have efficient secret-sharing schemes (e.g.,
multipartite graphs, which have an ideal scheme), it is possible to find efficient
schemes for other graphs.

When realizing the graph access structure of a graph obtained by removing
few edges from a general graph G, we use a new technique of avoiding cov-
ers. We cover a bipartite graph, which is a subgraph of G, by bipartite graphs
G1, . . . , Gr in such a way that for every bipartite graph Gi of the cover, there
are no removed edges between any two vertices (in the same part or in different
parts) in the graph Gi. Then, for every graph Gi of the cover, we share the secret
independently using the scheme of the graph G.

Following [5], we construct a scheme realizing graph access structures of
graphs obtained by removing few edges with small chromatic number from a
general graph in 3 main steps. We first realize all the edges incident to vertices
with high degree in the graph of the removed edges by stars, and remove these
vertices and their incident edges from the graph. After this step, the degree of
every vertex in the graph of the removed edges is bounded. Next, we reduce the
maximum degree of a vertex in the graph of the removed edges by using the
chromatic number of the graph, and in the final step we use the avoiding cover
to realize the remaining graph.

Similar to graph access structures, the main scheme realizing forbidden graph
access structures of dense graphs contains 3 main steps. First, we realize all the
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edges incident to vertices with high degree in the complement graph by two inde-
pendent schemes, for the induced graph on these vertices, and for the bipartite
graph between these vertices and the remaining vertices. We then remove these
vertices and their incident edges from the graph. In this step, we use the scheme
of [7,29] and get a more efficient scheme than the cover by stars used in [5] for
graph access structures. We get a graph in which the degree of every vertex in
its complement is bounded. Next, we decrease the maximum degree of a vertex
in the complement graph log log(n) times, and finally we realize the remaining
graph using a forest cover.

2 Preliminaries

In this section we define secret-sharing schemes, secret-sharing schemes for
graphs and for forbidden graphs, and some other useful definitions. Additionally,
we present the graph terminology we use.

Notations. We denote the logarithmic function with base 2 and base e by log and
ln, respectively. We use the Õ notation, which ignores polylogarithmic factors,
i.e., O(nδ loga(n)) = Õ(nδ) for a constant a. For any two strings of bits s1, s2,
let s1 ⊕ s2 denote the bitwise exclusive-or between the strings.

Secret Sharing. We start by defining access structures, distribution schemes, and
secret-sharing schemes, as described in [4,19].

Definition 2.1 (Access Structures, Distribution Schemes, and Secret
Sharing). Let P = {p1, . . . , pn} be a set of parties. A collection Γ ⊆ 2P is
monotone if B ∈ Γ and B ⊆ C imply that C ∈ Γ . An access structure is a
monotone collection Γ ⊆ 2P of non-empty subsets of P . Sets in Γ are called
authorized, and sets not in Γ are called unauthorized. The family of minimal
authorized subsets is denoted by min Γ .

A distribution scheme Σ = 〈Π,μ〉 with domain of secrets K is a pair, where μ
is a probability distribution on some finite set R called the set of random strings
and Π is a mapping from K × R to a set of n-tuples K1 × K2 × · · · × Kn,
where Kj is called the domain of shares of party pj. A dealer distributes a secret
k ∈ K according to Σ by first sampling a random string r ∈ R according to μ,
computing a vector of shares Π(k, r) = (s1, . . . , sn), and privately communicating
each share sj to party pj. For a set A ⊆ P , we denote ΠA(s, r) as the restriction
of Π(s, r) to its A-entries. Given a distribution scheme, the size of the secret
is log(|K|), the (normalized) size of the share of party pj is log(|Kj |)

log(|K|) , and the

(normalized) total share size of the distribution scheme is
n∑

j=1

log(|Kj |)
log(|K|) .

Let K be a finite set of secrets, where |K| ≥ 2. A distribution scheme 〈Π,μ〉
with domain of secrets K is a secret-sharing scheme realizing an access structure
Γ if the following two requirements hold:
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Correctness requirement: The secret k can be reconstructed by any authorized
set of parties.

Privacy requirement: Every unauthorized set cannot learn anything about the
secret from their shares.

Graph Terminology. In this paper we consider graph access structures and for-
bidden graph access structures. In the sequence, G = (V,E) is an undirected
graph, where the vertices of V will also denote parties of an access structure as
discussed below.

The degree of a graph is the maximum degree of a vertex in the graph. A
graph G′ = (V ′, E′) is a subgraph of the graph G = (V,E) if V ′ ⊆ V and
E′ ⊆ E ∩ (V ′ × V ′). All through this paper, n is the number of the vertices in
the graph G = (V,E), i.e., |V | = n.

Definition 2.2 (The Complement Graph and Intersection of Graphs).
Given a graph G = (V,E), the complement graph of G is the graph G = (V,E),
where every two vertices u, v ∈ V satisfy (u, v) ∈ E if and only if (u, v) /∈ E.
Given two graphs G1 = (V,E1) and G2 = (V ′, E2) such that V ′ ⊆ V , the
intersection of G1 and G2 is G1 ∩ G2 = (V ′, E1 ∩ E2).

Next we define one of the techniques to construct a secret-sharing scheme
realizing a graph that uses covers of graphs.

Definition 2.3 (λ-Covers). Let G = (V,E) be a graph. A λ-cover of G is a
collection of graphs G1 = (V1, E1), . . . , Gr = (Vr, Er) such that each Gi is a
subgraph of G, and each edge in E is in at least λ graphs of the collection. A
cover of G is a 1-cover of G.

Recall that a bipartite graph G = (U, V,E) is a graph where the vertices are
U ∪ V (U and V are called the parts of G) and E ⊆ U × V . A bipartite graph
is complete if E = U × V . A complete bipartite λ-cover of G is a λ-cover of
G by complete bipartite graphs. A complete bipartite cover of G is a complete
bipartite 1-cover of G.

Definition 2.4 (Equivalence Graphs and Equivalence Covers [1]). An
equivalence graph is a vertex-disjoint union of cliques. An equivalence cover of
the graph G = (V,E) is a cover G1 = (V1, E1), . . . , Gr = (Vr, Er) of G such that
each Gi is an equivalence graph.

Definition 2.5 (The Graph GF and the Graph G∗
F ). Given a graph G =

(V,E) and a set of vertices F ⊂ V , we define the bipartite graph GF = (F, V \
F,E ∩ (F × (V \ F ))), which is the bipartite graph with parts F and V \ F ,
restricted to the edges of G.

For a set of vertices F ⊂ V and a set of edges E∗ ⊂ E (which is the set of
the removed edges), we define G∗

F = (F, V \ F,E∗ ∩ (F × (V \ F ))), i.e., G∗
F is

a bipartite graph with parts F and V \ F , which contains only the edges that are
not removed from G.
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Forbidden Graphs and Secret Sharing. We next present the definition of forbid-
den graph access structures, in which we only require that sets of size 2 that are
edges can reconstruct the secret, while sets of size 2 that are not edges cannot
learn any information about the secret.2

Definition 2.6 (Forbidden Graph Access Structures). Given a graph
G = (V,E), its forbidden graph access structure Γ is the access structure on
V composed of all the sets in E and all the sets of 3 or more vertices. For a
graph G = (V,E), a secret-sharing scheme realizes its forbidden graph if the
scheme realizing its forbidden graph access structure, i.e., if every edge of E and
every set of size at least 3 can reconstruct the secret, and every edge of E cannot
get any information about the secret.

In our constructions for forbidden graph access structures, edges are removed
from the complete graph G = (V,E), where |E| =

(
V
2

)
. The set E∗ ⊂ E is the

set of edges we remove from the graph G, i.e., the excluded edges, such that
|E∗| ≤ n1+β for some constant 0 ≤ β < 1

2 , i.e., we remove at most n1+β edges
from the complete graph. We want to realize the graph G ∩ G∗ = G∗, where
G∗ = (V,E∗), i.e., we want to find a secret-sharing scheme in which each edge
in E \ E∗ = E∗ can reconstruct the secret and each edge in E∗ cannot learn
any information about the secret. Note that since |E∗| ≤ n1+β , the number of
edges in the graph G∗ is |E∗| ≥ (

n
2

) − n1+β , i.e., the graph G∗ is a dense graph
in which its complement contains few edges. Our constructions are only useful
when 0 ≤ β < 1

2 , since for larger values of β, the total share size of the schemes
we present is larger than n3/2 and every forbidden graph access structure can
be realized by a secret-sharing scheme whose total share size is O(n3/2).

Graphs and Secret Sharing. Next, we formally define graph access structures.

Definition 2.7 (Graph Access Structures). Given a graph G = (V,E), its
graph access structure is the access structure whose set of participants is V and
whose minimal authorized sets are the edges in E, that is, a set is authorized if
it contains an edge, and a set is not authorized if it is an independent set in G.
We say that a secret-sharing scheme realizes a graph if the scheme realizes its
graph access structure, i.e., if every edge can reconstruct the secret, and every
independent set in G cannot get any information about the secret.

Remark 2.8. When we say that a secret-sharing scheme realizes a graph, we
mean that the scheme realizes its graph access structure or its forbidden graph
access structure, according to the context, e.g., if we discuss forbidden graph
access structures, we say that a secret-sharing scheme realizing a graph if the
scheme realizing its forbidden graph access structure. In Sect. 3 we consider for-
bidden graph access structures and in Sect. 4 we consider graph access structures.

2 In [44], the access structure is specified by the complement graph, i.e., by the edges
that are forbidden from learning information on the secret.
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We use the following notations: the graph G = (V,E) is the original graph.
The set E∗ ⊂ E is the set of edges we remove from the graph G, i.e., the excluded
edges, such that |E∗| ≤ n1+β for some constant 0 ≤ β < 1. Furthermore, m is
the total share size of a secret-sharing scheme realizing the graph G.

We want to find a secret-sharing scheme in which each edge in E \E∗ (equiv-
alently, in E ∩E∗) can reconstruct the secret, and such that every set of vertices
with no edge in E \E∗ cannot learn any information on the secret. Additionally,
we use the notation G∗, where G∗ = (V,E∗), i.e., G∗ is the graph of the edges
that are not removed, and G∗ = (V,E∗) is the graph which contains the removed
edges from G. The value χ(G∗) is the chromatic number of G∗, i.e., the minimal
number of colors needed to color the vertices of V such that there are no edges
of E∗ between any two vertices with the same color. Our construction applies
only when the graph of the removed edges has a small chromatic number.

In the definition of secret-sharing schemes realizing graph access structures
we require that every independent set cannot learn any information about the
secret. However, in our constructions in Sect. 4 we only claim that non-edges
cannot learn information on the secret. The next claim shows that, due to the
selection of special covers, in our constructions the latter requirement implies the
former strong requirement (as discussed in Sect. 3, this is not true for general
constructions).

Claim 2.9. Let G = (V,E) be a graph, and G1 = (V1, E1), . . . , Gr = (Vr, Er)
be graphs such that each Gi is a subgraph of G. If we independently realize each
graph Gi using a scheme that realizes the graph access structure of Gi (i.e., every
independent set in Gi does not get any information on the secret), then every
independent set in G cannot learn any information on the secret.

Remark 2.10. In our construction, we use the scheme of the graph G to real-
ize subgraphs of G with no removed edges (i.e., with no edges from E∗). We
also use the trivial scheme for some edges from E \ E∗ (i.e., sharing the secret
independently for each edge). These schemes also realize subgraphs of G with
no edges from E∗ (each such subgraph contains only one edge). Since we use
schemes that realize the graph access structures of subgraphs of G, a set of ver-
tices can reconstruct the secret if and only if it contains an edge from the graph
G. So, by Claim 2.9, to argue that every independent set of G∩G∗ cannot learn
any information on the secret, it is sufficient to show that every edge in E ∪ E∗

cannot learn any information on the secret.

3 Schemes for Forbidden Graph Access Structures

In this section, we consider forbidden graph access structures, where every edge
in the graph can reconstruct the secret, and every edge not in the graph cannot
reconstruct the secret. In all the schemes in this section, except for the schemes
presented in Lemma 3.1 and in Theorem 3.2, the size of the secret should be at
least log(n), since in these schemes we use the t-out-of-n scheme of Shamir [41].
Some of the proofs in this section are deferred to the full version of this paper.
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3.1 Constructions for Arbitrary Graphs

In the first scheme we realize bipartite graphs. The following schemes are based
on the construction for CDS of [29].

Lemma 3.1. Let H = (U, V,E) be a bipartite graph such that |U | = k and
|V | = n. Then, there is a secret-sharing scheme such that: (1) each edge in H
can reconstruct the secret, (2) each edge not in H cannot learn any information
about the secret, and (3) if k2 ≤ n then the total share size of the scheme is
O(n). Otherwise, the total share size of the scheme is O(n1/2k).

The following theorem provides a scheme realizing an arbitrary graph G. We
use the scheme of Lemma 3.1 for bipartite graphs log(n) times to get a scheme
for an arbitrary graph.

Theorem 3.2 ([7,29]). Let G = (V,E) be a graph such that |V | = n. Then,
there is a secret-sharing scheme such that: (1) each edge in G can reconstruct
the secret, (2) each edge not in G cannot learn any information about the secret,
and (3) if the size of the secret is 1, then the total share size of the scheme is
O(n3/2 log(n)) = Õ(n3/2). If the size of the secret is Ω(log2(n)), then the total
share size of the scheme is O(n3/2).

3.2 Constructions for Bounded Degree Excluded Graphs

The next lemma shows that given a forest, i.e., a graph that does not contain any
cycle, we can realize its complement graph with a scheme in which the total share
size is O(n). In the sequence, we use this scheme in the following construction,
to realize the complement of a bounded degree graph.

Lemma 3.3. Let G = (V,E) be a graph such that its complement graph G =
(V,E) is a forest. Then, there is a secret-sharing scheme such that: (1) each
edge in G can reconstruct the secret, (2) each edge not in G cannot learn any
information about the secret, and (3) the total share size of the scheme is at
most 3n.

Proof Sketch. Denote V = {v1, . . . , vn}. Since G is a forest, it is composed of
trees. Let T1 = (V1, E1), . . . , Tk = (Vk, Ek) be the trees in the graph G containing
all the vertices in G (isolated vertices in G are trees with one vertex). First,
we share the secret by generating n + k shares r1, . . . , rn+k using the 4-out-
of-(n + k) scheme of Shamir [41]. For every 1 ≤ i ≤ k, we give shares to the
vertices in the tree Ti as follows: For the tree Ti = (Vi, Ei), denote |Vi| = t and
Vi = {vi1 , . . . , vit

}. We consider the tree as a rooted tree, with a root vi1 , and
for every vertex v in Ti, we denote the parent of v by π(v). The root vertex vi1

gets the shares rn+i, ri1 , and for every 2 ≤ j ≤ t, vertex vij
∈ Vi gets the shares

rp, rij
, where π(vij

) = vp.
Additionally, we denote the maximum distance of a vertex from the root

by Di. For every 1 ≤ � ≤ Di, define Fi,� = {v ∈ Vi : The distance of v
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from the root in the tree Ti is �}. For every Fi,�, we independently share the
secret by generating |Fi,�| shares t1, . . . , t|Fi,�| using the 2-out-of-|Fi,�| scheme
of Shamir, and giving the jth vertex in Fi,� the share tj . It can be verified that
the above scheme is correct, private, and has shares of size 3n. �
Definition 3.4 (Covers by Forests). Let H = (V,E) be a graph. A forest
cover of H is a cover G1 = (V,E1), . . . , Gr = (V,Er) of H such that each Gi is
a forest.

The next lemma shows that every graph with degree d can be covered by a
forest cover of size d.

Lemma 3.5. Let H = (V,E) be a graph such that the degree of each vertex in H
is bounded by d. Then, there is a cover of H by d forests G1 = (V,E1), . . . , Gd =
(V,Ed) such that every edge e ∈ E appears in exactly one graph of the cover.

The forest cover is used below to construct a scheme for the complement of
a bounded degree graph. The secret-sharing scheme we present saves a factor of
Θ(log(n)) compared to the scheme of [5], which realizes graph access structures
of bounded degree graphs (we only realize forbidden graph access structures).

Theorem 3.6. Let G = (V,E) be a graph such that the degree of every vertex
in its complement graph G = (V,E) is bounded by d. Then, there is a secret-
sharing scheme realizing the forbidden graph access structure of G such that the
total share size of the scheme is at most 3dn.

Definition 3.7. (The Bipartite Complement). Let H = (U, V,E) be a
bipartite graph. The bipartite complement of H is the bipartite graph H =
(U, V,E), where every u ∈ U and v ∈ V satisfy (u, v) ∈ E if and only if
(u, v) /∈ E.

First, we show how to construct a scheme realizing a bipartite graph such that
the degree of every vertex in one part in its bipartite complement is bounded.

Lemma 3.8. Let H = (U, V,E) be a bipartite graph with |V | = n and |U | = k ≤
n satisfying that the degree of every vertex in V in the bipartite complement graph
H = (U, V,E) is at most d. Then, there is a secret-sharing scheme such that:
(1) each edge in H can reconstruct the secret, (2) each edge not in H (including
edges between vertices in the same part in the bipartite graph H) cannot learn
any information about the secret, and (3) the total share size of the scheme is
at most 8dn.

Proof. To share a secret s, we choose random strings s1, s2, s3 such that s =
s1 ⊕ s2 ⊕ s3. We give s1 to each vertex in U and give s2 to each vertex in V . The
total share size for these shares is at most 2n. By Lemma 3.5, there is a cover
of H by d forests such that every edge in H appears in exactly one graph of the
cover. Next, consider the graph G = (U ∪V,E ∪ (U ×U)∪ (V ×V )). Notice that
G is the complement graph of the graph H. We share s3 to the graph G using
the forest cover of H by the scheme from Theorem 3.6 such that each edge in G
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can reconstruct the secret and each edge in H cannot learn any information on
the secret, and the total share size of the scheme is at most 3d(|U |+ |V |) ≤ 6dn.
Thus, the total share of the resulting scheme is at most 8dn.

For an edge (u, v) ∈ E such that u ∈ U and v ∈ V , the edge (u, v) is in G,
and thus, the edge (u, v) can reconstruct s3. Moreover, since u ∈ U , the vertex u
holds s1 and since v ∈ V , the vertex v holds s2, and, hence, the edge (u, v) can
reconstruct the secret s by performing bitwise exclusive-or between the strings
s1, s2, s3.

For an edge (u, v) /∈ E such that u, v ∈ U , vertices u, v do not hold the string
s2, and, hence, cannot learn any information on the secret. For an edge (u, v) /∈ E
such that u, v ∈ V , the vertices u, v do not hold the string s1, and, hence, cannot
learn any information on the secret. For an edge (u, v) /∈ E such that u ∈ U
and v ∈ V , the edge (u, v) is in H, and thus, the edge (u, v) cannot learn any
information on s3, and cannot learn any information about the secret. �

We use a different construction to realize a bipartite graph such that one part
is much smaller than the other and the degree of every vertex in its bipartite
complement is bounded.

Lemma 3.9. Let H = (U, V,E) be a bipartite graph with |V | = n and |U | = k ≤
n satisfying that the degree of every vertex in U ∪ V in the bipartite complement
graph H = (U, V,E) is at most d, where d < k. Then, there is a secret-sharing
scheme realizing the forbidden graph access structure of H such that the total
share size of the scheme is O(n + d2/3k4/3).

Proof. Define D1 = {v ∈ V : There exists u ∈ U such that (u, v) ∈ H}. Since
the degree of every vertex of U in H is at most d, the size of D1 is at most dk.
Furthermore, the complete bipartite graph H1 = (U, V \ D1, U × (V \ D1)) is a
subgraph of H. We realize H1 by an ideal scheme in which the total share size
is at most |U | + |V | = O(n) (see Fig. 1).

U

V

H1

D1

Fig. 1. The bipartite graph H1. Edges in E are marked with blue crosses.

Next, define D2 = {v ∈ D1 : The degree of v in H is at least (k
d )

1
3 }. Because

the graph H contains at most dk edges, we get that |D2| ≤ dk/(k
d )

1
3 = d4/3k2/3.
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Let H2 = (U,D2, E∩(U ×D2)). Since d < k, we get that |U |2 = k2 = k4/3k2/3 >
d4/3k2/3 ≥ |D2|, and, hence, by Lemma 3.1, we can realize the graph H2 such
that each edge in H2 can reconstruct the secret, each edge not in H2 cannot
learn any information about the secret, and the total share size of the scheme is
O(|D2| 1

2 · |U |) = O((d4/3k2/3)
1
2 k) = O(d2/3k4/3).

Finally, let D3 = D1\D2 and H3 = (U,D3, E∩(U ×D3)). The degree of each
vertex of D3 in the graph H3 is at most (k

d )
1
3 . By Lemma 3.6, we can realize the

graph H3 by a scheme in which the total share size is O((k
d )

1
3 dk) = O(d2/3k4/3).

As H1, H2, and H3 cover H, we constructed a scheme realizing H such
that each edge in H can reconstruct the secret, each edge not in H cannot
learn any information about the secret, and the total share size of the scheme is
O(n + d2/3k4/3). �

3.3 Constructions for Excluded Graphs with Few Edges

Given a graph, the following construction shows how to realize the edges incident
to vertices with high degree in its complement. Recall that G∗ is the graph which
contains the removed edges.

Lemma 3.10. Let G = (V,E) be the complete graph and E∗ ⊂ E such that
|E∗| ≤ n1+β, where 0 ≤ β < 1

2 . Then, for every d = nβ+ε for some constant
0 < ε ≤ 1

2 , we can remove a set of vertices and all their incident edges from the
graph G∗ and obtain the graph G∗

d such that the degree of every vertex in G∗
d is

at most d, the graph G∗
d contains at most n1+β edges, and the total share size

for the removed edges from G∗ is O(n3/2+β

d ).3

Proof Sketch. To prove the above lemma, note that there are at most O(n1+β/d)
vertices whose degree in the graph of excluded edges is greater than d. We use
Lemma 3.1 to realize the bipartite graph, where one part contains the vertices
of degree greater than d and the other part are all other vertices. The share
size in the above scheme is O((n1+β/d) · n1/2) = O(n3/2+β/d). We also use the
the scheme of Theorem 3.2 to realize the graph containing the edges between
the vertices of degree at least d; the share size of this secret-sharing scheme is
smaller than O(n3/2+β/d). �

For a graph such that the degree of every vertex in its complement is bounded,
we show how to decrease the maximum degree of a vertex in its complement by
removing few vertices from the graph and realize all the removed edges from it.

Lemma 3.11. Let 0 < α′ < α ≤ 1 such that α ≥ 1
6 and let G = (V,E) be

the complete graph. Furthermore, let E∗ ⊂ E such that |E∗| = �, and assume
that the degree of each vertex in G∗ is at most nα. Then, we can remove a set
of vertices and all their incident edges from the graph G∗ and obtain the graph

3 We intend to the total share size of the scheme realizing the graph of the edges we
removed from G∗ in Lemma 3.10 and are contained in E \E∗. The same is also valid
for Lemma 3.11.
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G∗
α′ such that the degree of every vertex in G∗

α′ is at most nα′
, the graph G∗

α′

contains � − �′ edges for some �′ > 0, and the total share size for the removed
edges from G∗ is O(�′n1/4+α/2−α′

).

Proof. Define d = nα and d′ = nα′
(notice that d′ < d). Additionally, let

D = {v ∈ V : The degree of v in G∗ is at least d′}.

We remove the vertices of D in steps, where in each step we choose a set F of
k = n3/4

d1/2 > 1 (since d ≤ n) vertices, and remove F and all the edges incident to
the vertices of F (if the number of the remaining vertices with degree at least
d′ in G∗ is smaller than k, then we take the remaining vertices with degree at
least d′ and put them in F ).

First, consider all the edges between two vertices in F . By Theorem 3.2,
we can realize the graph G∗[F ] = (F,E∗ ∩ (F × F )) by a scheme such that
every edge in G∗[F ] can reconstruct the secret and every edge not in G∗[F ]
cannot learn any information about the secret, in which the total share size is
O(k

3
2 ) = O((n3/4

d1/2 )
3
2 ) = O(n9/8

d3/4 ) = O(n) (since d ≥ n1/6).
Next, consider the bipartite graph G∗

F = (F, V \ F,E∗ ∩ (F × (V \ F ))).
Because the degree of every vertex in G∗ is at most d, the degree of every vertex
in the bipartite complement graph G∗

F is at most d. Hence, by Lemma 3.9, we
can realize the graph G∗

F such that: (1) every edge in G∗
F can reconstruct the

secret, (2) every edge not in G∗
F cannot learn any information about the secret,

and (3) the total share size of the scheme is O(n). Thus, we can remove the
vertices of F and all the edges incident to them from the graph G∗, and the
total share size of the scheme for this step is O(n).

We continue in the same manner until the degree of all the vertices in the
graph G∗ is at most d′ and obtain the graph G∗

α′ after removing all the vertices
with degree greater than d′ in the graph G∗ and the edges incident to them from
G∗. Let �′ be the total number of edges we removed from G∗ in these steps until
the degree of every vertex in G∗ is at most d′. The graph G∗

α′ contains � − �′

edges and the degree of every vertex in G∗
α′ is at most d′. Additionally, in every

iteration, except for the last, we remove at least kd′ edges. Thus, there are at
most 1 + �′

d′k = O( �′d1/2

d′n3/4 ) iterations in this process, and the total share size for

the removed edges from G∗ is O( �′d1/2

d′n3/4 · n) = O(�′n1/4+α/2−α′
). �

The next scheme realizes dense graphs using three main steps as described
in the beginning of this section. We apply the degree reduction of the second
step log log(n) times, to get a scheme with smaller total share size.

Theorem 3.12. Let G = (V,E) be the complete graph and E∗ ⊂ E such that
|E∗| ≤ n1+β, where 0 ≤ β < 1

2 . Then, there is a secret-sharing scheme such that:
(1) each edge in E \ E∗ can reconstruct the secret, (2) each edge in E∗ cannot
learn any information about the secret, and (3) the total share size of the scheme
is O(n7/6+2β/3).
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3.4 Constructions for Arbitrary Graphs When Removing Few
Edges

In the following theorem, we realize the graph obtained from an arbitrary graph
G when removing few edges from it. We first share the secret using the 2-out-of-2
scheme. We share the first share using the scheme of the graph G and share the
second share using the scheme of the graph G∗, which is the complement of the
graph of the removed edges.

Theorem 3.13. Let G = (V,E) be a graph and E∗ ⊂ E such that |E∗| ≤ n1+β,
where 0 ≤ β < 1

2 . Furthermore, assume that the forbidden graph access structure
of G can be realized by a scheme in which the total share size is m. Then, there
is a secret-sharing scheme such that: (1) each edge in G ∩ G∗ = (V,E \ E∗) can
reconstruct the secret, (2) each edge in E ∪ E∗ cannot learn any information
about the secret, and (3) the total share size of the scheme is O(m + n7/6+2β/3).

Proof. Let s be the secret, and let s1, s2 be random strings such that s = s1 ⊕s2
(i.e., s1 is chosen with uniform distribution and s2 = s1 ⊕ s). We independently
share s1 using the scheme of the graph G with total share size m.

The graph G∗ = (V,E∗) is a dense graph, in which the number of edges in
its complement is |E∗| ≤ n1+β , where 0 ≤ β < 1

2 . Hence, by Theorem 3.12, we
can realize the graph G∗ such that: (1) every edge not in E∗ can reconstruct
the secret, (2) every edge in E∗ cannot learn any information about the secret,
and (3) the total share size of the scheme is O(n7/6+2β/3). We share s2 using
the scheme of the graph G∗ with total share size O(n7/6+2β/3). Combining, the
total share size of the scheme is O(m + n7/6+2β/3).

For an edge e ∈ E \ E∗ = E ∩ E∗, since e ∈ E, the edge e can reconstruct s1
from the scheme of G, and since e ∈ E∗, the edge e can reconstruct s2 from the
scheme of G∗, and, hence, the edge e can reconstruct the secret s by performing
bitwise-xor between the strings s1 and s2.

For an edge e ∈ E ∪ E∗, if e ∈ E, the edge e cannot learn any information
on s1 from the scheme of G, and cannot reconstruct the secret s. Otherwise
e ∈ E∗, and the edge e cannot learn any information on s2 from the scheme of
G∗. Hence, the edge e cannot learn any information on the secret s. �
Remark 3.14. The last scheme does not realize graph access structures. Indeed,
every independent set in G∩G∗ which contains an edge e1 from E∗ and an edge
e2 from E can reconstruct the secret, because the edge e1 can reconstruct s1 and
the edge e2 can reconstruct s2, and together they can reconstruct the secret s.

Additionally, any improvement of the total share size of the scheme presented
in Theorem 3.12 will lead to an improvement of the total share size of the scheme
for a general graph G when removing few edges from it, for m = o(n7/6+2β/3),
where m is the total share size of a scheme in which each edge in G can recon-
struct the secret, and each edge not in G cannot learn any information about
the secret.
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4 Using Avoiding Covers to Realize Graph Access
Structures

In this section, we define avoiding covers and show how to use them to realize
graphs obtained by removing few edges from an arbitrary graph, such that the
degree of the graph which contains the removed edges is bounded. Avoiding
covers are a special kind of covers by complete bipartite graphs that are used to
reach the following goal. We want to realize a graph obtained by removing few
edges from an arbitrary graph G. For that, we want to use a cover by complete
bipartite graphs of the complete graph without the removed edges from the
graph G (i.e., every edge between the parts in each graph in the cover is not a
removed edge).

We would like to realize every graph in the cover by the scheme of the graph
G restricted to the vertices of the graph. Notice that the graph G might contain
edges between vertices in the same part; such edges would be able to reconstruct
the secret. However, if one of the graphs in the cover contains removed edges
between vertices in the same part, then they can reconstruct the secret although
these edges are unauthorized sets and should not learn any information about
the secret.

Thus, for a graph G = (V,E) and a set F ⊂ V , we want to find a cover of
the bipartite graph GF (defined in Definition 2.5) by complete bipartite graphs
such that there are no edges of G between any two vertices in the same part
of each complete bipartite graph in the cover. We next define avoiding covers,
which have this property.

Definition 4.1 (Avoiding λ-Covers by Complete Bipartite Graphs).
Let G = (V,E) be a graph and F ⊂ V . A complete bipartite λ-cover G1 =
(U1, V1, E1), . . . , Gr = (Ur, Vr, Er) of GF avoids E if E∩((Ui×Ui)∪(Vi×Vi)) = ∅
for every 1 ≤ i ≤ r, that is, there are no edges of G between any two vertices
in the same part of any Gi. A complete bipartite E-avoiding cover of GF is a
complete bipartite E-avoiding 1-cover of GF .

We show in the following claim the use of avoiding covers in our constructions.

Claim 4.2. Let G = (V,E) be a graph that can be realized by a scheme in which
the total share size is m, and let E∗ ⊂ E. Let F ⊂ V be a set satisfying that
there is an E∗-avoiding cover of G∗

F by complete bipartite graphs such that each
vertex v ∈ V is in at most μ graphs of the cover. Then, there is a secret-sharing
scheme such that: (1) each edge in G ∩ G∗

F can reconstruct the secret, (2) every
independent set in G∩G∗ cannot learn any information on the secret (we do not
care if the edges in E \ E∗ and not in G∗

F can learn information on the secret),
and (3) the total share size is at most μm.

For a graph G and a set of vertices F , the next lemma proves the existence
of a small avoiding cover of the bipartite graph GF when the degree of every
vertex in its complement G is bounded by d. In this cover the number of graphs
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is O(d2 log(n)), compared to O(d ln(n)) graphs of the complete bipartite cover
presented in [33]. However, each vertex in the cover we construct appears in
O(d log(n)) graphs of the cover. This makes this cover equivalent to the complete
bipartite cover when comparing the total share size of the secret-sharing scheme
in which we share the secret independently for each graph of the cover.

Lemma 4.3. Let G = (V,E) be a graph such that the degree of each vertex
in G is bounded by d > 1 and F ⊂ V . Then, there is a log(n)-cover of size
r = O(d2 log(n)) of GF by complete bipartite graphs that avoids E such that
every vertex v ∈ V appears in O(d log(n)) graphs of the cover.

Theorem 4.4. Let G = (V,E) be a graph that can be realized by a scheme with
total share size m, and let E∗ ⊂ E. If the degree of each vertex in G∗ is bounded
by d, then G ∩ G∗ can be realized by a scheme in which the total share size is
Õ(dm).

Remark 4.5. The degree in G∗ is bounded by d, so by [5, Lemma 5.2] there
exists an equivalence ln(n)-cover, and in particular an equivalence cover of G∗

with O(d ln(n)) equivalence graphs. For every equivalence graph in the cover,
and for every clique in it, we can share the secret among the vertices in the
clique using the scheme of the graph G with total share size m. The edges that
can reconstruct the secret are the edges of E \ E∗, and every independent set
in G ∩ G∗ cannot learn any information on the secret. The total share size of
realizing each graph of the equivalence cover is m and the total share of the
resulting scheme (realizing all the graphs of the cover) is O(dm ln(n)) = Õ(dm),
slightly better than the above theorem. Using Stinson’s technique [43], if the
secret size is Ω(log2(n)), then the total share size of the scheme realizing G∩G∗

from Theorem 4.4 is O(dm), which improves the total share size of the scheme
from [5].

In the full version of this paper, we prove the following theorem, using avoid-
ing covers and adapting techniques from [5].

Theorem 4.6. Let G = (V,E) be a graph that can be realized by a scheme
with total share size m, let E∗ ⊂ E with |E∗| ≤ n1+β and 0 ≤ β < 1, and let
c = χ(G∗). If c < n1−β/2

m1/2 , then G ∩ G∗ can be realized by a scheme in which the
total share size is Õ(m2/3n2/3+2β/3c1/3).
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39. Padró, C., Sáez, G.: Lower bounds on the information rate of secret sharing schemes
with homogeneous access structure. Inform. Process. Lett. 83(6), 345–351 (2002)

40. Sahai, A., Waters, B.: Fuzzy identity-based encryption. In: Cramer, R. (ed.) EURO-
CRYPT 2005. LNCS, vol. 3494, pp. 457–473. Springer, Heidelberg (2005)

41. Shamir, A.: How to share a secret. Commun. ACM 22, 612–613 (1979)
42. Shankar, B., Srinathan, K., Rangan, C.P.: Alternative protocols for generalized

oblivious transfer. In: Rao, S., Chatterjee, M., Jayanti, P., Murthy, C.S.R., Saha,
S.K. (eds.) ICDCN 2008. LNCS, vol. 4904, pp. 304–309. Springer, Heidelberg (2008)

43. Stinson, D.R.: Decomposition construction for secret sharing schemes. IEEE Trans.
Inf. Theor. 40(1), 118–125 (1994)

44. Sun, H., Shieh, S.: Secret sharing in graph-based prohibited structures. In: Pro-
ceedings IEEE INFOCOM 1997, pp. 718–724 (1997)

45. Tassa, T.: Generalized oblivious transfer by secret sharing. Des. Codes Crypt.
58(1), 11–21 (2011)

46. Waters, B.: Ciphertext-policy attribute-based encryption: an expressive, efficient,
and provably secure realization. In: Catalano, D., Fazio, N., Gennaro, R., Nicolosi,
A. (eds.) PKC 2011. LNCS, vol. 6571, pp. 53–70. Springer, Heidelberg (2011)

http://www.combinatorics.org/ojs/index.php/eljc/article/view/v11i1r72/
http://www.combinatorics.org/ojs/index.php/eljc/article/view/v11i1r72/

	Secret Sharing Schemes for Dense Forbidden Graphs
	1 Introduction
	1.1 Related Work
	1.2 Our Results

	2 Preliminaries
	3 Schemes for Forbidden Graph Access Structures
	3.1 Constructions for Arbitrary Graphs
	3.2 Constructions for Bounded Degree Excluded Graphs
	3.3 Constructions for Excluded Graphs with Few Edges
	3.4 Constructions for Arbitrary Graphs When Removing Few Edges

	4 Using Avoiding Covers to Realize Graph Access Structures
	References


