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Preface

Since 2000, the Conference and Labs of the Evaluation Forum (CLEF) has played a
leading role in stimulating research and innovation in the domain of multimodal and
multilingual information access. Initially founded as the Cross-Language Evaluation
Forum and running in conjunction with the European Conference on Digital Libraries
(ECDL/TPDL), CLEF became a standalone event in 2010 combining a peer-reviewed
conference with a multitrack evaluation forum.

CLEF 2016" was hosted by the Computer Science Department of the School of
Sciences and Technology of the University of Evora, Portugal, during September 5-8,
2016.

The CLEF Conference addresses all aspects of information access in any modality
and language.

The conference has a clear focus on experimental IR as done at evaluation forums
(CLEF Labs, TREC, NTCIR, FIRE, MediaEval, RomIP, TAC, etc.) with special
attention to the challenges of multimodality, multilinguality, and interactive search
ranging from unstructured, to semistructured, and structured data. We invited sub-
missions on significant new insights demonstrated on the resulting IR test collections,
on analysis of IR test collections, and evaluation measures, as well as on concrete
proposals to push the boundaries of the Cranfield/ TREC/CLEF paradigm.

The conference format consisted of keynotes, contributed papers, lab sessions, and
poster sessions, including reports from other benchmarking initiatives from around the
world.

The following scholars were invited to give a keynote talk at CLEF 2016: Djoerd
Hiemstra (University of Twente, The Netherlands), Andreas Rauber (Technical
University of Vienna, Austria), and Isabel Trancoso (INESC-TEC, Portugal).

CLEF 2016 received a total of 36 submissions. Each submission was reviewed by
three Program Committee (PC) members, and the two program chairs oversaw the
reviewing and follow-up discussions.

CLEF 2016 continued a novel track introduced at CLEF 2015, i.e., inviting CLEF
2015 lab organizers to nominate a “best of the labs” paper that was reviewed as a full
paper submission to the CLEF 2016 conference according to the same review criteria
and the same PC. This resulted in five full papers accepted, corresponding to four out
of the eight CLEF 2015 labs.

We received 23 regular full paper submissions, of which 10 (43 %) were accepted
for regular oral presentation and five (22 %, making a total of 65 %) for short oral
presentation and poster presentation. We received seven short paper submissions, and
accepted three (43 %).

! http://clef2016.clef-initiative.eu/
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VI Preface

The conference teamed up with a series of workshops presenting the results of lab-
based comparative evaluation. CLEF 2016 was the seventh year of the CLEF Con-
ference and the 17th year of the CLEF initiative as a forum for IR evaluation.

In addition to these talks, the eight benchmarking labs reported results of their year-
long activities in overview talks and lab sessions?.

The seven labs and one workshops running as part of CLEF 2016 were as follows:

CLEFeHealth® provides scenarios that aim to ease patients and nurses under-
standing and accessing of eHealth information. The goals of the lab are to develop
processing methods and resources in a multilingual setting to enrich difficult-to-
understand eHealth texts, and provide valuable documentation. The tasks are: handover
information extraction; multilingual information extraction; and, patient-centered
information retrieval.

ImageCLEF" organizes three main tasks with a global objective of benchmarking
automatic annotation, indexing, and retrieval of images. The tasks tackle different
aspects of the annotation and retrieval problem and are aimed at supporting and pro-
moting cutting-edge research addressing the key challenges in the field. A wide range
of source images and objectives are considered, such as general multi-domain images
for object or concept detection, as well as domain-specific tasks such as labelling and
separation of compound figures from biomedical literature and scanned pages from
historical documents.

LifeCLEF° proposes three data-oriented challenges related to this vision, in the
continuity of the two previous editions of the lab, but with several consistent novelties
intended to push the boundaries of the state of the art in several research directions at
the frontier of information retrieval, machine learning, and knowledge engineering
including: an audio record-based bird identification task (BirdCLEF); an image-based
plant identification task (PlantCLEF); and a fish video surveillance task (FishCLEF).

Living Labs for IR (LL4IR) inprovides a benchmarking platform for researchers
to evaluate their ranking systems in a live setting with real users in their natural task
environments. The lab acts as a proxy between commercial organizations (live envi-
ronments) and lab participants (experimental systems), facilitates data exchange, and
makes comparison between the participating systems. The task focuses on on-line
product search.

News Recommendation Evaluation Lab (NEWSREEL)’ provides two tasks
designed to address the challenge of real-time news recommendation. Participants can:
(a) develop news recommendation algorithms and (b) have them tested by millions of
users over the period of a few weeks in a living lab. The tasks are: benchmark news

The full details for each lab are contained in a separate publication, the Working Notes, which are
available online at http://ceur-ws.org/Vol-1609/.

https://sites.google.com/site/clefehealth2016/
http://www.imageclef.org/2016
http://www.imageclef.org/node/197
http://living-labs.net/clef-114ir-2016/
http://www.clef-newsreel.org/
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Preface VII

recommendations in a living lab; benchmarking news recommendations in a simulated
environment.

Uncovering Plagiarism, Authorship, and Social Software Misuse (PAN)® pro-
vides evaluation of uncovering plagiarism, authorship, and social software misuse.
PAN offered three tasks at CLEF 2016 with new evaluation resources consisting of
large-scale corpora, performance measures, and Web services that allow for meaningful
evaluations. The main goal is to provide for sustainable and reproducible evaluations,
to get a clear view of the capabilities of state-of-the-art-algorithms. The tasks are:
author identification; author profiling; and, author obfuscation.

Social Book Search (SBS)’ provides evaluation of real-world information needs
that are generally complex, yet almost all research focuses instead on either relatively
simple search based on queries or recommendation based on profiles. The goal of the
Social Book Search Lab is to investigate techniques to support users in complex book
search tasks that involve more than just a query and results list. The tasks are: a user-
oriented interactive task investigating systems that support users in each of multiple
stages of a complex search tasks; a system-oriented task for systems to suggest books
based on rich search requests combining several topical and contextual relevance
signals, as well as user profiles and real-world relevance judgements; and an NLP/text
mining track focusing on detecting and linking book titles in online book discussion
forums, as well as detecting book search research in forum posts for automatic book
recommendation.

Cultural Microblog Contextualization (CMC) Workshop'® aims at developing
processing methods for social media mining. The focus is on festivals that are orga-
nized or that have a large presence on social media. For its first edition, this workshop
gives access to a massive collection of microblogs and urls and allows researchers in IR
and NLP to experiment a broad variety of multilingual microblog search techniques
(WikiPedia entity search, automatic summarization, and more).

A rich social program was organized in conjunction with the conference. A guided
visit to the university’s historic building was provided and the university’s choir per-
formed at the welcome reception; on the last night “Cante Alentejano” (a UNESCO
Intangible Cultural Heritage) was staged for the participants. As the conference took
place in Evora city center, participants were also able to visit this historic UNESCO
city while going to the venue.

The success of CLEF 2016 would not have been possible without the huge effort of
several people and organizations, including the CLEF Association'' and the University
of Evora, the Program Committee, the Lab Organizing Committee, the local

8 http://pan.webis.de/

°  http://social-book-search.humanities.uva.nl/
10 https://mc2.talne.eu/ ~ cmc/spip/

"' http://www.clef-initiative.eu/association
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Show Me How to Tie a Tie:
Evaluation of Cross-Lingual Video Retrieval

Pavel Braslavski!®), Suzan Verberne?, and Ruslan Talipov?

! Ural Federal University, Yekaterinburg, Russia
pbras@yandex.ru, roosh90@mail.ru
2 Radboud University, Nijmegen, The Netherlands
s.verberne@cs.ru.nl

Abstract. In this study we investigate the potential of cross-lingual
video retrieval for how-to questions. How-to questions are the most fre-
quent among wh-questions and constitute almost 1 % of the entire query
stream. At the same time, how-to videos are popular on video sharing
services. We analyzed a dataset of 500M+ Russian how-to questions.
First, we carried out manual labelling of 1,000 queries that shows that
about two thirds of all how-to question queries are potentially suitable
for answers in the form of video in a language other than the language
of the query. Then, we evaluated video retrieval quality for original and
machine translated queries on a crowdsourcing platform. The evaluation
reveals that machine translated questions yield video search quality com-
parable to the quality for original questions. Cross-lingual video search
for how-to queries can improve recall and diversity of search results, as
well as compensate the shortage of original content in emerging markets.

Keywords: How-to questions - Video retrieval - Question answering -
Cross-lingual information retrieval - Machine translation - Query trans-
lation - Evaluation

1 Introduction

Several studies reported an increase in the share of question-like queries in search
engine logs in recent years [11,19]. This phenomenon can be explained by differ-
ent trends: users’ desire for a more natural interface, users’ laziness or low search
proficiency, a large amount of Web content in the form of questions and answers
that can be found through search engines, as well as proliferation of voice search.
How-to questions are the most frequent question type in community question
answering (CQA) [17] and Web search [11,19].! The substantial share of question
queries and prevalence of how-to questions mark a significant evolution in user
behavior in the last decade. For example, in the late 1990s, queries in question
form comprised less than 1% of the entire search engine query stream and the

! https://www.google.com /trends/2014 /story /top-questions.html.

© Springer International Publishing Switzerland 2016
N. Fuhr et al. (Eds.): CLEF 2016, LNCS 9822, pp. 3-15, 2016.
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most common question type was where can i find. .. for general information on
a topic [16].

Another modern trend is the proliferation of multimedia content on the Web,
video in particular. Pew Research Center found in 2013 that 72 % of adult Inter-
net users use video sharing services and that how-to videos are among the top
interests, watched by 56 % of online adults.? Video is a natural medium for
answering many how-to questions [3,18]. One aspect that distinguishes video
from text is that videos can often be understood with visual information only.
This means that even if the textual information accompanying the video is in a
language that is not well-understood by the user who asked the question, they
might still consider their question answered by the video. As a result, retrieving
videos in a different language than the user’s query language can potentially give
a higher recall for the user’s question. In the countries with emerging Web and
growing Internet access, content creation in the users’ first language lags behind
the demand, and cross-language video retrieval can enrich the supply. Further,
most how-to questions are longer and more coherent than the average search
query, which makes them more suitable for machine translation (MT).

In this study, we investigate the potential of cross-lingual video retrieval for
how-to questions. The main goals of the study are to

1. get a better understanding of how-to question queries, their properties, struc-
ture, and topics; as well as their potential for video results in a language other
than the language of the original query;

2. evaluate Russian—English machine translation quality for how-to questions;

3. evaluate the complete pipeline for cross-lingual how-to video retrieval.

We used a large log of Russian how-to questions worth 500M+ queries submit-
ted throughout a year, which constitutes almost 1% of the entire query stream.
We performed a thorough automatic analysis of the data and manually labeled
a considerable subset of queries. We retrieved videos through the YouTube API
both for original Russian queries and their machine translations. After that we
performed search results evaluation on a crowdsourcing platform.

The contributions of this paper compared to previous work are two-fold:
First, we show an in-depth analysis of Russian how-to queries in order to esti-
mate the proportion of queries for which cross-lingual video retrieval would be
valuable. Second, we evaluate the pipeline for cross-lingual video retrieval step
by step on a sample of queries from a leading Russian search engine, using crowd
judgments for assessing video relevance.

2 Related Work

Cross-language question answering (QA) was investigated before in the con-
text of the well-known IR evaluation campaigns CLEF [5] and NTCIR [9]. The

2 http://www.pewinternet.org/2013/10/10/online-video-2013/.
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study [13] explores a translingual QA scenario, where search results are trans-
lated into the language of the query. The authors discuss implementation strate-
gies and specific MT errors that are critical to solving the problem.

A rich set of features for ranking answers from CQA archives in response to
how-to questions is investigated in [17]. Weber et al. [20] first extract queries
with how-to intent from a search log, then answer them with “tips” from CQA.

Research in multimedia QA started over a decade ago with mono-lingual
video retrieval. The early work focuses on factoid questions and uses a speech
interface, transcribing the queries and the videos using automatic speech recogni-
tion [2,22]. The first work addressing cross-language video QA aims at answering
questions in English using a corpus of videos in Chinese [21]. The authors use
OCR to extract text from videos, and MT to translate the video text to English.
Their QA module takes a classic approach, applying question analysis, passage
retrieval and answer selection.

In the late 2000s, it was found that non-factoid questions are more frequent
than factoid questions on the web, and that how-to questions constitute a large
proportion of wh-questions [17]. Thus, the scope of research in multimedia QA
was broadened from factoid questions to non-factoids such as how-to questions.
It was argued that video retrieval is especially relevant for how-to questions [3].
The approach taken by Chua et al. [3] consists of two steps: (1) finding simi-
lar questions on Yahoo! Answers with which the terminology from the original
question is expanded, and retrieving videos from YouTube for those expanded
queries; and (2) re-ranking the retrieved videos based on their relevance to
the original question. The authors evaluate their system on 24 how-to queries
from Yahoo!Answers that have corresponding video answers in YouTube. In two
follow-up papers [7,8], Li et al. improve the analysis of how-to questions in order
to extract better key phrases from the question. They also improve video re-
ranking using visual features, user comments and video redundancy.

In their overview paper [6], Hong et al. identify three directions for research
in multimedia QA: (1) the creation of large corpora for evaluation, especially
for definition and how-to QA; (2) the development of better techniques for con-
cept detection and multimedia event detection; and (3) extension of the exist-
ing approaches to general domains. The latter of these three goals is addressed
by [10].

In the current paper, we address the problem of answering how-to-questions
with videos. We use Russian queries as a source, and retrieve videos for both the
original query and its English translation. Our main contribution compared to
previous work is that we show the large potential of cross-lingual video retrieval
for answering how-to questions.

3 Data

Our study uses a subset of question-like Russian queries submitted to a major
Russian search engine. The initial dataset comprises of all queries for the
year 2012 containing question words and their variants. Under the agreement
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with the search engine, we only have access to the queries containing question
words for research purposes; we have no access to the other queries issued by
the same users or to the search results. The nearly 2 billion initially acquired
questions form about 3-4 % of the actual query log.

The initial data underwent a multi-step cleaning to keep only queries that
represent actual question-asking information needs. First, spam and bot users
were removed from the log based on total number of submitted queries, unnat-
ural query ‘bursts’, very long queries, and long sequences of almost identical
questions. Second, only queries with a question word in the first position were
retained. Further, we filtered out queries matching Wikipedia titles, crossword
puzzles formulations and questions from TV game shows. Finally, we filtered
out those question queries that contain only one word after we removed stop-
words and question words. The cleaning removed more than half of the originally
sampled questions; the remaining dataset contains about 915 million question
queries from about 145 million users. This represents up to 2% of the entire
query stream. A detailed description of log cleaning can be found in [19].

For the current study we extracted all queries starting with xax (how) from
the cleaned log, which resulted in 573, 129, 599 total queries (237, 846, 014 unique
queries). How-to questions comprise about 63 % of all question queries and up to
1% of the entire search engine query stream.

Table 1. Top-10 most frequent queries.

Query Count
How to download music from vkontakte® | 1,048,845
How to kiss in a right way 880,326
How to remove page in odnoklassniki® 717,639
How to make a slime toy 691,358
How to do it in a right way 545,554
How to download video from youtube 542,397
How to make a magic wand 396,700
How to earn money 345,653
How to quit smoking 297,358
How to build a website 286,657

#Popular Russian social network sites.

Table1 cites the top-10 how-to questions along with their log frequencies
(here and in subsequent tables the Russian queries and distinct terms have been
translated for the reader’s convenience). Table 2 summarizes the most frequent
last words of the questions (suffixes) that are a good indicator of query intent.
The list supports our hypotheses that many how-to questions seek for easy-to-
perform instructions (at home in different formulations and DIY) and visual
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Table 2. Most frequent words in the Table 3. Most frequent Latin charac-

last position of the question. ter words in Russian question queries.
Suffix Count |% Query term Count %
At home 9,342,893/1.63 Windows 5,699, 513/0.99
Video 8,409,924 1.47 Minecraft 5,418,118/0.95
[windows] 7 3,421,005/0.60 iphone 2,229, 155(0.39
Minecraft 3,415,0610.60 Wifi 1,758,564/0.31
vkontakte 3,321,133/0.58 Samsung 1,486, 654/0.26
DIY 2,794,189/0.49 XP 1,346,204/0.23
Photo 2,715,022|0.47 CS (counter strike)|1,304,039/0.23
Free 2,441,100 0.43 Nokia 1,236,462|0.22
Odniklassniki|2,409,490/0.42 ipad 1,165,871/0.20
At home 2,148,758/0.37 Youtube 1,158,642/0.20

information (video, photo). How-to questions reflect also the ubiquity and popu-
larity of social networks (vkontakte, odnoklassniki). 14.2 % of the queries contain
Latin characters. The presence of the Latin characters can be seen as an indirect
signal that it might be useful to translate the query because the topic is poten-
tially non-local. Table 3 lists the top-10 words in Latin script. The table shows
that the most frequent words in Latin script are foreign words related to com-
puter software, games and mobile devices. Presence of youtube in the list again
supports our assumption that many how-to questions seek for visual content.
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Fig.1. Question frequency distribu- Fig. 2. Question length distribution.
tion.

Figure 1 shows cumulative query frequency distribution. Unique queries com-
prise 36.9 % of the whole query mass; only 55 queries have frequencies larger than
10°. Figure 2 shows length distribution of how-to questions (note that two-word
questions were removed on the previous log cleaning stage). Question queries are
longer than average web queries: the most frequently occurring query length in
our data sample is five words, constituting one fourth of all how-to questions.
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4 Results

In this section, we will first present the results of the in-depth manual analy-
sis of a small query sample (Sect.4.1), then evaluate the automatic translation
of Russian queries (Sect.4.2) and finally present the results of video retrieval
evaluation (Sect.4.3).

4.1 Manual Analysis of 1,000 Queries

To get a better understanding of how-to queries and the potential of answer them
with videos in a different language, we randomly sampled 1,000 unique queries
with frequencies 100 and higher from the dataset and analyzed them manually.
This sample corresponds to 564, 866 queries submitted by users. Despite the fact
that special attention was paid to cleaning the initial data from non-interrogative
queries that look like questions (see previous section), two queries of this sort —
a song title and a TV series title — were found in the sample.

The thousand queries were labeled by two authors in regard to three facets:
(1) whether or not video would be a good answer medium for this question; (2)
whether or not results in English (regardless — text or video) would be useful; (3)
what the question’s topical category is. The questions were first labeled by two
authors independently; then the labels were discussed and discrepancies were
reconciled. In cases where the authors could not interpret the information need
behind the question, the question was labeled as hard to answer. Some opposed
decisions (yes/no for facets 1 and 2) resulted in averaging to the label possibly
upon negotiation.

Results For Facet 1. Potentially any kind of content can be represented by
video: text, music, still images, and video proper. Text can be rehearsed, pre-
sented as running lines or a sequence of textual fragments (and such videos can
be found on the Web in plenty). When labeling queries in this aspect, we tried
to assess to which extent a video answer would be appropriate and helpful. To
be marked with yes the query must relate to a real-life, tangible problem. The
topic of the question might be abstract, as long as the answer can be shown on
video. For example, the query how to solve absolute value inequalities relates to
a rather abstract mathematical problem, but was labelled as allowing a video
answer, taking into account proliferation of MOOCSs and supported by plenty of
relevant video results for this query. how to calculate profitability is an example
of a ‘non-video’ query.

Results For Facet 2. Some queries are local — relate to national mobile network
operators (MNO) how to remove a number from the blacklist megafon, locally
used software how to work in 1C 7.7, taxation or legislation how to pay the
vehicle tax, and customs how to dress on 1 september. This kind of questions
was tagged as inappropriate for translation.

Table 4 shows the outcome of the manual labelling for the first two facets.
The target subset of the queries for this study — for which both video results and
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Table 4. Query labeling results, in percentages of the unique 1,000 queries (proportions
accounting for log frequencies are similar).

Yes ‘ Possibly ‘ No ‘ Hard to answer

Are video results potentially useful?

745128 11117

Are English results potentially useful?
83.6 1.3 114.8]0.4

results in other languages are potentially useful — constitutes 68.9 % of unique
queries in our sample and 66.4 % in the corresponding query stream.

Results For Facet 3. As a starting point for query categorization, we took the
YouTube channel topics.® The list consists of 16 items and is not an ideal flat
taxonomy — in our case, almost all the queries could have been assigned to the
How-to category, so we tried to choose the most specific category. In the course
of labeling, we slightly modified the list of categories: (1) Cooking € Health
was divided into two separate categories; (2) Legal & Finance and Adult were
introduced, (3) Tech was renamed into Computers, Internet and Cell phones.
The latter category became expectantly the largest one, but we did not divide
it further, because many questions correspond simultaneously to several related
concepts, e.g. how to download a photo from iphone to computer or how to setup
Internet on MTS (MTS is a national MNO). Table5 shows the breakdown of
categories in our question set along with fractions of queries, for which video
results and results in a language other than Russian are potentially useful in
each category. It can be seen from the table that Legal & Finance category is
the least suitable both for video and non-local results. Low figures in Science
& FEducation are due to questions like how to translate... and how to spell....
Many questions from Lifestyle € Social are about relationships, dating, etc. that
can be well illustrated, but hardly answered with video.

Manual investigation of questions allowed us for making several additional
observations: About 2% of questions contain spelling errors; 8 % contain slang
(e.g. becnaamea for a free text service ‘please call me’) or transliterated names
of software, computer games, or services (e.g. pomowon for photoshop). Spelling
errors can be seen as a lesser problem, since search engines are good at correcting
misspelled queries; slang and transliteration can potentially harm translation
quality to a larger extent.

In the sample, we saw that question queries starting with how followed by a
verb can be divided in two groups: (1) a large group of question queries starting
with how + infinitive that have a clear practical intent (equivalent to the English
how to), e.g. how to cook stuffed peppers, and (2) a much smaller group of queries
starting with how + finite verb form that have a more abstract curiosity intent,

3 https:/ /www.youtube.com/channels?gl=US.
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e.g. how was the clock invented. The ratio of infinite/finite verbs following xax
is 16:1. Also note that not all Russian questions starting with xax correspond to
English how counterparts. For example, xax sosym X?-questions — literally how
18 X called — correspond to what is X’s name?

How-to questions are about actions that are usually described by verbs.
Therefore it is interesting to note that some categories are very characteristic for
their verb use in question, though most generic verb do/make is presented in all
categories in different proportions. The most distinguished category is Cooking,
which presents the entire range of culinary manipulations — cook (by a large mar-
gin), bake, soak, pickle, cut, jerk, marinate, etc. Another example — Computers,
Internet and Cell phones, where leading do/make is followed by more specific
create, install, configure, download, and remove.

These insights can be valuable for automatic analysis and categorization of
how-to question queries.

4.2 Machine Translation

The 1,000 queries were machine translated using three free online services —
Yandex*, Google®, and Bing® — to avoid bias in the gold standard translation: a
professional translator post-edited randomly picked translations from the three
MT engines’ outputs. As a byproduct we obtained a comparative evaluation of
three services.

We calculated two popular MT quality measures widely adopted by the MT
community: BLEU (Bilingual Evaluation Understudy, [12]) and TER (Transla-
tion Error Rate, [15]) — using the post-edited translation as reference. Table 6
summarizes automatic translation quality scores for the three MT engines. While
BLEU indicates the proportion of common n-grams in reference and machine
translations (larger scores mean better translations), TER measures the num-
ber of edits required to change a system output into the reference (the lower
the better). Both measures rank the three systems equivalently. The obtained
BLEU scores are significantly higher than those by the best performing sys-
tems for Russian-English pair in the WMT’2015 evaluation campaign (around
0.29) [1]. This is expected, since reference translations were obtained as a result
of post-editing, not as ‘from scratch’ translations.

For our retrieval evaluation experiments we took the output of Google Trans-
late (the lowest score in our list) to be not overoptimistic.

4.3 Video Retrieval Evaluation

We used the YouTube search API” to retrieve videos for 100 queries. We sampled
these queries from our target subset, i.e. queries for which we marked that both

4 https:/ /translate.yandex.com/.

® https://translate.google.com/.

5 http://www.bing.com/translator.

7 https://developers.google.com /youtube/v3/.
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Table 5. Question category breakdown. To several categories (Music, Comedy, Film
& Entertainment, From TV, Animation, Causes & Non-profits, News & Politics) only
zero to two queries were assigned, so we do not cite figures for them in the Table. For
reader’s convenience, the table shows data for unique queries only. Category breakdown
accounting for query frequencies is roughly the same with minor deviations. “Comp,
Int & Phon” refers to the category “Computers, Internet and Cell phones”

Category Share (%) | Video? (%) | Translate? (%) | Example
Gaming 5.9 89.2 95.4 How to save
Mordin
Beauty & fashion 7.0 98.7 98.7 How to get rid of
freckles
Automotive 2.7 89.7 79.3 How to improve
sound in car
Sports 1.9 100.0 100.0 How to jump on
a skateboard
How-to & DIY 18.7 94.6 95.1 How to fix
hooklink
Comp, Int & Phon |26.6 86.3 82.1 How to change
local disk icon
Science & education | 7.6 45.8 72.3 How is beeswax
made
Cooking 6.3 98.6 97.1 How to make puff
pastry
Health 5.0 70.9 100.0 How to treat
wound
Lifestyle & social 4.9 13.0 87.0 How to attract a
guy
Legal & finance 5.0 3.6 20.0 How to calculate
income tax
Adult 2.7 93.1 100.0 How to give
erotic massage
Other 4.6 8.0 48.0 How to call to
Thailand

video answers and answers in a different language could be useful. Thus, the eval-
uation results can be considered an upper limit of cross-lingual video retrieval,
when no query analysis is performed. We retrieved 10 videos from YouTube for
each original Russian query, and 10 videos for the query’s English translation
by Google Translate. We had each of the videos assessed by three workers on
the crowd sourcing platform Amazon Mechanical Turk® — resulting in a total
of 6,000 (100 * (10 + 10) x 3) HITs.

8 https://www.mturk.com.
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Table 6. Quality evaluation of the machine translation engines for query translation
(1,000 unique how-to queries), using a professional post-edited translation as reference.

MT engine | BLEU | TER
Yandex 0.52 | 30.95
Google 0.44 |37.18
Bing 0.49 |34.17

Unfortunately, Russian native speakers are marginally presented on Mechan-
ical Turk [14]. Therefore, we modelled cross-language video retrieval in a reverse
direction: workers supposedly proficient in English — we set locale to US as qual-
ification for the HITs — were presented with the reference query translation and
had to evaluate videos retrieved both for original Russian query and its English
machine translation. Note that this reverse setting is more rigorous than the true
Ru—En direction: we can imagine that even an average Russian-speaking user
possesses some elementary knowledge of English, whereas the odds are much
lower that MTurk workers with US locale are proficient in Russian.

We set up an annotation interface in which we showed a question together
with one retrieved video and the question “How well does the video answer
the question?” Relevance labeling was done on a four-point scale: (3) Excellent
answer; (2) Good answer; (1) May be good; (0) Not relevant. In order to validate
that the MTurk labels by speakers of English are a good approximation for the
assessments by Russian speakers, we recruited Russian volunteers through online
social networks. The volunteers labeled the search results for 20 original Russian
queries and their translations (10 results per query) in the same interface. Each
question—video pair was assessed by two volunteers; 45 volunteers took part in
the labeling.

We calculated the inter-rater agreement between the Russian volunteers and
English-speaking MTurk workers as an indication for the validity of the MTurk
labels. We found the following agreement scores in terms of weighted Cohen’s k:?
the agreement among MTurkers was 0.448; the agreement among the Russian
volunteers was 0.402 and the agreement between Russians and MTurkers was
0.414. Since the agreement between Russian volunteers and MTurk workers is
not lower than the agreement among Russian volunteers, the MTurk annotations
can be considered a good approximation for the assessments by Russian speakers.

Table 7 shows the results for the video retrieval evaluation in terms of Pre-
cision@10, Success@10, and DCG@10'. In case of DCG we averaged MTurk’s
scores for each query-video pair; for evaluation with binary relevance, we consid-
ered the scores 2 and 3 (good or excellent answer) as relevant and used the major-
ity vote of the three workers as final relevance judgment. According to a paired

9 Weighted & is a variant of x that takes into account that the labels are interval
variables: 3 is closer to 2 than it is to 1.

10 We opted for DCG, since it also reflects how many relevant results were retrieved,
not only how well the retrieved results were ranked (as in case of nDCG).
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Table 7. Evaluation of the video re for the original Russian how-questions and their
English translations. Precision@10 is the proportion of relevant videos (assessed rele-
vance > 2) in the top-10 YouTube results. Success@10 is the proportion of questions
that have at least one relevant video in the top-10. DCG uses averaged relevance scores
by MTurk workers.

Precision@10 (stderr) | Success@10 | DCG@10
For original questions | 0.643 (0.250) 0.98 3.45
For translations 0.638 (0.311) 0.96 3.39
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Fig. 3. Precision@10 for original queries (line) and corresponding translated queries
(dots). The x-axis represents the individual queries, ordered by decreasing p@10 for
original queries. All dots that occur above the line are queries that show improved
p@10 when translated.

t-test the difference between DCG scores for original queries and their transla-
tions is not significant (P = .73, n = 100), neither is the difference between the
Precision@10 scores (P = .98).

If we consider the proportions of relevance labels in the labelled videos, we
see that 17 % of the assessed videos was labelled as (0) Not relevant; 19 % was
labelled as (1) May be good; 29 % was labelled as (2) Good answer and 35 %
was labelled as (3) Excellent answer. Figure 3 illustrates the differences in Preci-
sion@10 scores between original Russian queries and their English translations.
In total, 48 queries show improved precision@10 for the translated query, in 39
cases the translated query gives worse results, and for 13 queries the results
tie. Manual investigation of harmed queries reveals that the drop in quality is
mainly due to translation flaws — either wrong translation for polysemic words
or poor processing of Russian writings of English names such as matinkpagm for
minecraft. In some cases the translation is fair, but either the topic is unpop-
ular (e.g. how to clean white mink fur at home) or the search results are not
precise (e.g. how to turn on flash player in chrome browser results in videos how
to install flash player in chrome, how to fix crash from flash player in chrome,
etc.). English content (or English queries submitted through the API) may be
moderated more strictly, e.g. there is a relevant result for original query how to
delay ejaculation, but no relevant results for its correct translation.
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5 Conclusions

The main contribution of this study is that it shows the potential of cross-lingual
video retrieval for how-to questions. We combined an in-depth manual analysis
with evaluation by the crowd of the translation—retrieval pipeline. The result of
the manual analysis was a set of questions for which we decided that videos in a
different language are potentially useful answers. This claim was supported by
our results: 98 % of the Russian queries in our selection had at least one relevant
video answer in the top-10 from YouTube. Precision@10 is 0.638, which implies
that on average, 6 out of the first 10 video results are relevant (‘Good answer’ or
‘Excellent answer’) to the query. The results show that how-to queries translated
to English by off-the-shelf systems give the same video retrieval performance
as the original Russian queries. Cross-lingual video search for how-to queries
can improve recall and diversity of search results, as well as to compensate the
shortage of original content in emerging markets.

The obtained results suggest the following directions of research in the future.
First, it would be interesting to study the topics of how-to question queries that
benefit most from cross-lingual video retrieval. A recent study [19] demonstrates
that even rare questions can be categorized in topical categories with acceptable
quality (recall that about one third of how-to questions is unique in a yearly log).
Categorization of questions could be paired with video categorization based on
metadata and user comments [4]. Second, a user study must be carried out to
analyze the users’ experience with video retrieval results in a foreign language.

The annotated data is available for research purposes.!!
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Abstract. In this paper we run a systematic series of experiments for
creating a grid of points where many combinations of retrieval methods
and components adopted by MultiLingual Information Access (MLIA)
systems are represented. This grid of points has the goal to provide
insights about the effectiveness of the different components and their
interaction and to identify suitable baselines with respect to which all
the comparisons can be made.

We publicly release a large grid of points comprising more than 4 K
runs obtained by testing 160 IR systems combining different stop lists,
stemmers, n-grams components and retrieval models on CLEF monolin-
gual tasks for nine European languages. Furthermore, we evaluate such
grid of points by employing four different effectiveness measures and pro-
vide some insights about the quality of the created grid of points and
the behaviour of the different systems.

1 Introduction

Component-based evaluation, i.e. the ability of assessing the impact of the dif-
ferent components in the pipeline of an Information Retrieval (IR) system and
understanding their interaction, is a long-standing challenge, as pointed out
by [24]: “if we want to decide between alternative indexing strategies for example,
we must use these strategies as part of a complete information retrieval system,
and examine its overall performance (with each of the alternatives) directly”.

This issue is even more exacerbated in the case of MultiLingual Informa-
tion Access (MLIA), where the combinations of components and languages grow
exponentially, and even the more systematic experiments explore just a small
fraction of them, basically hampering a more profound understanding of MLIA.

In GridQCLEF [15], we proposed the idea of running a systematic series of
experiments and creating a grid of points, where (ideally) all the combinations
of retrieval methods and components were represented. This would have had
two positive effects: first, to provide more insights about the effectiveness of the
different components and their interaction; second, to identify suitable baselines
with respect to which all the comparisons have to be made.

However, even if Grid@QCLEF succeeded in establishing the technical frame-
work to make it possible to create such grid of points, it did not delivered a grid
big enough, due to the high technical barriers to implement it.

© Springer International Publishing Switzerland 2016
N. Fuhr et al. (Eds.): CLEF 2016, LNCS 9822, pp. 16-27, 2016.
DOI: 10.1007/978-3-319-44564-9_2
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More recently, the wider availability of open source IR systems [26] made it
possible to run systematic experiments more easily and we see a renewed inter-
est in creating grid of points, which also allow for reproducible baselines [14,21].
Indeed, in the context the “Open-Source Information Retrieval Reproducibil-
ity Challenge”! [1], we provided several of these baselines for many of the
CLEF Adhoc collections as well as a methodology for systematically creating
and describing them [11].

In this paper, we move a step forward and we release as an open resource the
first fine-grained grids of points for many of the CLEF monolingual Adhoc tasks
over a range of several years. The goal of these grids is to facilitate research in
the MLIA field, to provide a set of standard baseline on standard collections, and
to offer the possibility of conducting deeper analyses on the interaction among
components in multiple languages.

The paper is organized as follows: Sect.2 provides an overview of the used
CLEF collections; Sect. 3 describes how we created the different grids of points;
Sect. 4 presents some analyses to assess the quality of the created grids of points
and get an outlook of the behaviour of the different systems; finally, Sect. 5 wraps
up the discussion and provides an outlook of future work.

2 Overview of CLEF Monolingual Tasks

We considered the CLEF Adhoc monolingual tasks from 2000 to 2007 [2-6,12,13]
in nine languages: Bulgarian, German, Spanish, Finnish, French, Hungarian,
Italian, Portuguese and Swedish. The main information about the corpora, topics
and relevance judgments of considered tasks are reported in Table 1.

The CLEF corpora are formed by document sets in different European lan-
guages but with common features: the same genre and time period, comparable
content. Indeed, the large majority of the corpora are composed by newspa-
per articles from 1994-1995 with the exception of the Bulgarian and Hungarian
corpora composed of newspaper articles from 2002.

The French, German and Italian news agency dispatches — i.e. ATS, SDA
and AGZ — are all gathered from the Swiss news agency and are the same
corpus translated in different languages. The Spanish corpus is composed of
news agencies (i.e. EFE) from the same time period as the Swiss news agency
corpus and thus it is very similar in terms of structure and content.

CLEF topics follow the typical TREC structure composed of three fields:
title, description and narrative. The topic creation process in CLEF has had to
deal with specific issues related to the multilingualism as described in [19].

As far as relevance assessments are concerned, CLEF adopted they standard
approach based on the pooling method and the assessment based on the longest,
most elaborate formulation of the topic, i.e. the narrative [25]. Typical pool
depths are between 60 and 100 documents.

! https://github.com/lintool /TR-Reproducibility.
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Table 1. Employed CLEF monolingual tasks: used corpora; number of documents;
number of topics; size of the pool; number of submitted runs. Languages are expressed
as ISO 639:1 two letters code.

Task Year | Corpora Docs Topics | Pool | Runs
AH Mono BG | 2005 | SEGA 2002 STANDART 2002 69,195 |49 20,130 | 20
2006 50 17,308 | 11
2007 50 19,441 | 16
AH Mono DE | 2000 | FRANKFURTER 1994 139,715 | 49 11,335 | 22
2001 | FRANKFURTER 1994 225,371 | 49 16,726 | 22
2002 | SDA 1994 50 19,394 | 28
2003 | SPIEGEL 1994 & 1995 57 21,534 | 38
AH Mono ES | 2001 | EFE 1994 215,738 | 49 14,268 | 22
2002 50 19,668 | 28
2003 | EFE 1994 & 1995 454,045 | 57 23,822 | 38
AH Mono FI | 2002 AMULEHTI 1994 & 1995 55,344 | 30 9,825 |11
2003 45 10,803 | 13
2004 45 20,124 | 30
AH Mono FR | 2000 | LEMONDE 1994 44,013 | 34 7,003 |10
2001 | LEMONDE 1994 87,191 |49 12,263 | 15
2002 | ATS 1994 50 17,465 | 16
2003 | LEMONDE 1994 ATS 1994 & 1995 | 129,806 | 52 16,785 | 35
2004 | LEMONDE 1995 ATS 1995 90,261 |49 23,541 | 38
2005 | LEMONDE 1994 & 1995 177,452 | 50 23,999 | 38
2006 | ATS 1994 & 1995 49 17,882 | 27
AH Mono HU | 2005 | MAGYAR 2002 49,530 |50 20,561 | 30
2006 48 20,435 | 17
2007 50 18,704 | 19
AH Mono IT | 2000 AGZ 1994 LASTAMPA 1994 108,578 | 34 6,760 | 10
2001 47 10,697 | 14
2002 49 17,822 | 25
2003 | AGZ 1994 & 1995 LASTAMPA 1994 | 157,558 | 51 20,902 | 27
AH Mono PT | 2004 | PUBLICO 1994 & 1995 106,821 | 46 20,103 | 22
2005 | FOLHA 1994 & 1995 210,734 | 50 20,539 | 32
2006 | PUBLICO 1994 & 1995 50 20,154 | 34
AH Mono SV {2002 | TT 1994 & 1995 142,819 | 49 12,580 | 7
2003 54 15,975 | 18

Figurel reports the box plots of the selected CLEF monolingual tasks
grouped by language. We can see that in most cases the data are evenly dis-
tributed within the quantiles and they are not particularly skewed. For the
monolingual tasks there is only one system with MAP equal to zero (i.e., an out-
lier for the AH-MONO-ES task) and for 78 % of the monolingual tasks the first
quantile is above 10 % of MAP. Note that even amongst the tasks on the same
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CLEF Adhoc Monolingual Tasks (2000 - 2007)
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Fig. 1. MAP distribution of original runs submitted to the considered CLEF monolin-
gual tasks.

language, the experimental collections differ from task to task and thus a direct
comparison of performances across years is not possible; in [16] an across years
comparison between CLEF monolingual, bilingual and multilingual tasks has
been conducted by employing the standardization methodology defined in [28].

3 Grid of Points

We considered four main components of an IR system: stop list, stemmer, n-
grams and IR model. We selected a set of alternative implementations of each
component and by using the Terrier open source system [22] we created a run
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for each system defined by combining the available components in all possible
ways. Note that stemmers and n-grams are mutually exclusive alternatives since
either you can employ a stemmer or a n-grams component.

stop list: nostop, stop;

stemmer: nostem, weak stemmer, aggressive stemmer;

n-grams: nograms, 4grams, Hgrams;

model: BB2, BM25, DFRBM25, DFRee, DLH, DLH13, DPH, HiemstraLM,
IFB2, InL2, InexpB2, InexpC2, LGD, LemurTFIDF, PL2, TFIDF.

The specific language resources employed such as the stoplist and the stem-
mers depend by the language of the task at hand. All the stoplists have been
provided by the University of Neuchatel (UNINE)?; in the Table 2 we report the
number of words composing each stoplist. The stemmers have been provided
by University of Neuchatel (UNINE in the table) and by the Snowball Stem-
ming language and algorithms project® (snowball in the table). We chose to use
these stop lists and stemmers due to their availability as open source linguistic
resources.

Table 2. The linguistic resources employed for each monolingual task.

Language Stoplist Weak stemmer Aggressive stemmer
Bulgarian (bg) | UNINE 258 words | UNINE light stemmer | UNINE stemmer
German (de) UNINE 603 words | UNINE light stemmer | Snowball stemmer
Spanish (es) UNINE 307 words | UNINE light stemmer | Snowball stemmer

Finnish (fi) UNINE 747 words | UNINE light stemmer | Snowball stemmer
French (fr) UNINE 463 words | UNINE light stemmer | Snowball stemmer
Hungarian (hu) | UNINE 737 words | UNINE light stemmer | Snowball stemmer
Italian (it) UNINE 399 words | UNINE light stemmer | Snowball stemmer

Portuguese (pt) | UNINE 356 words | UNINE light stemmer | Snowball stemmer
Swedish (sv) UNINE 386 words | UNINE light stemmer | Snowball stemmer

To obtain the desired grid of points, we employed Terrier ver. 4.1 which
we extended to work with UNINE stemmers and n-grams. For each task we
obtained 160 runs and we calculated four measures: AP, RBP, nDCG20 and
ERR20 which capture different performance angles by employing different user
models; we chose these measures due to their large use in IR evaluation. The
measures have been calculated by employing the MATlab Toolkit for Evaluation
of information Retrieval Systems (MATTERS) library®.

2 http://members.unine.ch /jacques.savoy /clef /index.html.
3 https://github.com/snowballstem.
4 http://matters.dei.unipd.it/.
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Awverage Precision (AP) [8] represents the “gold standard” measure in IR,
known to be stable and informative, with a natural top-heavy bias and an under-
lying theoretical basis as approximation of the area under the precision/recall
curve. AP is the reference measure in this study for all CLEF tasks and it is the
measure originally adopted by CLEF for evaluating the systems participating in
the campaigns.

Rank-Biased Precision (RBP) [23] is built around a user model based on the
utility a user can achieve by using a system: the higher, the better. The model
it implements is that a user always starts from the first document in the list and
then s/he progresses from one document to the next with a probability p. We
calculated RBP by setting p = 0.8 which represent a good trade-off between a
very persistent and a remitting user.

nDCG [18] is the normalized version of the widely-known Discounted Cumu-
lated Gain (DCG) which is defined for graded relevance judgments. We calcu-
lated nDCG in a binary relevance setting by giving gain 0 to non-relevant docu-
ments and gain 1 to the relevant ones; furthermore, we used a log;o discounting
function.

Expected Reciprocal Rank (ERR) [10] is a measure defined for graded rel-
evance judgments and for evaluating navigational intent and it is particularly
top-heavy since it highly penalizes systems placing not-relevant documents in
high positions. We calculated ERR in a binary relevance setting as we have done
for nDCG.

The calculated measures, the scripts used to run Terrier on the CLEF col-
lections along with the property files required to correctly setup the system and
the modified version of Terrier comprising UNINE stemmers and n-grams com-
ponents are publicly available at the URL: http://gridofpoints.dei.unipd.it/.

4 Analysis of the Grid of Points

In Fig.2 we can see the MAP distributions for the runs composing the grid of
points for each considered monolingual task. Given that these runs have been
produced by adopting comparable systems, we can conduct an across years com-
parison between the different editions of the same task. Furthermore, given a
task, we can compare the performances obtained by the runs in the grid of points
with the performances achieved by the original systems reported in Fig. 1.

By analysing the performances reported in Fig.2 we can identify two main
groups of tasks, the first one comprising languages achieving the highest median
and best MAP values which are Spanish, Finnish, French, German and Italian;
and, a second group with the Bulgarian, Hungarian, Portuguese and Swedish
languages. This difference in performances between different languages can be
in part explained by the quality of the linguistic resources employed; indeed, the
systems in the grid points obtained better performances for languages introduced
in the early years of CLEF — e.g., French and Spanish — and lower performances
for the languages introduced in the latter years — e.g., Bulgarian and Hungarian.

By comparing the box plots in Figs. 1 and 2 we can see the distribution of
runs in the two sets and we can see where the grid of points runs are a good


http://gridofpoints.dei.unipd.it/

22 N. Ferro and G. Silvello

CLEF Adhoc Monolingual Tasks (2000 - 2007)

MAP Distribution (Grid of points data)
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Fig. 2. Grid of points MAP distribution for the considered CLEF monolingual tasks.

representation of the original runs and where they differ one from the other. In
the grid of points we have many more runs than in the original CLEF setting
and this could explain the higher number of outliers we see in Fig. 2. If we focus
on the median MAP values we can see several close correspondences between the
original runs and the grid of points ones as for example for the Bulgarian 2005
task, the German 2001 task, the Spanish 2002 task, all Finnish tasks, French
tasks from 2000 to 2004, the Italian 2001 task, the Portuguese 2006 task and
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all Swedish tasks. On the other hand, there are tasks that do not find a close
correspondence between the two run sets as for example the Bulgarian 2006 and
2007 tasks and the Hungarian tasks. Generally, when there is no correspondence,
the performances of the grid of points runs are lower than those of the original
runs. It must be underlined that some languages, as German and Swedish, get
benefit from the use of a word decompounder component [7] which has not been
included in the current version of the gird of points; this could lead to worse
results in the grid of points with respect to the original CLEF languages.

We employ the Kernel Density Estimation (KDE) [27] to estimate the Proba-
bility Density Function (PDF') of both the original runs submitted at CLEF and
the various grids of points. Then, we compute the Kullback—Leibler Divergence
(KLD) [20] between these PDF's in order to get an appreciation of how different
are the grids of points from the original runs. Indeed, KLD € [0, +00) denotes
the information lost when a grid of points is used to approximate an original set
of runs [9]; therefore, 0 means that there is no loss of information and, in our
settings, that the original runs and the grid of points are considered the same;
400 means that there is full loss of information and, in our settings, that the
grid of points and the original runs are considered completely different.

The values of the KLD for all the considered tasks are reported in Fig. 3. In
our setting, we assume the “true” /reference probability distribution to be the
one associated to the original runs and the “reference” probability distribution
to be the one associated to the grid of points runs.

In Fig. 3 we can see that most of the KLD values are fairly low showing the
proximity between the original AP values distributions and the grid of points
ones. The bigger differences between the distributions are found for the Bulgarian
2006 and 2007 tasks, the German 2000 and 2003 tasks and the Italian 2000 task;
for Bulgarian and German, this fact can be checked also by looking at the box
plots in Figs.1 and 2.

In Fig.4 we can see a comparison between the KDEs of the PDF of AP
calculated from the original runs and the grid of points ones; for space reasons

Task KL-Divergence

Bulgarian (bg) 6.3642 ' 18.8435 131.6713
Finnish (fi) 5.4461 4.3093 1.9777

French (fr) 7.8072 | 51439 4.3669 2.1618 3.7242 = 6.1699 | 8.5966
German (de) 14.9074 2.9264 = 5.5079 | 61.2449

Hungarian (hu) 1.4365 | 8.5492 : 7.7116
Italian (it) 1633.5 . 2.3715 . 3.1710 = 8.7488

Portuguese (pt) 7.8868 = 6.8498 : 4.3388
Spanish (es) 41603 | 3.8043 @ 3.4854

Swedish (sv) 9.0646 : 3.9338

2000 2001 2002 2003 2004 2005 2006 2007

Fig. 3. KLD for all the considered tasks.
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Fig. 4. The KDE of the PDF of AP calculated from the original runs and the grid of
points ones.

we report the plots only for nine selected tasks — i.e. the 2005-2007 Bulgarian
tasks, the 2001-2003 German tasks and the 2001-2003 French tasks. It is quite
straightforward to see the correlation between the shape of the PDF curves and
the KLD values reported in Fig. 4.

In Fig.5 we present a multivariate plot for the CLEF 2003 Monolingual
French task which reports the performances of the grid of points runs grouped by
stop list, stemmer/n-grams and model. This figure shows a possible performance
analysis allowed by the grid of points; indeed, we can see how the different
components of the IR systems at hand contribute to the overall performances
even though we cannot quantify the exact contribution of each component. For
instance, by observing at Fig. 5 we can see that the effect of the stop list is quite
evident for all the combinations of system components; indeed, the performances
of the systems using a stop list are higher than those not using a stop list. The
effect of the stemmer and n-grams components is also noticeable given that the
lowest performing systems are consistently those employing neither a stemmer
nor a n-grams component; we can also see that the employment of a n-grams
component has a positive sizable impact on performances for the French language
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Multivari plot for CLEF 2003, Monolingual French (Average Precision)

nostem agstem wkstem 4grams 5grams
T T T T T T T T T

Model = BB2
Model = BM25

°
o
oal 1 el 1 oal 1 oal 1 el | | ¢ Model = DFRBM25
#*  Model = DFRee
% Model = DLH
x  Model = DLH13
0.35 - -4 035 — 0.35 — 0.35 - -4 035f — Model = DPH

Model = Hiemstral.M
Model = IFB2

Model = InL2

Model = InexpB2
Model = InexpC2
Model = LGD

Model = LemurTFIDF
Model = PL2

+  Model = TFIDF

°
L L
T T
°
°
°
°
o % + v ADJ

o o

nostop stop nostop stop nostop stop nostop stop nostop stop
Stop Lists Stop Lists Stop Lists Stop Lists Stop Lists

Fig. 5. Multivari plot grouped by stop list, stemmer/n-grams and model for the CLEF
2003 Monolingual French task.

and that it reduces the performance spread amongst the systems. Finally, we can
also analyse the impact of different models and their interaction with the other
components. For instance, we can see that the IFB2 model is always achieving
the lowest performances of the group when the stop list is not employed, whereas
it is among the best performing models when a stop list is employed. On the
other hand, this model is not highly influenced by the use of stemmers and
n-grams components.

5 Final Remarks

In this paper we presented a new valuable resource for MLIA research built
over the CLEF Adhoc collections: a big and systematic grid of points combining
various IR components — stop lists, stemmers, n-grams, IR models — for several
European languages and for different evaluation measures — AP, nDCG, ERR,
and RBP.

We assessed whether the produced grids of points are actually representative
enough to allow for subsequent analyses and we have found that they have
performance distributions similar to those of the runs originally submitted to
the CLEF Adhoc tasks over the years.

Moreover, we have shown some of the analyses that are enabled by the grid
of point and how they allow us to start understanding how components interact
together.

These analyses are intended to show the potentialities of the grid of
points that can be exploited to carry out deeper analyses and considerations.
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For instance, the grid of points can be the starting point for determining the
contribution of a specific component within the full pipeline of an IR system and
to estimate the interaction of one component with the other. As a consequence,
as far as future work is concerned, we will decompose system performance into
components’ ones according to the methodology we proposed [17] and we will
try to generalize this decomposition across languages.
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Abstract. Several studies in the literature have shown that the words
people use are indicative of their psychological states. In particular,
depression was found to be associated with distinctive linguistic pat-
terns. However, there is a lack of publicly available data for doing research
on the interaction between language and depression. In this paper, we
describe our first steps to fill this gap. We outline the methodology we
have adopted to build and make publicly available a test collection on
depression and language use. The resulting corpus includes a series of
textual interactions written by different subjects. The new collection not
only encourages research on differences in language between depressed
and non-depressed individuals, but also on the evolution of the language
use of depressed individuals. Further, we propose a novel early detection
task and define a novel effectiveness measure to systematically compare
early detection algorithms. This new measure takes into account both the
accuracy of the decisions taken by the algorithm and the delay in detect-
ing positive cases. We also present baseline results with novel detection
methods that process users’ interactions in different ways.

1 Introduction

Citizens worldwide are exposed to a wide range of risks and threats and many
of these hazards are reflected on the Internet. Some of these threats stem from
criminals such as stalkers, mass killers or other offenders with sexual, racial,
religious or culturally related motivations. Other worrying threats might even
come from the individuals themselves. For instance, depression may lead to an
eating disorder such as anorexia or even to suicide.

In some of these cases appropriate action or intervention at early stages could
reduce or minimise these problems. However, the current technology employed to
deal with these issues is only reactive. For instance, some specific types of risks
can be detected by tracking Internet users, but alerts are triggered when the
victim makes his disorders explicit, or when the criminal or offending activities
are actually happening. We argue that we need to go beyond this late detection
technology and foster research on innovative early detection solutions.
© Springer International Publishing Switzerland 2016
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Depression is a health problem that severely impacts our society. Accord-
ing to the World Health Organisation!, more than 350 million people of all
ages suffer from depression worldwide. Depression can lead to disability, to psy-
chotic episodes, and even to suicide. However, depression is often undetected
and untreated [16]. We believe it is crucial to develop tools and to compile data
to shed light on the onset of depression.

Language is a powerful indicator of personality, social or emotional status,
but also mental health. The link between language use and clinical disorders has
been studied for decades [15]. For instance, depression has been associated with
linguistic markers such as an elevated use of first person pronouns. Many studies
of language and depression have been confined to clinical settings and, therefore,
to analysing spontaneous speech or written essays. A stream of recent work has
come from the area of Text and Social Analytics, where a number of authors
have attempted to predict or analyse depression [3,4,13,14]. Some of them pro-
posed innovative methodologies to gather textual contents shared by individuals
diagnosed with depression. However, there are not publicly available collections
of textual data. This is mainly because text is often extracted from social net-
working sites, such as Twitter or Facebook, that do not allow re-distribution.
Another limitation of previous studies is that the temporal dimension has often
been ignored. We strongly believe that tracking the evolution of language is cru-
cial and, therefore, a proper sample collection strategy, which facilitates studying
depression over time, should be designed.

In this paper we make four main contributions. First, we describe the method-
ology that we have applied to build a collection of text to foster research on
the characteristics of the language of depressed people and its evolution. This
methodology could be adopted by others to build collections in similar areas (for
example, offensive or deceptive language). Second, we sketch the main charac-
teristics of the collection and encourage other teams to use it to gain insights
into the evolution of depression and how it affects the use of language. Third,
we propose an early detection task and define a novel effectiveness measure to
systematically compare early detection algorithms. This new measure takes into
account both the accuracy of the decisions taken by the algorithm and the delay
in detecting positive cases. Risk detection has been studied in other areas—e.g.
privacy risks related to user’s search engine query history [2] or suicidality risks
on Twitter [11]-but there is a lack of temporal-aware risk detection benchmarks
in the domain of health disorders. Four, we performed some experiments with
baseline techniques and we report here their performance. These experiments
provide an initial set of early risk detection solutions that could act as a refer-
ence for further studies.

2 Building a Textual Collection for Depression

Some authors have analysed mental health phenomena in publicly available
Social Media [5,6,12]. These studies are often confined to understand language

! See http://www.who.int/mediacentre/factsheets/fs369/en/.
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differences between people suffering from a given disorder and a control group
(e.g., depressed vs non-depressed, bipolar vs non-bipolar). To the best of our
knowledge, no one has attempted to build a dataset where a large chronological
sequence of writings leading to that disorder is properly stored and analysed.
This is precisely our main objective.

Time is a fundamental factor because appropriate action or intervention at
early stages of depression can be highly beneficial. We want to instigate research
on innovative early detection solutions able to identify the states of those at risk
of developing major depression episodes, and want to stimulate the development
of algorithms that computationally treat language as a meaningful tracker of the
evolution of depression. These challenging aims can only be achieved with the
help of solid evaluation methodologies and benchmarks.

The next section presents the data source selection process performed;
Sect. 2.2 reports the method employed to extract a group of depressed indi-
viduals; Sect.2.3 explains the method employed to create a control group of
non-depressed individuals; Sect.2.4 gives details on the submissions extracted
from each individual; and, finally, Sect.2.5 reports the main statistics of the
collection built.

2.1 Selection of Data Source

We have studied the adequacy of different types of Internet repositories as data
sources to create test collections for research on depression and language use.
Within this process, the main aspects that we analysed were: (i) the size and
quality of the data sources, (ii) the availability of a sufficiently long history of
interactions of the individuals in the collection, (iii) the difficulty to distinguish
depressed cases from non-depressed cases, and (iv) the data redistribution terms
and conditions (this is important to make the collection available to others). The
main sources considered were:

Twitter. Most previous works have focused on microblogs and, in particular,
tweets. However, tweets provide little context about the tweet writer. It is there-
fore difficult to determine when a mention of depression is genuine. Another
limitation for us is that Twitter is highly dynamic and only allows to retrieve a
limited number of previous tweets per user (up to 3200). In many cases, this is
only a few weeks of history. Clearly, this is not enough for collecting a sufficiently
long history of previous interactions. Besides, Twitter is highly restrictive about
data redistribution.

MTV’s A Thin Line (ATL). ATL is a social network launched by the MTV
channel in 2010. It is a platform designed to empower distressed teenagers to iden-
tify, respond to, and stop the spread of digital abuse. Within this campaign, infor-
mation is given on how a teenager might cope with issues ranging from sexting to
textual harassment and cyberbullying. Young people are encouraged to share their
stories publicly and they get feedback, help and advise from the website’s visitors.
On the ATL platform, posted personal stories have 250 characters or less and other
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users can rate the story as “over the line” (i.e., inappropriate and rude), “on the
line” (could go either way), or “under the line” (nothing to get uptight about).
Dinakar and others [7] obtained a set of 7144 stories posted on ATL over a period
of three years from 2010 to 2013 (along with their ratings, comments, the age and
gender of posters) and analysed teenage distress language. The dataset, which
contains no personally identifiable information of its participants, was obtained
through a licensing agreement with Viacom (MTV’s parent company). We also
contacted Viacom, signed a similar agreement and got access to this collection
of data. But there are some limitations that prevent us for using it for creating
a benchmark. First, the data cannot be redistributed. Second, the subject identi-
fiers are anonymous and untraceable (i.e., no uniquely identifiable) and, therefore,
there is no way to obtain a previous history of interactions.

Reddit. Reddit is an open-source platform where community members (reddi-
tors) can submit content (posts, comments, or direct links), vote submissions,
and the content entries are organised by areas of interests (subreddits). Red-
dit has a large community of members and many of the members have a large
history of previous submissions (covering several years). It also contains substan-
tive contents about different medical conditions, such as anorexia or depression.
Reddit’s terms and conditions allow to use its contents for research purposes?.
Reddit fulfills all our selection criteria and, thus, we have used it for creating the
depression test collection. In the following, we explain how we have used Reddit

to create the collection.

2.2 Depression Group

A fundamental issue is how to determine subjects that have depression. Some
studies, e.g. [4], have resorted to standard clinical depression surveys. But relying
on self-reported surveys is a tedious process that requires to individually contact
every participant. Besides, the quality and volume of data obtained in this way is
limited. Coppersmith et al. [5] opted instead for an automatic method to identify
people diagnosed with depression in Twitter. We have adapted Coppersmith
et al.’s estimation method to Reddit as follows.

Self-expressions of depression diagnoses can be obtained by running specific
searches against Reddit (e.g. “I was diagnosed with depression”). Next, we man-
ually reviewed the matched posts to verify that they were really genuine. Our
confidence on the quality of these assessments is high because Reddit texts are
long and explicit. As a matter of fact, many of the matched posts came from
the depression subreddit, which is a supportive space for anyone struggling with
depression. It is often the case that redditors go there and are very explicit
about their medical condition. Although this method still requires manual inter-
vention, it is a simple and effective way to extract a large group of people that

2 Reddit privacy policy states explicitly that the posts and comments redditors make
are not private and will still be accessible after the redditor’s account is deleted. Reddit
does not permit unauthorized commercial use of its contents or redistribution, except
as permitted by the doctrine of fair use. This research is an example of fair use.
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explicitly declare having being diagnosed with depression. The manual reviews
were strict. Expressions like “I have depression”, “I think I have depression”, or
“I am depressed” did not qualify as explicit expressions of a diagnosis. We only
included a redditor into the depression group when there was a clear and explicit
mention of a diagnosis (e.g., “In 2013, I was diagnosed with depression”, “After
struggling with depression for many years, yesterday I was diagnosed”).

2.3 Control Group

This initial set of (depressed) redditors was expanded with a large set of random
redditors (control group). Besides random members, we also included in the
control group a number of redditors who were active on the depression subreddit
but had no depression. There is a variety of such cases but most of them are
individuals interested in depression because they have a close relative suffering
from depression. These individuals often talk about depression and including
them in the control group helps to make the collection more realistic. We cannot
rule out the possibility of having some truly depressed individual in the control
group, and we cannot rule out the possibility of having some non-depressed
individual into the depressed group (an individual’s claim about his diagnosis
might be false). Still, we expect that the impact of such cases would be negligible
and, anyway, other screening strategies (e.g. based on questionnaires) are not
noise-free either.

2.4 Texts Extracted

For each redditor, the maximum amount of submissions that we can retrieve
is 1000 posts and 1000 comments (Reddit’s API limit). We retrieved as many
submissions as possible and, therefore, we have up to 2000 submissions from the
most active redditors. This included textual contents (posts, comments to posts
made by others, links) submitted to any subreddit. Redditors are often active
on a variety of subreddits and we collected submissions to any subreddit. We are
interested in tracking the redditor’s language (regardless of the topic discussed).
The collection therefore contains submissions from a wide range of subreddits
(e.g., food, videos, news). We organised all these contents in chronological order.
The resulting data cover a large time period for most redditors and, thus, enables
to study not only the differences in language use between depressed and non-
depressed users, but also the evolution of the written text.

We also stored the link to the post where the redditor made the explicit men-
tion to the diagnosis. This information might be useful for further experiments.
However, we removed this post from the user’s chronology. Otherwise, depres-
sion text classifiers would be strongly centered on the specific phrases that we
used to manually search for depression diagnosis.

The collection was created as a sequence of XML files, one file per reddi-
tor. Each XML file stores the sequence of the redditor’s submissions (one entry
per submission). Each submission is represented with the submission’s title, the
submission’s text and the submission’s date. No other metadata is available.
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Table 1. Main statistics of the collection.

Depressed | Control
Num. subjects 137 755
Num. submissions (posts & comments) 49,580 481,873
Avg num. of submissions per subject 361.9 638.2
Avg num. of days from first to last submission | 578.3 625.3
Avg num. words per submission 274 36.7

Regarding diagnosis dates, we have a variety of cases. Sometimes, the diagno-
sis is recent (e.g. “Yesterday”, “This week”) and, therefore, most of the messages
retrieved are pre-diagnosis. Other times, the diagnosis was a long time before (“In
20107, “3 years ago”) and, therefore, most of the redditor’s text is post-diagnosis.
In other cases, retrieved texts contain both pre-diagnosis and post-diagnosis sub-
missions. There is often some degree of uncertainty about the specific date of
the diagnosis but this approximate information about the diagnosis date is still
valuable and can be potentially used in a variety of ways.

The retrieval of submissions was done with Reddit’s Python API® and all
redditors with less than 10 submissions were removed, as we think there would
be not enough history to be able to track the evolution of the depression.

2.5 Resulting Collection

The statistics of the resulting collection are reported in Table 1%. Following our
strategy, we have been able to collect a reasonably high number of subjects and a
large number of submissions. The average period of time between the redditor’s
first submission and the redditor’s last submission covers more than a year.
There is a high variance in the length of the submissions. Some submissions are
short replies to an existing post (comments), while other submissions—typically
posts—are lengthy. The average submission length is relatively low (around 30
words after pre-processing) because the number of submitted comments is higher
than the number of submitted posts.

We have the firm intention to support research on these topics. The collection
is available for research purposes under proper user agreements®.

3 Early Prediction Task

In this section we present a task of detection of early traces of depression and
propose a new metric to measure the effectiveness of early alert systems. Of
course, these systems can never become substitutes of trained medical practi-
tioners and, additionally, the widespread adoption of technologies for analysing

3 https://praw.readthedocs.org/en/v3.1.0/.

4 The number of terms per submission are counted after pre-processing the texts
with the scikit-learn Python toolkit, scikit-learn.org. This was configured with no
stopword processing and no vocabulary pruning based on document frequency.

5 http://tec.citius.usc.es/ir/code/dc.html.
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health-related publicly shared data has to be dictated by a legal framework. Still,
we think it is important to bring the possibilities of such predictive technologies
to the front and stimulate discussion on their role in enhancing public health.

The challenge consists of sequentially processing pieces of evidence and detect
risk cases as soon as possible. Texts should be processed in the order they were
created. In this way, we can simulate systems that monitor social media evidence
as it appears online. Let us consider a corpus of documents written by p different
individuals ({I1,...,I,}). For each individual I; (I € {1,...,p}), the n; docu-
ments that he has written are provided in chronological order (from the oldest
text to the most recent text): Dy, 1, Dy, 2,..., Dy, n,. Given these p streams of
messages, we define the following early risk detection task:

— An early risk detection system (ERDS) has to process every sequence of
messages (following the order in which the messages are produced). At some
point k (k € {1,...,n;}) the system has to make a binary decision on whether
or not the individual might be a positive case of depression.

— It is desirable to detect positive cases as soon as possible. But there is a
tradeoff between making early decisions and making more informed decisions
(as we gain more evidence on the subjects, the system’s estimations can be
more accurate).

This task can be regarded as a new form of data stream classification where
systems not only have to assign a class for the stream, but also have to decide
when to make the assignment.

3.1 Evaluation Metric

Standard classification measures, such as the F-measure, could be employed to
assess the system’s output with respect to golden truth judgments that inform
us about what subjects are really positive cases. However, standard classification
measures are time-unaware and, therefore, we need to complement them with
new measures that reward early alerts.

An early risk evaluation metric needs to take into account the correctness of
the (binary) decision and the delay taken by the system to make the decision. The
delay is measured here by counting the number (k) of distinct textual items seen
before giving the answer. Another important factor is that, in many application
domains, data are unbalanced (many more negative cases than positive cases).
Hence, we also need to weight different errors in a different way.

Let us consider a binary decision d taken by a ERDS at point k. Given
golden truth judgments, the prediction d can lead to one of the following cases:
true positive (TP), true negative (TN), false positive (FP) or false negative
(FN). Given these four cases, we propose and early risk detection error (ERDE)
measure defined as:

Crp if d = positive AND ground truth = negative (FP)
Cfn if d = negative AND ground truth = positive (FN)
leo(k) - ctp if d = positive AND ground truth = positive (TP)
0 if d = negative AND ground truth = negative (TN)

ERDE,(d, k) =
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How to set cy¢, and cy,, depends on the application domain and the impli-
cations of FP and FN decisions. We will often face detection tasks where the
number of negative cases is several orders of magnitude greater than the num-
ber of positive cases. Hence, if we want to avoid building trivial classifiers that
always say no, we need to have cp, >> cyp. For instance, we can fix cs, to
1 and set ¢y, according to the proportion of positive cases in the data (e.g.
if the collection has 1% of positive cases then we set ¢y, to 0.01). The factor
leo(k)(€ [0, 1]) encodes a cost associated to the delay in detecting true positives.
In domains where late detection has severe consequences we should set ¢y, to cfp
(i.e. late detection is equivalent to not detecting the case at all). The function
leo (k) should be a monotonically increasing function of k. Inspired by the TREC
temporal summarization track [1], which incorporated a latency discount factor
(sigmoid function) to penalize late emission of relevant sentences, we propose
the following cost function that grows with k:

1
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The function is parameterised by o, which controls the place in the X axis
where the cost grows more quickly (Fig. 1 plots lez7(k) and lego(k)).
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Fig. 1. Latency cost functions: lc7(k) and lcao (k)

Observe that the latency cost factor was introduced only for the true posi-
tives. We understand that late detection is not an issue for true negatives. True
negatives are non-risk cases that, in practice, would not demand early inter-
vention. They just need to be effectively filtered out from the positive cases.
Algorithms should therefore focus on early detecting risk cases and detecting
non-risk cases (regardless of when these non-risk cases are detected).

According to the formulas above, if all cost weights are in [0, 1] then ERDE
would also be in the range [0,1]. Since we have p unique individuals in the
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collection, systems would have to take p decisions (one for each subject, after
analysing the subject’s stream of submissions). The overall error would be the
mean of the p ERDE values.

4 Baseline Experiments

We implemented several relatively simple early detection strategies and ran a
series of experiments to evaluate their performance. These experiments aim to
provide a pool of depression detection solutions that could be used by others as
a reference for comparison.

First, we randomly split the collection into a training and a test set. The train-
ing set contained 486 users (83 positive, 403 negative) and the test set contained
406 users (54 positive, 352 negative). Some of the methods described below require
atraining stage, which consists of building a depression language classifier. To meet
this aim, each training user was represented with a single document, consisting of
the concatenation of all his writings. After vectorising these 486 documents®, we
built a depression language classifier as follows. We considered a Logistic Regres-
sion classifier with L1 regularisation as our reference learning method. This clas-
sification approach, which simultaneously selects variables and provides regulari-
sation, has state-of-the-art effectiveness on a range of text categorisation tasks [8].
The resulting models are sparse (many variables are assigned a weight equal to 0).
This improves human interpretability and reduces computational requirements at
prediction time. Furthermore, this type of sparse models has shown to be superior
to other regularised logistic regression alternatives [8].

We optimised the penalty parameter, C' (C' > 0), and the class weight parame-
ter w (w > 1). C' is the parameter associated to the error term of the optimisation
formula of the L1l-penalised Logistic Regression classifier. C' controls the trade-
off between the training error and the complexity of the resulting model. If C' is
large we have a high penalty for training errors and, therefore, we run the risk of
overfitting. If C is small we may instead underfit. Another important issue is that
our classification problem is unbalanced. When dealing with unbalanced problems,
discriminative algorithms may result in trivial classifiers that completely ignore
the minority class [10]. Adjusting the misclassification costs is a standard way to
deal with this problem. We set the majority class (“non-depression”) weight to
1/(14w) and the minority class ( “depression” ) weight to w/(14+w). If w = 1 both
classes have the same weight (0.5). As w grows, we give more weight to the minority
class and, therefore, the learner will penalise more the errors of classifying a depres-
sion case as a non-depression case. Following standard practice [9], we applied
a grid search on the tuning parameters, with exponentially growing sequences
(C =210 274 2% and w = 29,21, ..., 2%). Model selection was done by 4-fold
cross-validation on the training data (optimising F'1 computed with respect to the
minority class). C' = 16 and w = 4 was the parameter configuration with the

5 We employed sklearn library, version 0.16.1, for Python. Vectorisation was done with
the TfidfVectorizer—with a standard stoplist and removing terms that appear in less
than 20 documents—and classification was done with the LogisticRegression class.
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highest F1 (avg 4-fold performances: F1 = .66, Precision = .65, Recall = .67).
We finally proceeded to fix this parameter setting and built a depression language
classifier from the whole training data.

We experimented with different strategies to process the stream of texts
written by each user in the test split. Some strategies employ the depression
language classifier described above and other strategies do not require a text
classifier. More specifically, we implemented and tested the following methods:

— Random. This is a naive strategy that emits a random decision
(“depression” / “non-depression”) for each user. It does not use the depres-
sion language classifier and it emits its random decision right after seeing the
first submission from every user”. This method is therefore fast-delay equal to
1-but we expect it to have poor effectiveness. We include it here as a baseline
for comparison.

— Minority. This is another naive strategy that emits a “depression” decision
for each user. It does not use the depression language classifier and it also
emits its decision right after seeing the first submission from every user®.
This method is also fast—delay equal to 1-but we expect it to have poor
effectiveness. Observe that we do not include here the alternative strategy
(majority, always “non-depression”) because it does not find any depression
case and, therefore, it would score 0 on all our effectiveness metrics.

— First n. This method consists of concatenating the first n texts available
from each user (first n submissions written by the subject) and making the
prediction—with the depression language classifier—based on this text. The
delays are therefore fixed to n. If n is larger than the maximum number of
submissions per user then the strategy is gonna be slow (it waits to see the
whole sequence of submissions for every user) but it makes the decisions with
all the available data (we label this particular instance as “All” in Table 2).

— Dynamic. The dynamic method does not work with a fixed number of
texts for each user. Instead, it incrementally builds a representation of each
user, passes this text to the depression language classifier, and only makes
a “depression” decision if the depression language classifier outputs a con-
fidence value above a given threshold (thresholds tested: 0.5, 0.75 and 0.9).
Otherwise, it keeps concatenating more texts. If the stream of user texts
gets exhausted then the dynamic method concludes with a “non-depression”
decision.

Not surprisingly, random and minority are the worst performing methods in
terms of F1 and ERDE. The fixed-length strategies score well in terms of F1 but
their ERDE results show that they are perhaps too slow at detecting positive
cases. The dynamic methods, instead, can make quicker decisions. Overall, the

" This strategy does not make any text analysis and, therefore, it does not make sense
to wait any longer to make the decision.

8 Again, this strategy does not make any text analysis and, therefore, it does not make
sense to wait any longer to make the decision.
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Table 2. Early risk classifiers

F1 |P |R |ERDEs| ERDFEsg

Random 19 112 .48[13.0% |13.0%
Minority 2311311 [11.6% |13.0%
First 10 31 1.500.22111.1% |10.9%
First 100 .62|.64|.59 7.0% 6.7 %
First 500 .62 .59 .65| 6.6% 6.2 %
All .59 | .55 .65| 6.7% 6.4 %

Dynamic 0.5 | .53 |.40|.78| 6.0% | 5.3%
Dynamic 0.75 | .58 | .57 .59 | 7.0% 6.6 %
Dynamic 0.9 |.56 .71 .46 | 8.1% 7.8%

results suggest that if we are only concerned about the correctness of the deci-
sions (F1 measure) then we should go for a fixed-length strategy that analyses
the first 100/500 messages. However, this fixed-length strategy is suboptimal in
terms of ERDE. The dynamic method with the default threshold (Dynamic 0.5)
is the best performing method when we want to balance between correctness
and time. Anyway, there is substantial room for improvement and we expect
that these results instigate others to design innovative and more effective early
detection solutions.

5 Conclusions

In this paper, we presented a new test collection to foster research on depression
and language use. We have outlined the methodology followed to build a test
collection that includes a series of textual interactions written by depressed and
non-depressed individuals. The new collection not only encourages research on
differences in language between depressed and non-depressed people, but also on
the evolution of the language use of depressed users.

We started working on a suitable evaluation methodology to accompany the
collection. We also started working on baseline methods to detect early symp-
toms of depression and we provided an initial report on the effectiveness of these
preliminary solutions.
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Abstract. Relevance assessments are the cornerstone of Information
Retrieval evaluation. Yet, there is only limited understanding of how
assessment disagreement influences the reliability of the evaluation in
terms of systems rankings. In this paper we examine the role of assessor
type (expert vs. layperson), payment levels (paid vs. unpaid), query vari-
ations and relevance dimensions (topicality and understandability) and
their influence on system evaluation in the presence of disagreements
across assessments obtained in the different settings. The analysis is car-
ried out in the context of the CLEF 2015 eHealth Task 2 collection and
shows that disagreements between assessors belonging to the same group
have little impact on evaluation. It also shows, however, that assessment
disagreement found across settings has major impact on evaluation when
topical relevance is considered, while it has no impact when understand-
ability assessments are considered.

Keywords: Evaluation - Assessments - Assessors agreement

1 Introduction

Traditional Information Retrieval (IR) evaluation relies on the Cranfield para-
digm where a test collection is created including documents, queries, and, criti-
cally, relevance assessments [12]. Systems are then tested and compared on such
test collections, for which evaluation measures are computed using the relevance
assessments provided. This paradigm crucially relies on relevance assessments
provided by judges or annotators.

Since the inception of the Cranfield paradigm and TREC, many other evalua-
tion initiatives have emerged (e.g., CLEF and NTCIR) and many test collections
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have been created. Although assessments are of paramount importance within
this evaluation method, they are often not evaluated for their reliability and are
not deeply analysed. The contribution of this paper is to shed some light on this
overlooked issue. With this aim, we investigate in depth the assessments of one
such test collection, the CLEF eHealth 2015 Task 2 collection [9]. This collection
comprises of web pages and queries issued by laypeople to find information about
certain health topics, primarily with the aim of self-diagnosis. This collection
fully supports the investigation of the topic of this paper because: (i) it contains
two types of assessments (topical relevance assessments and understandability
assessments), (ii) it contains up to three query variations for each single topic,
and (iii) assessments were collected so as to have pair-wise assessments from
multiple people for a set number of queries. We further add to these resources
additional assessments performed by unpaid medical students and laypeople,
allowing us to analyse the reliability of assessments both in terms of payment
associated to the assessment task and in terms of expertise.

While some previous work has shown that large disagreement between rele-
vance assessments does not lead to differences in system rankings [7,11], other
work has shown that system ranking stability is compromised in the presence
of significant disagreement [4], or large variation in topic expertise [2]. In this
paper we extend prior work by considering also assessments beyond those for
topical relevance and assessments with respect to query variations. In particu-
lar, because of the presence of query variations, a large proportion of documents
has been judged multiple times, both within and across assessors.

2 Related Work

Prior work has examined the agreement between judges for topical relevance
assessment tasks. Lesk and Salton’s work [7] is one of the earliest works on vari-
ations in relevance judgments. They found a low agreement among assessors:
31% and 33% in binary relevance assessment using Jaccard similarity to mea-
sure agreement. However, they also found that choosing one assessment or the
other had little impact on systems ranking and thus rankings produced with one
assessment were highly correlated to those produced with the alternative assess-
ment. Their investigation put forward some hypotheses and reasons to justify
the fact that the differences in relevance assessments did not lead to changes in
system ordering. Among these were the fact that evaluation occurs over many
queries and that disagreements involved mainly borderline documents.

Similar findings were reported by Voorhees [11], who studied differences in the
assessments made for TREC-4 and TREC-6. For TREC-4, she used secondary
assessors from NIST, while for TREC-6, she compared the assessments made by
NIST with the ones made by the University of Waterloo. In both cases, the same
trend unveiled by Lesk and Salton’s work [7] was found: although the agreement
among judges was weak, system ordering was stable, with Kendall correlations
between rankings produced using relevance assessments from different assessors
varying from 89 % to 95 %.
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Bailey et al. [2] studied three sets of assessors: “gold standard” judges, who
are topic originators and experts in the task, “silver standard”, who are experts
but did not create the topics, and “bronze standard”, which are neither experts
nor topic creators. They evaluated agreement among different assessment sets
using conditional probability distributions and Cohen’s k coefficient on 33 of
the 50 topics from the TREC 2007 Enterprise Track. Similar to the studies
above, they reported little agreement between judges and, at the same time,
little difference in system ordering when gold or silver judgements were used
(7 =0.96 and 7 = 0.94 for infAP and infNDCG, respectively). However, larger
differences across system rankings were observed if gold and bronze standard
judgements were used (7 = 0.73 and 7 = 0.66). This prior work supports the use
of test collections as a reliable instrument for comparative retrieval experiments.

Other work has examined the impact systematic assessment errors have on
retrieval system evaluation. Carterette and Soboroff [4] modified the assessments
of the TREC Million Query Track to inject significant and systematic errors
within the assessments and found that assessor errors can have a large effect on
system rankings.

In this paper we focus on the domain-specific task of finding health informa-
tion from the Web. The assessment of medical information has been shown to
be cognitively taxing [6] and, as we hypothesise below, this may be one reason
for disagreement on relevance assessment between and across assessors.

3 Data

In this paper we use the CLEF 2015 eHealth Task 2 dataset [9]. The dataset
comprises of a document collection, topics including query variations, and the
corresponding assessments, including both topical relevance and understand-
ability assessments. Documents were obtained through a crawl of approximately
1 million health web pages on the Web; these were likely targeted at both the gen-
eral public and healthcare professionals. Queries aimed to simulate the situation
of health consumers seeking information to understand symptoms or conditions
they may be affected by. This was achieved by using imaginary or video stimuli
that referred to 23 symptoms or conditions as prompts for the query creators
(see [9,10,15] for more details on the query creation method). A cohort of 12
query creators was used and each query creator was given 10 conditions for
which they were asked to generate up to 3 queries per condition (thus each con-
dition/image pair was presented to more than one person). The task collected
a total of 266 possible unique queries; of these, 66 queries (21 conditions with 3
queries, 1 condition with 2 queries, and 1 condition with 1 query) were selected
to be used as part of the CLEF 2015 task. A pivot query was randomly selected
for each condition, and the variations most and least similar to the pivot were
also selected. Examples of queries, query variations and imaginary material used
for the query creation are provided in Table 1.

The collection has graded relevance assessments on a three point scale: 0,
“Not Relevant”; 1, “Somewhat Relevant”; 2, “Highly Relevant”. These assess-
ments were used to compute topical relevance based evaluation measures, such
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Table 1. Example of queries from the CLEF 2015 eHealth Task 2.

Image | Information need | Query type | Queryld | Query variation

“ Ringworm Pivot 03 Dry red and scaly feet in
children
Most 38 Scaly red itchy feet in children
Least 45 Dry feel with irritation
Scabies Pivot 04 Itchy lumps skin
Most 43 Itchy raised bumps skin
Least 21 Common itchy skin rashes
Onycholysis Pivot 61 Fingernail bruises
Most 19 Bruised thumb nail
Least 44 Nail getting dark
Rocky Mountain | Pivot 27 Return from overseas with mean
Spotted Fever spots on legs
Most 01 Many red marks on legs after

traveling from us

Least 58 39 degree and chicken pox

as precision at 10 (PQ10), MAP and RBP. In addition, the collection also con-
tains understandability judgements, which have been used in the evaluation to
inform understandability-biased measures such as uRBP! [13,14]. These assess-
ments were collected by asking assessors whether they believed a patient would
understand the retrieved document. Assessments were provided on a four point
scale: 0, “It is very technical and difficult to read and understand”; 1, “It is
somewhat technical and difficult to read and understand”; 2, “It is somewhat
easy to read and understand”; 3, “It is very easy to read and understand”.

All assessments in the CLEF collection were provided by paid medical stu-
dents (paid at a rate of 20 Euros per hour). We further extend these assessments
by undertaking a large re-assessment exercise using a pool of unpaid medical
students and a pool of unpaid laypeople volunteers. Unpaid medical students
were recruited through an in-class exercise that required them to assess doc-
uments for relevance. Laypeople were recruited in our research labs: although
these participants have prior Information Retrieval knowledge, they do not have
any specific medical training background. The collection of these additional sets

! uRBP is a variation of RBP [8] where gains depend both on the topical relevance
label and the understandability label of a document. For more details, see [13]. In
the empirical analysis of this paper, we set the persistence parameter p of all RBP
based measures to 0.8 following [9,13].
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of assessments allows us to study the impact of both payment levels and exper-
tise levels (assessor type) on the reliability of the relevance assessment exercise
and system evaluation. Within this analysis, assessments performed by the paid
medical students are assumed to be the gold standard. Specifically, the following
relevance assessment sets (qrels) are considered in our analysis:

Default: The original set of judgements from the CLEF 2015 collection. On
average, 132 documents were judged per query. Assessments were provided
by 5 paid medical students.

ICS (In Class Students): The set of assessments made by unpaid medical
students as an in-class activity. This set has partial assessments for 44 queries,
with on average 98 documents judged per query.

Default44: The subset of documents present in the ICS set, but with assessments
extracted from the Default set. This set has therefore a complete alignment
between Default and ICS and thus allows a direct comparison between paid
and unpaid medical students judgements.

Laypeople: All documents of Defaultd4 set, but judged by laypeople with
respect to their topical relevance and understandability.

In the analysis reported below, we consider only the first three runs submitted
by each participating team to CLEF eHealth 2015 (for a total of 42 runs), as
these runs were fully assessed up to rank cutoff 10 [9].

Table 2. Comparing assessment means. Pairs that are significantly different (p < 0.05
using two-tailed t-test) are indicated with a star (x)

Comp. | #Top. | Asse. | Relevance Understability | Comp. | #Top. | Asse. | Relevance Understability
1-2 4 1 0.38 + 0.69 2.36 £+ 1.02* ICS-1 12 1Cs 0.56 + 0.75*% | 2.09 £ 0.90*
2 0.33 + 0.64 1.20 £ 0.88* 1 0.17 + 0.45* | 2.33 £ 1.06*
2-3 3 2 0.01 4 0.12* | 1.45 + 0.74* I1Cs-2 7 1CSs 0.50 + 0.67* | 1.82 £ 0.94*
3 0.27 4+ 0.46* | 2.47 + 0.87* 2 0.02 +0.15* | 1.16 £ 0.87*
3-4 3 3 0.62 + 0.62* | 2.36 + 0.68 ICS-3 | 9 I1Cs 0.52 + 0.67* | 1.87 £ 0.94%
4 0.41 + 0.72% | 2.33 + 0.72 3 0.38 + 0.53* | 2.21 £ 0.99*
4-5 3 4 0.07 + 0.25*% | 1.87 + 1.07* I1CS-4 13 1Cs 0.58 + 0.72* | 1.98 + 0.94
5 0.18 + 0.38*% | 1.63 + 1.00* 4 0.21 + 0.55*% | 1.99 £+ 1.01
ICS-5 12 1CS 0.49 + 0.71* | 1.98 + 1.06*
5 0.22 + 0.46* | 1.69 4+ 0.99*

4 Agreements for Topical Relevance Assessments

Next we analyse the agreement between assessors with respect to topical rele-
vance and what impact this has for system evaluation. In Sect. 5 we shall repeat
the analysis but considering understandability assessments instead.

Section 4.1 studies inter-assessor agreement across the paid medical students
using a limited number of queries for which two assessors from this group both
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provided judgements. Section 4.2 compares the original assessments (Default and
Default44) with the assessments made by unpaid medical students as in-class
activity (ICS) and the Laypeople set. Section 4.3 considers the query variations
included in this collection and their implications for system evaluation.

4.1 Inter-assessor Agreement Among Paid Assessors

Thirteen randomly selected queries were assigned to two assessors from the paid
medical student group: 4 queries were assigned to both assessors 1 and 2, &
queries to assessors 2 and 3, & queries to assessors 3 and 4, and finally & queries
to assessors 4 and 5.

The official CLEF eHealth 2015 qrels (Default) comprises of all assessments
done for queries that were judged by one assessor only; for the thirteen queries
with two assessments per document, relevance labels were assigned by selecting
the labels from one assessor for half of the overlapping queries, and the labels
from the other assessor for the remaining half of the overlapping queries.

The left part of Table 2 shows the mean and standard deviation for assess-
ments made by each pair of assessors for queries assessed by multiple assessors.
The means were calculated summing over all labels assigned to each document-
query pair (e.g., label 2 if the document was highly relevant) and dividing the
total by the number of documents in each set. Pairs that are significantly differ-
ent (p < 0.05 using two-tailed t-test) are indicated with a star (x). From Table 2,
assessors 2 and 3 exhibit a large mean difference in their assessments. This dif-
ference could be explained by the fact that the topics in common between the
two assessors had very few highly relevant documents and, while Assessor 2 did
not consider documents reporting differential diagnosis as “somewhat relevant”,
Assessor 3 did.

Most of the pairwise comparisons in Table 2 are significantly different: how
does system evaluation change if the assessments of one assessors are used in
place of those of another? That is, how reliable is the evaluation (for this test
collection) with respect to assessor disagreement? We study three ways to com-
bine assessments made by the paid medical students:

1. Inverted: we invert the labels for the assessments chosen when two assess-
ments were available, e.g., by assigning the label given by the other assessor
(see the beginning of this section);

2. Max_Label: we keep the highest relevance label for any query-document
that was judged by two judges;

3. Min_Label: similar to Max_Label, but here we keep the lowest label for any
assessment made by two judges.

Table 3 reports the Kendall’s 7 correlation for each of the three sets, com-
pared to the default grels used in CLEF eHealth 2015. The empirical results
using judgements from paid medical students confirm the findings of previous
studies [7,11]: assessors disagreement has little effect on system rankings and
thus on their evaluation.
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Table 3. Kendall’s 7 correlation between systems rankings when multiple assessments
are compared.

Section Comparison P@10 MAP RBP
Section 4.1 | Default - Inverted 0.90 0.95 0.92
Default - Max_Label |0.94 0.93 0.95
Default - Min_Label | 0.93 0.96 0.94
Section 4.2 | Default44 - ICS 0.81 0.64 0.68
Default44 - Laypeople | 0.67 0.75 0.68
Default44 - Random |0.42 +0.08 | 0.60 £ 0.01 | 0.32 4 0.09
Section 4.3 | Default - Pivot 0.79 0.82 0.75
Default - Most 0.60 0.82 0.60
Default - Least 0.75 0.80 0.75

4.2 Influence of Assessor Type and Payment Level

In this section we compare the influence of assessor type (medical expert and
laypeople) and payment level (unpaid and paid medical students). The use of
unpaid assessors and laypeople has the advantage of reducing the costs associated
with building the test collection, however it may come at the expense of less
reliable assessments and thus system evaluation. Next we aim to determine if
this issue is actually present and, if it is, how to quantify the possible error.

Unpaid and laypeople assessors used the same system used in CLEF eHealth
2015 to collect relevance assessments (Relevation [5]) and the same information
displayed to paid assessors was displayed to the other assessors. However unpaid
medical students had no training to use the interface (although note that the
interface is intuitive) and were subjected to strict time constraints as assessments
were done as an in-class activity. Laypeople had training and no time constraints.

The right part of Table 2 reports the results of the comparison between assess-
ments in the Default set (paid medical students) and those in the ICS set (unpaid
medical students). We observe that, unlike paid assessors, unpaid assessors had
a strong bias towards judging documents based on their relevance to the query,
rather than their relevance to the case description, which goes beyond the query
and requires assessors to evaluate whether the document supports the correct
diagnosis, rather than just relating to the aspects mentioned in the queries.
Comparison between paid assessors and laypeople are omitted due to space con-
straints and are available as an online appendix; they show a similar trend to
those for unpaid students.

Table 3 reports the correlation of system rankings across different evaluation
measures between the Default4d4 assessments and: (1) ICS, (2) Laypeople, and
(3) the mean correlation of 1,000 random assignment of relevance labels for all
pairs of documents and queries (this represents a lower bound for disagreements
and evaluation errors).
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Comparing Default44 and ICS, we observe that a strong correlation (> 0.8)
is found only when P@10 is used, while correlations are weaker when other eval-
uation measures are considered. This suggests that ICS assessments are not ade-
quate to replace Default assessments. That is: unpaid assessors largely disagree
with paid assessors with respect to relevance labels and, unlike when consider-
ing paid inter-assessor disagreement, these differences have a noticeable impact
on system ranking and evaluation. This result is in line with those reported by
Bailey et al. [2] when comparing gold standard assessments with the bronze stan-
dard assessments collected through crowdsourcing. We hypothesise that in our
case, the consistent assessor disagreements between the two groups are due to
the lack of training of the unpaid cohort for the relevance assessment task (rather
than interface); a task that, for the medical domain, is rather complex [6]. Note
that similar findings are observed when comparing Default44 and Laypeople
assessments, with correlations between these two groups being even lower than
when ICS was used (although higher than when using Random). This result fur-
ther stresses the complexity of the medical assessment task and that relying on
laypeople to individuate relevant documents to health-related queries can bias
system evaluation, rendering it unreliable.

4.3 Assessor Agreement Across Query Variations

Next we study the overlap between the assessments made for a document but
with respect to different query formulations (called query variations [3,9]) col-
lected for the same information need (case description).

First, however, we examine the distribution of documents across types of
query variation (Fig.1): pivot queries, most related query (most), and least
related query (least) (see [9] for details). Query variations largely contributed
new documents to the pool: every query variation was responsible for roughly a
one-fold increase in the number of documents in the pool. This finding resonates
with what is reported in [3].

LEAST

Fig. 1. Distribution of assessments for the three query variations and the agreement
across pairwise types of variation.

To further quantify the role that query variations had on system evaluation,
we contrast the values of mean P@Q10 and MAP obtained by the submitted
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systems on the whole set of queries, with the corresponding values obtained if
only one type of query variation was used instead. Results of this analysis are
reported in Fig. 2 and system ranking correlations between the different settings
are shown in Table 3. The highest correlation (0.82) is measured when MAP and
Pivot or Most are used, while the lowest (0.60) is measured when P@Q10 or RBP
and Most are used. For example, the plot in Fig. 2 for P@10 shows that if only the
Pivot variations are used, the KISTI_3 run would be ranked as 2nd best, while,
when all variations are used, this run is only ranked 8th. Similarly, when only
the Least variations are used, KISTI_3 is ranked 20th. These results suggest that
using only one type of query variation does lead to noticeable different system
rankings and thus the use of multiple query variations is an important aspect
for system evaluation, as it more realistically captures the use of search systems
than considering one type of query variation only.

There are many ways to experiment with assessments derived from query
variations. Given all queries for one type of query variation, we first measure
system effectiveness using the assessments for this query variation and compare
with those for other variations. In Table 4, we examine whether qrels for one type
of query variation can be used to assess another type of variation, e.g., use qrels
for Pivot to evaluate document rankings created in response to queries from the
Most variations. Given the limited document intersection between different types
of queries (see Fig. 1), it is expected that the correlations across different varia-
tions are small. Similar to Sect. 4.1, we evaluate the Min_Label and Max_Label;
however, now the min and max functions are applied to the three types of query
variation. Due to the larger coverage of Min_Label and Max_Label, correlations
are high in most of cases.

5 Agreements for Understandability Assessments

In this section we analyse the agreement between assessors with respect to
assessments of the understandability of information contained within documents
and its impact on system evaluation. Understandability assessments are used
to inform the understandability-biased evaluation and compute uRBP and its
graded version, uRBPgr [13]. The analysis proceeds on a similar path to that in
the previous section about topical relevance assessments.

5.1 Inter-assessor Agreement Among Paid Assessors

We analyse the understandability assessments for the queries for which assess-
ments were collected from two paid assessors; we further use the Max_Label
and Min_Label from Sect. 4.1 to combine labels. To compute understandability-
biased measures, we use the topical relevance assessments from the Default set
(the original CLEF 2015 labels). Statistics about the amount of disagreement
between paid assessors in terms of assessments of understandability are reported
in Table 2 and, overall, demonstrate similar levels of disagreement between asses-
sors as for the topical relevance labels. Correlations between system rankings



0.6

tere

0.5

< s >

‘e

.

oo >

* e e

.o

. e >

s sen

Assessors Agreement: A Case Study

LAY

Default

«*o Most a+. Pivot

P Least]

. e >
. een
.o

~e

. e >

‘.o

. .

« er s
.

49

1

UBML_2
1

readability_2

CUNI_2

TeamHCMUS_1

KISTI_1

baseline_1

baseline_3

ECNU_3
CUNI_1
ECNU_2
Miracl
UBML_3
baseline_2
FDUSGInfo
YorkU_2
YorkU_3
LIMSI_3
FDUSGInfo_2

e
>0
z3
|85
Bt
1
s
o
&

035
03 ¥
025 ’* UETET

o 0.20 TRredieedaeg

=015
0.10
0.05
0.00

R
IS [ RS S I TR
tie, Preedeaalolin

IR T

Fig. 2. System performance using queries and assessments for only one single query

variant.

are reported in Table 5. Regardless of the specific label aggregation method and
understandability measure, there is high correlation between system rankings
produced with differing understandability assessments, suggesting system rank-
ings are stable despite assessor disagreements. This is in line with the findings
reported in Sect. 4.1 for topical relevance assessments.

5.2 Influence of Assessor Type and Payment Level

Next, we study differences due to assessor type (medical student vs. layper-
son) and payment level (paid vs. unpaid medical students). Table 2 reports the
disagreements between the group of unpaid medical students and the 5 paid stu-
dents, when assessing understandability. Overall they demonstrate close mean
assessments, with the largest differences occurring due to Assessor 2, who tended
to assess documents with a stricter view about understandability. The smallest
differences are instead observed due to Assessor 4; however this did not show
statistically significant differences (p > 0.05). Disagreement statistics among
laypeople are available as an online appendix; they show a similar trend to those
for unpaid students.

Table 5 reports the correlations between system rankings obtained when using
the Default assessments and those with the ICS group and the laypeople group.
These results demonstrate that, regardless of who performs the understandability
assessments, high correlations across values of understandability-biased measures
are obtained. This suggests that the use of either unpaid medical students or
unpaid laypeople to assess understandability in place of paid medical students
does not negatively influence the reliability of system rankings and evaluation.
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Table 4. Kendall-T rank correlations for comparison of system ranking when different
qrels are used.

Run set | Qrel comparison | P@10 | MAP | RBP(0.8)
Pivot Pivot - Most 0.74 |0.79 |0.64
Pivot - Least 0.59 |0.54 |0.58
Most - Least 0.66 |0.58 |0.63
Max - Pivot 0.89 |0.90 |0.88
Min - Pivot 0.87 10.93 |0.84
Most Pivot - Most 0.51 |0.80 |0.57
Pivot - Least 0.41 |0.63 |0.42
Most - Least 0.36 |0.57 |0.33
Max - Most 0.82 10.90 |0.84
Min - Most 0.64 |0.88 |0.62
Least Pivot - Most 0.67 |0.88 |0.66
Pivot - Least 0.44 |0.72 |0.42
Most - Least 0.60 |0.77 |0.53
Max - Least 0.87 |0.87 |0.85
Min - Least 0.90 |0.86 |0.90

Thus, neither payment levels nor expertise influence the abilities of assessors to
judge understandability: while there are assessment disagreements, these have
limited impact on evaluation. This is unlike the results obtained in Sect. 4.2 when
examining topical relevance.

Table 5. Kendall-7 rank correlation for comparison of system ranking for understand-
ability measures.

Section Topical set | Understandability set | uRBP(0.8) | uRBPgr(0.8)
Section 5.1 | Default Default - Max_Scores |0.91 0.96
Default Default - Min_Scores |0.97 0.98
Section 5.2 | Default44 | Default44 - ICS 0.82 0.85
1CS ICS - Default44 0.83 0.86
Default44 | Layperson - Default44 | 0.82 0.87
Default44 | Layperson - ICS 0.85 0.90
Section 5.3 | Default Default - Pivot 0.77 0.75
Default Default - Most 0.74 0.71
Default Default - Least 0.72 0.71
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5.3 Assessors Agreement Across Query Variations

Here we study how understandability assessments vary across query variations
for the same information need and what is the impact of potential disagreements
on the evaluation based on understandability-biased measures. Figure 2 reports
the uRBP values (with p = 0.8) for each system across the three types of query
variations (Pivot, Most and Least); Table5 lists the correlations between each
type of query variation and the default system ranking. Results here are similar
to those obtained when investigating topical relevance (see Sect. 4.3) and support
the importance of query variations for system evaluation.

6 Conclusions

In this paper we have examined assessment agreement between annotators across
a number of different facets, including domain expertise, payment level, query
variations, and assessment type (i.e., topical relevance and understandability).

Our analysis shows that there are often assessment disagreements both
among assessors of the same type (e.g., among paid medical students) and among
assessors of different types (e.g., among paid and unpaid medical students). Nei-
ther payment level, nor domain expertise and assessment type had significant
influence in reducing the amount of disagreement across assessors.

We show that while assessor disagreement within the same type of assessor
does not influence system rankings and evaluation, assessor disagreement with
respect to topical relevance across types of assessors lead to lower correlations
between system rankings. This results in unreliable system comparisons and
thus evaluation if unpaid assessors or assessors with lower expertise are used in
place of gold (paid, expert) assessors. This finding confirms results of previous
research [2,4]. However, we also show that this is not the case when assess-
ments of understandability, rather than of topical relevance, are sought. Our
results in fact demonstrate that correlations between system rankings obtained
with understandability-biased measures are high, regardless of payment levels
and expertise. This is a novel finding and suggests that (1) Laypeople under-
standability assessments of health information on the web can be used in place
of those of experts; and (2) The adoption of a two-stage approach to gather
multi-dimensional relevance assessments where assessments are gathered from
different types of assessors (both due to payment and expertise) may be viable,
in particular if the assessment of dimensions beyond topicality requires addi-
tional time. In the first stage of such a method, assessor time from highly-paid,
expert assessors is focused on assessing topical relevance. Labels produced by
these assessments are to be used as a basis for both topical relevance measures
(P@10, MAP, RBP, etc.) and understandability-biased measures. In the sec-
ond stage, understandability assessments are acquired employing less expert or
less expensive assessors, e.g., laypeople or through inexpensive graduate in-class
activities. The use of such a two-stage approach for collecting assessments has
the potential of reducing the overall cost of evaluation, or, with a fixed certain



52 J. Palotti et al.

assessment-budget, of allowing to assess more documents. In addition, this app-
roach may reduce the implicit dependencies assessors have between judging the
different dimensions of relevance.

Finally, our results add to the recent body of work showing the impor-
tance of query variations for increasing the reliability and veracity of Infor-
mation Retrieval evaluation [1,2]. We show, in fact, that the availability of
query variations for an information need contribute great diversity to the pool
and that system rankings obtained with only one of the three types of varia-
tion considered here are unstable when compared with the rankings obtained
with all variations (both for topical relevance and understandability). The data
and code used in this research is available online at https://github.com/ielab/
clef2016- Assessor Agreement.
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Abstract. Machine Translation (MT) systems employed to translate
queries for Cross-Lingual Information Retrieval typically produce a sin-
gle translation with maximum translation quality. This, however, might
not be optimal with respect to retrieval quality and other translation
variants might lead to better retrieval results. In this paper, we explore
a method using multiple translations produced by an MT system, which
are reranked using a supervised machine-learning method trained to
directly optimize retrieval quality. We experiment with various types
of features and the results obtained on the medical-domain test collec-
tion from the CLEF eHealth Lab series show significant improvement of
retrieval quality compared to a system using single translation provided
by MT.

1 Introduction

The growing amounts of information available on-line and its language diver-
sity give rise to the task of Cross-Lingual Information Retrieval (CLIR), where
queries are formulated in one language to search for information available in
another language. To allow this, queries and documents must be mapped (trans-
lated) to a single space (language). This is typically realized by Machine Trans-
lation (MT); recently mainly by Statistical MT (SMT). Translating documents
into the query language is computationally expensive. Most CLIR systems thus
follow the query-translation approach, although document translation can be
of a better quality (given the larger context available). User queries are usu-
ally short, with free word order and no additional context. Generic MT systems
have difficulties to translate such text; they are tuned to translate complete and
grammatically correct sentences rather than ungrammatical sequences of terms.

The way how MT is employed to translate queries for CLIR is usually very
trivial: A source-language query is fed to a generic MT system and a single best
output is used to query the document collection. Such an approach has several
shortcomings: First, the system is not aware of the fact that the input is not
a complete grammatical sentence but attempts to translate it as such. Second,
the MT system (usually statistical) is often able to produce much richer output,
including multiple translation hypotheses, provided with various scores from the
decoding process, which is ignored. Third, the MT system produces translations
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in the traditional human-readable form although this is not necessary. If MT is
more tightly integrated with IR it can construct the output as a more complex
structure (e.g., with translation alternatives or stemmed words).

In this paper, we build on some of the previously published methods and
enhance them by several new ideas. We employ our own SMT system specifically
adapted to translate user search queries rather than fluent sentences. This sys-
tem produces several translation alternatives (hypotheses) which are reranked to
select the translation maximizing retrieval quality. The reranking method com-
bines various kinds of features (including internal SMT features and features
extracted from external resources) in a linear model that is optimized directly
towards retrieval quality. The experiments are conducted on the medical-domain
data from the CLEF 2013-2015 eHealth Lab series. The document collection is
in English and queries in Czech, French, and German.

2 Related Work

The query-translation and document-translation approaches were studied and
compared by Oard [20] already in 1998. Oard showed that the latter was more
effective (in terms of retrieval quality, especially for longer queries) but less
efficient (in terms of computational resources required to perform the transla-
tion). Although the current MT techniques are more advanced, the document-
translation approach is still much less practical and the query-translation
approach has been predominant. However, hybrid methods combining both
approaches were proposed too. McCarley [17], for instance, exploited query-
translation and document-translation systems in parallel and combined their
outputs by averaging document scores obtained by both. Fujii and Ishikawa [6]
employed two-step method where the query-translation approach was used to
retrieve a limited number of documents which were then translated into the
query language and reranked according to relevance to the original query.

Query translation often suffers from the problem of ambiguity and lexical
selection (i.e., multiple translation equivalents of query terms) due to the limited
context available. Hull [12] improved the initial (dictionary-based) approaches
exploiting all possible translations by using a weighted boolean model to remove
translations which are spurious (in the context of other terms). Hiemstra and
de Jong [10] investigated several strategies of disambiguation in the target lan-
guage (including a manual approach) but none outperformed the method using
all possible translations. The authors suggested that if search algorithms are
sophisticated enough, disambiguation is done implicitly during search.

Lexical processing in the target language can also be performed to expand
query translations. Choi and Sungbin [2], who placed first in the multilingual
CLEF eHealth 2014 Task 3 [7], identified UMLS concepts [13] in translations
provided by Google Translate’ and enriched them by adding (weighted) alter-
native concept labels. A similar approach was used by Liu and Nie [15] in the
monolingual task of CLEF eHealth 2015 [8], who expanded the queries not only

! http://translate.google.com/.
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through the UMLS concepts but also by terms extracted from Wikipedia articles.
Herbert et al. [9] exploited Wikipedia in a different way. They mined the redi-
rect and cross-language links to enriched query translation obtained via Google
Translate directly based on the source side.

Ture et al. [30] were among the firsts who exploited multiple query transla-
tions provided by SMT (often called n-best-list). They improved the previous
work on probabilistic structured queries [4], where query terms were represented
by a probability distribution over its translations, by estimating the term trans-
lation probabilities extracted from the n-best-lists.

The first attempt to rerank SMT n-best-lists w.r.t. the retrieval quality was
published by Nikoulina et al. [19]. To select the best translation, they employed
MIRA (Margin Infused Relaxed Algorithm) [3] trained directly towards Mean
Average Precision (MAP) and reported an improvement between 1% and 2.5 %
absolute on the CLEF AdHocTEL 2009 task (French to German) [16]. They used
internal features from the SMT decoder plus syntax-based features extracted
from the source queries and the translation hypothesis. They also reported that
trivial concatenating top 5 translation hypotheses (5-best-list) of each query
improved the unadapted baseline too. Ture and Boschee [29] employed a sim-
ilar approach. They used a set of binary classifiers to produce query-specific
weights of various different features to select optimal translations from the n-
best-lists. They reported significant improvements on several English-Arabic and
English-Chinese tasks. Sokolov et al. [26] attempted to directly optimized an
SMT decoder to output the best translation by tuning the SMT model weights
towards the retrieval objective. They reported “small but stable improvements”
on the BoostCLIR task of Japanese-English patent CLIR [27].

3 Experimental Setting

3.1 Data

The data collection in our experiments is adopted from the CLEF eHealth
Lab series 2013-2015, which consists of web pages automatically crawled from
medical-domain websites. Specifically, we used the version from 2015 eHealth
Task 2: User-Centred Health Information Retrieval [8], which is almost identical
to the collections used in the two preceding years of the CLEF eHealth Lab
and the relevance assessments against this collection are available for queries
from all the three years. The collection contains 1,096,879 documents compris-
ing a total of 1,111,711,884 tokens (after removing the HTML markup using the
HTML-Strip Perl module?). The average length of a document is 6,316 tokens.

The query set consists of 50 queries from 2013, 50 queries from 2014, and
66 queries from 2015. The queries were originally constructed in English and
then translated to Czech, French and German. For 2014 and 2015 queries, the
translations were provided by the CLEF eHealth Lab organizers. Translation of
the 2013 queries was conducted for the purpose of this work afterwards, following

2 http:/ /search.cpan.org/dist /HTML-Strip /Strip.pm.
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the same guidelines as used to translation the 2014 and 2015 queries (translation
was done by medical professionals and reviewed). The 2013 and 2014 queries
were generated from patients’ discharge summaries and often include language
of medical experts. The 2015 queries were constructed to mimic queries of lay
people (patients) that are confronted with a sign, symptom, or condition and
attempt to find out more about the condition they may have. The queries were
re-split into a set of 100 queries for training and a set of 66 queries for testing. The
queries are equally distributed in the two sets in terms of the year of origin (2013—
2015), length (number of words in title), and number of relevant documents.
The relevance assessments provided by the CLEF eHealth organizers included
6,873 documents judged as relevant (41.40 per query on average) and 23,565
documents judged as non-relevant (141.95 per query on average). To ensure a
complete assessment coverage in our experiments, we conducted an additional
assessment of the unjudged documents appearing among the top 10 documents
for each query in all our experiments. We followed the original assessment guide-
lines and processed a total of 2,114 documents — 422 of them were judged to be
relevant (2.54 per query on average) and 1,692 as not relevant (10.19 per query
on average). This helped to better evaluate our methods — without the additional
assessment, all the unjudged documents would be treated as non-relevant.

3.2 Retrieval System

Our system is based on Terrier, an open source search engine [21], and its imple-
mentation of the language model with Bayesian smoothing and Dirichlet prior
[25] with the default value of the smoothing parameter (u=2500, tuning this
parameter by grid search did not improve the result).

Terrier was used to index the cleaned document collection (exploiting the in-
domain stopword list by PubMed?) and to perform the retrieval experiments. For
each non-English query (title), we constructed its equivalent in English (using
the SMT system described below), which was used to query the collection by
Terrier to retrieve top 1000 ranked documents. The results were evaluated by
the standard trec_eval tool* using three evaluation metrics (P@10, NDCG@10
and MAP), all reported as percentages in the range (0,100). Precision at top
10 documents was used as the main evaluation measure. The significance tests
were performed using the paired Wilcoxon signed-rank test [11], with a=0.05.

3.3 Translation System

The SMT system employed in our experiments was developed within the Khres-
moi project® [5] as a part of a large-scale multi-lingual multi-modal search and
access system for biomedical information and documents. The SMT system is
built on Moses, a state-of-the-art phrase-based SMT system [14], and adapted to

3 http://www.ncbi.nlm.nih.gov/.
* http://trec.nist.gov /trec_eval.
5 http://www.khresmoi.eu/.
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translate texts from the medical domain. It is available for three language pairs
(Czech—English, French-English and German—English) and supports translation
of standard sentences and search queries.

In a phrase-based SMT, the output translation is constructed from possible
translations of subsequences of consecutive words (phrases) in the input sentence.
The best translation is searched for by maximizing the probability of the output
given the input formulated as a log-linear combination of several feature func-
tions. These features play an important role in the reranking method presented
in this paper. They include scores of the following models: phrase translation
model ensuring that the individual phrases correspond to each other, the target
language model estimating the fluency of the output sentence, the reordering
model capturing different phrase order in the two languages, and word penalty
penalizing translations that are too long or too short.

The models of the Khresmoi SMT system were trained on a combination of
general-domain data (e.g., EuroParl, JRC Acquis, or News Commentary corpus)
and medical-domain data (e.g., EMEA, PatTR, COPPA, or UMLS), see [23]
for details. The query translation system was designed to translate short and
rather ungrammatical sequences of terms typical for search queries. The feature
weights were not optimized towards the traditional translation quality measured
by BLEU (Bilingual Evaluation Understudy [22]) but towards PER (Position-
independent word Error Rate [28]), which does not penalize word order and was
shown to be more adequate for tuning SMT for search queries [23].

4 Method

Our method employs SMT to translate queries (in Czech, German, French) into
the language of documents (English). However, we do not rely on the SMT
system to select the best translation variant. Instead, we obtain multiple top-
scored hypotheses (n-best-list) and rerank then w.r.t. the retrieval objective.
The highest-ranked hypothesis is then used to query the document collection.

Formally, for each query g;, each its translation hypothesis g; ; is represented
by a vector of features (predictors). For training queries, each hypothesis is
assigned a score (response) equal to 1—(O;—P, ;), where P; ; is P@10 score of top
10 documents retrieved by the translation hypothesis ¢; ; and O; is the maximum
(oracle) P@10 of all the translation hypotheses of the query ¢;. The response
values are in the range of (0, 1), where 1 indicates a good query translation and
0 a bad translation.

The reranker is trained by fitting a generalized linear regression model (GLM)
with logit as the link function (ensuring the response to be in the (0,1) inter-
val) [18]. For testing, translation hypotheses of the test queries are scored by
this model and the highest-scored hypothesis is selected as the translation. We
employed the GLM implementation in R® which optimizes the model parameters
by the iteratively reweighted least squares algorithm.

The features are extracted from various different sources and include:

5 https://www.r-project.org/.
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SMT The main set of features are the eight scores from the SMT models plus
the final translation score (see Sect. 3.3).

RANK Two features extracted from the original ranking — the rank itself and
a binary feature indicating the top-ranked hypothesis.

IDF To distinguish translations containing informative terms, each hypothesis
is scored by the sum and average of inverse document frequency of the terms.

BRF Motivated by the blind-relevance feedback approach for query expansion,
a single best translation provided by SMT for each query is used to retrieve
the 10 highest-ranked documents and each hypothesis is scored by the sum
and average of term frequencies extracted from the retrieved documents.

TP Hypotheses of each query (n-best-list) are merged and each is scored by the
sum and average of term frequencies extracted from the merged n-best-list.

WIKI Each hypothesis is scored by the sum and average of term frequencies
extracted from abstracts of 10 Wikipedia articles retrieved as a response to
the single best query translation provided by SMT (using our own index of
abstracts of all English Wikipedia articles and the Terrier search engine).

UMLS Two features based on the UMLS Metathesaurus [24]: the number of
UMLS concepts identified in each hypothesis by MetaMap [1] (with word
sense disambiguation and part-of-speech tagging on); the number of unigrams
and bigrams which match entries in the UMLS Metathesaurus.

RSV Retrieval Status Value, a score assigned to the highest-ranked document
by the retrieval system in the response to the query translation hypothesis.

5 Experiments and Results

For each query (both in the training and test sets) we considered up to 15 best
translation hypotheses (without duplicities). Queries with oracle PQ10 =0 were
excluded from training. The training data then included 1,249 items for Czech,
1,181 for German, and 1,246 for French which were merged into a single training
data set used totrained one language-independent model which proved to be a
better solution than to train a specific model for each language. The training
set included a total of 3,676 items of query translation hypotheses of the 100
original queries (each translated from Czech, German and French).

Prior training, the data was normalized to have sample mean equal to 0 and
sample variance equal to 1. The test data was normalized using the coefficients
estimated on the training data.

The training data was first used in a leave-one-query-out-cross-validation
fashion to tune the hyperparameters (such as the type of the learning algorithm,
the n-best-list size, and parameters of all the features). Then, all the training
data was used to train a single model which was then applied to the 15-best-lists
of the 66 test queries for each language.

In the remainder of this section, we first present some complementary exper-
iments for comparison and then the main results of our method. We comment on
the main evaluation measure (P@10) but the main results (Table 1) also include
scores of other measures (NDCG@10, MAP).
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5.1 Monolingual Performance

It is generally useful to compare CLIR results to monolingual results obtained
by using ground truth (manual) translations of the queries into the document
language. This also sets a “soft upper bound” of the cross-lingual results. The
“monolingual” P@10 score is 47.10% for the training queries and 50.30 % for
the test queries. In the cross-lingual experiments, we would like to get as close
to this value as possible for all languages. The complete monolingual results on
the test set are shown in Table1 (row denoted as Mono).

5.2 Baseline

Our baseline is the system which accepts a single best translation as provided
by the Khresmoi SMT system. Results of the baseline systems are presented in
Table1 (row Baseline). On the training queries, the baseline PQ10 values are
41.90 for German to, 45.30 for French, and 46.00 for Czech. On the test queries,
the PQ@Q10 values range from 42.42 for German to 47.73 for French, with Czech
in between with 45.61. We should emphasize that the baseline is quite strong.
Compared to generic translation systems, the Khresmoi system is specifically
adapted to the medical domain and tuned to translate queries for CLIR [23].
Therefore, the relative performance w.r.t. the monolingual results is as high as
84 %94 % (depending on the source language).
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Fig. 1. Histograms of ranks of translation hypotheses with the highest PQ10 for each
training query: the first such ranks only (left), all such ranks (right).

5.3 Oracle Results

To confirm the hypothesis that reranking of SMT n-best-lists can improve CLIR
quality, we performed the following experiment: For each query in the training
data we selected the translation hypothesis with the highest P@Q10 and averaged
those values to get the maximum (oracle) score of P@10 achievable if the rerank-
ing method always selects the best translation. On the training data, the oracle
score is 55.10 for Czech, 58.90 for French, and 52.70 for German. This result is
very encouraging and confirms that there is enough space for improvement. The
baseline scores could be improved by 11.67 on average.
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A deeper analysis of this observation is illustrated in Fig.1. The two plots
visualize distribution of the best translations (highest P@10) in the 20-best-lists
for all training queries (for each language). The first plot shows histograms of the
highest ranks with the best translations. Here, for about 45 % of the queries, the
best translations are ranked as first. For the remaining 55 % queries, the first best
translations are ranked lower. Those are the cases, which can be improved by
better ranking. The second plot displays the histogram for all hypotheses with
the highest P@Q10 (not just the top ones). For each query there are multiple such
translations and any of them can be selected to achieve the best performance.

5.4 mn-best List Merging

Nikoulina et al. [19] presented a method combining n-best-list translations by
trivial concatenation of 5 top translations as produced by SMT. This approach
completely failed on our data (all languages) and did not improve the baseline
for any value of n from 0 to 20 (on the training data and the test data). Results of
the 5-best-list concatenation on the test data are shown in Table1 (row 5-best).

Table 1. Complete results of the final evaluation on the test set queries

System Czech French German

P@10 | NDCG@10 | MAP | P@Q10 | NDCG@10 | MAP | PQ@10 | NDCG@10 | MAP
Mono 50.30 | 49.95 29.97 | 50.30 | 49.95 29.97 | 50.30 | 49.95 29.97
Baseline |45.61 | 38.57 23.58 | 47.73 |41.11 25.72 | 42.42 | 36.47 22.74
5-best 38.94 | 33.01 22.30 | 41.06 |37.20 23.05 | 30.45 | 30.16 17.28
SMT 44.70 | 37.92 24.77 | 48.79 | 42.85 25.81 | 42.73 | 37.88 22.65
+RANK |48.64 |41.63 25.73 | 48.48 | 43.83 26.07 | 44.55 | 40.76 24.09
++IDF 48.03 | 41.06 25.22 | 48.64 | 43.83 26.10 |44.39 | 40.71 24.11
++BRF | 47.27 | 40.52 24.99 |49.70 |44.12 26.64 | 43.64 | 39.81 23.76
++TP 45.76 | 39.92 23.74 | 48.48 | 43.88 26.26 |44.39 |40.41 24.07
++WIKI | 48.64 | 41.63 25.73 | 49.24 | 44.00 26.36 | 43.64 | 39.81 23.76
++UMLS | 48.64 | 41.63 25.73 | 49.09 | 44.10 26.09 | 44.55 | 40.76 24.09
++4+RSV | 48.64 | 41.63 25.66 | 48.94 | 43.84 25.95 | 43.03 | 39.20 23.55
ALL 50.15 | 40.72 25.73 | 51.06 | 46.49 27.86 | 45.30 | 39.47 23.71
Google 50.91 | 39.98 26.93 | 49.70 | 43.88 26.36 | 49.39 | 42.77 26.87
Bing 47.88 | 40.51 25.22 | 48.64 | 42.75 26.43 | 46.52 | 41.69 25.04

5.5 Reranking

The reranking method described in Sect. 4 was tested with several combinations
of features. The complete results are displayed in the middle section of Table 1.
The figures in bold denote the best scores for each language and evaluation met-
ric. All of those are statistically significantly better than the respective baselines
(tested by Wilcoxon signed-rank test, o =0.05). For comparison, we also provide
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results of systems based on translation by two on-line translation tools: Google
Translate and Bing Translator” (rows Google and Bing, respectively).

The system based only on the SMT features did not bring any substantial
improvement over the baseline (row SMT) for any language. P@Q10 improved
by more than 1 point only for French. For Czech, the score decreased and for
German, the difference was negligible. However, none of these differences was
statistically significant. The traditional way of SMT tuning towards translation
quality seems sufficient if no additional features are available. However, adding
the explicit features derived from the SMT rankings helped a lot (row +RANK)
for Czech and German. Measured by NDCG@10, the increase was statistically
significant w.r.t. the baseline. The effect of the other features was studied by
adding those features independently to the model with the SMT+RANK fea-
tures. However, in terms of P@Q10, none of them brought any notable improve-
ment. Although the BRF, WIKI, and UMLS features improved the results for
French, they were not statistically significant even compared to the baseline.

The baseline, however, was outperformed by a statistically significant differ-
ence by systems combining all the features (row ALL). P@10 increased by 3.58
on average (7.90% relative) In comparison with the monolingual results, the
ALL system performed at 101.51 % for French, 99.70 % for Czech, and 90.05 %
for German. For French the system even outperformed the one based on trans-
lations by Google Translate. These results are very positive and show that our
mehtod is able to push the CLIR performance very close to monolingual perfor-
mance.

1.0 B Czech O German O French

I “ﬂﬂﬂﬂ“ Iﬂn Al

~05-

Fig. 2. Per-query results on the test set. The bars represent absolute difference of PQ10
of the best system (ALL) and the baseline system for each query and each language.

In Fig.2, we present detailed comparison of the baseline results and the
results of the best system (ALL). For each query in the test set, the plot displays
the difference of P@Q10 obtained by the best system and the baseline system.
Positive values denote improvement which was observed for a total of 9 queries
in Czech, 15 queries in German, and 8 queries in French. Negative values denote
degradation, which was observed in 2 cases for Czech, 4 cases for German, and 3

7 https://www.bing.com/translator/.
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cases for French. A good example of a query whose translation was improved is
2015.11 (reference translation: white patchiness in mouth). The Czech baseline
translation white coating mouth improved to white coating in oral cavity (P@10
increased from 10.00 to 80.00) and the French baseline white spots in the mouth
improved to white patches in the mouth (P@10 increased from 10.00 to 70.00).
More examples illustrating the effect of our methods can be found in Table 2.

Table 2. Examples of translations of training queries including reference (ref), oracle
(ora), baseline (base) and best (best) translations (system using all features). The scores
in parentheses refer to query PQ10 scores.

Query: 2013.02 (German) Query: 2014.5 (German)

ref: facial cuts and scar tissue (30.00) ref: bleeding after hip operation (60.00)
ora: cut face scar tissue (80.00) ora: bleeding after hip surgery (80.00)
base: cut face scar tissue (80.00) base: bleeding after hip surgery (80.00)
best: face cuts and scar tissue (80.00) best: hemorrhage after hip operation (50.00)
Query: 2013.42 (French) Query: 2015.53 (Czech)

ref: copd (70.00) ref: swollen legs (10.00)

ora: disease copd (90.00) ora: leg swelling (80.00)

base: copd (70.00) base: swollen lower limb (40.00)

best: disease copd (90.00) best: swollen lower limb (40.00)

6 Conclusions

In this paper, we explored the reranking-based approach to query translation
selection for Cross-Lingual Information Retrieval in the medical domain. We
employed the Khresmoi SMT system for medical query translation to obtain
multiple highest-scored translation hypotheses. A detailed analysis showed that
the best translation as provided by the SMT system is optimal (w.r.t. retrieval
quality) for less than 50 % of our queries. For the remaining queries, the optimal
translations are ranked lower, most often within top 15 options. In our method,
we took 15-best translation hypotheses of each query which were then reranked
and the top-ranked translation used to query the collection.

The reranking model is based on generalized linear regression with logit as the
link function and trained to predict, for each query, which translation hypothesis
gives the highest P@Q10. The features exploited by the model include the internal
scores provided by the SMT system for each hypothesis plus additional features
extracted from the n-best-list translation, document collection, retrieval system,
Wikipedia articles, UMLS Metathesaurus, and other sources.

The SMT features were not sufficient to beat the baseline based on single
best translations as provided by the SMT system for any of the source lan-
guages. A substantial improvement was observed after adding features derived
from the original rankings. Other features did not bring any significant improve-
ment when added independently. However, in combination, the model exploiting
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all the features improved the baseline substantially for all the languages. For
French, surprisingly, the system combining all the features produced results bet-
ter than those obtained by using manual translations of the queries into English
and also the results obtained using translations by Google Translate. The Czech
system outperformed the results obtained using Bing translations and was very
close to the monolingual performance. German turned to be harder to get closer
to the results obtained using translation by the commercial systems probably
due to the linguistic properties (e.g., word compounding) which make translation
from such a language (and in such a domain) more difficult.
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Abstract. There is an increasing volume of semantically annotated data
available, in particular due to the emerging use of knowledge bases to
annotate or classify dynamic data on the web. This is challenging as
these knowledge bases have a dynamic hierarchical or graph structure
demanding robustness against changes in the data structure over time.
In general, this requires us to develop appropriate models for the hier-
archical classes that capture all, and only, the essential solid features of
the classes which remain valid even as the structure changes. We pro-
pose hierarchical significant words language models of textual objects
in the intermediate levels of hierarchies as robust models for hierarchical
classification by taking the hierarchical relations into consideration. We
conduct extensive experiments on richly annotated parliamentary pro-
ceedings linking every speech to the respective speaker, their political
party, and their role in the parliament. Our main findings are the fol-
lowing. First, we define hierarchical significant words language models
as an iterative estimation process across the hierarchy, resulting in tiny
models capturing only well grounded text features at each level. Second,
we apply the resulting models to party membership and party position
classification across time periods, where the structure of the parliament
changes, and see the models dramatically better transfer across time
periods, relative to the baselines.

Keywords: Significant words language models - Evolving hierarchies

1 Introduction

Modern web data is highly structured in terms of containing many facts and
entities in a graph or hierarchies, making it possible to express concepts at
different levels of abstraction. However, due to the dynamic nature of data,
their structure may evolve over time. For example, in a hierarchy, nodes can be
removed or added or even transfer across the hierarchy. Thus, modeling objects
in the evolving structures and building robust classifiers for them is notoriously
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hard and requires employing a set of solid features from the data, which are not
affected by these kinds of changes.

For example, assume we would build a classifier for the “US president” over
recent data, then a standard classifier would not distinguish the role in office
from the person who is the current president, leading to obvious issues after the
elections in 2016. In other words, if we can separate the model of the function
from the model of the person fulfilling it, for example by abstracting over several
presidents, that more general model would in principle be robust over time.

These challenges are ubiquitous in dealing with any dynamic data annotated
with concepts from a hierarchical structure. We study the problem in the context
of parliamentary data, as a particular web data. Parliamentary proceedings in
public government are one of the fully annotated data with an enriched dynamic
structure linking every speech to the respective speaker, their role in the parlia-
ment and their political party.

All Parliament
Status Government Opposition
Party P LT /\1371
Member My -0 e . /,\]\[m

Fig. 1. Hierarchical relations in parliament.

Consider a simple hierarchy of a multi-party parliament as shown in Fig. 1,
which determines different categories relevant to different layers of membership
in the parliament. Also assume that all speeches of members of the parliament
are available and each object in the hierarchy is represented using all the speeches
given by members affiliated by the object. It is desirable to use text classifica-
tion approaches to study how speeches of politicians relate to ideology or other
factors such as party membership or party status as government or opposition,
over different periods of parliament. To this end, we need models representing
each object in the intermediate levels of the hierarchy as a category representing
all its descendant objects. However, in the parliament hierarchy, since members
and parties can move in the hierarchy over different periods, it is challenging to
estimate models that transfer across time. For instance, after elections, govern-
ments change and prior opposition parties may form the new government, and
prior government parties form the new opposition. Thus, if the model of, say,
status in terms of government and opposition, is affected by terms related to the
parties’ ideology, they will not be valid in the next period. This requires making
these models less dependent on the “accidental” parties and members forming
the government in a particular period and capture the essential features of the
abstract notion of status.

In order to estimate a robust model for an object in an evolving hierarchy,
we need to explicitly take all the relations between the object and other objects
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in other layers into account and try to capture essential features by removing
features that are better explained by other objects in different layers. This way,
by estimating independent models for related objects, we can assure that the
models remain valid even if the relational structure of the hierarchy changes
over time.

Based on this, we propose hierarchical significant words language models
(HSWLM) of hierarchical objects, which are highly robust against structural
changes by capturing, all, and only the significant terms as stable set of fea-
tures. Our inspiration comes from the early work on information retrieval by
Luhn [13], in which it is argued that in order to establish a model consisting
of significant words, we need to eliminate both common words and rare words.
Based on this idea, with respect to the structure of the hierarchy, we propose to
define general terms as terms already explained by ancestor models, and specific
terms as terms already explained by models of descendants, and then employ the
parsimonization technique [10] to hierarchically eliminate them as non-essential
terms from the models, leading to models that capture permanent significant
words.

The main aim of this paper is to develop appropriate language models for
classification of objects in the evolving hierarchies. We break this down into a
number of concrete research questions:

1. How to estimate robust language models for objects in the evolving hierar-
chies, by explicitly taking relations between the levels into account?

2. How effective are hierarchical significant words language models for classifying
textual objects regarding different levels of the hierarchy across time periods?

3. Do the resulting hierarchical significant words language models capture com-
mon characteristics of classes in different levels of hierarchy over time?

The rest of the paper is structured as follows. Next, in Sect.2, we discuss
related work. Section 3 introduces our approach to estimate hierarchical signifi-
cant words language models. In Sect.4 we apply our models to the parliamen-
tary proceedings, and show how effective are HSWLMs to model party status
and party membership across different government periods. Furthermore, we
investigate the ability of models for capturing similar and stable features of par-
liamentary objects over time. Finally, Sect.5 concludes the paper and discusses
extensions and future work.

2 Related Work

There is considerable research related to our work in terms of using the same
type of data, or focusing on the problem of hierarchical text classification or
aiming on improving transferability of models over time, which we discuss them
in this section.

There is a range of work on political data which is related to our research
in terms of using the same type of data and hierarchical structure. The recent
study of Hirst et al. [11] is the closest to our work. They presented an analytical
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study on the effectiveness of classifiers on political texts. Using Canadian parlia-
mentary data they demonstrated that although classifiers may perform well in
terms of accuracy on party classification in the parliamentary data, they pick the
expressions of opposition and government, of attack and defence, or of questions
and answers, and not of ideology. They also showed that using classic approach
for categorization fails in extracting ideology by examining the models over dif-
ferent government periods. In our paper, we examine our method also with the
evaluation strategy of Hirst et al., and in contrast to the failure of classic cate-
gorization methods on parliamentary data reported before, we demonstrate that
our proposed method performs well under these difficult conditions.

Although our research problem differs from issues in typical hierarchical text
classification problems using a topical hierarchy [8,9,19,20], we review some
research in this area and will use effective approaches like SVM as baselines in our
experiments. McCallum et al. [15] proposed a method for modeling an object in the
hierarchy, which tackles the problem of datasparseness for low layered objects. They
used shrinkage estimator to smooth the model of each leaf object with the model of
its ancestors to make them more reliable. Ogilvie and Callan [16] and Oh et al. [17]
extended the McCallum et al.’s idea by including the models of children as well as
parents, and controlling the level of information that is needed to be gathered from
ancestors. Recently, Song and Roth [21] tackled the problem of representing hier-
archical objects with the lack of training data by embedding all objects in a seman-
tic space to be able to compute a meaningful semantic similarity between them.
Although the general problem in these papers is similar to ours, they address the
problem of train data sparseness [15,21] or present techniques for handling large
scale data [17].

In terms of modeling hierarchical objects, there are similarities with work on
hierarchical topic modeling. Kim et al. [12] used Hierarchical Dirichlet Process
(HDP) [22] to construct models for objects in the hierarchies using their own
models as well as the models of their ancestors. Also Zavitsanos et al. [26] used
HDP to construct the model of objects in a hierarchy employing the models of
its descendants. These research try to bring out precise topic models using the
structure of the hierarchy, but they do not aim to capture a model which keeps
its validity over the time even while changes occur in the structural relations.
The longitudinal changes in the data in our problem, relate it to the works on
constructing dynamic models for data streams [1,24]. In this line of research,
they first discovered the topics from data and then tried to efficiently update
the models as data changes over the time, while our method aims to identify
tiny precise models that remain valid over time. Research on domain adapta-
tion [2,23] also tried to tackle the problem of missing features when very different
vocabulary are used in test and train data. This differs from our approach first
in terms of considering the hierarchical relations, and also the fact that we aim
to estimate models that are robust against changes in the structural relations,
not the corpus vocabulary.
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3 Hierarchical Significant Words Language Models

In this section, we address our first research questions: “How to estimate robust
language models for objects in the evolving hierarchies, by explicitly taking rela-
tions between the levels into account?” We propose to extract hierarchical signifi-
cant words language models (HSWLM) as models estimated for objects in evolving
hierarchies that are robust and persistent even by changing the structural relations
in the hierarchy over time. Each object in the hierarchy is assumed to be a textual
document, representing the corresponding concept of that object in the hierarchy.

Basically, our proposed approach, two-way parsimonization, tries to itera-
tively re-estimate the models by discarding non-essential terms from them. This
pruning for each object is accomplished using parsimonization technique toward
both the ancestors of the object and its descendants. One of the main components
of the process of estimating HSWLM is the procedure of Model Parsimonization,
which we will discuss first.

3.1 Model Parsimonization

Model parsimonization is a technique that was introduced by Hiemstra et al.
[10] in which given a raw probabilistic estimation, the goal is to re-estimate the
model so that non-essential terms are eliminated with regard to the background
estimation.

To do so, each term ¢ in the object model, 6,, assumed to be drawn from
a two-component mixture model, where the first component is the background
language model, 85, and the other is the latent parsimonious model of the object,
6,. With regard to the generative models, when a term ¢ is generated using this
mixture model, first a model is chosen and then the term is sampled using the
chosen model. Thus, the probability of generating term ¢ can be shown as follows:

p(t10) = ap(t(0,) + (1 — a)p(t(03), (1)

where « is the standard smoothing parameter that determines the probability
of choosing the parsimonious model to generate the term t. The log-likelihood
function for generating all terms in the whole object o is:

logp(0lflo) = _ c(t, 0) log (ap(t|fs) + (1 — a)p(tfs)), (2)

tco

where c(t, 0) is the frequency of occurrence of term ¢ in object o. With the goal
of maximizing this likelihood function, the maximum likelihood estimation of
p(0]6,) can be computed using the Expectation-Maximization (EM) algorithm
by iterating over the following steps:

E-step: R
ap(t|6,)

p[t € T] = C(t|0).ozp(t|9~o) + (1 _ Oé)p(tWB)’

3)



74 M. Dehghani et al.

M-step:
~ plt € T|

p(tllo) = =————=
’ Zt’eTp[t/ €T]
where 7 is the set of all terms with non-zero probability in the initial esti-

mation. In Eq.3, 6, is the maximum likelihood estimation. 6, represents the
parsimonious model, which in the first iteration, is initialized by the maximum

likelihood estimation, similar to 6,.

(4)

Model Parsimonization Estimating SWLM

1: procedure PARSIMONIZE(0,B) 1: procedure ESTIMATESWLMs
2: for all term ¢ in the vocabulary do Initialization:
5 p(t10p) < Lpen (pmebn)ﬂbﬁf’(l 71)(”9"]))) 2: for all object o in the hierarchy do
4 repeat s 3: 6, < standard estimation for o using MLE
- ap(tlfo) 4: end for
5 Esepplt € T] < p(tl60). ap(t100)+(1—a)p(tl05) 5. repeat
: - ] __ p[teT] T
6: Mt p(t160) x,«:;ig’fﬂ 6: SPECIFICATION
7 until 6, becomes stable 7 GENERALIZATION
8 end for 8: until models do not change significantly anymore
9: end procedure 9: end procedure

(a) Pseudo-code for EM procedure of parsimonization. (b) Pseudo-code for procedure of estimating SWLM.

Specification Stage

Generalization Stage

1: procedure SPECIFICATION
Queue «— all objects in BFS order
while Queue is not empty do
0 < Queue.pop()
1 < o.Depth();
while I > 0 do
A <« 0.GETANCESTOR(])
PARSIMONIZE(0,A)
l—1-1
10: end while
11: end while
12: end procedure

1: procedure GENERALIZATION
Stack «— all objects in BFS order
while Stack is not empty do
0 « Stack.pop()
| « o.Height();
while I > 0 do
D <« 0.GETDECEDENTS(l)
PARSIMONIZE(0,D)
l—1-1
10: end while
11: end while
12: end procedure

(¢) Procedure of Specification. 0.GETANCESTOR(() gives

(d) Procedure of Generalization. 0.GETDECEDENTS(!) gives

the ancestor of object o with [ edges distance from it. all the decedents of object o with [ edges distance from it.

Fig. 2. Pseudocode of Estimating hierarchical significant words language models.

Modified Model Parsimonization. In the original model parsimonization
[10], the background model is explained by the estimation of the collection lan-
guage model, i.e. the model representing all the objects. So, according to Eq. 3,
parsimonization penalizes raw inference of terms that are better explained by the
collection language model, as the background model, and continuing the itera-
tions, their probability is adjusted to zero. This eventually results in a model with
only the specific and distinctive terms of the object that makes it distinguishable
from other objects in the collection.

However, with respect to the hierarchical structure, and our goal in two-
way parsimonization for removing the effect of other layers in the object model,
we need to use parsimonization technique in different situations: (1) toward
ancestors of the object (2) toward its descendants. Hence, besides parsimonizing
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toward a single parent object in the upper layers, as the background model,
we need to be able to do parsimonization toward multiple descendants in lower
layers.

We propose the following equation for estimating the background model,
which supports multiple background object, to be employed in the two-way
model parsimonization:

pltom) 2z 5 (i) TT (1 i ) )

t;cB b;€B

J#i
In this equation, B is the set of background objects—either one or multiple, and
0y, demonstrates the model of each background object, b;, which is estimated
using MLE. We normalize all the probabilities of the terms to form a distribution.

In two-way parsimonization, regarding the abstraction level in the hierarchy,
when the background model represents an ancestor object in the upper layers
of the hierarchy, it is supposed to reflect the generality of terms, so that par-
simonaizing toward this model brings “specification” for the estimated model
by removing general terms. On the other hand, when the background model
represents multiple descendants from lower layers, it is supposed to reflect the
specificity of terms, so that parsimonaizing toward this model brings “general-
ization” for the estimated model by discarding specific terms.

According to the aforementioned meanings of background model in these
situations, Eq. 5 provides a proper estimation: In the multiple background case,
it assigns a high probability to a term if it has a high probability in one of
the background (descendant) models but not others, marginalizing over all the
background models. This way, the higher the probability is, the more specific
the term will be. In the single background case, i.e. having only one background
object in the set B, p(x|fp) would be equal to p(z|6p), i.e. MLE of background
object b. Since this single background object is from upper layers that are more
general, this model reflects generality of terms.

Figure2a presents pseudo-code of Expectation-Maximization algorithm
which is employed in the modified model parsimonization procedure. In gen-
eral, in the E-step, the probabilities of terms are adjusted repeatedly and in the
M-step, adjusted probability of terms are normalized to form a distribution.

Model parsimonization is an almost parameter free process. The only para-
meter is the standard smoothing parameter «, which controls the level of par-
simonization, so that the lower values of « result in more parsimonious models.
The iteration is repeated a fixed number of times or until the estimates do not
change significantly anymore.

3.2 Estimating HSWLM

We now investigate the question: How hierarchical significant words language
models provide robust models by taking out aspects explained at other levels?
In order to estimate HSWLM, in each iteration, there are two main stages: a
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Specification stage and a Generalization stage. In loose terms, in the specifica-
tion stage, the model of each object is specified relative to its ancestors and
in generalization stage, the model of each object is generalized considering all
its descendants. The pseudo-code of overall procedure of estimating HSWLM is
presented in Fig. 2b. Before the first round of the procedure, a standard estima-
tion like maximum likelihood estimation is used to construct the initial model
for each object in the hierarchy. Then, in each iteration, models are updated in
specification and generalization stages. These two stages are repeated until all
the estimated models of all objects become stable.

In the specification stage, the parsimonization method is used to parsimonize
the model of an object toward its ancestors, from the root of the hierarchy to its
direct parent, as background estimations. The top-down order in the hierarchy
is important here. Because when a model of an ancestor is considered as the
background estimation, it should demonstrate the “specific” properties of that
ancestor. Due to this fact, it is important that before considering the model
of an object as the background estimation in specification stage, it should be
already specified toward its ancestors. Pseudo-code for the recursive procedure
of specification of objects’ model is shown in Fig. 2c.

After specification stage, unless the root object, the models of all the objects
are updated and the terms related to general properties are discarded from
all models. In the generalization stage, again parsimonization is exploited but
toward descendants. In the hierarchy, descendants of an object are usually sup-
posed to represent more specific concepts compared to the object. Although
the original parsimonization essentially accomplishes the effect of specification,
parsimonizing the model of an object toward its descendants’ models means
generalizing the model. Here also, before considering the model of an object as
background estimation, it should be already generalized toward its ancestors,
so generalization moves bottom up. Figure 2d presents the pseudo-code for the
recursive procedure of generalization of objects’ model. It is noteworthy that
the order of the stages is important. In the generalization, the background mod-
els of descendants are supposed to be specific enough to show their extremely
specific properties. Hence, generalization stages must be applied on the output
models of specification stages as shown in Fig.2b where specification precedes
generalization.

It is noteworthy that although the process of estimating HSWLM is an itera-
tive method, it is highly efficient. This is because of the fact that in the first iter-
ation of the process, model parsimonization in specification and generalization
stages results in tiny effective models which do not contain unessential terms.
Therefore, in the next iterations, the process deals with sparse distributions,
with very small numbers of essential terms.

In this section, we proposed to iteratively use of parsimonization to take out
general aspects explained at higher levels and estimate more specific and precise
models as well as eliminating specific aspects of lower layers, to make models
more general, — resulting in hierarchical significant words language models.
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4 HSWLM for Evolving Hierarchies

This section investigates our second research question: “How effective are hierar-
chical significant words language models for classifying textual objects regarding
different levels of the hierarchy across time periods?” We first explain the data
collection we used as well as our experimental settings. Then we discuss how the
estimation method addresses the requirement outlined in the introduction.

All Parliament(2006-2010) Parliament(2010-2012) Parliament(2012-2014)
Status Government Opposition Government Oppositions Government Opposition
Paty  CDA PuvdA CU VVD PVV SP D66 GL VVD CDA PuvdA PVV SP D66 CU GL VVD PvdA CDA PVV SP D66 CU GL

Mem# 47 37 6 24 10 27 3 10 33 23 32 22 16 10 6 12 43 42 13 12 18 12 5 4

Fig. 3. Composition of Dutch parliament in 3 periods. VVD:People’s Party for
Freedom and democracy, PvdA:Labour Party, CDA:Christian Democratic Appeal,
PVV:Party for Freedom, SP:The Socialist Party, D66:Democrats 66, GL:Green-Left,
CU:Christian-Union.

4.1 Data Collection and Experimental Settings

In this research, we have made use of the Dutch parliamentary data. The data
are collected and annotated as the part of PoliticalMashup project [18] to make
semantically enriched parliamentary proceedings available as open data [14].

As a brief background, Dutch parliamentary system is a multi-party system,
requiring a coalition of parties to form the government. We have chosen three
interesting periods of parliament, from March 2006 to April 2014, in which eight
main parties have about 95 % of seats in the parliament. The coalition in the
first period is between a left-wing party and a centrism party, in the second
period between a right-wing party and centrism party, and in the third, between
a right-wing and left-wing party. Figure3 shows the hierarchical structure of
Dutch parliament in these three different periods.

In order to model parliamentary objects, first of all, we prepare the data. In
the proceedings, there are series of parliamentary speeches by different MPs fol-
lowing the debate structure. We invert the data matrix so that for each speaker
we collect their speeches as a single document, which represents the features
of that member. Then, for representing the internal objects in the parliament’s
hierarchy, we first consider members as the leaf objects and then concatenate all
leaf documents below internal objects as a single document which textually rep-
resent them: first over parties, and then parties into government and opposition,
etc. The whole corpus consists of 14.7 million terms from 240,501 speeches, and
contains 2.1 million unique terms. No stemming and no lemmatization is done
on the data and also stop words and common words are not removed in data
preprocessing. After data preparation, we estimate HSWLM for all objects in
the hierarchy as it is explained in Sect. 3.
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4.2 Classification Across Periods

As an extrinsic evaluation of the estimated models, we investigate the question:
“How hierarchical significant words language models provide robust models by
taking out aspects explained at other levels?” In the parliament, the composition
of parties and statuses changes over different periods (Fig.3) and hence the
speeches related to different objects can vary dramatically. Due to this fact,
cross period classification is notoriously challenging [11,25]. We show that our
proposed approach tackles the problem of having non-stable models when the
composition of parliament evolves during the time, by capturing the essence of
language models of parliamentary objects at aggregate levels.

Tables 1b and 2b show the performance of employing HSWLM on status and
party classification respectively. As a hard baseline, we have employed SVM
classifier on parliamentary data like experiments done in [7] and also examined
it on the cross period situation. Tables 1a and 2a indicate the results of SVM
classifier on status and party classification respectively. Comparing the results in
Tables 1b and a, we see that the accuracy of SVM in within period experiments
is sometimes slightly better, but in cross period experiments, classifier which
uses HSWLM of statuses achieves better results. This is also observed in the
results in Table 2b compare to the results in Table 2a.

For party classification, employing HSWLM results more significant improve-
ment over the baseline. Hirst et al. [11] discuss that since the status of members
in parliament, compare to their party, has more effect on the content of their
speeches, classifiers tend to pick features related to the status, not the party ide-
ologies. So, SVM performs very well in terms of accuracy in the within-period
experiments, but this performance is indebted to the separability of parties due

Table 1. Results on the task of status classification.

(a) Accuracy of SVM classifier (b) Accuracy of classifier uses SWLM
Period Test Period Test
2006-10  2010-12  2012-14 All 2006-10  2010-12  2012-14 All
2006-10 ~ 84.14 68.83 87.24 - 2006-10 ~ 82.32 80.51 89.29
£ 201012 68.29 78.57 87.91 £ 2010-12  79.87 74.66 88.58
& 2012-14  68.90 75.97 88.59 - & 2012-14  78.65 77.27 93.28 -
All - - - 79.87 All - - - 86.98
Table 2. Results on the task of party classification.
(a) Accuracy of SVM classifier (b) Accuracy of classifier uses SWLM
Period Test Period Test
2006-10  2010-12  2012-14 All 2006-10  2010-12  2012-14 All
2006-10 = 47.56 29.22 26.84 - 2006-10 = 4451 46.10 43.62
£ 2010-12 2987 40.90 35.57 £ 2010-12 4085 4025 39.59
& 2012-14  31.09 30.51 44.96 - & 201214 4024 38.96 4228 -
All - 39.18 All - 49.94
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to their status. Hence, changing the status in cross period experiments, using
trained model on other periods fails to predict the party so the accuracies drop
down. This is exactly the point which the strengths of our proposed method
kicks in. Since for each party, the HSWLM is less affected by the status of the
party in that period, the model remains valid even when the status is changed.
In other words, eliminating the effect of the status layer in the party model in the
specification stage ensures that party model captures the essential terms related
to the party ideology, not its status. Thereby, it is a stable model which is trans-
ferable through the time. We conducted the one-tailed t-test on the results. In
both party and status classification, in all cases which HSWLM performs better
than the SVM, the improvement is statistically significant (p-value < 0.005).

To get a better intuition of the procedure of estimating HSWLM, con-
sider the hierarchical relations of Dutch parliaments in the period of 2006-2010
which is depicted in Fig. 3. Assume that the goal is modeling language usage of
“Christian-Union (CU)” as an object in the party layer. In the speeches from the
members of this party, words like “Chairman” or “Agree” might occur repeat-
edly. However, they are not a good point of reference for the party’s ideologi-
cal language usage. In the procedure of estimating HSWLM of the “Christian-
Union”, these words are removed from the initial estimated standard language
model in the specification stages, since “Chairman” is a general term in the
parliamentary domain and is only able to explain the root object and “Agree’
is somehow an indicator of language usage of all the “Government” parties. On
the other side, consider the goal is to model language usage of “Government” as
an object in the status layer. Speeches from “Christian-Union” members, which
are also counted as “Government” members, may contain words like “Bible”
or “Charity”. It is trivial that involving these party-specific words in the con-
structed model for the “Government” in an individual period demolishes the
comprehensiveness. In the procedure of estimating HSWLM for the “Govern-
ment”, in the generalization stages, these words are discarded from the model.
This way, “Government” model does not lose its validity on other periods where
the “Christian-Union” is not in a Government party.

As another indicator of the effectiveness of HSWLM, it outperforms the SVM
bringing all the data together from three different periods in both party and
status classification. This is because it gets the chance of having a more rich
train data which leads to more precise models. While in SVM, changes in the
parliamentary composition make speeches diverse and this makes it not to be
able to learn a concrete model.

4.3 Invariance of Models

This section investigates our third research question: “Do the resulting hierarchi-
cal significant words language models capture common characteristics of classes
in different levels of hierarchy over time?” As an intrinsic evaluation of the mod-
els, we evaluate the invariance of models over different periods—how similar are
models of a particular object in the hierarchy when trained on data from differ-
ent periods. Since HSWLM is supposed to captures the essence of objects, not
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Fig. 4. Average of JS-Divergence of standard language models and HSWLMs for par-
liamentary entities in three different periods.

only HSWLM of an object learned using an individual period should be valid
for representing the object on other periods, but also models of the same object
learned on data from different periods should be invariant.

To assess this, we use the diversity of objects’ models in different periods to
measure their (in)variance over time. First, all HSWLM from different periods
of each party and each status is smoothed using Jelinek-Mercer smoothing [27]
considering all parliamentary speeches in the corresponding period as the back-
ground collection and with the same value of the smoothing parameter. Then,
we use the Jensen-Shannon divergence as the diversity metric to measure dis-
similarities between each two HSWLMs learned from different periods and then
calculate the average of values for each object. As the baseline, the same calcu-
lation is done for the standard language models of objects, i.e. language models
estimated using maximum likelihood estimation. Figure 4 shows the diversity of
models in different periods. As can be seen, in all objects in both party and
status layers, diversity of HSWLM of different periods is lower than diversity
of standard language models, which shows the extracted HSWLMs are more
invariant over different periods.

In this section, we examined classification accuracy over time using HSWLM
and saw significantly better results across different government periods. This
suggest that HSWLM captures the essential and permanent features of parlia-
mentary objects. Moreover, we looked at the divergence of models from different
periods, and observed that HSWLMs from different periods are more invariant
compared to the standard models.

5 Conclusions

In this research, we dealt with the problem of modeling hierarchical objects
for building classifiers in different levels of evolving hierarchies. To address this
problem, inspired by parsimonious language models used in information retrieval,
we proposed hierarchical significant words language models (HSWLM).
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Our first research question was: How to estimate robust language models for
objects in the evolving hierarchies, by explicitly taking relations between the lev-
els into account? We proposed the iteratively use of parsimonization to take out
general aspects explained at higher levels and eliminate specific aspects of lower
levels—resulting in HSWLM. Our second question was: How effective are hierar-
chical significant words language models for classifying textual objects regarding
different levels of the hierarchy across time periods? We utilized HSWLM for the
task of party and status classification in the parliament over time. The results
showed that since the models capture the essential and permanent features of
parliamentary objects, they lead to significantly better classification accuracy
across different government periods. Our third question was: Do the resulting
hierarchical significant words language models capture common characteristics
of classes in different levels of hierarchy over time? We designed an experiment
in which divergence of models from different periods is measured for all objects.
We observed that HSWLMs from different periods are more consistent compared
to the standard models.

The general idea of HSWLM is to estimate models possessing separation
property [6] and it is generally applicable in other problems [3-5]. Besides, we
are currently extending the work in this paper in several directions. First, we
apply the approach to other kinds of web data in particular social network data.
Second, we investigate the effectiveness of the models for various other hierar-
chical classification tasks, in particular those over dynamic or stream data, and
develop variants dealing with data sparsity. Third, we further develop new vari-
ants of topic models building on the specialization and generalization outlined
in this paper.
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Abstract. Searching for health information is one of the most popu-
lar activities on the Web. In this domain, users frequently encounter
difficulties in query formulation, either because they lack knowledge of
the proper medical terms or because they misspell them. To overcome
these difficulties and attempt to retrieve higher-quality content, we devel-
oped a query suggestion system that provides alternative queries com-
bining the users’ native language and English language with lay and
medico-scientific terminology. To assess how the language and terminol-
ogy impact the use of suggestions, we conducted a user study with 40
subjects considering their English proficiency, health literacy and topic
familiarity. Results show that suggestions are used most often at the
beginning of search sessions. English suggestions tend to be preferred to
the ones formulated in the users’ native language, at all levels of Eng-
lish proficiency. Medico-scientific suggestions tend to be preferred to lay
suggestions at higher levels of health literacy.

Keywords: Health information retrieval - Query suggestion - English
proficiency - Health literacy - Topic familiarity

1 Introduction

Searching for health information is the third most popular online activity after
email and using a search engine, being performed by 80% of U.S. Internet
users [2]. This domain poses specific challenges to health consumers, who fre-
quently encounter additional difficulties in finding the correct terms to include
in their queries [6,16] because they lack knowledge of the proper medical
terms [14,17]. The misspelling of medical terms is another common prob-
lem [5,11]. For these reasons, support in query formulation may contribute to an
improved retrieval experience. Considering this is a domain in which the quality
of the retrieved content is crucial, and considering that quality depends on the
language used to conduct the search [7], support for query translation may also
be useful.

Our goal is to improve the health search experience of users, particularly
users for whom English is not their primary language. The importance of query
© Springer International Publishing Switzerland 2016

N. Fuhr et al. (Eds.): CLEF 2016, LNCS 9822, pp. 83-95, 2016.
DOT: 10.1007/978-3-319-44564-9_7
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formulation support in health searches, the lack of such support and the findings
of previous studies motivated the development of a system that, based on an
initial user query, suggests 4 different queries combining two languages (English
and Portuguese) and two bodies of terminology (lay and medico-scientific). To
the best of our knowledge, no previous works have explored cross-language query
suggestions in the health domain.

To assess users’ receptivity to query suggestions in a language that not their
native and to suggestions using different types of terminologies, we conducted
a user study and, based on clicks, analysed the effective use of the proposed
suggestions. It is important to note that, although it has been proved that some
of these suggestions contribute to improve the retrieval performance [7,8], this
will only be the case if users have the willingness to take the recommendations.

Previous studies have concluded that search assistance should be personalized
to achieve its maximal outcome [4]. Yet, little attention has been paid to how
people perform query reformulations across different user groups. Therefore, we
have considered users’ English proficiency, health literacy and topic familiarity.

2 Related Work

In consumer health information retrieval, there is an awareness that several
difficulties can emerge due to the terminology gap between medical experts
and lay people [18]. To overcome these difficulties in query formulation, some
authors have proposed query expansion approaches. The Health Information
Query Assistant proposed by Zeng et al. [16] suggests terms based on their
semantic distance from the original query. To compute this distance, the authors
use co-occurrences in medical literature and log data as well as the semantic rela-
tions in medical vocabularies. A user study with 213 subjects randomized into 2
groups, one receiving suggestions and the other not receiving them, showed that
recommendations resulted in higher rates of successful queries, i.e., queries with
at least one relevant result among the top 10, but not in higher rates of satisfac-
tion. Two proposed search engines for health information retrieval — iMed [9]
and MedSearch [10] — provide suggestions of medical phrases to assist users
in refining their queries. The phrases are extracted and ranked based on MeSH
(Medical Subject Headings), the collection of crawled webpages, and the query.

Zarro and Lin [15] presented a search system that uses social tagging and
MeSH to provide users with peer and professional terms. To evaluate the impact
of these suggestions, the authors conducted a user study with 10 lay subjects
and 10 expert subjects. Both groups preferred MeSH terms because their quality
was considered superior to the quality of social tags. Also in the health domain,
Fattahi et al. [1] proposed a query expansion method that uses non-topical terms
(terms that occur before or after topical terms to represent a specific aspect of the
theme, such as ‘about’ in ‘about breast cancer’) and semi-topical terms (terms
that do not occur alone, such as ‘risk of” in ‘risk of breast cancer’) in conjunction
with topical terms (terms that represent the subject content of documents, such
as ‘breast cancer’). The authors found that web searches can be enhanced by
the combination of these three types of terms.
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Although not in the specific area of health information retrieval, we identified
only one work involving the proposal of query suggestions in a language different
from the original query’s language, namely, a study performed by Gao et al. [3].
The authors proposed a method to translate generalist queries using query logs
and then estimate the cross-lingual query similarity using information such as
word translation relations and word co-occurrence statistics. The evaluation was
performed on French-English and Chinese-English tasks. They found that these
suggestions, when used in combination with pseudo-relevance feedback, improved
the effectiveness of cross-language information retrieval.

Since 2014, the Conference and Labs of the Evaluation Forum (CLEF)
eHealth lab began to propose a multilingual information user-centred health
retrieval task, incorporating queries in several languages in its dataset.

3 Suggestion Tool

We designed and developed a prototype for a suggestion tool that can be inte-
grated into IR systems. Given a health query, our tool suggests alternative
queries in two languages, Portuguese (PT) and English (EN), using medico-
scientific (MS) and lay terminology. In Fig. 1, we present the architecture of the
suggestion tool, which will be further detailed in the following paragraphs.

ISuggestion tool

suggestions query

=
Retrieval .
system suggestions
——
. Query

Concept selection

Scoring of (query,

string) pairs User

—
Consumer Health
Vocabulary Portuguese | | Inverted
(CHV) CHV Index

Data structures

Fig. 1. Architecture of the suggestion tool.

We created an inverted index using the Portuguese translation of the Con-
sumer Health Vocabulary (CHV), an open-access and collaborative vocabulary
that maps technical terms to consumer friendly language [12]. In the index,
each stemmed term is associated with an inverse string frequency (isf;) and
a postings list, i.e., a list of the strings in which the stemmed term appears.
The computation of the inverse string frequency is similar to the computation
of the inverse document frequency that is traditionally performed in IR, that is,
isfi = log(N/sf;), where sf; is the number of strings in which the term appears
and N is the total number of strings. Because strings are typically small, the
probability of finding multiple occurrences of the same term in a string is very
small. For this reason, we decided to weight each term based only on its isf,
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ignoring its frequency in each string (¢f;s). To determine the vocabulary of
terms, namely, the list of terms in our inverted index, the strings were tokenized
and stop words were removed. In the terms, all letters were converted to lower
case and the accents were removed, and the terms were also stemmed.

The score assigned to each (query, string) pair is defined by score(q,s) =
Yot o !8fi. Because the length of strings and queries has a very small variance,
we found that the additional computational power required to normalize the
above score formula would not be justified by the gains thus achieved.

In this stage of the prototype development, to limit the number of sugges-
tions, we decided to select only the string with the maximum score for each input
query. For this string, we identify the associated concept and then return its CHV
and Unified Medical Language System (UMLS) preferred names in English and
Portuguese. If a suggestion is identical to the query or to any other suggestion,
it will not be presented, i.e., the output of the system will contain only unique
suggestions different from the query. This results in a maximum of 4 suggestions
for each query.

The CHV vocabulary was translated into Portuguese using the Google Trans-
lator API (Application Programming Interface). We manually evaluated 1%
of the total number of translated strings and concluded that 84.2% (95% CI:
[82.3%, 85.9 %)) of the translations were correct, a very satisfactory outcome.

Our retrieval system used the Bing Search API to obtain web results for
users’ queries. To increase the usability of the interface with regard to learning,
we decided to keep the interfaces very simple and similar to those used in the
most popular search engines. All the suggestions are presented in a single line
above the list of retrieved documents. As an example, a set of suggestions could
be: “colectomia”, “remocao do célon”, “colectomy” and “colon removal”.

All types of suggestions might be useful after any type of query. Imagine,
for example, an initial query in English. Portuguese query suggestions might be
useful for an user that is not proficient in the English language and prefers to
retrieve documents in his native language. On the other hand, if he is proficient
in English he might just want to switch terminology, keeping the same language.

4 Experiment

We conducted a user study with 40 participants (24 female; 16 male), with a
mean age of 23.48 years (standard deviation (sd) = 7.66). Portuguese was the
native language of every participant. The study had two within-subject inde-
pendent variables: language and terminology; three quasi-independent variable:
English proficiency, health literacy and topic familiarity; and one major depen-
dent variable: clicks on query suggestions.

English proficiency was evaluated using an instrument developed by the Euro-
pean Council that grades English proficiency in the Common European Frame-
work of Reference for Languages (CEFR), a widely accepted European standard
for this purpose. To evaluate the users’ health literacy, we have used the Medical
Term Recognition Test (METER), an instrument proposed by Rawson et al. [13].
The users’ familiarity with each topic was self-assessed on a five-level scale.
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Each user was assigned a set of 8 tasks, each associated with one of 8 sim-
ulated work task situations. To define the simulated situations, we selected 20
persons with no medical expertise and spanning a wide range of ages (from 30 to
68) and education levels (from high school to PhD degrees). These individuals
were asked to state the health topic for which they had most recently searched
on the Web. From these topics, we randomly selected 8 and created a scenario
for each. The situations were described to the users in Portuguese. The following
situation, presented as an example, was one of them: “T'wo weeks ago, someone
from your family was diagnosed with shingles. To understand what characterizes
this disease, you decided to search on the Web for its causes and symptoms. Find
out what causes the disease and identify two common symptoms”.

In each task the user had to formulate 3 queries and assess the relevance of
the top 10 results for each query. In the first query, the user had to formulate
the query without any help from the system. Users did not have any type of
restrictions in query formulation. Users used their preferred language and termi-
nology. Based on the initial query, the system presents suggestions that can, or
not, be used for the formulation of the second query. The same happens when
the user is moving from the second to the third iteration. The set of 3 iterations
constituted a search session. The usefulness of the suggestions was assessed in a
post-search questionnaire.

Our experiment was motivated by the following research questions: (1) In
which stage of the search process are suggestions used, and considered useful,
more often? (2) To which type of suggestions are users most receptive? (3) To
which language are users most receptive and how does this change with the users’
English proficiency? (4) To which terminology are users most receptive and how
does this change with the users’ health literacy and topic familiarity?

5 Data Analysis

To evaluate the usage given to suggestions, we considered that users might use
them as suggestions, clicking or not on them, and as source of terms they can
use in the following queries. Considering this last scenario, for each type of sug-
gestion, we computed the proportion of suggestion’s terms that were used in
the subsequent query (termsUsed) and the proportion of the suggestion’s terms
that were used in the following query and were not used in the previous query
(newTermsUsed). The former is useful to assess the quality of suggestions’ terms
and the latter is also useful to assess the utility of the suggestions for the users.
Let @Q;; be the set of unique stemmed terms belonging to the query of the
iteration ¢t and S;; the set of unique stemmed terms belonging to the sugges-
tion presented in the iteration #t, these proportions are computed as follows:
termsUsed;; = 7'62'”5[1“?“‘ and newTermsUsed;; = —‘(Q”‘mfgz‘\Q””l.

We used the test of equal proportions with the chi—Squared value to com-
pare proportions between groups. To compare the means of termsUsed and
newTermsUsed between groups we used the Student’s t-test. When the variances
were found to be not homogeneous, we applied the Welch t-test. In comparisons
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involving more than two groups (e.g.: comparing levels of English proficiency
in terms of suggestion usage), we applied the one-way ANOVA and the Tukey’s
test to assess the location of the differences, whenever significant differences were
found. When reporting our results, we use a * to mark significant results at o =
0.05 and a ** to mark significant results at o = 0.01.

6 Use of Suggestions

As explained in Sect. 3, all types of suggestions were generated through the
same algorithm. Moreover, the translation of the CHV was considered very good
with almost 85 % of correct translations. Consequently, we don’t expect quality
differences between types of suggestions that might have affect user behaviour.
During the experiments, in the second and third iterations, the suggestion
system did not present suggestions in only 4.7 % of the iterations. Note that the
system generates suggestions based on the query just inserted by the user, what
means the first query has to be formulated without any help. All these initial
queries were formulated using the Portuguese language and lay terminology.
Almost 55 % of the sessions presenting suggestions had one or more clicks in
suggestions. Of the 40 participants in the study, 5 did not click on any sugges-
tion during their tasks. Suggestions were used in 86.9 % of the iterations and the
participants tended to find the suggestions useful more often in the initial itera-
tions than in the final ones (Table 1). This is also supported by the proportions
presented in the two last lines of Table 1, showing that initial iterations have
more suggestions’ clicks and use suggestions as a source of terms more often.

Table 1. Use of suggestions by iteration. “Proportion of iterations where...”

Iteration

2 3 2 versus 3
Suggestions were not presented 1.9% (7.5% |x*(1) = 4.5, p = 0.02*
Suggestions were not considered useful 10.0 %/16.3 % xz(l) =3.7,p =0.07
Users used terms from 1 suggestion 30.6 %(37.5 %|x*(1) = 1.39, p = 0.12
Users used terms from several suggestions|57.5 % /38.8 %|x*(1) = 10.5, p = 6e—4**
Suggestions were clicked 41.4 %(24.3 % x*(1) = 9.3, p = 0.002**

After iterations with suggestions, participants used, in average, 1.34 terms
from the suggestions. Considering only the new terms, that is, the terms that
did not belong to the previous query, this value falls to 0.66. In the analysis by
iteration (Table2), we see that the number of suggestions’ terms, new or not,
used in the subsequent query is higher in earlier iterations. This is in line with
what was described above.
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Table 2. Means of terms used by iteration. One sided significant differences.

It2 |It3 | It2 vs It3
termsUsed 1.890.76 | t(302.2) = 8.7, p = 2.2e—16**
newTermsUsed | 0.82 | 0.49 | t(301) = 3.1, p = 0.002**

Users employ all terms from suggestions in 56.7 % of the iterations where
suggestions were presented. The above tendency is still true, that is, complete
suggestions are used more in the initial iterations as shown in Table 1.

If, instead of entire suggestions, we consider clicks, the proportion of itera-
tions with clicked suggestions falls to 33.1 % and is also significantly higher in the
initial iterations as shown in Table 1. Still regarding clicks, we found that 54.7 %
of the sessions had at least one click and 8.8 % of the sessions had two clicks.
We found that a large proportion of users (87.5 %) have clicked at least once in
the proposed suggestions. A lower proportion of users (27.5%) have clicked on
suggestions in the two iterations where they were presented.

As shown in Table 3, users extract the larger number of terms from Portu-
guese/medico-scientific suggestions. In terms of significant differences, we found
that the mean number of terms extracted from this type of suggestions is larger
than the mean number of terms extracted from English suggestions (Tukey’s
adjusted p = 0 for EN/Lay; Tukey’s adjusted p = 1.7e—6 for EN/MS). Moreover,
as can be seen in Table 4, Portuguese/Lay suggestions are also preferred to both
types of English suggestions. Regarding the use of new terms, the English/me-
dico-scientific suggestions are the ones with the greatest contribution to the
expansion of terms in users’ queries. This difference is explained by users’ lack
of habit to begin their searches with an English query. English /medico-scientific
suggestions are also the ones with a higher proportion of clicks. On the other
hand, Portuguese/Lay suggestions are the ones with lower proportion of clicks
and lower proportion of new terms, showing that users consider these suggestions
the least useful ones. In fact, this type of suggestions has a significantly lower
mean of new terms and a significantly lower proportion of clicks with respect to
all the other types of suggestions (Table4).

6.1 Analysis by Language

In terms of CEFR classes, 16 users had basic English proficiency, 17 were inde-
pendent, and 7 were proficient users. In Table 5, we present an analysis of the
users’ preferred language, in general and by English proficiency. If we consider
all the used terms, we can see that basic and independent English proficiency
users prefer to use terms from Portuguese suggestions. In the proficient group,
users tend to prefer English suggestions but this is not a significant difference.
If we only consider the newly introduced terms or clicks, users preferred English
suggestions. In the independent group, the users also tended to prefer English
suggestions but not significantly.
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Table 3. termsUsed and newTermsUsed: mean and standard deviation (SD) by type of
suggestion. Proportion of clicks by type of suggestion. Boldface indicates the maximum

per column.

termsUsed | newTermsUsed | Clicks

Mean | SD | Mean | SD Proportion
EN/Lay|0.24 |0.38/0.16 |0.33 14 %
EN/MS |0.30 |0.41/0.19 |0.37 18%
PT/Lay|0.40 |0.400.08 |0.20 5%
PT/MS | 0.46 |0.43/0.16 |0.33 14 %

Table 4. Tukey’s adjusted p-value for one-sided significant comparisons of the
termsUsed and newTermsUsed. Holm adjusted p-value for one-sided significant com-

parison of proportions of clicks.

PT/Lay vs: PT/MS | EN/Lay | EN/MS
TermsUsed (>) - 5e—6 0.01
NewTermsUsed (<) | 0.002 |0.002 le—5
clicks (<) 0.009 0.009 8e—6

Table 5. Means, proportions and one-sided significant differences of termsUsed, new-
TermsUsed and clicks by language and English proficiency (EP). Boldface identifies

the row’s maximum.

English vs Portuguese

EN PT test value ‘ p value
termsUsed
All 0.27 0.43 | t(1214.7) = —6.9 | 3.3e—12%*
Basic EP users 0.25 0.45 | t(483.5) = —5.38 | 6e—06**
Independent EP users |0.24 0.44 |t(511.4) = —6.0 | 2.4e—09**
newTermsUsed
All 0.18 0.12 | t(1153.7) = 3.2 | be—04**
Basic EP users 0.18 |0.12 |t(455.8) =2.1 0.01*
English proficient users |0.25 |0.10 | t(171.7) = 3.3 5e—04**
clicks
All 15.9% 9.7% | x*(1) = 10.1 7.6e—04%*
Basic EP users 16.8% [8.2% | x*(1) =0.15 0.003%**
English proficient users | 23.6 % | 13.2% | x*(1) = 1.5 0.04*

In addition to testing the differences between languages, we also tested
the differences between levels of English proficiency. We found that profi-
cient users clicked on English suggestions more often than independent users
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Table 6. Means, proportions and one-sided significant differences of termsUsed and
newTermsUsed and clicks by terminology, health literacy (HL) and topic familiarity.
Boldface identifies the row’s maximum.

Lay vs Medico-scientific
Lay | MS test value p value

termsUsed
All 0.14 | 0.46 | t(275.1) = —7.0 | 9e—10**
Marginal HL 0.14 | 0.47 | t(204.6) = —6.3 | Te—08**
Functional HL 0.06 |0.70 t(27.1) = —5.8 | 1.7e—06**
Not familiar 0.12 | 0.51 t(136.4) = —6.3 | 1.8e—09**
Familiar 0.16 |0.48 £(55.3) = —3.0 | 0.001**
Extremely familiar | 0.16 | 0.36 t(80.8) = —2.3 | 0.01%*
newTermsUsed
All 0.09 |0.32 £(247.2) = —5.5 | 9.5e—06**
Marginal HL 0.07 10.32 |t(176) = —5.0 |6e—05**
Functional HL 0.06 10.48 |t(24.5) = —3.3 |0.001**
Not familiar 0.00 |0.31 t(27) = —=5.3 Te—04**
Familiar 0.15 /0.35 t(57) = —2.1 0.02%*
Extremely familiar | 0.14 [0.30 |t(79.9) = —1.8 | 0.03*
clicks
All 5.3%|24.3% | x*(1) =20.4 3e—06**
Marginal HL 45%)21.4% | x*(1) = 12.8 2e—04**
Functional HL 5.6% |55.5% | x*(1) = 8.4 0.002%*
Not familiar 26%22.4% | x*(1) =11.8 3e—04**
Familiar 9.4%|37.5% | x*(1) = 5.6 0.009**

(Tukey’s adjusted p = 0.012%*). Proficient users are also associated with a higher
mean of termsUsed than independent (Tukey’s adjusted p = 0.001**) and basic
users (Tukey’s adjusted p = 0.006**). Excluding the previously used terms (new-
TermsUsed), proficient users employ more terms from English suggestions than
independent users (Tukey’s adjusted p = 0.01%).

6.2 Analysis by Terminology

The distribution of the users among the health literacy (HL) classes was as
follows: low (7 users), marginal (28 users) and functional (5 users). In Table 6
we can observe that, in general, the users preferred medico-scientific suggestions
to lay suggestions. However, if we consider the users’ health literacy, we see that
this statement only holds for the marginal and functional groups.
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In addition to the differences presented in Table 6, we also found that the
use of terms from medico-scientific suggestions significantly increases with the
health literacy of the users. In fact, the low health literacy group uses fewer terms
than the marginal (Tukey’s adjusted p = 0.01*%) and functional literacy group
(Tukey’s adjusted p = 5e—04**). In addition, the marginal health literacy group
uses fewer terms than the functional one (Tukey’s adjusted p = 0.05*). Regarding
clicks, the functional group clicked more often on medico-scientific suggestions
than did the low (Tukey’s adjusted p = 0.013**) and marginal groups (Tukey’s
adjusted p = 0.008**).

The users’ familiarity with each topic depends on the theme of the task. The
pairs “user, topic” were distributed as follows: not familiar (86 pairs), famil-
iar (114 pairs) and extremely familiar (120 pairs). In Table 6, we can see that,
with one exception, users significantly prefer medico-scientific suggestions, disre-
garding their familiarity with the topic. The only exception occurs among users
extremely familiar with the topic where we could not find a significant difference
between the terminologies. When comparing the several levels of familiarity, we
found that users extremely familiar with a topic use more newTerms from lay
suggestions than non-familiar users (Tukey’s adjusted p = 0.05%).

7 Discussion

We found that suggestions were used more often at the beginning of the search
sessions. In the initial iterations, users not only click more often but they also
use more terms from suggestions. Almost 55 % of the sessions with suggestions
had at least one click and almost 87 % had a query with, at least, one of the
suggestions’ terms. Of the 40 participants in the study, 5 did not click on any
suggestion during their tasks. These findings indicate a good acceptance rate of
the suggestions, similar to that found by Jansen and McNeese [4]. In the initial
iterations, users tend to found suggestions useful more often, but this difference
is not significant.

The suggestions formulated in the Portuguese language and lay terminology
had a smaller proportion of clicks than other types of suggestions. The aver-
age number of new terms extracted from these suggestions is also lower. This
indicates that the users found these suggestions to be the least useful, which is
not surprising considering that queries formulated by lay people without assis-
tance will, most probably, use their native language and lay terminology. In this
experiment, all the queries in the first iteration were formulated with Portuguese
language and lay terminology.

Users from the lowest and highest levels of English proficiency clicked more
often on English suggestions and extract a larger number of new terms from
English suggestions than from Portuguese ones. These findings regarding basic
proficiency users surprised us because we expected that suggestions in a language
in which they were not proficient would not attract them. This might have
occurred because these suggestions had a great degree of novelty, which may have
aroused their curiosity. Ignoring the terms used in previous queries, both types of



Effects of Language and Terminology on the Usage of Query Suggestions 93

Portuguese suggestions are preferred to both types of English suggestions. Yet,
this only happens in the lower levels of English proficiency, advanced proficiency
users tend to prefer terms from English suggestions. As expected, the preference
for English suggestions is more notorious in proficient users than in independent
users, in clicks and in number of extracted terms.

In general, the users preferred medico-scientific suggestions to lay suggestions.
However, if we consider the users’ health literacy, we see that this is true only
in the marginal and functional groups. The functional group exhibited a larger
proportion of clicks on medico-scientific suggestions compared with the low and
marginal groups. Topic familiarity was not found to be a discriminating factor
in terms of lay versus medico-scientific terminology use.

8 Conclusion

In this study we assessed users’ acceptance to health query suggestions proposed
in two languages, Portuguese and English, using two types of terminologies,
lay and medico-scientific. In this analysis we also considered if and how users’
English proficiency, health literacy and topic familiarity affect their preference.
The usage analysis takes into account the utility of the suggestions as new whole
queries and as sources of terms.

Suggestions were found to be used more often and, when contributing to
query expansion, in a larger quantity, in the initial stages of a search session.
In general, suggestions had a good acceptance by the users and the novelty
aspect seems to be important in the choice of suggestions to use. Excluding the
scenario in which terms from suggestions are used, useful to assess the quality of
suggestions’ terms but not so useful to assess their utility to the users, English
suggestions tend to be preferred to the ones in Portuguese in all levels of English
proficiency, a significant preference in the basic and proficient users. On the other
hand, medico-scientific suggestions tend to be preferred to lay ones in the higher
levels of health literacy and the extraction of new terms from these suggestions
increases with health literacy.

The good acceptance of the suggestions is an indicator of their quality, as
perceived by users during query formulation. Nonetheless, as future work, we
will analyse the impact of suggestions in retrieval effectiveness through users’
relevance assessments.
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Abstract. The effective suggestion of venues that are appropriate for a
user to visit is a challenging problem, as the appropriateness of a venue
can depend on particular contextual aspects, such as the duration of the
user’s visit, or the composition of the user’s travelling group (e.g. alone,
with friends, or with family). This paper proposes a supervised approach
that predicts appropriateness of venues to particular contextual aspects,
by leveraging user-generated data in Location-Based Social Networks
(LBSNs) such as Foursquare. Our approach learns a binary classifier for
each dimension of three considered contextual aspects. A set of discrim-
inative features are extracted from the comments, photos and website
of venues. Using a dataset from the TREC 2015 Contextual Suggestion
track, supplemented by venue annotations generated by crowdsourcing,
we conduct a comprehensive experimental study to identify the set of
features appropriate for our problem and to evaluate the effectiveness of
our proposed approach. Our results demonstrate both the accuracy of
our classification approach in predicting suitable contextual aspects for
a venue, and its effectiveness at making better venue recommendations
than the best performing system in TREC 2015.

1 Introduction

Making effective venue recommendations that a user may wish to visit relies on
contextual information about the user, such as the user’s location, time of visit,
and previous venues visited. Dey et al. [7] defines context as “any information
that can be used to characterize the situation of an entity that is considered
relevant to the interaction between a user and an application”. In the context-
aware venue recommendation (CAVR) task, the involved entity is the user, whose
context can be explicitly provided by the user or implicitly detected by sensing
devices (e.g. GPS location). Moreover, CAVR is a challenging task, as users
may not have visited a city before, rendering collaborative filtering approaches
less useful. Therefore, to suggest venues to the users, approaches for effective
personalised CAVR can encompass venue features (e.g. the number of people
visiting the venue (check-ins) in an LBSN), user features (e.g. the user’s rating
of similar venues) and contextual features (e.g. the user’s location and the time
of the day).
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In this paper, we argue that by considering new aspects of context, e.g. the
duration of trip, the season of the year and the group of people the users are
intending to visit the venue with, we can improve the effectiveness of a person-
alised CAVR system. However, unlike information about a venue’s category or
the number of check-ins, which are easy to obtain from LBSNs, identifying the
appropriateness of venues to various contextual dimensions may not be directly
made from the existing metadata of the venue in the LBSNs. We propose a per-
sonalised CAVR system that can account for contextual preferences explicitly
provided by users, and which operates in two phases: firstly, leveraging user-
generated data from a LBSN to predict appropriate contextual dimensions for
each venue, using a supervised approach; and secondly adapting a state-of-the-
art venue recommendation system to account for each venue’s predicted dimen-
sions when ranking venue suggestions. Moreover, as a venue can be appropriate
for multiple dimensions of a contextual aspect, e.g. a restaurant is suitable to
visit at day time and night time, this problem can be addressed as a multi-label
classification problem. Indeed, we develop classifiers for the dimensions of three
contextual aspects used in the recent TREC 2015 Contextual Suggestions track:
(1) Duration, how long a trip the user is on? (2) Season, when is the most suitable
season the user should visit the venue? and (3) Group, who is the venue suitable
to visit with (e.g. with family)? In particular, to the best of our knowledge, the
prediction of contextual dimensions for the Group aspect for a venue is a new
problem that has not been addressed in previous works. Later, we show how to
effectively integrate the proposed dimension classifiers as features within a CAVR,
system based upon learning-to-rank. In tackling this problem, this paper’s con-
tributions are as follows: (1) a learned approach that can predict appropriate
contextual dimensions for a venue, based on different types of features, namely
temporal features extracted from the venue’s comments and photos on the LBSN,
as well as term-based features extracted from the comments about the venue and
the textual contents of the venue’s website; (2) a demonstration of the useful-
ness of taking contextual aspects into account during venue ranking, based upon
a TREC 2015 dataset. Indeed, the experimental results demonstrate the accu-
racy of our classification approach in predicting suitable contextual aspects for
a venue and its effectiveness at making better venue recommendations than the
best performing systems participating in TREC 2015.

2 Related Work

Various existing works have shown that leveraging user-generated data in LBSNs
can significantly enhance the effectiveness of context-aware venue recommendation
(CAVR) systems (e.g. [5,6,14]). Yuan et al. [14] developed a collaborative time-
aware venue recommendation that suggests venues to users at a specific time of the
day. In particular, they mined historical check-ins of users in LBSNs to enable per-
sonalised venue recommendations using a time-aware collaborative filtering app-
roach. Deveaud et al. [6] made time-aware venue recommendations by forecast-
ing the popularity of nearby venues in the immediate future. However, all these
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approaches only considered the user’s location and the time of the day as con-
text when making venue recommendations. Recently, Hashem et al. [9] proposed
an approach that recommends a sequence of venues to visit to users, which aims
to optimise recommendation quality based on constraints (i.e. number of people,
travelling time and distances). In contrast, we propose an approach that applies a
learning to rank technique to recommend venues to users by considering multiple
contextual aspects such as duration of the trip and type of the group the user like
to travel with, rather than the number of users who are joining the trip.

Previous works on CAVR, [13,14] used check-in data from LBSNs to evaluate
the effectiveness of their recommendation systems, by assuming that users implic-
itly like the venues they visited. However such data may not be appropriate to eval-
uate CAVR systems because check-in data do not explicitly express the users’ con-
textual preferences. Indeed, research into CAVR has been boosted by the TREC
Contextual Suggestion track [4]. This track aims to investigate search techniques
for complex information needs that are highly dependent on the users’ contexts
and interests. In particular, the task addressed by the track is as follows: given
the user’s preferences (ratings of venues) and context (user’s location), produce
a ranked list of venue suggestions for each user-context pair. Moreover, in TREC
2015 [4], new contextual aspects were proposed. Additional contextual dimensions
are provided by each user for each aspect: namely the duration and season of their
trip, the type of trip (holiday, business etc.) and type of group the user is travelling
with. Our work directly proposes an accurate modelling of the appropriateness of
venues w.r.t. the aspects proposed in TREC 2015.

A few participants in TREC 2015 attempted to explicitly model the contex-
tual appropriateness of the venues. Indeed, as the best performing participant,
Aliannejadi et al. [2] proposed a system that learns the user’s positive and negative
profiles for the venues in the user’s preferences, based on the positive and nega-
tive comments and categories defined by different LBSNs of the venues. However,
they do not explicitly model the user’s preferences in terms of aspects of contex-
tual preference. McCreadie et al. [10] is the most similar to our own work in that
they also examine the timestamps of photos and comments from an LBSN, but
without using such evidence to predict the appropriate dimensions of context for
a venue. In contrast, we propose to predict the contextual appropriateness of a
venue (Sect. 3), by leveraging the photos and comments about the venue, as well
as the content of the venue’s website (Sect. 4). We later show how this can be used
in making better context-aware venue recommendations (Sect. 6).

3 Problem Statement

We now define the problem of predicting the appropriate contextual dimensions
for a venue. Firstly, let V' be a set of venues {v1,...,v,} and A be a set of con-
textual aspects about which users may express explicit requirements for relevant
venue suggestions. In this work, we focus upon three contextual aspects proposed
within the TREC 2015 Contextual Suggestions track [4], namely the Duration
and Season of the user’s visit, and the Group that the user intends to visit the
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Table 1. The 10 dimensions of the contextual aspects that we consider in this work.

Aspect |Dimension |Description
Duration Day Time |Is a venue suitable to visit between 6:00 AM — 6:00 PM?
Night Time|ls a venue suitable to visit between 6:00 PM — 6:00 AM?

Weekend |Is a venue suitable to visit on weekend?

Season |Spring Is a venue suitable to visit between March and May?

Summer |Is a venue suitable to visit between June and August?

Autumn |Is a venue suitable to visit between September and November?

Winter Is a venue suitable to visit between December and February?
Group |Alone Is a venue suitable to visit alone?

Friends Is a venue suitable to visit with friends?

Family Is a venue suitable to visit with family?

venue with. Associated with each contextual aspect a € A is a set of dimensions,
a = {dg1...dgm}. Tablel describes the dimensions for each of the contextual
aspects. Therefore, the problem of predicting the appropriate contextual dimen-
sions for a venue can be defined as follows: for a given venue v;, predict the
members of the set D;, where D; is the set of all contextual dimensions that the
venue is appropriate for, i.e. D; = {d|d € a, Va € A}. Indeed, each venue may
be appropriate to multiple dimensions for a given contextual aspect, e.g. for the
Season and Duration aspects, a park might be suitable to visit in the Spring
or Summer, and only during the day time. We assume that each dimension is
independent, e.g. a bar can be open both during the day and at night. Therefore,
we formulate our problem as a multi-label classification problem and apply the
most widely-used method by considering the prediction of each dimension as an
independent binary classification problem, i.e. for a venue v;, each d € D; is
identified by a binary classifier hy : v; — {d, ~d}.

4 Contextual Aspect Features

In this section, we describe our proposed approach that predicts the dimensions
of contextual aspects that are appropriate for each venue. Our approach is based
upon the definition and extraction of categorical and temporal features (Sect. 4.1)
as well as textual features (Sect.4.2) that are suitable for training the 10 binary
classifiers, i.e. one for each dimension of the contextual aspects in Table 1.

4.1 Categorical and Temporal Features

Intuitively, due to the different activities offered by each venue, different venues
generally exhibit different temporal characteristics e.g. a venue such as a bar is
more suitable to be visited at night time, while a venue such as a park is more
suitable to visit during the day. Such intuitions can be used to extract temporal
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features for each venue. In LBSNs, users can upload photos taken at a venue
they are visiting or write a comment to review the venue they have visited.
The timestamps of comments (photos) and the venue’s metadata (e.g. venue’s
categories) can be leveraged to extract discriminative features for each venue,
which will be used to train our binary classifiers.
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Fig. 1. Distribution of timestamps over different time patterns

In terms of notation, each venue v; has a set of associated comments R; =
{ry...rn}, and photos P, = {p1...pm}, as well as a set of categories ©; =
{7 ...7,} and a website W,,. Both a photo p; and a comment 7, are represented
as a tuple (u,v,t, content), indicating that the photo or comment is generated
by user u at venue v at time t, where content represents the actual image of
the photo or the text of the comment. The time ¢ (e.g. “2015-02-15 15:45:22”)
that either the photo or comment was generated is represented as a time-slot, for
instance as a specific hour of the day (15:00), a day of the week (Sunday) or a
month of the year (February). T'S,, (¢) is a function that returns time-slot w.r.t.
the specific time-slot granularity m, e.g. this function can be chosen to produce
a time slot for each hour of the day, i.e. T'Spour(t) € {0,1,...,23}. From now
on, the term timestamps is equally applicable to the timestamps of comments or
photo, unless otherwise specified. Next, we propose to extract category features
and temporal features for the Duration and Season aspects, based on the venue’s
metadata and the timestamps of photos or comments uploaded by LBSN users.

Category Features (f1, f2): Intuitively, venues belonging to a similar cat-
egory likely share similar contextual appropriateness to each other. f1 is a
feature indicating the category membership of a venue within the 10 top-level
Foursquare categories'. Similarly f2 represents the membership of the 147 low-
level Foursquare categories.

Temporal Venue-based Feature (f3): The timing of visits by users to venues
differs and can be indicative of its appropriateness to different contexts, e.g. a
venue mostly visited at weekend is less likely to be appropriate for a weekday.
Figure 1(a) provides an example of the distribution of timestamps of 2 venues

! https://developer.foursquare.com/categorytree.
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over the days of the week, demonstrating that the venues exhibit different tem-
poral characteristics. Hence, for a given venue v;, we calculate the maximum
likelihood probability of observing comments (or photos) with a timestamp that

is appropriate for a dimension d of a time-based aspect (Duration or Season),
fer, AT(TSa(j),d)

p(vild) = ===y

venue v;, and AT'(.) is a function that returns 1 if timestamp j is appropriate

to a given contextual dimension d, 0 otherwise, based on the time descriptions

listed in Table1.

, where R; (P;) is the set of comments (photos) for

Temporal Category-based Features (f4,f5): f3 suffers from a sparsity
problem — as most venues in our dataset have a small number of com-
ments/photos in the LBSN — thereby hindering the accuracy of a classifier using
this feature. To alleviate this problem, we assume that similar venues share simi-
lar contextual behaviour, e.g. all ski park venues are more likely to be appropriate
to visit in winter rather than in summer, while all beaches are more suitable to
visit in summer (this can be seen in Fig. 1(b)). In particular, we calculate the like-
>vev Puilm)-P(vilA)
Euiev P(v;|7)
is a binary function denoting if venue v; belongs to the given category 7 (1 if
true, 0 otherwise). Note that we consider as separate features the distribution
of top-level (f4) and low-level (f5) Foursquare categories.

lihood at the level of a category 7, P(c|A) =

, where P(v;|7)

4.2 Term-Based Features

Unlike the temporal features described above, we cannot use timestamps to infer
the appropriateness of a venue for dimensions of the Group aspect. In this
section, we describe our term-based features for the Group aspect that score
occurrences of appropriate terms within two sources of evidence, the websites
and the comments of venues.

Web-based Term Feature (f6): Intuitively, if a venue wishes to attract a
particular audience, its website will contains terms related to the corresponding
dimension(s) of the Group aspect. For instance, a restaurant website that con-
tains “family deals” in its menu section is likely to be appropriate to visit with
family. To illustrate this, Fig.2 shows how terms relating to each dimension of
the Group aspect occur within two venues that we have identified as suitable
for Family and Friends respectively. Indeed, from the figure, it can be seen that
the website of a venue suitable for a family group exhibits a higher frequency
of terms relating to that dimension than a venue suitable for friends does, and
vice versa. Therefore, the occurrence of terms corresponding to each dimension
of the Group aspect in a venue’s website is likely to be a useful feature for pre-
dicting the appropriate Group dimensions of venues. To extract discriminative
features for the dimensions of the Group aspect, we collect terms related to each
dimension from an external web resource?. We then index the websites of venues
(extracted from the venue metadata using a standard IR system, and issue to the

2 http://www.enchantedlearning.com /wordlist /.
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system a query (g consisting of a set of terms corresponding to the dimension
of context d. Finally, we use the system’s retrieval score of each venue’s website
for each dimension of context as a single feature, Pieypm (v;]d) o< score(Qaq, Wa,),
where Q4 is a query consisting of the set of terms related to the given dimension
d of the Group aspect, W,, is the website of venue v; and score(.) is a standard
retrieval model. Hence, the higher score the more likely the venue is suitable for
the dimension of contextual aspect.
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Fig. 2. The distribution of term fre- Fig. 3. The distribution of appropriate
quency of two venues on the Group venues for each dimension of contextual
aspect. aspects in crowdsourcing dataset.

Comment-based Term Features (f7, f8): These features are defined simi-
larly to f6, except that the comments for each venue are indexed, instead of the
venue’s website. However, users may vary in the sentiments they express in their
comments about venues they have visited. Ignoring these sentiments may hinder
the classification performance. For instance, a venue that contains a negative
comment like “I was disappointed that there were no small chairs for children”
will obtain a high retrieval score since its comment contains family-related terms,
although this venue is likely not appropriate to the Family dimension. To tackle
this limitation, we use the SentiStrength [12] sentiment analysis tool, which was
developed for short user-generated content such as tweets, to classify all of the
comments of the venues into three different classes: positive, negative, and neu-
tral. We then separately index the positive and negative comments for each
venue, while ignoring the neutral comments. Features f7 and f8 are calculated
as for f6, but for the the positive and negative comments, respectively. Next, we
evaluate the accuracy of our proposed contextual dimension classifiers (Sect. 5).
Later, in Sect. 6, we show that learned ranking approach with contextual fea-
tures generated from our proposed classifiers can significantly outperform the
best TREC participants.

5 Venue Dimension Classification Evaluation

In this section, we evaluate the accuracy of the classifiers through answering
two research questions: (RQ1) Can we exploit the distribution of timestamps
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of photos or comments to predict appropriate contextual aspects for venues for
the Duration and Season aspects? (RQ2) Can we leverage the terms occurring
in either the venue’s website or comments to predict the appropriate dimensions
of the Group aspect for venues?

5.1 Crowdsourcing Venue Annotations

We use crowdsourcing to obtain ground truth data by asking workers to anno-
tate the dimensions of context suitable to venues. We randomly select 746 venues
from the TREC Contextual Suggestion 2015 test collection. We use the Crowd-
Flower® crowdsourcing platform, asking workers to annotate the applicable con-
textual dimensions for each venue, based upon representative information of each
venue extracted from the Foursquare LBSN. In particular, for each venue, the
worker views the venue’s title, category, an image and two randomly-selected com-
ments, and uses check-boxes to indicate appropriateness for each contextual dimen-
sion. Following best practices for crowdsourcing [1], and to ensure the quality of
the obtained ground truth data, we ask three different workers to label each venue,
resulting in 2,238 judgements, for a total cost of US$31%. The distribution of judge-
ments for each dimension is shown in Fig. 3. The final annotations are derived by
choosing the dimensions of context that the maximum number of workers agreed
upon, e.g. if 2 workers agree that a venue is suitable to visit in Spring and Sum-
mer while 1 worker considers that the venue is suitable to visit in Winter, the final
ground truth dimensions for that venue are Spring and Summer.

5.2 Experimental Setup

Learning Algorithms. We use the Weka machine learning software [8] for
training and predicting contextual dimensions. We explore the effectiveness of
our classifiers using 3 classification algorithms: Naive Bayes, J48, and SVM. All
classification experiments are conducted using a 10-fold cross-validation on the
crowdsourcing dataset.

Retrieval Models. To extract the term-based features f6 — f8, we index the
venues’ websites and comments using v4.0 of the Terrier platform® and use BM25
for calculating score(.,.). While other standard weighting models can be used,
initial experiments found that our conclusions are not changed by the choice of
weighting models.

Evaluation Measure and Baseline. We report the accuracy of our contextual
dimension classifiers for each dimension in terms of the F; classification measure.
As the problem of contextual dimension classification has never been addressed
before, and as the nature of our dataset is imbalanced across the class labels of each

3 http://crowdflower.com.

* Our crowdsourced venue annotations are freely available from http://dx.doi.org/10.
5525 /gla.researchdata.325.

5 http://terrier.org/.
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dimension, we compare our proposed approach with a baseline that classifies each
venue as the majority class for each dimension (denoted as Majority), i.e. for all
dimensions except weekend, the majority class would be ‘appropriate’ (see Fig. 3).

5.3 Experimental Results

Firstly, Table 2 reports the accuracy, in term of Fj, of contextual dimension clas-
sification using different classification algorithms learned with all features across
the Duration, Season and Group aspects. For brevity, we report mean Fj across
all dimensions for a given aspect. Recall that our Majority baseline is where all
instances in the test set for a given dimension are classified as the majority class.
For this table, we use a default experimental setting, which we vary below: we
use timestamps from the comments to extract the time-based features (f4 & f5).
Indeed, Table 2 shows that Naive Bayes significantly outperforms both J48 and
SVM in predicting the appropriate dimensions for venues across all aspects. The
high effectiveness of Naive Bayes when trained with a small dataset is also sup-
ported by the literature, e.g. [3]. Hence, in the remainder of our analysis and exper-
iments, we focus solely upon the Naive Bayes classifier.

Table 2. F} accuracy of contextual dimension classification using different classification
algorithms. A differences denoted by ** exhibit significant decreases (McNemar’s test,
p < 0.01) compared to Naive Bayes.

I3t Duration | Season | Group | Mean | A
Majority 0.481 0.488 |0.541 |0.503
Naive Bayes | 0.680 |0.573 ' 0.574 |0.609
J48 0.602 0.542 | 0.548 |0.564 |-7.88%**
SVM 0.482 0.489 0.542 |0.504 |-11.97 %**

Next, Table3 reports the classification accuracy in terms of Fj for each
dimension of the Duration and Season aspects, for each source of evidence (com-
ments or photos). The top part of the table reports effectiveness when using
only the Majority class (our baseline) as well as when all features (f1-f5) are
used for these aspects (denoted All). On analysing this part of the table, we note
firstly that the F} scores are markedly higher than the Majority class baseline.
Moreover, while effectiveness is slightly higher when using the timestamps of
photos for the Duration aspect, the timestamps of comments are overall more
effective, providing more valuable evidence for the Season aspect. This fits with
our intuition of the mobile-phone based use of the Foursquare LBSN: users are
likely to upload photos when they are currently attending the venue. In contrast,
comments are often left after the user has visited the venue, perhaps reflecting
on a good or bad time he/she had at the venue. This makes the timestamps of
comments less useful for accurately predicting the appropriate dimensions of the
Duration aspect.
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Table 3. Classification accuracy in terms of Fi, for each source of evidence (comments
or photos), for each dimension of the Duration and Season contextual aspects. Major-
ity denotes classification using only the majority class, while All denotes all features.
Feature groups from All are ablated. Best performances for each dimension are high-
lighted in bold. Values denoted by * and ** exhibit significant differences (McNemar’s
test where p < 0.05 and 0.01 resp.) compared to All features for each source of evidence.

Fq Duration Season
day time | night time | weekend | spring | summer | autumn | winter | Mean | A
Majority 0.342 0.465 0.638 0.382 | 0.642 0.342 0.588 | 0.486
All | comments | 0.628 0.689 0.723 0.532 | 0.656 0.563 0.604 | 0.627
photos 0.644 0.695 0.72 0.502 | 0.538 0.532 0.525 | 0.595
Ablation
-f1 | comments | 0.615 0.691 0.717 0.521 | 0.652 0.530 0.598 | 0.618 |-1.59%
photos 0.635 0.700 0.725 0.496 | 0.536 0.531 0.517 | 0.591 |-0.670 %**
-f2 | comments | 0.598 0.676 0.711 0.514 | 0.649 0.530 0.612 | 0.613 | -2.39 %**
photos 0.634 0.699 0.722 0.462 | 0.493 0.518 0.451 | 0.568 | -4.54 %**
-f3 | comments | 0.611 0.696 0.720 0.527 | 0.664 0.549 0.609 | 0.625 |-0.48%
photos 0.653 0.687 0.732 0.494 | 0.513 0.509 0.486 | 0.582 | -2.18 %**
-f4 | comments | 0.645 0.672 0.720 0.541 | 0.649 0.491 0.61 0.618 |-1.59%
photos 0.630 0.687 0.724 0.519 | 0.661 0.547 0.529 | 0.614 | 3.19 %*
-f5 | comments | 0.619 0.690 0.701 0.505 | 0.643 0.578 0.604 |0.620 |-1.27%
photos 0.644 0.693 0.729 0.504 | 0.649 0.571 0.638 | 0.633 | 6.39 %**

The second part of Table3, denoted Ablation, reports F; when groups of
features are ablated (removed) from All features, with the column A reporting
the mean increase or decrease compared to the corresponding classifier using
All features. In general, the largest decreases in effectiveness are obtained when
the low-level category information f2 is removed from the features used by the
dimension classifiers, showing that detailed knowledge of the venue category can
be informative in accurately predicting the appropriate dimensions for venues.
Features f3 (for photos) and f4 — f5 (for comments) are also shown to be
important, but comparatively less so.

For the Group aspect, Table4 follows a similar layout to Table 3. In the top
part of the table, we report the Fj classification effectiveness for All applicable
features for this aspect (namely f1, f2, f6, f7, f8). Recall that f6 — f8 are
term-based features, extracted from venue’s website, positive comments and neg-
ative comments, respectively. In Table 4, we observe that this contextual aspect
represents a more difficult classification problem, where the majority class is
comparatively strong (Mean Fy 0.542 over the three dimensions). The results
show that, on average, our classifiers are more effective than the majority in
predicting the appropriateness of venues for the group aspect.

Next, the second part of Table4 reports different combinations of features,
starting with the categorical features f1 & f2 alone, and then adding f6 — f8
(each calculated using BM25) in turn. We observe that the F scores for the com-
bination of features are overall higher than for the All features, suggesting that
more data would be required to obtain the most effective model. Moreover, among
the term-based features f6 — f8, f7, which is calculated using the positive com-
ments offers the highest improvement over f1 & f2 for the alone dimension. For
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Table 4. For the Group aspect, the table reports F; for different feature combinations,
as well as A w.r.t. Fy score of All, where * exhibit significant increase (McNemar’s test,
p < 0.01).

Features | Alone | Friends | Family | Mean | A
Majority | 0.576 |0.667 |0.382 |0.542
All 0.600 | 0.564 |0.557 |0.574
fl1& f210.644 [0.700 |0.594 0.65 |11.20%*
+ f6 0.661 |0.709 |0.590 |0.653|12.19%*
+ f7 0.671/0.695 |0.575 |0.647 |11.33%*
+ f8 0.668 |0.673 |0.580 |0.640 |10.41 %*

friend dimension, the textual contents of the website, f6, offers the largest mar-
gin of improvement. Overall, the general trend across all rows in the bottom part
of Table4 is that the textual evidence from the websites is more important than
the positive comments (f7), which is in turn more important than the negative
comments (f8). This surprising result can be explained in that the comments are
sparse in comparison with venues’ websites. Indeed, the number of tokens indexed
from websites and comments index are 17,138,495 and 1,515,640, respectively.

To summarise, our findings for research question RQ1 were that the temporal
features - based on the timestamps of the comments and photos for each venue
- can be useful for creating accurate classifiers for the Duration and Season
aspects (as shown in Table3). For RQ2, we find that textual evidence found
on the websites of the venues is the most useful on average for predicting the
appropriate dimensions of the Group aspect.

6 Ranking Contextually Appropriate Venues

In this section, we describe how we improve the effectiveness of a CAVR system
using our contextual dimension classifiers trained on temporal features extracted
from the timestamps of comments and term-based features extracted from venue
websites.

Firstly, we formally describe the venue recommendation scenario of the
TREC 2015 Contextual Suggestion track [4] in which our evaluation is con-
ducted. Rankings in the Contextual Suggestion track are created in response
to a user-context pair, denoted (U;,C;) (and which can be thought as a
“query”). A user’s profile consists of a set of venue preferences, denoted as
U; = {vi = pij, ...}, where p;; is the user’s preference rating (1 to 5) for
venue v;. The context C; contains a number of contextual preferences in terms
of the dimensions of interest to this work: C; = {d}. As only one dimension can
be expressed for each of the aspects listed in Table 1, |C;| = |A| < 3.

Given a set of dimensions preferences C; (e.g. {Weekend, Summer, Alone})
expressed by the user, we now describe how we integrate the outcome of our
dimension classifiers into the ranking approach of a CAVR system. Firstly, fol-
lowing recent work in creating personalised venue suggestions [5], we adopt a
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learning to rank approach to take into account different sources of evidence
when ranking venues, by making use of features about the venue, F(v;) and fea-
tures representing how the venue matches the users interests, F(v;, U;), (e.g. a
cosine similarity between the categories of the venue v; and the categories of the
venues rated positively in U;). Moreover, we encompass the expressed contextual
preferences as one numerical feature for each aspect, denoting the confidence of
classifier that the venue is appropriate for dimension d € Cj:

}—('Uiﬁcj) = U

a€cA

(1)

hd(Ul') ifde Cj ANd € a,
0 otherwise

where hg(v;) is the confidence of the classifier for dimension d that venue v;

is appropriate for d. Note that not all user-context pairs express a contextual

dimension for each aspect. Hence, when no dimensions of contextual aspect a

are present in (), the classifier confidence for that aspect a is replaced by 0,

therefore VC;, |F(v;, Cj)| = 3.

6.1 Experimental Setup

In the following, we address a final research question: (RQ3) Can our pro-
posed dimension classifiers improve the effectiveness of a state-of-the-art CAVR
system? Our experiments make use of the TREC 2015 Contextual Suggestion
track test collection. As our venue ranking features rely on information about
the venue from Foursquare, we only consider venues in the TREC test collec-
tion that originated from Foursquare. Our baselines are the two best approaches
from TREC 2015, mentioned in Sect. 2 (namely uogTr [10], USI [2]). For a fair
comparison, we also remove venues suggested by these TREC participants that
did not originate from Foursquare, as well as any users in the test collection who
did not explicitly express any contextual preferences (i.e. |C;| = 0). This results
in 194 user-context pairs in the collection (down from 211 pairs).

As a basis for our experiments, we use a personalised CAVR system based
upon learning to rank — similar to that of Deveaud et al. [5] — building upon the
Automatic Feature Selection (AFS) [11] technique that creates a linear learned
model. This model is trained on the 60 venue preferences of all users — as these are
separate from the test venues, this represents a clear separation between training
and test environments. We report the effectiveness using the measures reported
in the track overview paper [4], namely Precision@5 (P@5) and mean reciprocal
rank (MRR). For each venue, we calculate a total of 11 venue ranking features,
namely 6 venue features (F(v;)): number of check-ins, number of likes, number
of comments, number of photos, average Foursquare rating, unique number of
users - all obtained from the Foursquare API, 2 user-venue features (F(v;,U;)):
cosine similarity between the categories of the venue v; and the categories of the
venues rated by the user in his/her profile U; — one feature for positive-rated
venues, and one for negative-rated venues, and 3 contextual features (F(v;, Cj)):
Classifier confidences for the dimensions expressed by the user in Cj.
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6.2 Experimental Results

Table 5 indicates the sources of evidence considered by each of the systems in
terms of user-venue preferences (denoted as User), venue information (Venue),
and contextual sources of evidence (Context). The first part of Table 5 shows the
effectiveness of the learned model obtained from AFS using all 11 venue ranking
features (denoted All), as well as when different feature groups have been ablated.
In this table, we observe that the best overall results are achieved by the model
trained with All features. Moreover, ablating the contextual features generated
by our 10 dimension classifiers causes a decrease in PQ5 (-2.45 %), showing the
importance of these features in an effective ranking model. We also observe the
same significant decrease in effectiveness (upto 11 %) when venue features are
removed, also reported by Deveaud et al. [5].

Table 5. The effectiveness of learned CAVR using different features, in comparison
with the 2 best TREC 2015 Contextual Suggestion track systems. The performances
denoted * exhibit significant decreases in effectiveness (paired t-test, p < 0.05) com-
pared to the All feature.

User | Venue | Context | PQ5 A MRR |A

TREC Median | - - - 0.5090 0.6716

AFS (All) v v v 0.6020 0.7858

AFS (VC) X v v 0.6010 | -0.17% |0.7827 |-0.40%
AFS (UC) v X v 0.5443* | -10.60 % | 0.7394* | -6.28 %
AFS (UV) v v x 0.5876 |-2.45% | 0.7800 | -0.74%
uogTr v v v 0.5742* | 4.84% |0.7584 |3.61%
USI v v X 0.5722 |5.21% |0.7494 |4.86%

Next, we compare the effectiveness of the learned CAVR models with the two
best performing systems in the TREC 2015 Contextual Suggestion track. We
find that the AFS model trained with All features outperforms the best TREC
2015 participants, for both P@5 and MRR. Note that without our proposed
contextual features (AFS (UV)), our CAVR system would have not significantly
outperformed uogTr approach. Indeed, while the uogTr is similar to ours, it
does not deployed learned classifiers for identifying contextual appropriateness
of venues. Hence, for RQ3, we find that our proposed classifiers can markedly
enhance an CAVR system and can significantly outperform the best participating
TREC 2015 system in terms of P@5 and MRR.

7 Conclusions

In this paper, we proposed classifiers that can predict the appropriateness of
venues to contextual dimensions, and showed how they could be successfully
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integrated into a state-of-the-art CAVR system. Our results showed not only
that dimensions can be accurately predicted, but that by considering the new
dimensions of context, the quality of venue recommendation can be significantly
enhanced. Moreover, we found that textual contents of venue’s website is more
suitable than comments about the venue on an LBSN for identifying if the venue
is suitable to visit under different dimensions of the Group aspect, while the tem-
poral characteristics of venues can be successfully captured using the timestamps
of comments or photos. A direction for future research will encapsulate the mod-
elling of dependencies between aspects of contextual dimensions.
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Abstract. The Author Profiling (AP) task aims to distinguish between
groups of authors labeled by a common demographic characteristic such
as gender or age by studying the language usage. In this work we studied
the role of personal phrases (i.e., sentences containing first person pro-
nouns) for the AP task. We support the idea that people better expose
their personal interests and writing style when they talk about them-
selves and, consequently, that words near to a personal pronoun reveal
valuable information for the classification of authors. The evaluation
using different social media data showed that phrases containing singu-
lar first person pronouns are highly valuable for predicting the age and
gender of users. Considering only these phrases we obtained reductions
of up to 60 % of the information in the user documents and a comparable
classification performance than using all available data. In addition, the
results obtained by personal phrases considerably outperformed those
from non-personal sentences, indicating their greater suitability for the
AP task. We consider these findings could be further applied in the design
of strategies for the construction of AP corpora, novel feature selection
methods, as well as new feature and instance weighting schemes.

Keywords: Author profiling - Personal pronouns - Topics + Writing
style

1 Introduction

In Natural Language Processing, the Author Profiling (AP) task consists in
analyzing texts in order to extract as much information as possible from their
authors [11]. Its aim is to predict general or demographic attributes that inte-
grate authors’ profiles such as: gender [2,11,12,31], age [2,12,20,31], personality
[1,32], native language [2], political orientation [21], among others. Recently,
because of the variety of its applications, AP has gained a lot of interest. For
example, in marketing, companies leverage online reviews to improve targeted
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advertising, and in forensics, the linguistic profile of authors could be used as
valuable additional evidence.

AP is supported on the idea that documents are the major medium by which
people communicate their knowledge and express their thoughts and opinions. It
also considers that word usage patterns extracted from these documents expose
people interests and writing style, which in turn, could reveal valuable informa-
tion for their automatic profiling. Broadly speaking, AP has been approached
as a single-label classification problem using machine learning algorithms [33].
In this context, most of the work has been devoted to determine useful textual
features to model the writing profile of authors [1,11,28,31]. According to the
literature two kinds of features are the most relevant: thematic features, mainly
captured by nouns, verbs and adjectives, and stylistic features, e.g., function
words, punctuation marks, and POS tags [14].

In this work, rather than define a suitable set of features for AP, we focus
on studying the relevance of sentences containing first person pronouns, which
we refer as personal phrases. Our interest in this kind of phrases is motivated
by recent works in social psychology, which have demonstrated that pronouns
and prepositions reveal important information about the linguistic profile of an
author [22], and also people tend to be more honest when they write about
themselves [19]. Based on these findings, we hypothesize that words around per-
sonal pronouns better expose the thematic interests and writing style of authors,
and therefore that they could reveal valuable information for their classification.
Accordingly, the research questions we aim to answer are:

— Are all the information in a document equally relevant for AP? Particularly,
are personal phrases more discriminating than others?

— Are the personal phrases containing singular and plural first person pronouns
equally useful for AP? Are they complementary or redundant?

— Do personal phrases better expose the writing style or the thematic interests
of authors?

— Are personal phrases equally relevant in different social media domains?

To answer these questions we evaluated the prediction of users’ age and gender
in different social media domains. Our study shows that personal phrases can
be considered the essence of documents! for the AP task [16]. We mainly found
that focusing on the subset of personal phrases, it is possible to get reductions
of up to 60 % of the information in the user documents, while maintaining the
classification performance. Our findings have significant implications for future
work in AP, since they can lead to the design of new feature selection and
weighting methods as well as to the development of alternative strategies for the
construction of AP corpora.

The rest of the paper is organized as follows. Section2 describes some
previous works in AP, making special emphasis on psychological motivated

! In this context, documents are commonly referred to as user profiles or user histories,
and they correspond to all textual information generated by a user, for example, all
posts from her blog or the set of tweets from her account.
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approaches. Section3 presents the corpora used in the experiments, whereas
Sect. 4 describes our experimental methodology. Section 5 presents the experi-
ments and results in different social media. Finally, Sect.6 depicts our conclu-
sions and some future work directions.

2 Related Work

There are several works for AP in social media [21,31, 32]. These works have mainly
proposed different document representations, which combine several kinds of fea-
tures [24]. For example, Argamon et al. [2] used content and style features to iden-
tify the age, gender, native language and neuroticism level of authors. Mukherjee
and Liu [17] studied the classification of blogs by gender using POS patterns as fea-
tures. Other proposals include the use of stylometrics characteristics. For example,
Goswami et al. [9] predicted age and gender of blogs’ authors by means of slang
words and the length of sentences. Rangel and Rosso [25] used style features such
as the frequency of capital letters, words length, and number of words with flooded
characters (e.g. Heeeellooo). Meina et al. [15] have studied structural features such
as the number of sentences, words, paragraphs, special characters, among others.
On the other hand, there are some works that have also explored the use of soci-
olinguistic features to determine the age and gender of authors [29]. This kind of
features aims to capture, for example, the communication behavior (e.g. retweet
frequency) and the network characteristics (e.g. number of followers and friends)
of social media users.

From a psychological perspective, some recent works have shown that lan-
guage carries information about our feelings, emotions [26,27], and opinions [34],
and that function words are the most revealing [4,22]. For example, the frequent
use of singular first person pronouns is related to: young people [23], female
[2,18], low social status [10], and depression [30]. Furthermore, it has been found
that people tend to use this kind of pronouns when they tell the truth [19]. In
other words, the use of self-references such as “I”, “me”, “my” and “mine” are
strongly related to the expression of people’s feelings, concerns and opinions.

These previous works have demonstrated the usefulness of pronouns as fea-
tures for characterizing the author of a document. This paper goes a step for-
ward by studying the role of personal phrases in AP across different social media
domains. We consider that words around personal pronouns better expose the
thematic interests and writing style of social media users, and that this subset
of phrases could be considered as the essence of the documents for the AP task.

3 Social Media Datasets

For the majority of the experiments we used the corpus gathered by Schler et al.
[31]2. This corpus is a collection of blogs from blogger.com, written in English
and collected in August 2004. This corpus is widely used in AP due to its large

2 http://u.cs.biu.ac.il/~koppel /BlogCorpus.htm.
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Table 1. Distribution of the Schler corpus.

Age (age range) | Gender

Female | Male | Total
10s (13-17) 4,120 |4,120| 8,240
20s (23-27) 4,043 4,043 8,086
30s (33-47) 1,497 | 1,497| 2,994
Total 9,660 |9,660 | 19,320

number of documents (i.e., user profiles) as well as its balanced distribution
regarding the number of men and women for each age group. Table1l shows
some numbers about this corpus.

For evaluating the generality of the proposed approach, we used English
corpora from different social media domains. For this purpose we considered the
corpus from the AP task of PAN-20143, referred as PAN-AP-2014, which include
data from blogs, reviews, social media and Twitter. As shown in Table 2, all these
corpora are balanced regarding gender, but imbalanced regarding age. It is also
important to notice that these collections have very different sizes, varying from
147 blog users to 7746 social media profiles.

Table 2. Data distribution of the PAN-AP-2014 corpus.

Corpus Gender | Age
18-24 | 25-34 | 35-49 | 50-64 | 65 o more | Total
Blogs Female 3 30 27 11 2 73
Male 3 30 27 12 2 74
Total 6 60 54 23 4 147
Twitter Female 10 44 65 30 4 153
Male 10 44 65 30 4 153
Total 20 88 | 130 60 8 306
Reviews Female | 180 | 500 | 500 | 500 |400 2080
Male 180 | 500 | 500 | 500 |400 2080
Total 360 | 1000 |1000 |1000 |800 4160
Social media | Female | 775 |1049 | 1123 919 7 3873
Male 775 11049 | 1123 | 919 7 3873
Total | 1550 |2098 |2246 |1838 | 14 7746

3 http://pan.webis.de/clef14/pan14-web/author-profiling.html.
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4 Experimental Methodology

This section presents the experimental methodology devised to investigate the
relevance of the personal phrases in the AP task. Basically, the central idea of our
experiments is to compare the classification performance when using only these
phrases vs. the entire documents. Section4.1 describes the process followed to
filter the personal phrases of a document. Then, Sect. 4.2 details the configuration
settings of the classification process used in all the experiments.

4.1 Filtering Process

We define a personal phrase as a sentence which includes a first person pronoun.
We considered the following lists of pronouns: subjective (I, we), objective (me,
us), possessive (my, mine, our, ours) and reflexive (myself, ourselves). Second
and third person pronouns were not considered because they suggest that the
writer is talking about something/someone else without including herself.

The filtering process considers the extraction of all the personal phrases
appearing in each document (user history) of a given corpus. As shown in Fig. 1,
it first splits documents into sentences, and then it selects the sentences which
include a first person pronoun. The rest of the sentences, which does not have
any personal pronoun, is discarded. In our experiments we refer to these subsets
of phrases as the filtered corpus and the complement corpus respectively. It is
important to notice that there could exist documents with no personal phrases,
which would lead to empty filtered files. In such situations we decided using the
original document instead of the empty filtered file.

List of Pronouns

- Filtering Process Filtered Text
Original Text

I try to be a nice person
- Sentence Sentence This is my first post
Extraction Selection

Today was an interesting day '
I try to be a nice person E H Complement Text

This is my first post HE
Wi HE.
o knows maybe one day i Discarted o Today was an interesting day
L . __..-“ Who knows maybe one day

Fig. 1. Filtering process

4.2 Classification Process

For all the experiments we considered a standard classification framework for
AP: we used a combination of content and style features, and a Support Vector
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Machine as learning algorithm [31]. Following we describe the main configuration
settings for the classification and evaluation processes.

Features: we used the set of features described in [13,31]: 1000 content words
with the highest information gain, stopwords and punctuation marks, slang
words, out-of-dictionary terms like emoticons and POS tags®*.

Representation: based on all these features, we build a standard BOW rep-
resentation. The weighting of terms corresponds to their normalized frequency
with respect to the total number of terms in the document.

Classifier: To classify the documents, we used the SVM classifier from the
LIBLINEAR library [7] without any parameter optimization.

Evaluation: we applied a stratified 10 cross fold validation (10CFV) on each
corpus, and used the accuracy as main evaluation measure, which represents the
percentage of users that were correctly classified. To assess the statistical differ-
ences among the different corpora configurations (original, filtered and comple-
ment), we applied a 10CFV paired t test [5,6].

5 Results and Discussion

5.1 Experiment 1: The Relevance of Personal Phrases for AP

The aim of this experiment was to determine the value of the personal phrases
for the AP task. Based on the idea that people better expose their interests and
writing style when they talk about themselves, this first experiment focused on
evaluating the role of the phrases which contain singular first person pronouns.

For carrying out this evaluation we used the Schler corpus (refer to Sect. 3).
First, we filtered the personal phrases that contain one of the following pronouns:
I, me, mine, my, myself, as well as the string “im”, because it is commonly used in
social media documents. Table 3 shows some numbers from the resulting corpora.
The obtained filtered corpus represents 48.12 % of the information of the original
collection, and it is smaller than the complement corpus.

To assess the relevance of the personal phrases in AP, we compared the clas-
sification accuracy in the age and gender prediction tasks when using the three
different corpora. The last two columns of Table3 show the obtained results.
It is worth noting that results obtained using the filtered corpus are signifi-
cantly better than those corresponding to the complement corpus, even thought
there is less information in the former one. This indicates that self-information
is indeed more useful for AP than general impersonal information. Furthermore,
these results also show that using only the personal phrases it is possible to
achieve a very similar performance than using the complete documents. In fact,
for the gender prediction there is no statistically significant difference between
the results using the filtered and the original corpora. On the one hand, these

* POS tags were obtained using Stanford tagger: http://nlp.stanford.edu/software/
tagger.shtml.
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Table 3. Data and accuracy results from the first experiment. The filtered corpus is
the subset of sentences including singular first person pronouns from the Schler corpus.

Sentences | Empty files | Age | Gender
Original corpus 9,155,301 0 77.49 | 80.07
Filtered corpus 4,405,783 | 69 76.09 | 79.63
Complement corpus | 5,510,302 | 131 69.98 | 72.59

results confirm the relevance of the personal phrases for the AP task, and on the
other hand, they support our hypothesis that these phrases can be considered
as the essence of the documents for this task.

5.2 Experiment 2: The Added Value of Plural Personal Phrases

The purpose of this experiment was to examine the role of the phrases with
plural first person pronouns in the AP task. Particularly, it focused on investi-
gating if these phrases, which have inclusive nature and they express information
about the user as part of a group, could enrich the representation of users, and
consequently could improve their automatic classification.

As in the previous experiment, we used the Schler corpus as reference collec-
tion. However, in this case, we considered personal phrases not only containing
singular pronouns but also plural first person pronouns. Accordingly, in the fil-
tering process we extracted sentences containing one of the following pronouns:
we, us, our, ours, ourselves. Some numbers from the obtained corpora are shown
in Table 4. It is worth noting that there are considerably less phrases with plural
first person pronouns than with singular first person pronouns, which could be
explained by the kind of information shared in blogs. In addition, it can be
noticed that their combination only caused an increment of 537,607 phrases
(5.9%) over the singular filtered corpus, indicating the frequent co-occurrence
of singular and plural first person pronouns in social media posts.

Table 4 shows the accuracy results obtained by the different configurations of
the filtered corpus. One first thing to notice is that results corresponding to the
use of only singular personal phrases considerably outperformed those obtained
by the plural personal phrases. The differences were of 9.1 % and 9.3 % for age
and gender respectively. These differences could be attributed to the difference
in the sizes of the corpora, but they also suggest that plural personal phrases
change their focus from the user particular interests to the group’s concerns.

On the other hand, the test of statistical significance indicated that the
observed accuracy differences between the singular/plural filtered corpus and
the singular filtered corpus were not statistically significant for both, age and
gender, prediction tasks. These results allow us to conclude that plural personal
phrases have no special relevance for the AP. Moreover, they also corroborate
the outstanding usefulness of the singular personal phrases for this task.
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Table 4. Accuracy results using singular and plural personal phrases.

Sentences | Empty files | Age | Gender
Original corpus 9,155,301 0 77.49 | 80.07
Singular /plural filtered corpus | 4,943, 390 33 76.99 | 79.82
Plural filtered corpus 908,815 | 1075 67.00 | 70.35
Singular filtered corpus 4,405,783 69 76.09 | 79.63

5.3 Experiment 3: Content and Style Information in Personal
Phrases

Previous experiments have shown the important role of personal phrases for the
AP task. The purpose of this experiment was to understand the discrimination
power of these phrases. Particularly, we wanted to determine the contribution
of content and style information from these phrases for the profiling of authors.

For this experiment we divided the features (refer to Sect.4.2) into three
disjoint sets: words, which represent content information, and function words
and POS that represent style information. To assess the relevance of each feature
type we compared their classification accuracy when using the singular filtered
and complement corpora. Table 5 shows the obtained results.

Results from Table5 confirm conclusions from previous works [31], which
have pointed out that content information is more relevant than style information
for AP. They also show that the performance difference between the original
and filtering corpora is lower in the word space, demonstrating that thematic
interests are adequately captured in personal phrases. On the other hand, by
comparing the results from the filtered and complement corpora, it is possible
to observe an average difference of 6.7% in favor of the filtered corpus when

Table 5. Accuracy results for feature type. The filtered corpus is the subset of sentences
including a singular person pronoun from the Schler corpus.

Type of feature | Corpus Accuracy
Age | Gender
Words Original 76.06 | 78.12
Filtered 75.04 | 78.08
Complement | 68.49 | 71.19
Function words | Original 68.56 | 73.05
Filtered 67.00 | 70.78
Complement | 61.31 | 67.56
POS Original 63.09 | 68.11
Filtered 62.87 | 66.35
Complement | 59.79 | 65.68
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words were used as features, whereas the differences were around 4.4 % and 1.9 %
when using function words and POS features respectively. These results suggest
that the value of personal phrases lies mostly in the content aspect rather than
in the style information. Hence, we can conclude that style information from
authors could be equally well captured from personal and non-personal phrases,
nonetheless, topics of interest are better extracted from personal phrases.

5.4 Experiment 4: Personal Phrases in Different Social Media

The purpose of this experiment was to evaluate the relevance of personal phrases
for AP across different social media domains. Mainly, we aimed to corroborate
the generality of our previous findings and check their degree of domain inde-
pendence. For this experiment we used the PAN-AP-2014 corpus. We built the
filtered corpus by selecting the posts that contain singular personal pronouns as
detailed in Sect. 5.1. Table 6 shows some numbers on the obtained corpora.
Table 7 shows the results across different social media domains. For all the
collections we approached two classification problems: age prediction with five
classes (18-24, 25-34, 35-49, 50-64, 65 o more), and gender classification with
two classes (male and female). The results are very interesting since they present
similar accuracy values when using the filtered and the original corpus, although
the filtered corpora only represent a small subset (ranging from 15 % to 36 %) of
the original corpora. Particularly, the statistical significance test indicated that
results for age prediction were comparable across all considered domain, whereas
for the gender classification we found a statistically significant difference for the
Twitter and Blog domains. However, it is important to notice that for these two
collections we obtained better age prediction results using the filtered corpus
than using the original corpus, which causes a comparable overall performance.
Table 7 shows the results across different social media domains. For all the
collections we approached two classification problems: age prediction with five
classes (18-24, 25-34, 35-49, 50-64, 65 o more), and gender classification with
two classes (male and female). The results are very interesting since they present
similar accuracy values when using the filtered and the original corpora, although
the first only represent a small subset (ranging from 15 % to 36 %) of the original
corpora. Particularly, the statistical significance test indicated that results for
age prediction were comparable across all considered domains. This is a very

Table 6. Data from the PAN-AP-2014 corpus. The filtered corpora correspond to the
subsets of posts containing a firs person pronoun.

Collection Posts in original corpus | Posts in filtered corpus | Empty files
Blogs 22,994 5,565 10
Twitter 318, 691 49, 540 7
Reviews 52,833 19,248 1,377
Social media | 3,207,509 736,615 1,349




I, Me, Mine: The Role of Personal Phrases in Author Profiling 119

Table 7. Accuracy results at PAN 2014 collections.

Collection Corpus conf. | Accuracy % kept in filtered corpus
Age | Gender

Blogs Original 36.56 | 68.42 | 24.20 % (from 22,944 posts)
Filtered 43.92 1 62.14

Twitter Original 35.33|71.33 | 15.54 % (from 318,691 posts)
Filtered 37.49 | 59.55

Reviews Original 30.84|67.24 | 36.43% (from 52,833 posts)
Filtered 29.21|65.21

Social media | Original 34.84|53.64 |22.97% (from 3,207,509 posts)
Filtered 33.99 | 52.68

encouraging result since age prediction in these collections considers five age
categories with consecutive values and, therefore, it represents a harder classi-
fication problem than that from the Schler corpus. On the other hand, for the
gender classification we found a statistically significant difference for the Twitter
and Blog domains. However, it is important to notice that for these two collec-
tions we obtained better age prediction results using the filtered corpus than
using the original corpus, which causes a comparable overall performance. In
general, these results support the relevance of the personal phrases as well as
their role as the essence of the documents for the AP task.

6 Conclusions and Future Work

Inspired on the idea that people best reflect their personal characteristics and
writing style when they talk about themselves, in this work we investigated the
relevance of personal phrases for the author profiling task. The experiments car-
ried out clearly indicated that personal phrases have a huge value for predicting
age and gender of social media users, since considering only this kind of phrases
we obtained reductions of up to 60 % of the information in the user documents
and a comparable performance than using all available data. Hence, personal
phrases can be considered as the essence of documents for the AP task.

Throughout the paper, we answered the research questions outlined in the
introduction, finding that: (1) not all the information from a document is
equally relevant for this task, personal phrases are more discriminating than
non-personal phrases; (2) although plural personal phrases have inclusive nature,
they have not a special relevance for the AP task, and their information is not
complementary to that from the singular personal phrases; (3) personal phrases
better capture content information (user interests), whereas style information
can be equally extracted from both personal and non-personal phrases; (4) the
relevance of personal phrases is a general characteristic that was observed in
different social media domains.
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The achieved results motivate us to evaluate the proposed approach in other
profiling tasks such as personality identification, as well as to evaluate its appro-
priateness in other languages, particularly in those where the use of subjective
pronouns is uncommon (pronoun-dropping languages). On the other hand, the
obtained conclusions encourage us to explore new ideas for taking advantage of
the information from personal phrases in the AP task. In particular, we consider
that our findings could be applied to design new strategies for constructing cor-
pora, a task highly expensive in terms of effort and time. They also could help
the design of novel feature selection methods, as well as new terms and instances
weighting schemes.
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Abstract. The majority of online users do not engage highly with ser-
vices that are offered via Web. This is a well-known fact and it is also
one of the main issues that personalization algorithms try to overcome. A
popular way of personalizing an online service is to record users’ actions
into user profiles. Weakly-engaged users lead to sparsely populated user
profiles, or weak profiles as we name them. Such weak profiles constitute
a source of potential increase in user engagement and as a consequence,
windfall profits for Internet companies. In this paper, we define the novel
problem of enhancing weak profiles in positive space and propose an effec-
tive solution based on learning collective embedding space in order to
capture a low-dimensional manifold designed to specifically reconstruct
sparse user profiles. Our method consistently outperforms baselines con-
sisting of kNN and collective factorization without constraints on user
profile. Experiments on two datasets, news and video, from a popular
online portal show improvements of up to more than 100 % in terms of
MAP for extremely weak profiles, and up to around 10 % for moderately
weak profiles. In order to evaluate the impact of our method on learned
latent space embeddings for users and items, we generate recommen-
dations exploiting our user profile constrained approach. The generated
recommendations outperform state-of-the-art techniques based on low-
rank collective matrix factorization in particular for users that clicked
at most four times (78-82 % of the total) on the items published by the
online portal we consider.

Keywords: Weak profiles reconstruction - Weak profiles enrichment -
Collective matrix factorization - Learning embeddings

1 Introduction

Personalization is a popular technique to increase effectiveness of an online web
service by tailoring it to the specific characteristics of each user (or group of
users). To this extent, a user profile is built and maintained for each user in
the system and it is subsequently used in the various services the portal offers.
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For example, a large search company might host a user profile that is used to
personalize for search results, product search, advertising, online news shown,
etc.

There is a major shortcoming, though, in this approach. Online users of web
services can often be divided into a minority of active users who interact on a
regular basis with the system and a majority of users that rarely connect to the
service. This global user behavior has been measured for different kinds of online
activities: daily activities on Facebook [6], user behavior in sponsored search [2].
These weakly-engaged users are of particular interest to internet businesses as
they represent a potential direction of expansion and growth in revenue. Making
weakly-engaged users churn to active users is particularly challenging due to
the limited information we have about them. For instance, on a popular online
news provider tested in this work, when considering all users that clicked at
least once on the front page, about 40 % of them did not interact more than
once with the system. In practice, the problems caused by weakly-engaged users
are due to the fact that their user profiles are “sparse”. In other words, little
or no historical information is available for sparse user profiles but, still, an
effective personalization mechanism should be able to exploit every single bit of
information available in the best possible way.

Therefore, in this paper we consider a very important problem in personalized
online service: “completing” sparse user profiles. It is worth being remarked that
solutions to this problem are immensely important for various reasons and are
of particular interest in real case scenarios. For instance, most effective recom-
mender systems make use of user profiles in their pipelines. While such a system
can be costly to change as it requires a complete overhaul of the workflow, an
improved user profile can easily be delivered as an input to any state-of-the-art
recommendation algorithm without requiring any additional change. The con-
tribution of this paper is to do a user-profile constrained collective factorization
in positive space and study its effectiveness for reconstructing user profiles.

2 Related Work

Our method provides a novel approach to constructing the user profile from
implicit feedback, which means that the recommender system does not need
to collect external information about users in order to enrich their profile. In
some cases, the external factors can work well due to the presence of a direct
correlation with the items, but such an information is not always available. [§]
proposes collaborative filtering using latent model from implicit feedback, but
does not attempt to improve the user profiles. Similarly, [13] proposes a unified
collaborative and content-based recommender system. As there have been very
few direct attempts at implicit improvement of user profiles (especially, in strictly
positive space), most of the related work with respect to user profile enrichment
are based on explicit feedback. In [5], the authors enrich user profiles using
the tags that are directly defined by the user. The proposed idea consists of
improving the profile by using explicit feedback and is specific to search systems
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where explicit feedback corresponds to input queries. Another approach in [12]
exploits the genre-information associated with multimedia content to enrich the
user profiles.

As explicit information for enhancing user profile is not always available, we
focus our attention on the user profile enhancement from the implicit feedback.
One of the approaches widely used for matrix completion is singular value decom-
position (SVD), which is based on decomposition of a given matrix X ~ UXV
where X € R™*™, U € R™* V € R¥*™ and X is the diagonal matrix of sin-
gular values, usually k < min(n, m). Recently, in [4], the authors use SVD for
matrix completion. Although widely popular, SVD has problems in the interpre-
tation of the results since the values in the factorized and reconstructed matrix
can be negative. Also, the orthogonality constraints can lead to overfitting of
latent space in some cases. For example, topical distribution of documents does
not need to be orthogonal as a document can belong to different topics.

In this work, we make the hypothesis that user profiles are made only from
implicit positive (or negative) feedbacks given by the user (for instance, a click
on a news article). To deal with the natural non-negative aspect of the implicit
feedback considered in this study, we build on the non-negative matrix factor-
ization framework (NMF). In the recent past, a number of publications have
focused their attention on low rank matrix factorization based on NMF [9,16].
[7,10] discuss online versions of NMF for large scale and streaming data. The
results from NMF can be interpreted more easily as the elements are nonnega-
tive and therefore user profile construction can be believed to benefit from such
an approach.

In cases where there is availability of both content and collaborative informa-
tion, collective matrix factorization (CMF) techniques have shown to perform
better [3,15]. Since a collective matrix factorization technique uses a given item-
feature relation to factorize the user-item relation and vice-versa, it can be inter-
preted as hybrid of both content and collaborative filtering. It has been shown
that CMF performs better than purely collaborative or content based approaches
for recommendation [15]. In that work, authors provide a theoretical framework
for collective matrix factorization. They also provide empirical results to prove
the effectiveness of the method. More recently, [3] presented a convex formulation
of the collective matrix factorization approach. The algorithm, based on an eigen
decomposition, suffers from two major drawbacks. First, the eigen decomposition
step has a high complexity and cannot be used on large matrices. Second, the
eigen decomposition and re-composition step increases the density of the origi-
nally sparse input matrices. Existing methods of collective matrix factorization
are not specifically designed for user profile completion. In this paper, we extend
the traditional collective factorization loss function, by forcing the embedding
space to reconstruct well user profiles. Other CMF based approaches have been
designed for item cold-start recommendations: [17] addressed the item cold-start
by making use of the social network information, while [14] addressed the same
problem by introducing a graph-based regularization. In this last work, it has
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been shown that CMF based approaches outperform the fLDA [1] probabilistic
framework when recommending fresh news to engaged users.

3 Proposed Model

In this section, we are going to formulate our proposed model based on the
problem as defined in the previous sections. For the sake of clarity, let us consider
the practical example of an online news service provider. Each news article is
associated with a textual description that is the set of words its headline contains
and a set of users consume those items. Furthermore, let us assume we record for
each news the set of users who click on it. This information is then represented
with two matrices, a document-term matrix X, € R*Nv and a document-user
matrix X,, € R¥" where d is the number of documents, N,, is the vocabulary
size and n is the number of users. The document-term matrix (X;) may be a
boolean matrix or may represent the tf-idf scores of the words in the document.
On the other hand, the entries of the document-user matrix (X,,) reflects whether
a given user clicked on a given article.

A user profile consists of non-negative weights indicating the contribution of
terms to the profile. Hence, a non-negative matrix factorization (NMF) based
approach for reconstructing user profiles naturally adapts to our problem. Adopt-
ing this definition we can model our problem as follows:

) 1
Min 7= (al|X, ~ HIH? + (1= o)X, — WH,||

+ (1= )| Xy = WH|* + X[ Hu|* + [|H|* + [[W]]7)) (1)

Subject to H,, H;, W >0

X, is the user profile matrix where each row represents an observed user profile,
and Hg, H, are the latent factors associated to each term and each user, respec-
tively. W is a latent shared variable making the bridge between items’ content
(Xs), and users’ feedback (X,). @ and A are hyper parameters that control the
weight of different components of the loss function J and the regularization of
different parameters respectively. Below mentioned multiplicative updates for
learning each variable can be derived from the derivatives of the loss function
(see [11]).

(1—a)W'Xy + aH X])]

H, — H,©® (1 - WTWH, + \H, + «H,HT H,] (2)
(1 - )W X, +aH, X, ]
He 0« O (0 = Y WIWH, + \H, + aH AT H] (3)
(1= )X H + (1= o) XuHy]
W—Wao [(1— ) WHHT + (1 — o)WH,HT + \W] (4)

In this model, each factor can be described by a set of words (i.e., a topic)
but also by a set of users (i.e., a community). This is achieved by collectively
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factorizing X and X, while enforcing a low-dimensional representation in a
common space (using the shared variable W). One advantage of our proposed
joint factorization relies on its ability to approximate the user profiles directly
from the latent factors by computing the following product: H! H,, which is
different from other collective factorization techniques. The proposed model cre-
ates a common latent space for all 3 entities (i.e. users, items, features), which
is important in the case of users that are extremely sparse and require more
regularization in order to learn better features for them. It means that we learn
a common latent space that not only learns the X, and X, but X, as well.
Intuitively, it means that if a user likes a number of items that have similar
features then the contribution of user to the topic to which these features belong
should increase even more. This constraint differentiates it from other applica-
tions of collective matrix factorization, where usually a common latent space is
learned using shared variable (like W) without an explicit constraint on user
profile (X,).

4 Experimentation

In this section we conduct experiments to evaluate the performance of our app-
roach for completing profiles of sparse users on two use cases. Firstly, we evaluate
how accurate is the profile generated by our algorithm -referred to as Collective
Embedded User Profiles (CEUP)- against a simple aggregation of the k nearest
neighbors profiles computed from the collaborative matrix. To evaluate the per-
formance of the approaches, we consider loyal users (non weak profiles) that we
artificially churn to weakly-engaged users after sparsifying their profiles. Then,
we measure the extent to which we can recover their original profile. The exper-
imental setup is detailed in Sects. 4.2 and 4.3. Secondly, we test how well CEUP
can recommend news and videos to the same set of users whose profiles have
been sparsified. We compare CEUP against two states-of-the-art techniques for
recommendation based on low rank collaborative matrix factorization. Namely,
we test SVT proposed recently by Bouchard et al. [3], and CMF proposed by
Singh and Gordon [15].

4.1 Dataset

We collected two datasets, one each from a Yahoo news and Yahoo video portal.
As expected, the user engagement on both datasets exhibits a long tail distrib-
ution.

— News Dataset:- The news dataset consists of the set of the news articles
displayed to the users along with their feedback. For the purpose of the study,
we only use as content headline’s features of the article, as this is the piece
of information viewed by the user on the front page leading him to click on
the article or to skip it. For each article, we also record all the users that
clicked on it during the studied period. From these three months data, we



128 G. Singh et al.

randomly select (in order to respect the long tail distribution) 200, 000 users.
We then add to them 20, 000 loyal users selected from the distribution peak.
More precisely, we randomly select them from the top 5% (i.e. users that
clicked at least 25 times) of the users that have been mostly engaged during
three month. This constitutes the final set of users that are studied for both
experiments: user profile completion and news recommendation. These users
have clicked on total of around 48,527 news articles during three months.

— Video Dataset:- The video dataset is collected in similar fashion consisting
of videos viewed by users and features of the videos. We collect as features
the title and description of the video that a user reads before clicking it. A
click on the video refers to an intentional play of the video. For these videos,
we record all the users that clicked on it during a period of 3 months. We
select 130,000 random users (original distribution) and add to it 20,000 loyal
users (i.e. users that clicked at least 8 times). These users have clicked on a
total of around 116,926 videos during 3 month period.

4.2 User Profile Completion

In this set of experiments, we compare our user profile completion approach
against the three following baselines.

— No Enrichment:- We estimate the performance of the sparse user profile
without doing any enrichment. It serves as a baseline in order to ensure that
the tested methods are not degrading the profiles.

— k Nearest Neighbor:- kNN is the most commonly used algorithm for per-
sonalization of results based on the neighborhood of the user’s profile. It could
be assumed as the simplest approach to enhance the user profile. We imple-
ment a weighted kNN approach where the user profile is generated using a
weighted aggregation of the nearest neighbors’ profiles and tuned it for the
best value of k using a validation set.

— Simple Matrix Reconstruction:- We try to reconstruct the user profile
using NMF based matrix reconstruction X, = H} H, without collective con-
straints on X, and Xj.

Experimental Setup. Our goal is to evaluate the extent to which the different
methods are able to complete the weakly-engaged user’s profile (i.e. majority
users in the long tail distribution). To do so, we convert a loyal-user to a weakly-
engaged user by artificially sparsifying his profile (more precisely, clicks in the
user-item matrix are randomly deleted). To evaluate the performance of the
different methods for increasing level of sparsity, we test the different completion
methods on user profiles going from 1 up to 5 clicks (this is the case for more
than 80 % of the users in the original dataset). After completion, the generated
user profile is evaluated using the original user profile as ground-truth. We plot
results as the average over 5 different test sets randomly sampled from the data.
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Clicks Clicks

Fig.1. NDCG for different user profile construction methods at different levels of
sparsity for news (left) and video (right) dataset. The given results are statistically
significant for a confidence level of 99 % using a t-test.

Clicks Clicks

Fig. 2. MAP for different user profile construction methods at different levels of sparsity
for news (left) and video (right) dataset. The given results are statistically significant
for a confidence level of 99 % using a t-test.

User Profile Evaluation Metrics. The user profile completion process pro-
duces a ranking of the words in the vocabulary where each word comes with a
positive weight. The ground-truth is constructed from the original user profile
after applying a tf-idf function and selecting the top 20 words. Notice that we
did not observe any significant difference when considering the top 10 or top
50 words. For evaluating the performance of the ranking, we use state-of-the-art
evaluation metrics used in IR: nDCG (Normalized Discounted Cumulative Gain)
and MAP (Mean Average Precision). These are metrics used to evaluate ranked
lists. We use them because we want to be able to reconstruct profiles so that
recovering words with higher weights should be given more importance.

Results. We report the performance achieved by the different methods in com-
pleting sparse profiles for various levels of sparsity going from 1 to 5 clicks (Figs. 1
and 2). Our approach, referred to as CEUP, outperforms kNN for sparse users
when predicting both the correct words in the user profile (as measured by the
MAP), but also predicting the correct ranking of most important words (as mea-
sured by NDCG). We perform better or equal to kNN when we have up to 4
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Fig. 3. Variations in NDCG for different number of latent dimensions for news (left)

and video (right) dataset.
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Fig. 4. Variations in MAP for different number of latent dimensions for news (left)

and video (right) dataset.

clicks for the news dataset and for up to 5 clicks in the case of video dataset.
The results are statistically significant according to a t-test with a p-value lower
than 0.01. When sparsity decreases kNN reaches closer to CEUP performance
as kNN is able to find better neighbors in case of non weak-users. Notice that
by considering users that clicked at most 4 times, we can improve the user com-
pletion for 78-82% of the total number of users, while for the remaining (loyal)

users we can use kNN.

Parameter Analysis

— User Profile Reconstruction Parameter:- The importance of the user
profile reconstruction constraint is given by the parameter . We measure
the performance of CEUP for different values of the parameter o across both
datasets (Fig.5). The best performance for the method is achieved for a value
of @ = 0.1 across all different sparsity levels, which means that our constraint
on user profile definitely works better than a collective matrix factorization
without the user profile constraint (confirmed by t-test with p-value lower

than 0.01).
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Fig. 5. NDCG for different values of parameter « at different levels of sparsity for news
(left) and video (right) dataset. « is the weight of the user profile constraint in the

Eq. (1).

— Latent Dimensions:- We report the NDCG and MAP measure for different
number of latent dimensions at a given sparsity level for both datasets (Figs. 3
and 4). We observe that the results are more or less stable across different
number of latent dimensions for both datasets, but we attain the best results
when using 100 latent dimensions. Results do not drop significantly for higher
number of dimension (up to 500 tested). These results are for « fixed to 0.1.

Running Time Analysis. We analyze the average running time for all the
collective matrix factorization techniques. We observe that the running time for
the CEUP approach is comparable to CMF, but SVT was extremely slow even
on a smaller dataset as it involves eigen decomposition.

4.3 Recommendations

The ultimate goal of a profile reconstruction algorithm is that of producing an
improved user profile that can replace the existing one in recommender systems
explicitly exploit user profiles (e.g., content-based recommender sytems). It is
not difficult to argue that it is likely that an improved user profile returns better
(or equal, to say the least) recommendations in the above-mentioned settings.
Nonetheless, we have run experiments using a content-based recommender sys-
tem and by replacing the sparse user profiles with our enriched ones. We have
measured the performance of the two systems using weak and improved user
profiles, and observed improvements of around 100 % for both MAP and NDCG
metrics in such simple content-based setting (cosine similarity between item and
user in feature space). In order to increase our understanding on the possible
limits in the reconstructing power of our algorithm, we compared two state-
of-the-art recommender algorithms against a recommender algorithm directly
exploiting the loss function we propose in this work. We call this algorithm
CEUP. The two recommender systems we compare to are: SVT [3] and CMF
[15]. The research question we want to answer in this part is the following: Do we
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Method: Method:

0.10- Sparse Profile Sparse Profile
svT £ svT
CcMF = cMF
cEuP 010~ cEUP

MAP

i : CIi%:KS ; i : CIi%:Ks
Fig. 6. Mean Average Precision for different methods at varying levels of sparsity for
news (left) and video (right) dataset. The given results are statistically significant for

a confidence level of 99 % using a t-test.

learn better latent representations of users and items (the H, and Hs matrices)
by exploiting our user profile constrained objective compared to state-of-the-art
algorithms?

SVT: Singular Value Thresholding. Singular Value Thresholding (SVT)[3] is a
state-of-the-art method for collective matrix factorization. The method involves
creating a symmetric block matrix out of all given relations and factorizing them
jointly.

CMF': Collective Matriz Factorization. In [15], the authors proposed a general
framework for collective matrix factorization. The method involves approximat-
ing the original matrices with low rank approximations, such that one of the
relations in the factorization is common.

Experimental Setup. Our goal is to evaluate the extent to which CEUP rec-
ommend better news article and videos to the weakly-engaged user than state-
of-the-art recommender systems based on a collective matrix factorization. The
hypothesis being that CEUP, by enforcing user profiles reconstruction, would
get benefit (as a side effect) of better recommendations. To recommend items to
users, we compute for a given user the similarity between his latent user profile
(hy) and the items’ latent features (W). This procedure produces a ranking of
all items for a given user. We apply exactly same procedure for CEUP, CMF
and SVT except that for each approach we use the respective learned represen-
tations. All hyper-parameters have been tuned on an independent validation set
extracted from the same news portal on another time period. We conduct the
experiments on the same set of users tested during the user profile completion
task (Sect.4.2), i.e. loyal-users converted to weakly-engaged users by artificially
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sparsifying the clicks in their profile. The recommendations for a given user is
evaluated using as ground-truth all the news articles and videos clicked by this
user before sparsification. We remark that we used a smaller dataset of 5,000
users for SVT, since SVT can’t scale to large number of users.

Results and Analysis. We can see in Fig.6 that CEUP outperforms (in a
statistically significant way) CMF and SVT (according to ¢-test with p-value
lower than 0.01) in terms of MAP for both news and video dataset. We see an
improvement of about 20-30% in terms of MAP for extremely sparse users in
comparison to the nearest competitor.

5 Conclusions

We proposed a novel application of collective matrix factorization for construct-
ing user profiles from implicit feedback in positive space. This method improves
the profiles of the users that can be used as an input to any state-of-the-art
content-based method for recommendations. The fact that the proposed method
can be used as a preprocessing step with any state-of-the-art recommendation
algorithm using user profiles is a great advantage. It basically means that the
method is practical and can have huge amounts of empirical advantages without
requiring overhaul of production system implementing novel recommendation
algorithms. We show that our method outperforms NN and NMF in user profile
reconstruction. We also show that added user profile constraint improves recom-
mendations compared to simple collective factorization. In the future, we will
focus on learning common latent space representations for different multi-modal
problems that have more than 3 entities and observe its effect on performance.
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Abstract. We propose an image decomposition technique that captures
the structure of a scene. An image is decomposed into a matrix that
represents the adjacency between the elements of the image and their
distance. Images decomposed this way are then classified using a max-
imum margin regression (MMR) approach where the normal vector of
the separating hyperplane maps the input feature vectors into the out-
puts vectors. Multiclass and multilabel classification are native to MMR,
unlike other more classical maximum margin approaches, like SVM. We
have tested our approach with the ImageCLEF 2015 multi-label classifi-
cation task, Pascal VOC and Flickr dataset.

Keywords: ImageCLEF -+ Kronecker decomposition - Maximum
margin + MMR - SVM - Multi-label classification - Medical images

1 Introduction

Automatic image classification is a fundamental part of computer vision. An
image is classified according to the visual content it contains. Image classification
spans several decades from the first character or digit recognition challenges, such
as the MNIST dataset [1] to more recent, challenging image classification tasks,
such as the Pascal [2], Imagenet [3] or ImageCLEF [4,5] challenges.

One of the central problems in exploring the general structure of an image is
to recognize the relations between the objects appearing in the image. The task
is not really the recognition of the objects but rather building a model on the
structure: what belongs to what and how they can be related.

One of the most popular streams of machine learning research is to find effi-
cient methods for learning structured outputs. Several researchers introduced
similar approaches to these kind of problems [6-10]. Those methods directly
incorporate the structural learning into a specially chosen optimization frame-
work. It is generally assumed that to learn a discriminating function when the
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output space is a labeled hierarchy is a much more complex problem than binary
classification. In this paper we show that the complexity of this kind of problem
can be detached from the optimization model and can be expressed by an embed-
ding into Hilbert space. This allows us to apply a universal optimization model,
processing inputs and outputs represented in a properly chosen Hilbert space
which can solve the corresponding optimization task without tackling with the
underlying structural complexity. The optimization model is an implementation
of a certain type of maximum margin regression, an algebraic generalization
of the well-known Support Vector Machine. The computational complexity of
the optimization scales only with the number of input-output pairs and it is
independent from the dimensions of both spaces. Furthermore its overall com-
plexity is equal to a binary classification. Our approach can be easily extended
towards other structural learning problems without giving up efficiency on the
basic optimization framework.

We will make use of the following mathematical notation conventions in the
rest of the paper: X' stands for the space of the input objects, ) for the space
of the outputs. Hy is a Hilbert space comprising the feature vectors, the images
of the input vectors with respect to the embedding ¢(). H, is a Hilbert space
comprising the image of label vectors with respect to the embedding (). W is a
matrix representing the linear operator projecting the feature space Hy into Hy.
(., .y2¢. denotes the inner product in Hilbert space H., ||.||7. is the norm defined
in Hilbert space H,. tr(W) is the trace of matrix W. dim(7) is the dimension
of the space H. X1 ® x5 denotes the tensor product of the vectors x; € H; and
X € Ha. (A, B)r is the Frobenius inner product of a matrix represented by the
linear operators A and B and it is defined by tr(A’B). ||A| r stands for the
Frobenius norm of a matrix represented by the linear operator A and defined
by /(A,A)r. A - B is the element-wise(Schur) product of the matrices A and
B. A’, a’ is the transpose of any matrix A or any vector a.

2 Image Feature Generation via Decomposition

Let us consider a real 2D image decomposition, where we can expect that the
points close to each other within continuous 2D blocks relate more strongly
than only considering their connection in 1D rows and columns. To repre-
sent the image decomposition, the Kronecker product is applied, which can be
expressed as

AB AB - A, ,B
A2B  A32B -+ A2,,B
X=A®B . . . .

AmA,lB AMA,ZB AmAvnAB
A cR"AX"A B e R™BX"B mx =ma X MmB,Nx =Na XNpB

In the Kronecker decomposition the second component (B) can be interpreted
as a 2D filter of the image represented by the matrix X. We can try to find a
sequence of filters by the following procedure:
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1. k=1

2. XM =x

3. DO

4. d(A® B®) = mina, 5, |X* — A® @ BW)2
5. IF d(A®, B®M) < e STOP

6. X+ — x(k) _ A (k) ® B

7. k=k+1

8. Goto 3

The question is, if X is given, how do we compute A and B? It turns out
that the Kronecker decomposition can be carried out by Singular Value Decom-
position (SVD) working on a reordered representation of the matrix X.

For an arbitrary matrix X with size m x n the SVD is given by X = USV”
where U € R™*™ is an orthogonal matrix, UUT = I,,, of left singular vectors,
V € R"*", is an orthogonal matrix, VV” = I, of right singular vectors, and
S € R™*™ is a diagonal matrix containing the singular values with nonnegative
components in its diagonal.

2.1 Reordering of the Matrix

Since the algorithm solving the SVD problem does not depend directly on the
order of the elements of the matrix [11], any permutation of the indexes, i.e.
reordering the columns and(or) rows, preserves the same solution.

2.2 Kronecker Decomposition as SVD

The solution to the Kronecker decomposition via the SVD can be found in [11].
This approach considers the aforementioned observation regarding the invariance
of the SVD on the reordering of the matrix elements.

In order to show how the reordering of matrix X can help to solve the Kro-
necker decomposition problem we present the following example. The matrices
in the Kronecker product

X =A®B

T11 T12|T13 T14|T15 T16

221 T22|T23 T24|T2s5 T26
ai1 a1z ais

T31 T32|T33 T34|T35 T36 | _ bi1 b1z |,

= | a21 a22 az3

T41 T42|Ta3 T44|T45 Tae ba1 baa
a31 a32 @33

T51 T52|T53 Ts4|Ts55 Ts6

61 T62|T63 T64|T65 Too

can be reordered into

T11 13 T15 T31 L33 T35 T51 T53 Ts5
T12 T14 T16 T32 T34 T36 T52 T54 T56

X=A®B=
X21 T23 T25 T41 T43 T4a5 Tel T63 Tes
T22 T24 T26 T42 T44 Ta6 T62 T64 T66
b11
bi2

= ® [@11 a12 a1 az1 age azs asi asz ass),

b22
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where the blocks of X and the matrices A and B are vectorized in row wise
order.

We can recognize that X = A ®B can be interpreted as the first step in the
SVD algorithm where we might apply the substitution y/su = A and VsV =
The proof that this reordering generally provides the correct solution to the
Kronecker decomposition can be found in [11].

We can summarize the main steps of the Kronecker decomposition in the
following steps:

1. Reorder(reshape) the matrix,

2. Compute the SVD decomposition,

3. Compute the approximation of X by A @ B
4. Invert the reordering.

This kind of Kronecker decomposition is often referred to as Nearest Orthog-
onal Kronecker Product as well [11].

3 Learning Task

The learning task that we are going to solve is the following: there is a set,
called sample, of pairs of output and input objects {(y;,x;) : yi € YV, =; €
X, i = 1,...,m,} independently and identically chosen out of an unknown
multivariate distribution P(Y, X). The input and the output objects can be
arbitrary (graphs, matrices, functions, probability distributions etc.). To these
objects, let’s consider two functions ¢ : X — H, and ¢ : Y — H, mapping the
input and output objects respectively into linear vector spaces, called from now
on, the feature space in case of the inputs and the label space when the outputs
are considered.
The objective is to find a linear function acting on the feature space

f(@(x)) = Wo(z) + b, (2)
that produces a prediction of every input object in the label space and in this
way could implicitly give back a corresponding output object. Formally we have

y =17 (W) = v (f(o(@)). 3)

4 Optimization Model
4.1 The “Classical” Scheme of Support Vector Machine (SVM)

In the framework of the SVM the outputs represent two classes and the labels are
chosen out of the set y; € {—1,+1}. The aim is to find a separating hyperplane,
via its normal vector, such that the distance between the elements of the two
classes, called margin, is the largest one measured in the direction of this normal
vector. This learning scenario can be formulated as an optimization problem:
min  1|lw||3 +C1'¢
w.r.t.w: Hy — R, normal vector
b € R, bias, £ € R™, error vector
st (Wlx)+b) =1 &
€>0,i=1,...,m.
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4.2 Reinterpretation of the Normal Vector w

The normal vector w formally behaves as a linear transformation acting on the
feature vectors whose capabilities can be even further extended. This extension
can be characterized briefly in the following way

SVM ExtendedView
— w is the normal vector of the sep-| — W is a linear operator projecting the fea-
arating hyperplane. ture space into the label space.
— yi € {—1,+1} binary outputs. — y; € Y arbitrary outputs
— The labels are equal to the binary| — % (y:) € Hy are the labels, the embedded
objects. outputs in a linear vector space

To summarize the learning task, we end up in the following optimization
problem when compared to the original primal form of the SVM:

Primal problems for maximum margin learning
Binary class learning Vector label learning
Support Vector Machine(SVM)|Maximum Margin Regression(MMR)

£ € R™, error vector ,
st [mWel) +0)[>1-6, [ (¥, Wex)+b), [>1-¢,
£€>0,i=1,...,m.

In the extended formulation we exploit the fact that the Frobenius norm and
inner product correspond to the linear vector space of matrices with dimension
equal to the number of elements of the matrices, hence it gives an isomorphism
between the space spanned by the normal vector of the hyperplane occurring in
the SVM and the space spanned by the linear transformations.

4.3 Dual Problem
The dual problem of MMR presented in Sect. (4.2) is given by

w?. w?
ij ij

min 33" cuoy (B(xi), d(x;)) (Y (yi), ¥(yi))) — 207%, e,
w.r.t. a; € R, (4)

st > (W(yi))as =0, t=1,...,dim(Hy),
0<a; <C,i=1,...,m,

where mfj kernel items correspond to the feature vectors, and nj’
correspond to the label vectors.

The symmetry of the objective function is clearly recognizable showing that
the underlying problem without bias is completely reversible. The explicit occur-

rences of the label vectors can be transformed into implicit ones by exploiting

i kernel items
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that the feasibility domain covered by the constraints: .-, (¢(y;))ea; =0, t =
1,...,dim(Hy), coincides with the domain of Y/, kja; = 0, j = 1,...
involving only inner products of the label vectors.

In the case of the original SVM KJ;@ collapses into the product y;y; of the

binary labels +1 and —1.

,m

4.4 Prediction

After solving the dual problem with the help of the optimum dual variables we
can write up the optimal linear operator

W =371 ip(yi)d(xi). (5)

We can solve this expression by comparing it to the corresponding formula
which gives the optimal solution to the SVM, i.e. w = >, a;y;¢(x;). The
new part includes the vectors representing the output items which in the SVM
were only scalar values but we could say in the new interpretation that they are
one-dimensional vectors. With the expression of the linear operator W at hand,
the prediction to a new input item x can be written as

P(y) = Wo(x) = 310 aitp(yi)

which involves only the input kernel % and provides the implicit representation
of the prediction ¥ (y) to the corresponding output y.

Because only the implicit image of the output is given, we need to invert the
function 9 to obtain its corresponding y (pre-image problem). We mention here
a scheme that can be applied when the set of all possible outputs is finite with
a reasonably small cardinality. At the conditions mentioned we can follow this
scenario

y" = argmax 5 ¢ (y) We(x)
&Y (y,¥:) w?(x;,%)

= argmax .5 3" i (P(y), ¥ (yi)) (d(x:) d(x))
wherey € Y = {y1,...,yn} < is the set of the possible outputs.

(7)

The main advantage of this approach is that it requires only the inner prod-
ucts in label space. It is also independent from the representation of the output
items and can be applied in any complex structural learning problem, e.g. on
graphs.

4.5 Hierarchy Learning

As mentioned above in this paper we focus on the case where the output space
is a labeled hierarchy. The hierarchy learning is realized via an embedding of
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each path going from a node to the root of the tree. Let V be the set of nodes
in the tree. A path p(v) C V is defined as a shortest path from the node v to
the root of the tree and its length is equal to |p(v)|. The set I =1,...,|V| gives
an indexing of the nodes. The embedding is realized by a vector valued function
¥ : V — RVl and the components of 1 (v) are given by

it ¢ p(v),
vl = {sq’“ if v; € p(v) and k = |p(v)| — Ip(vi)l, )

where 1, q, s are the parameters of the embedding. The parameter ¢ expresses
the diminishing weight of the nodes being closer to the root. If ¢ = 0, assuming
0% = 1, then the intermediate nodes and the root are disregarded, thus we have
a simple multiclass classification problem. The value of r can be 0 but some
experiments show it may help to improve the classification performance. We
might conjecture that the best choice of parameters are those which minimize
the correlation between all pairs of the label vectors.

4.6 Input and Output Kernels

For the concrete learning task we need to construct the input and output kernels.
To build the input kernel, the second component of the Kronecker decomposition
of each image - the matrix B in (1) - is used. The inner product between those
matrices is computed by applying the Frobenius inner product. The output ker-
nel is created from the inner products of the vectors representing the path in the
hierarchy in (8).

5 Experimental Evaluation

5.1 Methods

In the computation of the prediction results, a 5-fold cross-validation procedure
is applied. In the learning procedure, first, a kernel is computed from the corre-
sponding features. Parameters corresponding to each kernel are found by cross
validation restricted to the training data, namely it is divided into validation test
and validation training parts. Then the learner is trained only on the validation
training items. The values of the parameters are chosen which maximize the F'1
score on the validation test. We, indeed, used three different evaluation measures
that are popular in multi-label classification, namely precision (P), recall (R)
and F1. They are given by a combination of the true positives 7}, false positives
F, and false negatives Fj,:

__ T T _ 2PR
P = T+ F, R= T+, Fl =375 (9)

Here, the perfect case has a precision value of 1 for any recall. Also the results
will report here on two types of kernels: polynomial and Gaussian.
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5.2 ImageCLEF Multi-label Classification [4,5]

Description. The challenge we participated was the characterization of com-
pound figures. The task consists of labeling the compound figures with 30 dif-
ferent classes without knowing where the separation lines are. The training set
consists of 1,071 figures, the test set consists of 927 figures.
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Fig. 1. Results for six filter sizes: 4, 8, 12, 20, 18 and 32, training with a polynomial
kernel of degrees 1 to 10. (a) Precision and Recall, (b) F1 score.
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Fig. 2. Results for six filter sizes: 4, 8, 12, 20, 18 and 32, training with a Gaussian
kernel with stdev 0.01 to 10. (a) Precision and Recall, (b) F1 score.

Results. We used a third degree polynomial kernel, the only factor changing at
each run was the random selection in the 5-fold cross-validation. The ImageCLEF
organisers provided the Hamming loss, that evaluates the fraction of wrong labels
to the total number of labels. The perfect case would have a Hamming loss of 0.
In our case the values were exceptionally low (very close to 0) and ranged from
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0.0671 to 0.0817. Precision-Recall curves for six different Kronecker 2D filter sizes
are given in Fig. la for polynomial kernels of different degrees and in Fig. 2a for
Gaussian kernels having different standard deviations. Their respective F1 scores
are in Figs. 1b and 2b. The parameter for the Precision-Recall curve (and the F1
plot) in the polynomial kernel was the degree of the polynomial, from 1 to 10.
The parameter that was varied in the Gaussian kernel to generate its Precision-
Recall curve (and the F1 plot) was the standard deviation of the Gaussian: 0.01,
0.02, 0.05, 0.1, 0.2, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 2, 5 and 10.

These results show that larger filter sizes provide better results. Regarding
kernels, when using a polynomial kernel, there is a dramatically increase in F1
scores when using a cubic kernel as compared to a linear or quadratic one. In the
case of a Gaussian kernel, the best scores happen at standard deviations smaller
than 1, although values in the middle (e.g. 0.5, 0.6) provide better results than
very small values (e.g. 0.01, 0.05). The best F1 score using a polynomial kernel
was 0.38, in the case of a Gaussian kernel, the highest F1 score was 0.43.

5.3 Pascal and Flickr

Description. Our approach has also been tested on the dataset Pascal VOC
07 and Flickr. The Pascal VOC [12] dataset is provided as part of the PAS-
CAL Visual Object Classes challenge of which the main tasks are: classification,
detection and segmentation. For our experiments we chose the dataset of the
year 2007 containing 11.472 images for training, 10.358 for test and 20 cate-
gories. The Mir Flickr [13] dataset is composed of images downloaded from the

Table 1. Description of the 14 visual features.

Feature Dimension | Source | Descriptor
Hsv 4096 color HSV
Lab 4096 color LAB
Rgb 4096 color RGB
HsvV3H1 5184 color HSV
LabV3H1 5184 color LAB
RgbV3H1 5184 color RGB
DenseHue 100 texture | hue
HarrisHue 100 texture | Hue
DenseHueV3H1 | 300 texture | hue
HarrisHueV3H1 | 300 texture | Hue
DenseSift 1000 texture | sift
HarrisSift 1000 texture | sift
DenseSiftV3H1 | 3000 texture | sift
HarrisSift V3H1 | 3000 texture | sift
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Gaussian kernel Polynomial kernel
Feature P(%) [R(%) [F1(%)| [Feature P(%) [R(%) [F1(%)
TD 0.4158|0.2877|0.3400| |TD 0.3931|0.2855(0.3308
HarrisSift V3H1 |0.4623 |0.4491 |0.4552 HarrisSift V3H1 [0.4002 |0.5520 |0.4640
HarrisSift 0.4202 |0.4895 |0.4522 HarrisSift 0.3728 ]0.5523 |0.4449
DenseSiftV3H1 |0.4189 |0.4886 [0.4510 DenseSiftV3H1 |0.3592 |0.5663 |0.4396
DenseSift 0.3750 |0.5044 [0.4302 DenseSift 0.3442 [0.5337 [0.4184
LabV3H1 0.3911 |0.3366 |0.3618 HsvV3H1 0.3815 [0.3295 |0.3536
DenseHueV3H1|0.3884 |0.3282 [0.3558 RgbV3H1 0.3479 |0.3551 [0.3515
HarrisHueV3H1|0.3274 |0.3884 [0.3552 LabV3H1 0.3106 [0.3868 |0.3434
RgbV3H1 0.3907 |0.3224 [0.3533 HarrisHueV3H1|0.3110 |0.3894 |0.3417
HsvV3H1 0.4080 |0.3048 |0.3489 DenseHueV3H1|0.3166 |0.3607 |0.3363
Hsv 0.3911 |0.3085 |0.3449 Hsv 0.3390 [0.3232 [0.3309
Lab 0.4135 |0.2920 |0.3423 HarrisHue 0.3037 [0.3597 |0.3241
Rgb 0.3857 |0.2985 [0.3350 Rgb 0.2906 [0.3420 [0.3135
HarrisHue 0.3930 |0.2887 [0.3328 Lab 0.2800 [0.3389 [0.3031
DenseHue 0.3962 10.2828 0.3299 DenseHue 0.2808 [0.3329 ]0.2995

Fig. 3. Results for Pascal07 dataset with polynomial and Gaussian kernel.

Gaussian kernel Polynomial kernel
Feature P(%) [R(%) [F1(%)| [Feature P(%) [R(%) [F1(%)
TD 0.3164|0.3780(0.3118| |TD 0.2311|0.2615[0.2453
HarrisSift V3H1 |0.5470 |0.3842 |0.4512 HarrisSift V3H1 [0.5289 |0.4646 |0.4940
DenseSift 0.5438 |0.3862 |0.4515 DenseSiftV3H1 [0.5328 |0.4415 |0.4828
HarrisSift 0.5368 |0.3780 |0.4435 HarrisSift 0.5260 |0.4447 |0.4819
DenseSift V3H1 |0.5475 |0.3807 |0.4491 DenseSift 0.5132 |0.4316 |0.4688
LabV3H1 0.4693 |0.3200 |0.3806 LabV3H1 0.4508 |0.3533 |0.3961
HarrisHueV3H1[0.4368 |0.3288 [0.3752 HsvV3H1 0.3961 |0.3655 |0.3798
DenseHueV3H1 |0.4221 |0.3333 |0.3723 HarrisHueV3H1|0.4115 |0.3490 |0.3777
HsvV3H1 0.4570 10.3062 |0.3667 DenseHueV3H1|0.4086 |0.3445 |0.3737
HarrisHue 0.3753 |0.3435 |0.3587 RgbV3H1 0.3996 [0.3460 [0.3704
RgbV3H1 0.4150 |0.3089 |0.3542 Lab 0.2717 10.5600 |0.3658
Lab 0.4153 |0.3016 |0.3494 DenseHue 0.2698 [0.5249 |0.3564
DenseHue 0.3854 |0.3187 |0.3477 HarrisHue 0.3294 |0.4159 |0.3561
Rgb 0.4181 |0.2824 |0.3371 Hsv 0.3603 [0.3602 [0.3540
Hsv 0.4152 10.2762 |0.3317 Rgb 0.3495 [0.3406 |0.3443

Fig. 4. Results for Flickr dataset with polynomial and Gaussian kernel.

social network Flickr through its public API. For these experiments, the 2008
version has been chosen: it contains 12.500 training images, 12.500 test images
and 38 categories.

Features for Comparison. For these datasets, in addition to the features
extracted with tensor decomposition, we worked with other 14 visual features
[14,15] summarized in Table1. These include six global color histograms and
eight local bag-of-visual-words features. Readers are referred to [14] for more
detail on extracting these features.

Results. We compared Pascal and Flickr with other descriptors described in
[14]. The decomposition used for Pascal is 3 components with a Kronecker 2D
filter size of 22, while for Flickr is 4 components with filter size of 10. Parameters
where chosen using cross-validation for Gaussian and polynomial kernels. Results
are shown in Fig. 3 for the Pascal dataset and Fig. 4 for the Flickr dataset. Our
results show that the Kronecker decomposition is in line with other features in
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these datasets when considered separately. When it is compared with combina-
tions of features (e.g. HarrisSiftHV3), the Kronecker decomposition is clearly
outperformed on both datasets. Future work would include a more extensive
evaluation in order to improve our decomposition results by combing it with
other features, such as color and texture.

6 Discussion

We can capture the structure of a scene by considering images as matrices that
can be decomposed into two matrices, whose Kronecker product results in the
original image. The question is how to obtain those two matrices. Our solu-
tion involved the use of Singular Value Decomposition and the reordering of the
original matrix values (i.e. the pixels in the image). This solution leads to an
accurate approximation of the Kronecker decomposition. Our results show that
we can obtain filters (one of the decomposed matrices) that can be used for
image classification. We showed the validity of this approach in the image clas-
sification challenge outperforming competition at this task. We further tested
this approach on more classical object recogntion tasks using the Pascal and
Flickr datasets. At these tasks, the Kronecker decomposition was on par with
most features but it was also outperformed by others. There is still a number of
issues that need to be solved when considering our approach that needs further
evaluation, which was not included here due to time constraints:

1. Choosing the proper parameters for the Kronecker decomposition and the
learning approach. Our experimental evaluation shows that the size of the
filters is critical in order to obtain good results (Figs.1 and 2). The type
of learning kernel and their parameters are also very important. The search
space is then quite large, we hope than in future work we can learn the best
parameters for at least the Kronecker decomposition.

2. The Kronecker decomposition maybe better suited to scene recognition than
object recognition. This is the case of many others features (e.g. Gist). We
think that this may be also the case for the Kronecker decomposition since it
showed a lower than expected performance in the Pascal and Flickr datasets
for object classification, while at the CLEF image classification, results were
very promising. We would need to further test the Kronecker decomposition
in larger scene datasets (e.g. Sun) to confirm this point.

3. We used a learning scheme due to being better suited to the structure of the
ImageCLEF dataset architecture than other learning approaches. It would
be interesting to see how the decomposition behaves in other more classical
tasks using a more classical learning approach (e.g. SVM, Random forests,
etc.).

To summarize, the Kronecker decomposition provided very good results at the
ImageCLEF classification task. For this work, we extended that experimental
evaluation with other classification datasets. Unfortunately, even though the
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results were in par with many other features to which we compared, the Kro-
necker decomposition was not in the high ranks. We think that we would need
further improvements and evaluation to show its capabilities.

7 Conclusions

By decomposing the image matrix into a similar structure, e.g. into a sequence
of Kronecker products, the structure behind the scene could be captured. For
classification we have applied a version of a maximum margin based regression
(MMR) technique [16]. The evaluation of our methodology in the ImageCLEF
2015 [4,5], Pascal and Flickr provided promising results. For furture work, we
need to further test our decomposition with other decomposition values as well
as the results when combined with other features.

Acknowledgement. The research leading to these results has received funding from
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270273, Xperience.
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Abstract. Image captioning is the task of assigning phrases to images
describing their visual content. Two main approaches for image caption-
ing are commonly used. On the one hand, traditional approaches assign
the captions from the most similar images to the image query. On the
other hand, recent methods generate captions by sentence generation
systems that learn a joint distribution of captions-images relying on a
training set. The main limitation is that both approaches require a great
number of manually labeled captioned images. This paper presents a
unsupervised approach for image captioning based in a two steps image-
textual retrieval process. First, given a query image, visually related
words are retrieved from a multimodal indexing. The multimodal index-
ing is built by using a large dataset of web pages containing images.
A vocabulary of words is extracted from web pages, for each word is
used the visual representation of images to learn a feature model, in
this way we can match query images with words by simply measuring
visual similarity. Second, a query is formed with the retrieved words and
candidate captions are retrieved from a reference dataset of sentences.
Despite the simplicity of our method, it is able to get rid of the need
of manually labeled images and instead takes advantage of the noisy
data derived from the Web, e.g. web pages. The proposed approach has
been evaluated on Generation of Textual Descriptions of Images Task at
ImageCLEF 2015. Experimental results show the competitiveness of the
proposed approach. In addition we report preliminary results on the use
of our method for the auto-illustration task.

Keywords: Image captioning + Auto-illustration : Image retrieval -
Multimodal indexing - Visual prototypes

1 Introduction

Every day, millions of images are shared through the Internet by using hosting
services, however, most of these images are not properly organized, and hence it
© Springer International Publishing Switzerland 2016
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is not straightforward getting access to them. One practical way to ease the
accessibility to these images is by associating text to them, so they can be
retrieved by using textual queries. However, it is rather uncommon for people to
manually assign textual descriptions to images. In this line, the goal of automatic
image captioning is to develop systems that can automatically generate textual
descriptions depicting the visual content of images. Two main approaches for
image captioning have been adopted. On the one hand, traditional approaches
assign (transfer) the captions from the most similar images to the query image.
On the other hand, recent methods rely on sentence generation systems that
learn a joint distribution over training pairs of images and their captions. Both
approaches require of manually labeled datasets of captioned images, where a
large amount of images are available. Although, these approaches have proved
to be competitive, they can only generate captions similar to those that were
seen during training, and, of course, gathering manually labeled data is time
consuming and expensive.

This paper presents an alternative approach to generate textual descriptions
for images that does not require labeled data at all. Motivated by the large num-
ber of images that can be found and gathered from the Internet, covering a wide
diversity of topics and being easily accessible, the proposed method relies on the
use of the textual-visual information derived from web pages containing images.
Although the relatedness of an image with the text in the web page varies greatly,
the proposed method is able to take advantage of multimodal redundancy. In
this regard, our strategy relies on a multimodal indexing of words, where for
every word in the vocabulary we have a visual representation associated to it,
in this way we can match query images with words by simply measuring visual
similarity. The multimodal indexing is built by using a large dataset of web pages
containing images. Hence, the proposed method does not depend on manually
captioned images for training. The proposed image captioning method can be
seen as a two-step information retrieval (IR) process: given a query image, first,
visually related words are retrieved from the multimodal indexing, second, a
query is formed with the retrieved words and candidate captions are retrieved
from a reference dataset of sentences. An important remark about our method
is that it is unsupervised, and in principle it can describe images using any
word from the extracted vocabulary. The proposed method was evaluated in the
ImageCLEF2015’s Scalable Concept Image Annotation dataset. Experimental
results show the competitiveness of our method when compared with represen-
tative approaches from the state of the art that use more complex processes to
image captioning, motivating further research on the proposed methodology.

The remainder of the paper is organized as follows. Section 2 reviews rele-
vant and recent work on image captioning; Sect. 3 provides a detailed descrip-
tion of the proposed method; Sect. 4 describes the experimental settings; Sect. 5
reports experimental results; finally, in Sect. 6 some conclusions of this work are
presented.
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2 Related Work

Image captioning methods can be organized in two main approaches: traditional
methods based on content-based image retrieval (CBIR) and methods based on
model learning. In the latter, recent methods based on deep learning have gotten
more attention due to their good performance on image annotation [1].

In the traditional group, the task is posed as a retrieval problem: the image
is used as query and the most similar images from a training set transfer their
description to it [2,3]. An important drawback of this approach is that a great
variety of images are necessary to have enough coverage in terms of the captions
that can be generated, besides, each time an image will be captioned, it is nec-
essary to estimate the similarity between query image and all images stored in
the dataset.

The second approach is more elaborated, and is based on models learned
from data (usually, classifiers) instead of a CBIR step. The task is commonly
performed in two steps: first, given an image to describe, supervised models are
used to detect objects or concepts in the image; then the labels associated to
objects/concepts are used to generate sentences. Sentences can be generated by
applying predefined rules or language templates on the detected objects/concepts
or relying on sentence generation models (e.g., language models) [4-6]. A limi-
tation of these models is the number of different objects/concepts that a model
can recognize, and the need of labeled data to build the models. More recent
approaches in this category use deep learning techniques to generate sentences.
The general idea is to learn a joint distribution over images and captions, see
e.g. [7], here the method allows to assign short phrases. More complex approaches
have been capable to generate new phrases by means of Recurrent Neural Net-
work models [8,9].

Progress in the generation of sentences for images is remarkable, but still
remains a scalability challenge. Also, image captioning methods rely on manually
labeled data for learning models, an expensive and subjective labor due to the
great variety of images. Unlike state of the art approaches in image captioning,
our method uses images contained in web pages to generate a (synthetic) visual
representation (a visual prototype) for every word in the annotation vocabulary.
Thus, visual prototypes are then used to detect objects/concepts, similarly as
classifiers, but not requiring labeled data and of supervised learning methodolo-
gies. In this way, our method is not restricted to the set of objects a classifier
can recognize. On the other hand, the second step of our method retrieves can-
didate captions from a sentences dataset, however, please note that we do not
need these captions or phrases to necessarily be associated with the images. The
details of the proposed method are described in the next section.

3 A Two-Step Retrieval Method for Image Captioning

The proposed image captioning method is divided into two IR stages (see Fig. 1):
word-retrieval that receives as input a query image and generates words as
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outputs (the words associated to concepts present in the image); and caption-
retrieval that takes as input the words detected in the previous step and gen-
erates a sentence as output. In the following we describe both steps in detail,
please note that in order to perform these two IR steps, two reference collections
are needed. On the one hand, a reference image collection, composed of images
that have an associated free-text (in our case, a dataset of web pages containing
images). Please note that it is not necessary that the free-text is entirely related
to the image. On the other hand, the method also requires a reference textual
description dataset that is composed of sentences or phrases. The phrases may
or may not be related to the images from the reference image collection.

Multimodal

Indexing Feature Reference
extraction image

Izl
[rewa]
Visual e e——

prototypes
for words

Reference textual
o Word-retrieval description set output

A (WR) module
query JL Caption-retrieval o k-most similar
Cd .
‘—Y—j_ Kk-most similar (CR) module captions
v =[Vy,Vy, vy
9 | descri Y words from
visual description k-most similar _: Query formulation 1. ‘There is a white dog stand’.
\_ prototypes ) qw={’dog','husky’,'wolf’,...} 2. ‘Adog ple?ying. in the park’.
3. ‘A fountain with a sculpture
Step 1: Step 2: of two wolves like dogs

Word-Retrieval | Caption-Retrieval in the center”
Two-step retrieval method for Image Captioning

Fig. 1. Diagram of the proposed approach for image captioning.

Figure 1 summarizes the proposed method, it uses a query image as input,
then the image is processed by the two retrieval steps mentioned above, finally
a caption is generated as output. The first stage matches a query image with
words using a CBIR (word-retrieval step) module. The CBIR is applied on top
of a multimodal indexing (MI) that relates words with visual descriptors. The
second stage uses the output of the first stage for building a query and searching
for a caption in the reference sentences dataset. The final output is a caption
that describes the input image. The remainder of section describes in detail the
main processes associated to our method.
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3.1 Feature Extraction

Images and texts from the reference image collections are represented in a feature
space in order to apply the proposed method, in the following we describe the
feature extraction process for both modalities.

Visual Feature Extraction. Each image is represented by a numerical vector
that somehow describes the content of the image, e.g., color histogram, surface
orientation, edge histograms, etc. Each image representation is associated to the
representation of its corresponding text. When extracting features for images in
the reference image collection we obtain V, a matrix of dimensions n x |Y|, where
n is the number of images in the reference collection and |Y| is the dimensionality
of the considered descriptors.

Textual Feature Extraction. Documents (text in web pages) are represented
with a bag-of-words representation. Each document under this representation
is associated to its corresponding image. When processing the n documents in
the collection we obtain T, a matrix of dimensions n x |X|, where, again, n is
the number of texts in the reference image collection and | X| is the size of the
vocabulary that was used to build the bag-of-words. Likewise, textual feature
extraction is also applied to the reference sentence dataset. In this case we obtain
C, a m X | X| matrix, where m is the number of the indexed sentences from the
reference textual description dataset, and | X| as before.

3.2 Multimodal Indexing

This section describes the MI that is used in the first retrieval stage. The MI
makes possible the mapping of a visual representation (query image) into a tex-
tual representation (candidate words/concepts). In a nutshell, the MI is matrix
that relates every word in the vocabulary with a visual representation, that is, we
have for every word a prototypical image that somehow summarizes the visual
appearance of a word across a set of web pages. In this way, any query image
can be compared with prototypes and we can determine what words are more
related to the query. The main idea behind this representation is that both the
textual view T as the visual view V of an image have a salience in the same
objects represented by the two different features. In other words, if in a web page
the main topic is about ‘dogs’ then there exists a likelihood that the image in
the web page is also about a ‘dog’.

For the construction of the MI we rely on term-occurrence statistics that are
the product of both textual and visual features. Our multimodal representation
M is obtained as follows:

M=T1".V (1)

we can see that M; ; = 22:1 T; 1~V j is a scalar value that expresses the degree
of association between word i and visual feature j, across the whole collection
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of documents!. In this way, each row of the matrix M can be seen as a visual
prototype for the corresponding word from the vocabulary. Therefore, the MI is
a matrix M of size | X| x |Y|, that is, their dimensions are determined by the
sizes of the textual vocabulary and the visual features.

3.3 Step 1: Word-Retrieval (WR)

The first retrieval stage aims at associating images with candidate words/
concepts, the MI is used for this purpose. Specifically, the query image and visual
prototypes are used in a similar way to a CBIR task. As is depicted in Fig. 1:
first, given an image Z,, its visual representation v, is used as query, next, the
word-retrieval module measures the similarity between v, and the visual proto-
types corresponding to every word W; from the MI. The word-retrieval module
gives a score to every word using the cosine as similarity measure defined by:

Vq*Mi

A @

score(W;) = cosine(vy, M)

where M; is the i*" row of the MI matrix M, that is, the visual prototype for
the i*" word. Finally, the k words associated to the most similar prototypes are
used in the next stage to generate the caption for the input image.

3.4 Step 2: Caption-Retrieval (CR)

This second retrieval stage aims at generating the caption for the image. As
shown in Fig. 1, the k words retrieved by the WR module are used to formulate
a second query q,,, which is used as input to the caption-retrieval module. q,, is
a vector of length |X| that contains values different to zero only for the elements
of the vector associated to the k retrieved words. The caption-retrieval module
measures the cosine similarity between q,, and each indexed caption C; from the
indexed matrix C of the reference sentences set. Hence, for each caption C;, the
caption-retrieval module gives a score using:

Qw*ci

score(cl‘) = COSine(Qwv Ci) - W

3)

where C; is the i*" row of matrix C, associated to the i*" sentence/caption
C;, and q, is the query vector formed with the words obtained from the first
retrieval step. Finally, the s captions that maximize the cosine similarity can be
used to describe the image Z,. In this work we used the caption with the highest
similarity as textual description.

! Both representations require to be normalized, in this work we used L1 normaliza-
tion.
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4 Experimental Settings

For the evaluation of the proposed method, we used the ImageCLEF2015’s Scal-
able Concept Image Annotation dataset [10]. This dataset is composed of 500,000
images extracted from a database of millions of images downloaded from the
Internet. Every image in the dataset has an associated text, i.e. the web pages
where the images were found. A subset of 1,979 images is used as development
set, every image in this subset has assigned at least five captions generated by
a human. Images in the development set contain at least one of 251 predefined
concepts [10], that were chosen to be visually concrete and localizable in the
images. Additionally, there exists a testing dataset comprising 3,070 images,
this dataset is only used for evaluation. Please note that the ground truth for
this latter dataset has not been released.

In our case, we use the entire training dataset of 500,000 web pages for
multimodal indexing.

For the visual representation of images, we experimented with several visual
features, including: color histograms, a variety of SIFT descriptors, and activa-
tions of a CNN model. At the end, ReLU7 layer (activations in a CNN model of
16-layer) were chosen due to its better performance in the retrieval stage.

For the textual representation of reference collections, basically, metadata
and stopwords were removed, next a stemming procedure is applied, after which
the vocabulary is obtained. We consider that to express the visual content of
the images, it is appropriate to use nouns rather to use pronouns or verbs, so we
eliminated these in a further step. We use two different reference sentence sets
for the generation of the textual descriptions:

— Set A. The set of sentences from the development set of ImageCLEF 2015,
with /19,000 sentences for 1,979 images.

— Set B. Set of sentences used in the evaluation of MS-COCO 2014 dataset
[11], with /200,000 sentences.

It is important to clarify that we do not use images from MS-COCO or
development set of ImageCLEF 2015, just only the captions.

4.1 Settings for Query Formulation (from WR Step to CR Step)

As we mentioned before, a query q,, is formulated with the output of the WR
step, then, q,, is used in the CR step to retrieve possible captions. We considered
three aspects in the query formulation:

1. Types of terms: for this case we have experimented with two types to for-
mulate q,, using the k words (from the whole vocabulary) associated to the
most similar prototypes (from the output of the WR step), and using only
the k-most related concepts taken from the predefined list of 251 concepts
used in [10]. Our insight is that using words give us a general description,
and concepts rather a controlled description.
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2. Number of terms: using the images in the development set, we noted that
the sparsity on the visual representation of these images could be used to
choose a threshold in the number of terms to use. This threshold can be seen
as indicator of generality or specificity for sentence generation. Images with
high sparsity use few words, and images with low sparsity use more data:

— Concepts c: three concepts for >40 % sparsity; and five concepts for <40 %
sparsity.

— Words w (all the extracted from vocabulary): 10 words for >50 % sparsity;
30 words between 40 % and 50 % sparsity, and 50 words for <40 % sparsity.

3. Weighting of terms: the last aspect to consider was the weighting of terms,
this can use binary values, as well as the similarity scores obtained from the
WR module.

Table 1 summarizes the settings of six runs/configurations we evaluated for
the proposed method. Row 1 shows the reference sentence set used (see beginning
of the section for more details), row 2 indicates the type of terms used for q,
(these terms are w for words and ¢ for concepts), finally, row 3 indicates the type
of weighting for terms (b for binary and r for real scores).

Table 1. Settings of evaluated runs.

Runs —
| Settings 1/2/3[|41|5/|6
1. Sentences set used A/A A/A B|B
2. Data used c wic |wlc|c
3. Query representation |r |r |b |b |r |b

5 Experimental Results

This section reports experimental results obtained with the proposed method.
Table 2 shows the results obtained by the six different settings in the test set (as
evaluated by the creators of the dataset). For comparison, we show results of state
of the art techniques that have used the same dataset [10]: RUC’s method [8] uses
a deep learning based CNN for image encoding and an RNN-LSTM (Long- Short
Term Memory based Recurrent Neural Network) for sentence encoding; UAIC’s
method [6] uses a template-based approach, and a human upper-bound evalua-
tion that measure one description against the other descriptions. The reported
scores correspond to the Meteor Score? [12], which is an F-measure of word over-
laps with a fragmentation penalty on gaps and word order. Columns of Table 2
indicate the average, median, min and max of Meteor scores.

2 For this case, it uses five human-authored textual descriptions as the gold standard
reference.
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According to the mean and median performance, it can be seen that when
we used only concepts in q,, (runs 1, 3, 5 and 6) we obtained better results than
when using words (runs 2 and 4), we believe this is because of the confidence of
the detected concept and also due to the existence of sentences that describe the
concept. The best mean score was obtained when using the set A (sentences of
evaluation of ImageCLEF dataset) in run 3, we think this is because the set A
contains sentences that are similar to those sentences for images in test set than
the sentences from the set B, which come from a different dataset (MSCOCO
dataset). Another characteristic of run 3 is that it uses binary values for building
the query, we believe that a relationship exists between the amount of data used
in the textual query and the retrieved captions, and short textual queries are
beneficial to a binary representation.

Table 2. METEOR scores of our method and state of the art results.

Run Mean (Stddev) | Median | Min | Max

runl 0.125 (0.065) |0.114 | 0.019 |0.568
run2 0.114 (0.055) |0.103  0.017 |0.423
rund 0.140 (0.056) 0.134 | 0.026 | 0.37/
rund 0.123 (0.053) | 0.115  0.022 |0.526
rund 0.119 (0.052) 0.110 0.000 |0.421
run6 0.126 (0.058) 0.117 ]0.000 |0.406
RUC [8] | 0.180 (0.088) 0.168  0.019 0.570
UAIC [6] 0.081 (0.051) |0.077 |0.014 |0.323
Human [10] | 0.338 (0.156) | 0.335 | 0.000 | 0.000

It also can be seen that, in spite of the simplicity of our method, all runs
obtained better results than the UAIC method. This is because UAIC method
generates sentences from a certain number of concepts obtained by classifiers,
instead our method considers more words that are extracted from web pages.
On the other hand, the RUC method obtains better results than our method.
However, one should note that our method is advantageous in that it is simpler,
it does not rely on a training dataset of manually captioned images, and it can
detect any word extracted from web pages. Finally, the difference of performance
in comparison with human upper-bound makes clear that there is scope for future
work.

Figures 2 and 3 show the words (WR step) and captions (CR step) generated
by our method for two sample images. They show outputs corresponding to
different settings of the proposed method. Their comparison indicates that the
use of concepts (as opposed to words) allow to generate more general captions,
whereas the use of words allow to generate more specific captions.

As we can see in the output of WR step in Fig.2, there are many related
words, consequently, the generated sentences for the image description are
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WR. step:
[c]: helicopter, airplane, tractor, truck, tank, ...

[w]: airbus, lockhe, helicopter, airforce, aircraft, warship, biplane,
refuel, seaplane, amphibian, ...

CR step:

[ep]: A helicopter hovers above some trees.

[er]: A helicopter that is in flight.

[wp]: A large vessel like an aircraft carrier is sat stationary on a
large body of water.

[wy]: A helicopter that is in flight.

Fig. 2. Query image 1 and its generated description using set A under different settings.

WR step:

[e]: drum, piano, tractor, telescope, guitar, ...

[w]: sicken, drummer, cymbal, decapitate, remorse, conga, snare,
bassist, orquesta, vocalist, ...

CR step:

[ep]: A band is playing on stage, they are playing the drums and
guitar and singing, a crowd is watching the performance.

[er]: Two men playing the drums.

[wy]: A picture of a drummer drumming and a guitarist playing
his guitar.

[wy]: A picture of a drummer drumming and a guitarist playing
his guitar.

Fig. 3. Query image 2 and its generated description using set A under different settings.

acceptable. In this case, the use of concepts [c] achieves better sentences for
the image description than the use of words [w].

On the other hand, Fig.3 shows some sentences that describe the image
content correctly, but in this case the use of words [w] achieves better sentences
for image description than the use of concepts [c].

5.1 Auto-illustration

Auto-illustration is a closely related task to image captioning. The goal is to
find an image that best illustrates a given sentence (i.e., the inverse captioning
problem). Due to nature of our MI, it is possible to change the direction of the
retrieval process, that is, it can be used to illustrate a sentence with images.
In this case, a sentence is taken as query and used to retrieve images from a
reference image collection. First, keywords are extracted from the given query
sentence, then, using the visual prototypes that correspond to the extracted
keywords, an average visual prototype is formed that is used to retrieve related
images: M
. avg * Vi

score(Sy,Z;) = cosine(Mgyg, Vi) Mg Vel (4)
where M4 is the average visual prototype formed by the words extracted from
the input sentence S;, and v; is the visual representation of an image from
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Fig. 4. Given the phrase ‘Some people are standing on a crowd crowded sidewalk’, the
top five images retrieved by using the average visual prototype formed by ‘crowd’,
‘people’; ‘sidewalk’ and ‘stand’.

Fig. 5. Given the phrase ‘A grilled ham and cheese sandwich with egg on a plate’, the
top five images retrieved by using the average visual prototype formed by ‘cheese’,
‘egg’, ‘grill’, ‘ham’, ‘plate’ and ‘sandwich’.

the reference image collection. The query is compared with every image of V.
Finally, the k£ most similar images are used to illustrate the sentence.

Figures4 and 5 show the retrieved images for two example sentences. Figure 4
shows top five retrieved images for the sentence ‘Some people are standing on a
crowded sidewalk’, from this list of images we can see that not all include the
mentioned words in the sentence, but all images are related to the main concepts
of the sentence, thus these images can be useful to illustrate it.

On the other hand, Fig.5 shows the top five retrieved images for the sen-
tence ‘A grilled ham and cheese sandwich with egg on a plate’. These results are
interesting because all retrieved images are not far from correct to illustrate the
sentence. However, none of these images can completely illustrate the sentence,
that is, all words from the sentence need to be illustrated in an image.

6 Conclusions

We have presented a method for generation of textual descriptions for images
that is formulated as two-step IR process. Our method works in an unsuper-
vised way using the information of textual and visual features in a multimodal
indexing. With the resulting multimodal representation it is possible to generate
descriptions for images, and retrieve images to illustrate phrases. Our method
is flexible and can be applied with different visual features encouraging us to
explore visual features learned by using different approaches. The experimental
results show the competitiveness of the proposed method in comparison with
state of the art methods that are more complex and require more resources. As
future work, we plan to evaluate our method in an auto-illustration task, we
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will focus on improving our method of multimodal indexing, and also including
refined reference sentences for the textual description.
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Abstract. We describe the development of a concept recognition
system for French documents and its application in task 1b of the 2015
CLEF eHealth challenge. This community challenge included recognition
of entities in a French medical corpus, normalization of the recognized
entities, and normalization of entity mentions that had been manually
annotated. Normalization had to be based on the Unified Medical Lan-
guage System (UMLS). We addressed all three subtasks by a dictionary-
based approach using Peregrine, our open-source indexing engine. To
increase the coverage of our initial French terminology, we explored the
use of two automatic translators, Google Translate and Microsoft Trans-
lator, to translate English UMLS terms into French. The corpus consisted
of 1665 titles of French Medline abstracts and 6 French drug labels of the
European Medicines Agency (EMEA). The corpus was manually anno-
tated with concepts from the UMLS, and split in an equally-sized training
and test set. The best performance on the training set was obtained with
a terminology that contained the intersection of the translated terms in
combination with several post-processing steps to reduce the number
of false-positive detections. When evaluated on the test set, our system
achieved F-scores of 0.756 and 0.665 for entity recognition on the EMEA
documents and Medline titles, respectively. For subsequent entity nor-
malization, the F-scores were 0.711 and 0.587. Entity normalization given
the manually annotated entity mentions resulted in F-scores of 0.872 and
0.671. Our system obtained the highest F-scores among the systems that
participated in the challenge.

Keywords: Entity recognition + Concept identification + Term transla-
tion - French terminology

1 Introduction

Large amounts of biomedical information are only available in textual form,
such as in scientific publications, electronic health records, and patents [1]. The
extraction of biomedical entities, e.g., diseases and drugs, and their relationships
is important for many areas of biomedical research, such as pharmacovigilance
© Springer International Publishing Switzerland 2016
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and drug repositioning [2,3]. Text-mining systems hold promise for facilitating
the cumbersome and expensive manual information extraction process, or even
for automatically generating new hypotheses and other insights [4,5]. An impor-
tant step in the information extraction task is the recognition and normalization
of relevant terms in a text [6]. Term recognition aims at finding text strings
that refer to entities or concepts, and marking each term with a semantic type,
like disorder, drug, or procedure. Term normalization or concept recognition is
more complex than term recognition only. It assigns a unique identifier to the
recognized term, which links it to a source that contains further information
about the concept, such as its definition, its preferred name and synonyms, and
its relationships with other concepts.

While many such terminological resources are available in English, other
languages are covered much less well or not at all. For example, in the Metathe-
saurus of the Unified Medical Language System (UMLS) [7], one of the largest
biomedical terminological resources, only a few percent of the English terms are
also available in French [8]. Furthermore, to develop and evaluate text-mining
methods, manually annotated (gold-standard) corpora are necessary. There are
several biomedical corpora that provide concept annotations, but almost all are
in English and provide annotations for only one or a limited set of semantic types
[9-13]. Notable exceptions are the Mantra Gold Standard Corpus (GSC) [14],
with concept annotations of many semantic types in English, French, German,
Spanish and Dutch parallel biomedical texts, and the Quaero French Medical
Corpus [15], with concept annotations in French biomedical text.

In this paper, we describe the development of a concept recognition system
for French medical text and its application in task 1b of the 2015 CLEF eHealth
challenge [16,17]. The task consisted of three subtasks: recognition of relevant
entities in an updated version of the Quaero French Medical Corpus, normal-
ization of the recognized entities, and normalization of entity mentions that
had been manually annotated. The entities covered a wide variety of semantic
groups. The normalization had to be based on the UMLS, and involved assigning
UMLS concept unique identifiers (CUIs) to the entities that were recognized or
provided. Each subtask should be performed fully automatically.

We addressed all three subtasks. Central in our approach to entity recogni-
tion and normalization are French terminologies based on the UMLS and post-
processing steps to reduce the number of false-positive detections. The UMLS
already contains a number of French vocabularies, but their coverage is rather
limited. We therefore explored the possibility to expand the coverage by auto-
matic translation of English UMLS terms into French. For this purpose, we
utilized two automatic translators.

2 Methods

2.1 Corpora

We used two corpora in our experiments: the Quaero medical corpus, a French
annotated resource for medical entity recognition and normalization [15], which
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was the basis for the training and test sets provided in task 1b; and the Mantra
corpus, a large multilingual biomedical corpus developed as part of the Mantra
project [18], which we used to determine the terms for term translation and to
create a term exclusion list. Each corpus is briefly described below.

Quaero Corpus. The Quaero corpus consists of three subcorpora: titles from
French Medline abstracts, drug labels from the European Medicines Agency
(EMEA), and patents from the European Patent Office (EPO). For the task 1b
challenge, only Medline titles and EMEA documents were made available. The
training set consisted of 833 Medline titles and 3 full EMEA documents; the test
set contained 832 Medline titles and another 3 EMEA documents.

The annotations in the Quaero corpus are based on a subset of the UMLS [7].
Briefly, the UMLS is a metathesaurus integrating more than 150 biomedical termi-
nologies. Each concept in the UMLS is assigned a concept unique identifier (CUT),
a set of corresponding terms, and one or more semantic types, which are mapped
to one of 15 semantic groups (SGs) [19]. Typically, each concept belongs to one
semantic group. An entity in the Quaero corpus was only annotated if the con-
cept belonged to the UMLS and the corresponding SG was any of the following
ten SGs: Anatomy, Chemicals and drugs, Devices, Disorders, Geographic areas,
Living beings, Objects, Phenomena, Physiology, and Procedures. Nested or over-
lapping entities were all annotated, as were ambiguous entities (i.e., if an entity
could refer to more than one concept, all concepts were annotated). Also discon-
tinuous spans of text that refer to a single entity could be annotated, but this
occurred in less than 1% of the annotations. Table 1 shows the total number of
annotations in the training and test sets.

Table 1. Annotated terms and concepts in the Quaero training and test sets

Annotation | Medline EMEA
Training | Test | Training | Test
Terms 2,994 2,977 | 2,695 2,260
Unique terms | 2,296 2,288 1 923 756
Concepts 1,860 1,848 | 648 523

Mantra Corpus. The Mantra corpus was compiled as part of the Mantra
project [18], aimed at providing multilingual resources in English, French, Ger-
man, Spanish, and Dutch. The corpus consists of 1.6 million bilingual Medline
titles (always in English and one of the other languages), 130k sentences of
EMEA drug labels (available in all five languages), and 155k sentences of EPO
patents (in English, French, and German in parallel). The texts in the Quaero
corpus are a subset of the French texts in the Mantra corpus. The Mantra cor-
pus is supplied with automatically generated silver-standard annotations, and
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recently multilingual gold-standard annotations have become available for a
small subset of the Mantra corpus [14], but none of these resources were used in
the current work.

2.2 Term Translation

The UMLS version 2014AB contains 178,860 unique French terms from 88,986
concepts, mainly stemming from MedDRA and MeSH, and only covering a few
percent of the more than 5 million English terms and 2.6 million concepts in the
UMLS. To expand the number of French terms, we used the web services appli-
cation programming interface from Google Translate (GT) [20] and Microsoft
Translator (MT) [21] to automatically translate English terms into French. Ini-
tially, we considered the translation of all English terms in the UMLS, but dis-
missed this approach as being too expensive and time-consuming. Instead, we
reasoned that only the concepts that are found in a large English corpus that
is representative of the task domain, may also be found in the Quaero corpus.
We therefore indexed all English Medline titles and EMEA sentences from the
Mantra corpus with our indexing system Peregrine [22], using the full English
UMLS, and found 133,246 unique concepts. The 745,158 English terms corre-
sponding with these concepts were translated into French using the automatic
translators.

2.3 Terminologies

In our experiments on the Quaero corpus we used five French terminologies:

— Baseline: all French terms in UMLS version 2014AB. Only terms belonging to
concepts in the ten SGs listed above were considered.

— GT: all terms from Google Translate and the baseline terminology.

— MT: all terms from Microsoft Translator and the baseline terminology.

— Union: all terms from Google Translate, Microsoft Translator, and the baseline
terminology.

— Intersection: all terms that had the same translation by Google Translate and
Microsoft Translator, supplemented with the baseline terminology.

The English terminology for indexing the Mantra corpus consisted of all
English terms in UMLS version 2014 AB, filtered for the ten relevant SGs.

Both on the English terminology and the French baseline terminology we
applied a set of term rewrite and suppression rules [23]. Briefly, the rewrite
rules generated additional synonyms and spelling variants that correspond to the
meaning of the original terms. For example, a syntactic inversion rule reverses
the order of words if the term contains a comma or semicolon followed by a space
(e.g., “abdomen; acute” is rewritten to “acute abdomen”), and a semantic type
rule removes expressions within parentheses that represent the semantic type of
the term (e.g., “Acetazolamide (substance)” is rewritten to “Acetazolamide”).
The suppression rules suppress undesired terms that may affect the precision of
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the entity recognition. For example, a short-token rule removes terms that after
tokenization only consist of numbers or single characters. In a separate step
(explained below), we supplemented the French terminologies with the concepts
and terms in the training data.

Table 2 shows the number of concepts and terms in the various French ter-
minologies.

Table 2. Sizes of the five French terminologies

Terminology No. of concepts | No. of terms
Baseline 77,995 161,910
Google Translate 159,825 785,301
Microsoft Translator | 159,802 806,203
Union 160,467 1,069,113
Intersection 136,127 386,617

2.4 Entity Recognition and Entity Normalization

The processing for the entity recognition and the entity normalization included
an indexing and a post-processing step, which are described below.

Indexing. The corpora were indexed with Peregrine, our dictionary-based con-
cept recognition system [22]. Peregrine employs a user-supplied dictionary and
splits the terms in the dictionary into sequences of tokens. When such a sequence
of tokens is found in a document, the term and the concept associated with that
term, is recognized in the document. Peregrine removes stopwords (we used a
small list of (in)definite articles and, for French, partitive articles) and tries to
match the longest possible text phrase to a concept. It uses the Lexical Variant
Generator tool of the National Library of Medicine to reduce a token to its stem
before matching [24]. Peregrine is freely available [25].

Peregrine can find partially overlapping concepts, but it cannot detect nested
concepts (it only returns the concept corresponding with the longest term).
We therefore implemented an additional indexing step. For each term found
by Peregrine and consisting of n words (n > 1), all subsets of 1 to n—1 words
were generated, under the condition that for subsets consisting of more than
one word, the words had to be adjacent in the original term. All word subsets
were then also indexed by Peregrine. For example, Peregrine recognized the term
“décollements de rétine” (detachment of the retina). Of the generated word sub-
sets (“décollements”, “de”, “rétine”, “décollements de”, “de rétine”), Peregrine
correctly recognized the term “rétine”. We did not try to find discontinuous
terms since there frequency was very low.
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Post-processing. To reduce the number of false-positive detections that
resulted from the indexing, we applied several post-processing steps. First, we
removed terms that were part of an exclusion list. The list was manually created
by indexing the French Mantra corpus with the largest available French termi-
nology (union), ordering the detected terms by their frequency in the corpus,
and selecting the incorrect terms from the 2,500 top-ranked terms.

Second, for any term-SG-CUI combination and SG-CUI combination that
was found by Peregrine and had also been annotated in the training data, we
computed precision scores: true positives/(true positives + false positives). For
a given term, only term-SG-CUI combinations with a precision above a certain
threshold value were kept. If multiple combinations qualified, only the two with
the highest precision scores were selected. If for a given term none of the found
term-SG-CUI combinations had been annotated in the training data, but preci-
sion scores were available for the SG-CUI combinations, a term-SG-CUI combi-
nation was still kept if the precision of the SG-CUI combination was higher than
the threshold. If multiple combinations qualified, the two with the highest pre-
cision were kept if they had the same SG; otherwise, only the combination with
the highest precision was kept. If none of the SG-CUI combinations had been
annotated, a single term-SG-CUI combination was selected, taking into account
whether the term was the preferred term for a CUI, and the CUI number (lowest
first). For example, the term “accident de la route” (road accident) was recog-
nized as a synonym of “traffic accident on public road (CUI C0221706, semantic
group Disorders) and “vehicle accident” (C0683911, Phenomena). Since “acci-
dent de la route” was the preferred term of the latter concept, this was selected.
As another example, the term “acide” was recognized as a synonym of “acids”
(C0001128, Chemicals and drugs) and “lysergic acid diethylamide measurement”
(C0202406, Procedures). Since “acide” was not a preferred term for either con-
cept, the concept with the lowest CUI number (C0001128) was selected.

2.5 Normalization Based on Gold-Standard Entity Recognition

For entity normalization given the gold-standard terms and SGs, we developed
the following processing pipeline. First, we computed precision scores for all
term-SG-CUI combinations in the training set. If a given term-SG combination
in the test set was also present in the training set, we selected the CUI of the
term-SG-CUI combination with the highest precision score. If the second largest
precision score was larger than 0.3, the CUI of the corresponding term-SG-CUI
combination was also selected.

Second, if a term-SG combination in the test set had not been seen in the
training set, we searched the terminology for terms that had a Levenshtein edit
distance of maximum one. If one such term was found, the corresponding CUI
was selected. If multiple terms were found, for each term the corresponding SG-
CUI combination was sought in the training data. If present, precision scores were
computed and the CUI of the SG-CUI combination with the largest precision
was selected. If the SG-CUI combination did not exist in the training data, it
was checked if the term was the preferred term for any of the CUlIs. If this was
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the case for just one CUI, it was selected. Otherwise, a single CUI was selected,
taking into account whether the CUI had been annotated in the training set,
and the CUI number (lowest first).

3 Results

3.1 Performance on the Quaero Training Set

We used the Quaero training data to optimize the performance of the indexing
and post-processing steps for entity recognition and normalization. Table 3 shows
the results for the five French terminologies that we generated: Baseline (UMLS
French), GT, MT, Union, and Intersection. The results have been generated with
the task 1b evaluation script, using exact matching for both entity recognition
and normalization.

Table 3. Performance of five French terminologies on the Quaero training set

Corpus | Terminology | Entity recognition Entity normalization

Precision | Recall | F-score | Precision | Recall | F-score
EMEA | Baseline 0.724 0.399 |0.515 | 0.588 0.359 | 0.446

GT 0.368 0.763 |0.496 |0.220 0.670 | 0.332
MT 0.345 0.791 1 0.481 ]0.208 0.687 | 0.316
Union 0.298 0.807 10.435 |0.172 0.702 | 0.274

Intersection |0.454 0.756 |0.567 ]0.273 0.669 | 0.388
Medline | Baseline 0.716 0.433 10.540 |0.591 0.376 | 0.460

GT 0.392 0.658 |0.491 ]0.236 0.572 | 0.335
MT 0.370 0.664 | 0.475 |0.229 0.579 |0.328
Union 0.343 0.705 |0.461 |0.199 0.612 | 0.300

Intersection |0.447 0.628 |0.523 |0.274 0.550 | 0.366

The terminologies based on automatic term translations (GT and MT) sub-
stantially increase recall as compared to the UMLS baseline terminology, but at
the expense of a large decrease in precision. GT performs slightly better than
MT in terms of F-score. The union of both terminologies results in a small
further increase of the recall. The intersection improves precision considerably
at the expense of some loss of recall. The performance of the terminologies
with translated terms is better on the EMEA documents than on the Medline
titles, primarily because the recall is higher. Interestingly, the reverse is true for
the baseline terminology, which performs slightly better on the Medline titles.
As expected, the performance for entity normalization is lower than for entity
recognition, mainly because of a lower precision. This is largely caused by the
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ambiguity of many terms. At this stage, our indexing system did not try to dis-
ambiguate when multiple CUIs for the same term were found, and thus many of
the CUIs were scored as false positives.

In our further experiments we decided to focus on the Union and Intersection
terminologies. First, we tested the effect of expanding our terminologies with
terms from concepts in the training data that were missed by our indexing
system (false negatives). In order not to optimistically bias our performance
results, we split the Quaero training data in an equally-sized training set and
test set. Table4 shows the performance results on the test set.

Table 4. Performance after expanding the terminologies with false negatives from half
of the Quaero training set and testing on the other half

Corpus | Terminology | Entity recognition Entity normalization

Precision | Recall | F-score | Precision | Recall | F-score

EMEA | Union 0.301 0.869 |0.447 ]0.182 0.794 |0.297
Intersection | 0.433 0.861 | 0.576 |0.264 0.793 | 0.396
Medline | Union 0.401 0.708 |0.512 ]0.246 0.638 | 0.355

Intersection | 0.513 0.668 | 0.580 0.326 0.607 |0.424

Addition of the false negatives results in a clear improvement of the recall,
with only a small decrease in precision.

Based on the expanded terminologies, we tested the effect of our post-pro-
cessing steps, aimed at removing incorrectly indexed terms (false positives).
An important parameter in this process is the precision threshold (see post-
processing description above). Using half of the Quaero training data, we varied
this threshold between 0.1 and 0.5 with steps of 0.1, and tested on the other
half of the training data. The best F-score was obtained for a threshold of 0.3.
Table 5 shows the results of the post-processing steps using this threshold.

Table 5. Performance of the expanded terminologies with post-processing steps on
half of the Quaero training set

Corpus | Terminology | Entity recognition Entity normalization

Precision | Recall | F-score | Precision | Recall | F-score

EMEA | Union 0.452 0.786 |0.574 | 0.407 0.727 |0.521
Intersection | 0.679 0.784 0.728 | 0.619 0.736 | 0.672
Medline | Union 0.579 0.605 |0.592 |0.477 0.508 |0.492

Intersection | 0.747 0.581 |0.654 |0.634 0.500 | 0.559

The post-processing steps reduce recall but strongly increase precision, as
well as the F-scores.
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3.2 Performance on the Quaero Test Data

We submitted two runs for both the entity recognition and normalization tasks,
one run using the Union terminology, the other using the Intersection terminol-
ogy. Both terminologies were expanded with all false negatives of the Quaero
training set. Table 6 shows our performance results on the final test set for exact
match. (Note: we swapped the test run precision and recall values that the task
organizers provided to us, since we could deduce from the FP and FN counts
that they had been reversed.)

Table 6. Entity recognition and normalization performance on the Quaero test set

Corpus | Terminology | Entity recognition Entity normalization

Precision | Recall | F-score | Precision | Recall | F-score

EMEA | Union 0.710 0.776 |0.741 | 0.653 0.705 | 0.678
Intersection | 0.751 0.761 |0.756 0.707 0.714 |0.711
Medline | Union 0.683 0.642 |0.662 | 0.599 0.552 | 0.575

Intersection |0.711 0.625 |0.665 0.634 0.547 | 0.587

Our results on the test set were better than on the training set, mainly
because of higher precision values. Overall, the system using the Intersection
terminology performed best. These results are well above the average and median
of the scores from all runs of the challenge participants [17].

We also submitted two runs for the normalization using the gold-standard
entity recognition results. The difference between the two runs was that the first
run did not include the final disambiguation step (selection of CUIs if they had
been annotated in the training set and based on CUI number). Table 7 gives the
performance results.

Table 7. Normalization performance on the test set given the entity recognition, with
and without the final disambiguation step

Corpus | Disambiguation | Precision | Recall | F-score

EMEA |No 1.000 0.767 |0.868
Yes 1.000 0.774 10.872

Medline | No 0.817 0.573 | 0.674
Yes 0.805 0.575 |0.671

As was to be expected, use of the gold-standard entity recognition improved
the normalization results. In particular precision was boosted, with a remarkable
precision of 1 for the EMEA corpus. The final disambiguation hardly affected
the performance results.
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4 Discussion

We developed a dictionary-based concept recognition system for French biomed-
ical text. Our evaluation results show that expanding the coverage of the French
UMLS baseline terminology with the use of an automated term translator is a
viable way to improve the recall for entity recognition and normalization, but
also reduces precision considerably. Taking the intersection of the term transla-
tions increases precision again, while only slightly reducing recall. The various
post-processing steps further improve precision. The union of the term transla-
tions did hardly further improve the recall, indicating that the annotated cor-
pus contained few terms that were uniquely provided by one of the translators.
Although the precision of the Union terminology on the Quaero training set was
substantially less than the precision of the Intersection, the difference on the test
set was much smaller.

Our system generally performed better on the EMEA subcorpus than on
the Medline subcorpus, mainly because of a higher recall. This may partly be
explained by the fact that the Medline corpus consisted of hundreds of different
abstract titles, whereas the EMEA corpus consisted of only six documents. While
the total number of annotated terms in both corpora was similar, the number
of unique terms and concepts in Medline was much higher than in EMEA (cf.
Table 1). Therefore, term annotations in EMEA were more redundant than in
Medline, and may have involved more common terms that were more likely to
be correctly translated. Note that for the French baseline terminology, recall for
EMEA was slightly lower than for Medline.

For all three challenge subtasks, our dictionary-based system performed
best amongst the systems that participated in the challenge [17]. Most other
approaches heavily relied on machine-learning classifiers (conditional random
fields or support vector machines) for entity recognition, using rich feature sets
of lexical, part-of-speech, orthographic, and lexicon-based features. Only one
other team used a dictionary-based approach [26], combining seven French dic-
tionaries partly derived from the UMLS, but their performance was low. Two
teams used machine translation (Google Translate or Microsoft Translator), but
contrary to what we did, they translated from French to English [27,28]. One
team translated all the words in the training corpus into English and then applied
MetaMap [29] to generate semantic types as features for training their tagger
[27]. The other team translated the terms found by their entity recognizer and
used MetaMap to map the terms to CUIs [28].

To gauge automatic systems against human annotators, system performances
should be compared with inter-annotator agreement (IAA) scores. Unfortu-
nately, TAA was not assessed for the Quaero corpus. However, IAA scores,
taken as the F-score between two annotators, were provided for the multilingual
Mantra GSC corpus [14], which is similar to the Quaero corpus. For French,
the median TAA in the Mantra GSC was 0.80 for entity normalization. Our
F-scores of 0.59 (for Medline) and 0.71 (for EMEA) indicate that there is still
room for improvement of our system. Possible ways to achieve this are the use
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of better curated terminologies, improved disambiguation (e.g., by employing
part-of-speech information), and recognition of discontinuous terms.
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References

1. Ohno-Machado, L.: NIH’s big data to knowledge initiative and the advancement
of biomedical informatics. J. Am. Med. Inform. Assoc. 21, 193 (2014)

2. Harpaz, R., Callahan, A., Tamang, S., et al.: Text mining for adverse drug events:
the promise, challenges, and state of the art. Drug Saf. 37, 777-790 (2014)

3. Hurle, M.R., Yang, L., Xie, Q., et al.: Computational drug repositioning: from data
to therapeutics. Clin. Pharmacol. Ther. 93, 335-341 (2013)

4. Preiss, J., Stevenson, M., Gaizauskas, R.: Exploring relation types for literature-
based discovery. J. Am. Med. Inform. Assoc. 22, 987-992 (2015)

5. Andronis, C., Sharma, A., Virvilis, V., et al.: Literature mining, ontologies and
information visualization for drug repurposing. Brief. Bioinform. 12, 357-368
(2011)

6. Krauthammer, M., Nenadic, G.: Term identification in the biomedical literature.
J. Biomed. Inf. 37, 512-526 (2004)

7. Bodenreider, O.: The unified medical language system (UMLS): integrating bio-
medical terminology. Nucleic Acids Res. 32, D267-D270 (2004)

8. Névéol, A., Grosjean, J., Darmoni, S.J., Zweigenbaum, P.: Language resources for
French in the biomedical domain. In: Language and Resource Evaluation Confer-
ence (LREC) 2014, pp. 2146-2151 (2014)

9. Leaman, R., Miller, C., Gonzalez, G.: Enabling recognition of diseases in biomed-
ical text with machine learning: corpus and benchmark. In: Proceedings of the
3rd International Symposium on Languages in Biology and Medicine (LBM), Jeju
Island, South Korea, pp. 82—-89 (2009)

10. Lu, Z., Kao, H.Y., Wei, C.H., et al.: The gene normalization task in BioCreative
III. BMC Bioinform. 12(Suppl. 8), S2 (2011)

11. Bada, M., Eckert, M., Evans, D., et al.: Concept annotation in the CRAFT corpus.
BMC Bioinform. 13, 161 (2012)

12. Gurulingappa, H., Rajput, A.M., Roberts, A., et al.: Development of a benchmark
corpus to support the automatic extraction of drug-related adverse effects from
medical case reports. J. Biomed. Inform. 45, 885-892 (2012)

13. Pradhan, S., Elhadad, N., South, B.R., et al.: Evaluating the state of the art
in disorder recognition and normalization of the clinical narrative. J. Am. Med.
Inform. Assoc. 22, 143-154 (2015)

14. Kors, J.A., Clematide, S., Akhondi, S.A., van Mulligen, E.M., Rebholz-Schuhmann,
D.: A multilingual gold-standard corpus for biomedical concept recognition: the
Mantra GSC. J. Am. Med. Inform. Assoc. 22, 948-956 (2015)

15. Névéol, A., Grouin, C., Leixa, J., Rosset, S., Zweigenbaum, P.: The QUAERO
French medical corpus: a ressource for medical entity recognition and normaliza-
tion. In: Fourth Workshop on Building and Evaluating Resources for Health and
Biomedical Text Processing (BioTxtM), pp. 24-30 (2014)



16.

17.
18.
19.
20.

21.
22.

23.

24.

25.

26.

27.

28.

29.

Concept Recognition in French Text Using Automatic Translation 173

Goeuriot, L., Kelly, L., Suominen, H., Hanlen, L., Névéol, A., Grouin, C., Palotti,
J., Zuccon, G.: Overview of the CLEF eHealth evaluation lab 2015. In: Mothe, J.,
Savoy, J., Kamps, J., Pinel-Sauvagnat, K., Jones, G., San Juan, E., Capellato, L.,
Ferro, N. (eds.) CLEF 2015. LNCS, vol. 9283, pp. 429-443. Springer, Heidelberg
(2015). doi:10.1007/978-3-319-24027-5_44

Névéol, A., Grouin, C., Tannier, X., Hamon, T., Kelly, L., Goeuriot, L., Zweigen-
baum, P.: CLEF eHealth evaluation lab 2015 task 1b: clinical named entity recog-
nition. CLEF 2015 Online Working Notes. CEUR-WS (2015)

Mantra project website. http://www.mantra-project.eu

Bodenreider, O., McCray, A.T.: Exploring semantic groups through visual
approaches. J. Biomed. Inform. 36, 414432 (2003)

Google Translate. https://translate.google.com

Microsoft Translator. http://www.bing.com/translator

Schuemie, M.J., Jelier, R., Kors, J.A.: Peregrine: lightweight gene name normal-
ization by dictionary lookup. In: Proceedings of the BioCreAtIvE II Workshop,
Madrid, Spain, pp. 131-133 (2007)

Hettne, K.M., van Mulligen, E.M., Schuemie, M.J., Schijvenaars, B.J.A., Kors,
J.A.: Rewriting and suppressing UMLS terms for improved biomedical term iden-
tification. J. Biomed. Semantics 1, 5 (2010)

Divita, G., Browne, A.C., Rindflesch, T.C.: Evaluating lexical variant generation to
improve information retrieval. In: Proceedings of the American Medical Informatics
Association Symposium, pp. 775-779 (1998)

Peregrine indexer. https://trac.nbic.nl/data-mining

Soualmia, L.F., Cabot, C., Dahamna, B., Darmoni, S.J.: SIBM at CLEF e-Health
evaluation lab 2015. CLEF 2015 Online Working Notes. CEUR-WS (2015)

Jain, D.: Supervised named entity recognition for clinical data. CLEF 2015 Online
Working Notes. CEUR-WS (2015)

Jiang, J., Guan, Y., Zhao, C.: WI-ENRE in CLEF eHealth evaluation lab 2015:
clinical named entity recognition based on CRF. CLEF 2015 Online Working Notes.
CEUR-WS (2015)

Aronson, A.R.: Effective mapping of biomedical text to the UMLS metathesaurus:
the MetaMap program. In: Proceedings of the American Medical Informatics Asso-
ciation Symposium, pp. 17-21 (2001)


http://dx.doi.org/10.1007/978-3-319-24027-5_44
http://www.mantra-project.eu
https://translate.google.com
http://www.bing.com/translator
https://trac.nbic.nl/data-mining

A Product Feature-Based User-Centric Ranking
Model for E-Commerce Search

Lamjed Ben Jabeur!®™) | Laure Soulier?, Lynda Tamine', and Paul Mousset!

L IRIT, Université de Toulouse, CNRS, UPS, 118 Route Narbonne, Toulouse, France
{jabeur,tamine,mousset}@irit.fr
2 Sorbonne Universités, UPMC Univ Paris 06, LIP6 UMR 7606, 75005 Paris, France

laure.soulier@lip6.fr

Abstract. During the online shopping process, users search for inter-
esting products in order to quickly access those that fit with their needs
among a long tail of similar or closely related products. Our contribution
addresses head queries that are frequently submitted on e-commerce Web
sites. Head queries usually target featured products with several varia-
tions, accessories, and complementary products. We present in this paper
a product feature-based user-centric model for product search involving,
in addition to product characteristics, the user engagement toward the
product. This model has been evaluated through the product search track
of the LL4IR lab at CLEF 2015 in order to highlight the effectiveness of
our model as well as the impact of the user engagement factor.

Keywords: Information retrieval - Living labs - LL4IR - e-commerce -
Product search - Ranking - User engagement - User preferences

1 Introduction

In the last few years, online retailers and marketplaces have shown a steady
growth in terms of popularity as well as benefits. Amazon claims more than 240
million products available for sale on US store amazon.com!. The marketplace
leader claims also more than 2 billion items sold worldwide by the end of 20142.
As the result of this huge quantity of available products, users are facing difficulty
to make choice. The diversity of products in terms of functionalities and features
makes their shopping experience more difficult.

To tackle this problem, online retailers enhance their Web sites with product
search tools. In fact, product search is becoming more important [18], leading
to propose adapted retrieval tools in order to help customers to find their prod-
ucts of interest [5]. One example of product search tools is proposed by Google
Shopping for which customers have found the utility with around 100 billions of
submitted queries by month?.

! http://www.ecommercebytes.com/cab/abn/y14/m07/il5 /s04.
2 http://www.businesswire.com /news/home/20150105005186 /en/
Amazon-Sellers-Sold-Record-Setting-2- Billion-Items.
3 http://www.godatafeed.com/resources/google-shopping-campaigns.
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In the literature, product search has been addressed as an information
retrieval (IR) task bridging e-commerce data and customer’s information need
formulated during the online shopping process. Previous works have proposed
to integrate several features which might be split into two categories. On one
hand, the proposed approaches focus mainly on the product fields, namely its
category and its description [4,18]. On the other hand, users’ preferences and
search intent are emphasized leading to a user-centered search process [9].

In this paper, we propose a feature-based user-centric ranking model for prod-
uct search that addresses the problem of head queries on e-commerce Web sites.
Head queries represent the set of most frequent queries on featured products
[1,17], such as dolls, miniatures, puzzles, cards. The latter may be characterized
by several variations, accessories, and/or complementary products. Combining
both approaches (product features [4,18] and user-centered [9]), our model ranks
products with respect to their descriptive fields and category as well as their pop-
ularity highlighting the user engagement toward the product [14]. We evaluate
our model while participating to the product search track of the Living Labs
for IR (LL4IR) [17] of CLEF 2015 [11] and present also some analysis aiming at
understanding the user engagement factor. More particularly, the contribution
of our paper is twofold:

— A new product search model including both product characteristics and user
engagement. This model is evaluated through the living lab paradigm.

— A statistical analysis highlighting how could be characterized the user engage-
ment in terms of product search.

In the remainder of the paper, Sect.2 synthesizes the state of the art sur-
rounding product search. Section3 introduces our product search model and
describes its experimental evaluation. We present in Sect. 4 a statistical analysis
on the effect of the user engagement on product search. Finally, Sect. 5 concludes
the paper and presents perspectives.

2 Related Work

Similarly to the information access perspective, the literature review outlines
several dimensions underlying the product search field. Some work focused on
the understanding of the product search process according to the users’ model-
ing perspective. First, Detlor et al. [8] compared the exploration and the search
processes on e-commerce sites and outlined that the main difference relies on
the type of users’ intent with respect to the product specificity. More particu-
larly, product search requires basic information (such as the price, the product
description, or the information about the seller) as well as more complex specifi-
cations of a product. Second, other authors focused on interactions issued from
film recommendation systems [2,3]. Although the tracked products (films) are
different than the ones tracked by head queries of the LL4IR Labs, the authors
highlighted that the diversity of recommended products is an important criterion
in terms of users’ satisfaction [2] and that it should be personalized to each user
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with respect to their past actions [2]. Moreover, the integration of the temporal
diversity enables to avoid recommending redundant products retrieved over time
[13] as well as to enable distinguishing short- and long-term preferences [19].

Other work, more close to our contribution, addressed the product search
issue as an information retrieval challenge aiming at leveraging e-commerce data
in order to answer customers’ information needs.

The first line of work in this category includes retrieval models mainly based
on product characteristics (e.g., the category and the description). Chen et al. [4]
proposed to diversify product results and to return, among the large collection
of similar products, only those significantly different from each others. Product
categories and attribute values are used to diversify the list of products. Vandic
et al. [18] addressed the issues underlying different hierarchical classifications
in online stores and the multiple vocabulary terms used to describe the same
product. Based on semantic ontologies, they proposed to match similar products
and classify them into a universal product category taxonomy.

In the second line of work in the same category, the focus is oriented towards
the user with an attempt to bridge the gap between the vocabulary used to
describe the product and the customers’ vocabulary used to formulate their
search queries. For instance, the query “cheap PC gamer” might be difficult to
solve by only comparing the query text with the product description since it
requires reasoning over the search intent towards a particular product feature,
namely the price. To tackle this challenge, Duan et al. [9] propose to represent
both products and users through an entity-based representation in which each
entity is formalized as a pair of key-value. The product retrieval is then per-
formed through a probabilistic model which estimates the relevance at the level
of attribute preferences. Other work leveraged users’ search history in order to
capture users’ interests [16]. This type of model could be enhanced by product
characteristics as done by Ghirmatsion and Balog [10] which proposed a model
aiming at first identifying relevant products and then re-ranking products using
relevance judgments of the search history. This approach has been enhanced by
filtering techniques applied on product availability or reduction rate criteria.

In our contribution, we propose to combine both product and user point of
view by (1) including product characteristics as previously done by [4,18] and
(2) a metric highlighting the user engagement [14]. In contrast to [9,10,16] which
focused on the interest of a particular user, our proposed user engagement metric
leverages from the crowd.

3 Product Feature-Based User-Centric Ranking Model

In this section, we present our first contribution consisting in proposing and eval-
uating a product search model relying on a product feature-based user-centric
approach. In the remaining section, we first present the model and then detail
the experimental evaluation which has been carried out through the LL4IR lab.
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3.1 The Model

Our model aims at leveraging product characteristics and user engagement
towards the product. To do so, we estimate the relevance of product p with
respect to query ¢ as a combination of two indicators expressing the relevance
probability P(p|q) of product p based on its characteristic and a user engage-
ment metric UE(p). The relevance RSV (p,q) of product p given query g is
computed as:

RSV (p,q) = P(plq) * UE(p) (1)

The Product Feature-Based Probability. Products are commonly described
in e-commerce Web site with multiple fields*. These fields enable to identify
the product (i.e., sku, gtinl3, ISBN), describe its purpose (i.e., name, brand,
description), list elementary and technical features (i.e., model, speed, weight,
color) as well as organize the product collection into a structured hierarchy (i.e.,
category). With this in mind and inspired by work of Craswell et al. [6] and Dakka
et al. [7], we propose to depict product p in two sets of elements consisting in
(a) its set of textual descriptive fields d, that describe the product, and (b) its
category that organizes products by categories.

Accordingly, the relevance P(p|q) of product p with respect to query ¢ could
be rewritten as P(cp, dplq) (Eq.2). According to Bayes probability rules (Eq. 3)
and assuming that the product category and description are independent (Eq. 4),
product relevance is estimated by the following model:

P(plg) = P(cp, dplq) (2)
= P(cplq) - P(dplep, q) (3)
o< P(eylq) - P(dylq) (4)

where P(cp|q) and P(d,|q) express respectively the relevance of category ¢, of
product p and the topical relevance of product description d, with respect to
query q. We detail these probabilities below.

- Topical relevance of product description d,. The topical relevance focuses on
the product descriptive field set dp,. Except for the category field, all remaining
fields are part of the product description d,. We consider (1) the title which is
usually size limited and includes concise information about the product and (2)
the description field including broader information.

We propose to use the BM25F scoring schema [6,20] to estimate likelihood
p(dplq) of descriptive fields d,, given query g. The BM25F computes the simi-
larity with query ¢ while attributing different weights to each field.

We first calculate normalized term frequency ﬁt} 7,p for each field:

_ tf
tft,f,p — # (5)

l p
1+bf({7—1)

* http://schema.org.
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where ¢ f; ¢, represents the frequency of term ¢ in field f belonging to descrip-
tion d,, of product p. s, is the length of field f in product description d, and
ly is the average length of field f, by is a field-dependant parameter similar to
b parameter in BM25. The term frequencies estimated over all the field set are
combined linearly using weight w of field f as follows:

ﬁt,p = Z wy *ﬁt,f,p (6)

fedy

The term frequency ﬁt’p is integrated in the usual BM25 saturating function
modeling the non-linear relevance distribution of term frequencies. The proba-
bility p(dp|q) is approximated by the BM25F function [6,20]:

ﬁt,p .

pldplg) = BM25F(qldy) = i idf (t) (7)
t,p

tegnd,

where k1 and idf (t) express respectively the BM25 parameter and the inverse
document frequency of term ¢.

- The relevance of category. The relevance of category c, with respect to query
q aims at identifying to what extent the category is relevant to the product col-
lection. The underlying idea is to decide which eminent category likely matches
the query since different categories may respond to the query.

Let S be the set of non-negative topical scores obtained by product descrip-
tion d, of all products p € D(c,), where D(c,) corresponds to the set of product
characterized by category c,. More formally, S is defined as follows:

S = {p(dplq)lp € D(cp) A p(dplg) > 0} (8)

where p(d,|q) is approximated by BM25F (¢, d) as done in Eq. 7. We propose
to estimate the relevance likelihood p(cp|q) of product category ¢, towards query
g with similarity sim(q, ¢p) of product category ¢, given query g. This similarity
is estimated as the product of the log scale cardinality of set .S and an aggregation
function A(S) of topical scores over respective products:

p(eplq) = sim(q, cp) = log(1 +15]) * A(S) 9)

where A(S) can be computed as the maximum, the mean and the median
scores over the topical distribution of all products D(c,). We propose to use the
95th percentile as aggregate function .A(S). In contrast of mean and maximum,
the 95" percentile is resistant to outliers. Similarly to the median, 95" percentile
allows measuring the global tendency of topical scores.

As the category includes more relevant products with respect to the query,
the category might be relevant to the query. This is reflected by the first part of
Eq.9, noted log(1 + |S])|. The log scale value enables to lower high cardinality
and thus smooths the importance of overpopulated categories.
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The User Engagement Metric. The integration of the user engagement com-
ponent is driven by the main aim of e-commerce application which consists in
increasing the user conversion rate. Although the user engagement should be
derived in accordance with the application goal, such metric emphasizes the
positive aspect of the interaction [14]. In the setting of a Web application, the
user’s engagement is often associated with his/her interactions including visits,
clicks, comments, recommendations, etc. In accordance with the search scenario
of this model, we propose to consider users’ interactions willing to be noticed
after a product search. For instance, post-task evidence sources of interaction
could be result clicks, product ratings, favorites, or users’ actions. The latter aim
at bookmarking wishlist, adding to basket, and/or pushing the product. Unfor-
tunately, these data are not available for this edition of LL4IR track. Thus,
we estimate the user engagement by the number of social interactions, namely
“Like” and “Share” actions, generated on the Facebook® social media platform.

In order to get the social engagement toward a product, we first identify
significant Web resources that represent a product, typically Web pages with
technical description. In this aim, we used the product name as a query for
exact search on a Web search engine. We assume that the set of top k resources
significantly represent the product and their underlying users’ interactions may
be associated with the product. With this in mind, let R, = {ry,r1---r5} be
the set of resources that mention product p. likes(r;), respectively shares(r;),
expresses the number of Facebook likes, respectively Facebook shares, obtained
by a particular resource r;. Please, note that likes and shares are obtained by
sending the URL of resource r; to the Facebook API.

The user engagement of resource r; identified through is computed is follows:

e(ri) = log(1 + min(s,lloig(elsii)—i- shares(r;))) (10)

with s defines an upper bound on social interactions of resource r;.
In the end, the user engagement of product p corresponds to the maximal
user engagement obtained by the associated resources:

UE(p) = argmax, cp e(r;) (11)

3.2 Experimental Evaluation

In order to evaluate the effectiveness of the proposed model, we relied on the
“Living Labs for Information Retrieval” (LL4IR) campaign [17] aiming at evalu-
ating IR models in real utilization’s cases: users submit their queries on a website
and interact in real time with retrieved results of participants. The evaluation
campaign proposes several evaluation periods (also called “rounds”) in which the
main search task consists in a product search task on the online commerce site
of REGIO JTK®, Hungarian leader in the sale of toy for children. In this section,

5 http://facebook.com.
5 http://www.regiojatek.hu/.
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we first describe the experimental context implemented during the LL4IR cam-
paign, by introducing the protocol design and the obtained results.

Protocol Design. Ezperimental data: The LL4IR campaign provides a set of
experimental data:

— 100 oriented product queries extracted from most frequent queries submitted
on the system in the past. To allow comparability between rounds, queries
are the same over all rounds. We note that half of the queries are used for
training.

— A product collection including both available products and those labeled as
unavailable which would be available later. The average number of products
associated with each query is around 60 products. Each product is represented
by a set of structural and semantic meta-data, like the characters associated
with the product (e.g. Spiderman, Hello Kitty), it brand (e.g. Beados, LEGO),
or the recommended age/gender.

— The user feedback updated every 5 min throughout a specific round. Each user
feedback is represented by a binary value, depending on whether the product
presented was clicked by the user.

Evaluation protocol. The aim of the LL4IR campaign is to leverage users’ clicks
in order to compare the effectiveness of the systems proposed by the participants
with respect to the one of the production system. To do so, product ranking of
each participating system is interleaved with the product ranking of the pro-
duction system. The latter corresponds to the default product ranking system
provided by Web site owners. For each submitted query belonging to the pre-
selected head query set, the user gets a set of results for which the half comes
from website production system and the other half from a random participating
system. The same process has been carried out over a baseline model proposed
by the organizers of the campaign [17] and other participants [10,16].

Metrics. Five metrics, estimated over all submitted head queries, are proposed
by Living Labs organizers in order to evaluate a participating system:

— The number of wins, noted #Wins, which expresses the number of times the
test system received respectively more clicks than the product system.

— The number of losses, noted # Losses, which expresses the number of times
the test system received respectively fewer clicks than the product systems.

— The number of ties, noted #7Ties, which expresses the number of times the
test system received respectively as many clicks as the product systems.

— The number of Impressions, noted #Impressions, which expresses the number
of times the test system is mixed with production one with #Impressions =
#Wins + #Losses + #T'ies

— The outcome, noted Outcome, is defined as the ratio of wins over the sum of
wins and losses (Eq. 12). A ratio higher than 0.5 highlights the system ability
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to provide more relevant products than irrelevant ones, assuming that clicks
are indicators of product relevance [12].

#Wins

Out =
uteome #Wins + #Losses

(12)

Results. In order to evaluate both components of our model, we tested our
model differently over rounds (Round 2 and 3 - since we did not participate
to round 1): for round 2, we only rank products according to the characteristic-
based indicator using Eq. 4 while for round 3 we introduced the user engagement-
based indicator as explained in Eq. 1. We outline that, since the LL4IR campaign
allows participants to submit only one run for each testing period, we fixed the
descriptor and parameter weights according to previous work, respectively [20]
for descriptor and [6,20] for the BM25F parameters.

Table 1 presents results obtained by the baseline, the best concurrent par-
ticipant and our model for these two rounds. We could see that for round 2 we
obtained the lowest outcome measure with respect to the baseline and the par-
ticipant. Results obtained for round 3 highlight that the user engagement allows
enhancing the effectiveness of our model. Please note that this statement is lim-
ited since the evaluation metric might be impacted by the set of users involved
in the evaluation process which is variable over the different rounds. We outline
that the ranking model of the system, the queries and the interleaved method
are stable over the different rounds.

Table 1. Effectiveness comparison of our model during round 2 and 3 of the LL4IR

Round 2 Round 3

Outcome | % Chg | Outcome | % Chg
Baseline 0.5284 | -24.48% | 0.4430 +10.38%
Best participant | 0.4795 -16.78 % | 0.4507 +8.49%
Our model 0.3990 0.4890

However, the comparison with the baseline as well as the best partici-
pant highlights that our model obtains the highest outcome value (0.489) with
improvements higher than +8.49 %. This reinforces our intuition that the user
engagement should be integrated into IR models [14]. Moreover, our model
obtains an outcome value for round 3 closed to 0.5, suggesting that its effec-
tiveness is relatively similar to the one of the product search model of the
e-commerce website. The outcome values obtained by the participants are gener-
ally even more lower than 0.5. Taken in a whole, this results show the difficulty of
formalizing retrieval models for product search, which is a quite young research
domain.

In order to compare the effectiveness at the query level, we plot in Fig.1
results of our model at the query level for round 2 and 3, highlighting the impact
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—o— Round 2
—— Round 3

Outcome

R-q51 R-q56 R-q61 R-q66 R-q71 R-q76 R-q81 R-q86 R-q91 R-q96 R-ql100

Fig. 1. Effectiveness comparison of our model between round 2 and 3 - Impact of the
user engagement metric.

of the user engagement. A descriptive analysis shows that the user engagement
indicator enables to improve the effectiveness of 23 queries over the 50 ones,
with an average difference equals to 0.391 for those 23 queries (against 0.083
for all queries). Accordingly, we hypothesize that it exists two types of head
queries depending on whether they benefit from user engagement factor or not
in terms of retrieval effectiveness. In the remaining paper, we call “socially-
motivated queries” those leveraging user engagement. A quick overview of query
text emphasizes that “socially-motivated queries” seem to be those expressing
non-targeted and specific products (e.g., “puzzle”, “doll house” or “ball”). In
contrast, the “non-socially-motivated queries” (with null or negative improve-
ments) more particularly refer to focused products, generally addressed by a
brand (e.g., “Playmobil”, “Cars”, “Scrabble” or “Angry birds”). This results
lead us to analyze more in-depth the user engagement factor.

4 Understanding the Effect of the User Engagement
Factor in Product Search

In this section, we address the second contribution of our paper aiming at under-
standing the user engagement factor. In this aim, we propose to deepen our
analysis with a twofold objective: (1) identifying “socially-motivated queries”
characteristics and (2) highlighting the characteristics of product rankings asso-
ciated to “socially-motivated queries” /“non-socially-motivated queries”.

First, we consider two classes of queries (namely “socially-motivated queries”
and “non-socially-motivated queries”). We performed a logistic regression aiming
at explaining the social responsiveness of queries according to the query char-
acteristics. The latter are those provided by the LL4IR platform (namely, the
number of users’ clicks, the number of products, the absence/presence of con-
cepts - noted has.concept, the absence/presence of brand, the absence/presence
of famous character - noted has.character) as well as estimated features, namely,
the query length. In addition to these characteristics extracted through the tex-
tual analysis of the query, we propose to extract new ones based on search result
clusters. In particular, we propose to use an unsupervised clustering algorithm
called “Lingo” [15]. The latter applies phrases analysis and latent semantic tech-
niques with the aim of clustering search results into meaningful groups. For each
query, we then obtained the following features: the number of associated clusters
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Table 2. Descriptive model of user preferences for product search on e-commerce sites

Characteristics | Regression estimate | p-value
NbrClusters 0.015 0.0139 *
AvgClusterSize |-0.574 0.0225 *
MinClusterSize | 0.681 0.0106 *
has.concept 0.451 0.0222 *
is.character -0.379 0.0500 *

Table 3. Descriptive model of user preferences for product search on e-commerce sites

Query class Characteristics Reg. estimate | p-value
“Socially-motivated Price 0.002 < 2e-16 ***
queries”
Gender (Male) 0.0044770 8.65e-02
Gender (Female) | 0.0165339 1.29e-04 ***
“Non-socially-motivated | Number of pictures | 0.008 9.81e-08 ***
queries”
Discount rate -0.009 6.74e-03 **
Bonus 0.0329 2.59e-03 **

(NbrClusters), the size of the largest cluster (MazClusterSize), the average size
of clusters (AvgClusterSize), and the minimal size of clusters (MinClusterSize).

At each iteration of the backward method, we removed the product char-
acteristic with the highest p-value until all characteristics involved within the
model impact significantly on the class (p — value < 0.5). A positive and signifi-
cant regression estimate of a particular feature expresses the fact that the higher
the value of the feature, the more the query is “socially-motivated”. The final
statistical model with significant features is presented in Table 2. Results suggest
that “socially-motivated queries” are generally queries not referring to famous
characters but rather expressing a concept typically related to main themes of
products (e.g. “guitar”, “kitchen”, etc.). Also, those queries generally lead to
diversified products. This is shown through the positive correlation with small
clusters since the obtained clusters contain few products.

Second, we propose to analyze users’ product preferences for both types of
queries. We believe that such analysis would help the community to build more
effective models for this particular application domain once they have identified
“(non-)socially-motivated queries”. In this aim, for each query, we consider as
evidence source the whole set of products provided by the LL4IR campaign.
Instead of using history of click rates that are highly correlated to time (“product
trend”) and the product availability, we infer the users’ preferences from a metric
provided by the LL4IR organizers expressing the probability of a product to be
clicked by a user. This probability is estimated for a round by the ratio of clicks
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received by a product and the number of times the product was presented to the
user. Accordingly, we build the statistical model for each query class aiming at
identifying users’ preferences with respect to product characteristics. We used
a generalized model and, as done earlier, at each iteration, we removed the
product characteristic with the highest p-value until all characteristics impact
significantly on the click-based measure (p — value < 0.5). The higher the value
of the feature, the higher the product probability being clicked is. The results
are presented in Table 3.

One can see that different features characterize the two query classes, but
the price of the product seems to be an important decision-making factor.
Indeed, users submitting “socially-motivated queries” are generally interested
in products with a higher price than those submitting “non-socially-motivated
queries”. In addition, the latter users appreciate products with a discount rate
(Bonus) although low (negative regression estimate of Discount rate). Cou-
pled with the query characteristics analysis, this suggests that users express-
ing “socially-motivated queries”(which mainly address non-targeted informa-
tion need in terms of brands and characters) considers the price as a product
quality indicator. The latter should allow users distinguishing similar products
(e.g., among the different types of baby dolls). In contrast, users addressing”
non-socially-motivated queries” are looking for particular products with specific
characteristics of brands and characters and accordingly appreciate less expen-
sive products.

The gender seems to be an important factor for “socially-motivated queries”,
orienting the product search model towards products for female. However, it is
difficult to infer strong statements from this feature since we do not know the
population of users submitting those queries.

Last, the descriptive model reveals that “non-socially-motivated queries”
require a picture while this factor is not discriminant for “socially-motivated
queries”. This suggests that users expressing non-targeted information needs
remain general in their decision-making and express small requirements, except-
ing the price. However, users formulating product need towards specific brands,
concepts and characters stay focused on the product design, and the picture is a
way to capture the specificity and the credibility of the product. In this case, the
presence of pictures is a triggering purchase factor, which is already well-known
as a marketing strategy highlighted by some studies. The latter reveals that 67 %
of consumers considers product pictures as extremely important7.

5 Discussion and Conclusion

We presented a product feature-based user-centric model for product search
involving in addition to product characteristics the user engagement toward the
product. The experimental evaluation has been carried out through the LL4IR
framework and suggests that the user engagement is an interesting factor in

" http://blog.lemonstand.com /7-ways-optimize- product-page-conversions,/.
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product search. To better understand this factor, we performed statistical analy-
sis highlighting characteristics of queries. With respect to a query classification
based on the user engagement responsiveness, we also identify users’ preferences
in terms of products. These results are not without limitations since analysis
are dependent of the experimental framework biases. However, we believe that
the naturalness of the experimental evaluation allows considering these results
as reasonable. Moreover, our estimation of the user engagement relies on the
product popularity [14], but should be refined according to users’ interactions.

From this analysis, we pointed out interested users’ behaviors and preferences
in terms of product search that could be useful for the design of retrieval models
in this application domain. One particular statement revealed that some queries
are sensible to the user engagement, impacting the features of the product rank-
ing algorithms. For instance, the price is a pivotal feature in product search
which should be used differently according to the users’ need (users expressing
“socially-motivated queries” seems to be willing to buy more expensive prod-
ucts than those expressing “non-socially-motivated queries”). In the future, we
plan to enhance our product search model to take into consideration the find-
ings of this paper by proposing a query-adapted product search models which
(1) detects the query type by taking into account their categories or whether
it implies concepts or famous characters, and (2) rank products using features
that particularly attract users.
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Abstract. In the evaluation of recommender systems, the quality of
recommendations made by a newly proposed algorithm is compared to
the state-of-the-art, using a given quality measure and dataset. Validity
of the evaluation depends on the assumption that the evaluation does
not exhibit artefacts resulting from the process of collecting the dataset.
The main difference between online and offline evaluation is that in the
online setting, the user’s response to a recommendation is only observed
once. We used the NewsREEL challenge to gain a deeper understanding
of the implications of this difference for making comparisons between
different recommender systems. The experiments aim to quantify the
expected degree of variation in performance that cannot be attributed to
differences between systems. We classify and discuss the non-algorithmic
causes of performance differences observed.

1 Introduction

The literature on recommender systems shows that offline and online recom-
mender system evaluations may not concur with each other [1,3,6]. This is to
say that recommender systems may behave differently in offline and online eval-
uations, both in terms of absolute and relative performance. This has a serious
implication for recommender system research, because the whole point of offline
evaluation is the assumption that at least the relative performance of recom-
mender systems is indicative of their relative online performance and thus an
important step for selecting algorithms that can be deployed in a live recom-
mendation setting.

Prior literature has pointed out a variety of explanations for the performance
discrepancy between online and offline evaluations [6,7]. First, offline evaluations
can only measure accuracy in a static manner, leaving out the differences between
resulting from actual user behaviour. Naturally, offline datasets provide only
an incomplete and imprecise model of the real world. The abstraction from
user behaviour and context by taking a snapshot of recommendations and user
responses may deviate too much from reality to allow for a valid comparison
between different recommender systems.
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The online evaluation of recommender systems overcomes some of these lim-
itations, because we can observe the actual user’s responses to recommendations
originating from a specific system. A drawback of this setup, however, is the addi-
tional “randomness” in the evaluation process that will have to be accounted for.
As, each recommendation can only be presented to a single user in his or her real
context. The research presented here attempts to improve our understanding of
how to accommodate for this element of chance, and still make the right infer-
ences from the evaluation data obtained in CLEF NewsREEL. To identify factors
that may explain observed performance differences in online recommender sys-
tem evaluation, we conduct experiments using several algorithms, two of which
are distinct instances of the exact same algorithm. We use the experimental
results obtained to quantify the effect of randomness in online evaluation on the
measured performance.

The paper is organized as follows. In Sect. 2, we discuss our approach, followed
by experiments in Sect. 3. In Sects.4 and 5, we discuss the evaluation results,
and identify explanations for the performance differences observed. Section 6
summarizes the lessons learned.

2 Approach

In 2015, we participated in the Living Lab setting of the CLEF News Recommen-
dations Evaluation Lab (NewsREEL) [4]. CLEF NewsREEL is a campaign-like
online recommender system evaluation, where participants in need of testing
their algorithms are connected with real-life online information portals in need
of recommendation services.

In order to investigate the effect of the online setting on the performance mea-
surement of recommendation algorithms, we devised several simple but effective
algorithms. Among our algorithms, we included two instances of the same algo-
rithm, with the objective to measure the differences in performance that would
have to be attributed to randomness - differences between distinct instances of
the exact same algorithm, deployed in the same online recommendation sce-
nario, during the exact same period of operation. A direct comparison of the
results that should be identical provides us with the opportunity to consider one
instance as the baseline, and obtain a quantitative measure of the performance
difference that can only originate from non-algorithmic factors. By also logging
the recommendation requests, responses, and clicks, we can recreate the recom-
mendation scenario of one algorithm and compare its results to those that would
have been given by the other algorithms. Mixing online and offline evaluation
methods provides a more controlled way of measuring differences between differ-
ent recommender systems, that we can use to estimate the part of the difference
in performance that should be attributed to chance.

3 Experiments

We experimented with five algorithms, all of them modifications of a straight-
forward approach to recommendation based on recency. The Recency algorithm
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takes into account recency and popularity of an item, and it has been shown to
be a strong baseline in previous online evaluations. The algorithmic variations
that we experimented with are listed below.

Recency: This algorithm keeps the 100 most recently viewed items for each pub-
lisher in consideration for being recommended to the user. The most recently
read items are returned in response to a recommendation request. We run two
instances of this algorithm to get a sense of the randomness involved in the selec-
tion of algorithms by the Plista framework [2] and/or clicks on recommendations
by users.

RecencyRandom: Instead of recommending the five or six most recently
viewed items, this approach returns a random selection from the top 100 most
recently viewed items.

GeoRec: The geographical recommender takes the geographical region (states
to be specific) of users and the local category of news items into account when
generating recommendations. We generate two sets of recommendations, one by
the recency recommender and one by a purely geographical recommender. For
the purely geographical recommender, we take the 100 most recently viewed
items and sort them according to their geographic conditional likelihood scores
generated by Eq. 1:

Tug i = P(Cik|gua) (1)

where ¢;, is a binary corresponding to the local category of item 45 and g,,
is the state-level geographical information of the user u,, that is, the state the
user belongs to. We combine geographical recommendations with recency recom-
mendations as follows. First, we intersect twice the number of recommendations
requested from the geographic recommender with the requested number of rec-
ommendations from the recency recommender. If the resulting set is smaller than
the number of recommendations requested, we append half — I items from the
geographic recommender and another half 4+ I from the recency recommender.

GeoRecHistory: This modification of the GeoRec recommender excludes items
that the user has already visited from recommendation.

We have run recommendation systems that implement these algorithms over
a period of 86 days, between April 12th and July 6th, with one exception; the
RecencyRandom algorithm was started 12 days later, on April 24th.

4 Results and Analysis

We present two types of performance scores: cumulative and daily click-through
rates (CTR). The cumulative CTR is presented in Table1. We see that the
performance differences are small. If we would rank the algorithms based on their
performance, however, we see that the GeoRec recommender leads, followed by
Recency and GeoRecHistory. Figure 1 shows the performance measurements by
day, for the first 53 days. Figure2 shows cumulative CTR as a function of the
number of days, for the same period.
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Table 1. Live performance of the five algorithms

Algorithms Requests | Clicks | CTR(%)
Recency 56,350 478 0.85
Recency2 53,863 420 0.78
GeoRec 54,338 470 0.86

GeoRecHistory | 47,001 395 0.84
RecencyRandom | 39,616 283 0.71
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Fig. 1. The daily CTR performances of the five algorithms

From the daily (Fig.1) and cumulative (Fig.2) plots, we see that the per-
formance measurements vary considerably. In the cumulative plot, we see that
the results for Recency and Recency2 differ considerably during a large part of
the evaluation period, although, eventually, converging to a stable situation. If
one were to continuously monitor the measured performance of the two algo-
rithms, one might easily conclude (wrongly) that the Recency algorithm is a
better approach to recommendation than Recency?2.

When observed for a period that is too short, we need appropriate tools
to help differentiate the identical recommender systems from their competitors.
Imagine for example an experimenter peeking at the experiments every day,
to make a decision to choose the best among the competing algorithms. How
many times would the experimenter declare statistically significant differences
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Fig. 2. The cumulative CTR performances of the five algorithms as they progress on
a daily basis

between the different algorithms? To compute statistical significance, we used
Thumbtack’s Abba, a test for binomial experiments [5]. We examined this by
using two baselines: the random recommender (RecencyRandom) and Recency?2.
The results when using the RecencyRandom recommender as a baseline are given
in Table 2. Similarly, the results for the baseline of Recency?2 are given in Table 3.
We see that, when RecencyRandom is used as the baseline, Recency, GeoRec and
GeoRecHistory achieve significantly different performance for a majority of the
days tested. With Recency2 as the baseline, we see that these percentages are
lower; the difference with Recency is considered significant according to the test
on two days (perhaps surprising, but a percentage that is in line with the p-value
chosen).

The two instances of the same algorithm show large enough differences in
performance that there is a chance of concluding one is better than itself. This
observation raises questions regarding interpreting the results of the evaluation;
it is not so easy to conclude that one algorithm is better than another one based
on just an observed difference in performance, even if a statistical test supports
that decision. Given the dynamic nature of user-item interactions and the result-
ing differences in the particular settings that the algorithms operate in, we should
be careful when interpreting a small but seemingly significant performance dif-
ference. Recommendation evaluations that involve user-item interactions must
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Table 2. Statistical significance over the baseline of RecencyRandom. Bracket results

are obtained by a recent run.

G.G. Gebremeskel and A.P. de Vries

Algorithm Days of significance | Percentage (%)
Recency 20 27.4
GeoRec 41 56.2
GeoRecHistory | 42 57.5

Table 3. Statistical significance over the baseline of Recency?2.

Algorithm Days of significance | Percentage (%)
Recency 2 2.7

GeoRec 25 34.3
GeoRecHistory | 26 35.6

account for some level of randomness, and perhaps a more strict level of statis-
tical significance should be considered than the commonly used 5 %.

5 Causes of Performance Differences

We have seen above that the two instances of the same algorithm can achieve
statistically significant difference in performance in an online setting. This is
indicative of the extent of performance difference that can arise due to non-
algorithmic factors. The two instances of the same algorithm receive different
user-item interactions from the evaluation framework. Although they operate in
the same recommendation setting, the users and items that they deal with create
a unique setting for each instance. We distinguish three types of non-algorithmic
factors that may cause the differences in performance: (1) operational differences
in the evaluation framework, (2) differences in user-item pairs for which recom-
mendations have been observed, and (3) remaining differences that we consider
randomness.

5.1 Operation Causes

By non-algorithmic operational causes, we refer to decisions in the evaluation
framework that could affect the observed performance of the recommender sys-
tems evaluated. Recommendation systems under evaluation are served requests
by a system that distributes the incoming requests in a supposedly “fair” man-
ner. From the perspective of the CLEF NewsREEL participant, fairness of this
process is a matter of faith, and difficult to assess. We know that some publishers
are more likely to trigger clicks on recommendations than others, such that biases
in the distribution of recommendation requests can easily result in performance
differences between the algorithms under evaluation. The approach of assigning
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recommendation requests to participant systems may exhibit an (implicit) bias
with respect to pairing some teams and/or systems with a subset of publishers,
or assigning specific users (e.g., those logged-in) to some teams or algorithms,
or serving a skewed subset of items from specific categories (e.g., political), or a
combination of such factors.

5.2 User-Item Causes

Another source of differences in performance that are not algorithmic could arise
due to differences in the sets of items and users that are assigned to the two
algorithms. Every algorithm under evaluation receives a different subset of all
recommendation requests, resulting in inherent differences in performance if, by
chance, certain user-item interactions are incomparable (which would also render
the measured results incomparable). In the evaluation of information retrieval
systems, for example, it is well known that results obtained on different test
collections cannot be compared directly; here, to some extent, we could consider
the different performance measurements to result from different test collections,
and direct comparison may suffer from the same problems as in the information
retrieval evaluation case.

5.3 Random Causes

We refer to all remaining factors that might cause performance differences as ran-
dom causes, including factors like the user’s mood as well as causes that result
from idiosyncrasies of the particular datasets (settings, in the online case). Imag-
ine an offline setting with two algorithm (algorithm one and algorithm two) and
two datasets (dataset one and dataset two). If on dataset one, algorithm one per-
forms better than algorithm two, but on dataset two the situation is vice versa,
the difference between the performance measurements cannot be attributed to
the difference in users and items.

One of the advantages of running four algorithms at the same time is that
we have datasets that have one big advantage over disparate datasets used for
research and that is that we have their online behavior and performance. These
logs are, therefore, very important to the performance difference that arises as
a result of the random causes in an online setting, as discussed below.

5.4 Overlap in Performance

How can we find out that the random causes (idiosyncrasies of the particular
settings) are having an impact on the performance differences of algorithms? To
measure the effect of artifacts in evaluation data on performance estimates in an
offline setting, we could evaluate two different algorithms on two datasets, and
measure the performance differences between the algorithms on each individual
dataset. The absolute difference between these two differences can be considered
an estimate of the “dataset artifact” on performance. For, if there is no differ-
ence, then the measurements are accurate, and both datasets lead to the same
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conclusions. However, if a difference is observed, then we would seek the cause
for these variations in the differences between the evaluation data. In an online
setting, it is not possible to follow this exact procedure, but it is possible to
quantify a part of this dataset (setting) artifact using a similar method.

Imagine an ideal world where you can run two algorithms simultaneously
in an exactly the same environment for the two algorithms. Users, items, and
time are exactly the same. The only things that differ in this ideal world are
the recommendations responses by the algorithms. Table4 shows how differ-
ent (similar) the recommendation by other algorithms on the different settings
would be. The scores are the percentages of shared recommendation over the
total number of recommendations. The Table gives two scores for each pair, the
first being the exact similarity per recommendation response both in order and
content (the number given in each table cell), and the other being the set sim-
ilarity per recommendation response (order can vary, given between brackets).
Each cell corresponds to the similarity measured when the algorithm listed in
the column is applied to a dataset constructed from the log obtained when using
the algorithm listed in the row. GeoRec-Recency and GeoRec-Recency2 show
large similarities, which is not surprising since the GeoRec recommender is only
a minor modification of the recency recommender that diversifies its results;
which apparently does not diversify the results very much in practice.

Table 4. Shared recommendations. The score in each cell is the percentage of the
lists that the two recommendations shared, and the second number, between brackets,
is a percentage of the sets of recommendations that the algorithms shared. GeoRec-
Recency2 and GeoRec-Recency show the highest similarities.

Algorithms Recency GeoRec RecencyRandom
Recency 100 85.82(97.96) | 0.0(74.11)
Recency2 100 85.79(97.97) 10.0(73.84)
GeoRec 50.99(91.64) | 100 0.0(76.18)
RecencyRandom | 0.01(73.28) |0.01(73.40) 100

The idealized system described above would enable us to determine, in the
true sense, the algorithm that is the better one; at least, in the evaluation frame-
work in which the algorithms in question are being tested. In practice, such a test
would be an approximation, since it does not account to the many factors that
can cause performance differences. Obviously such an idealized system is hard
to create, but we can create one aspect of that idealized system. That aspect is
the overlap in performance that two algorithms would have if they were to be
run in the idealized system. The overlap in performance is defined in Eq. 2.

Clicksap
Recommendations ap

(2)

In Eq.2, Settings is the log generated by running algorithm A, and
SettingaOverlapap is the overlap in performance of algorithms A and B in

SettingaOverlapap =
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dataset Settinga. Clicksap and Recommendationap are counted from inter-
section of recommended items and the intersections of recommended-and-clicked
items respectively of algorithms A and B, when they would be run in an exact
online setting that would generate Settings. The overlap in performance is the
ratio of the intersection of recommended-and-clicked items and the intersection
of recommended items that two online-deployed algorithms would share if they
were to be run in the idealized system. We use this overlap in performance to
quantify a part of the performance difference as a result of the random causes
by comparing the overlap in performance of two algorithms in two datasets.

To explain how we would obtain the overlap in performance, consider the two
algorithms which we used in the NewsREEL challenge. For each algorithm, we
have logged the recommendation request, recommendation response, and clicks.
If we rerun the other algorithm on the logs of the first algorithm, everything
remains the same except the recommendation responses. By determining to what
extent the recommendations are the same for the two algorithms, and the ratio
of the clicks received by the online-deployed algorithm could also have been
obtained by the competing algorithm running on the logs, we obtain the overlap
in performance. To obtain the overlap in performance of two algorithms in the
idealized system we described, one does not need to run both algorithms online.
Running one algorithm online to obtain logs that form a dataset for evaluation,
and subsequently running the other algorithm on these logs, is sufficient; for,
it is only the overlap of the two algorithms that we are interested, and not the
overall performances of the algorithms.

Difference in Overlap. If we have two online-deployed algorithms and record
both of their logs, we can determine a measure of overlap between the two
algorithms on each of these logs. We call the difference between the two measures
of overlap the difference in overlap, its definition given by Eq. 3. Note that to
compute this difference in overlap, we need to deploy both algorithms and collect
their respective logs. If there are no differences in behavior of these algorithms on
the same logs, this difference would be zero. The difference in overlap therefore
gives us then a measure that quantifies the overall difference in performance that
should be attributed to non-algorithmic causes.

Dif finOverlapsettinga Settings = |SettingaOverlapap — SettinggOverlap ap|

3)

Since we have four algorithms that ran during the complete evaluation cam-
paign (excluding GeoRecHistory), we can quantify differences in overlap between
several pairs of algorithms, and, together, these differences in overlap will give us
a clue of the extent to which performance differences between algorithms should
be attributed to chance. In other words, even though the full difference in over-
lap cannot be measured, as we can not create the idealized system where two
different algorithms would receive the exact same recommendation requests for
the exact same user and item combinations, by zooming in on the performance
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Table 5. Difference in overlap of our algorithms. Each entry is obtained by subtracting
overlap in performance in one dataset of two algorithms from their overlap in perfor-
mance in another dataset. GeoRec-Recency2 and GeoRec-RecencyRandom show the
highest overlap difference

Algorithms | Recency | Recency?2 | GeoRec | RecencyRandom
Recency 0 0 0.001 0.006

Recency2 0 0.026 |0.004

GeoRec 0.026

overlap we can still obtain an estimate of the level of non-algorithmic differences
in the evaluation.

To calculate the difference in overlap, we make one assumption, and that is
that we do not take into account the order of the recommended items. If two
algorithms have recommended two lists of the same items, but in different order
and a click happened on the online deployment, we consider a click happened
on the latter too, regardless of the order. Also, the CTR scores were expressed
as percentages before any calculations. We take the absolute value as we are
interested in the magnitude only. The results are presented in Table5. To help
interpret the Table, the score listed in the cell Recency2-GeoRec corresponds
to the difference in overlap between Recency2 and GeoRec obtained as the dif-
ference between the overlaps in performances of Recency2 and GeoRec when
they ran in two identical online settings (which are represented by the logs of
Recency?2 and the logs of GeoRec).

The highest differences in overlap observed are between Recency2 and Geo-
Rec and between GeoRec and RecencyRandom, each equal to 0.026. Given that
GeoRec and Recency are closely related algorithms, and Recency and Recency2
are identical, one would expect that the differences in overlaps of GeoRec-
Recency, and GeoRec-Recency2 should have been the same, and smaller than
the difference in overlap of Georec-RecencyRandom. In an ideal evaluation envi-
ronment, we would expect the difference in overlap to equal 0, because we would
assume that the two settings under which the two algorithms run should affect
the two algorithms in similar ways. Why do the two settings then affect the two
algorithms in different ways? The positive scores of differences in overlap, we
argue, are a results of the idiosyncrasies of the particular settings.

6 Conclusion

We set out to investigate the performance differences in online algorithms. We
employed several algorithms among which were two instances of the same algo-
rithm. We demonstrated that two instances of the same algorithms may diverge,
and occasionally even to the extent of showing statistically significant differ-
ences in performance. The difference in performance seems to indicate that care
must be taken to take into account some degree of randomness in recommender
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systems evaluation that involve users in a live setting, in addition to statistical
significance tests using commonly used statistical significance levels.

We classified and discussed the possible causes of performances differences
between online-deployed algorithms and argued that even in the absence of obvi-
ous causes of performance differences such as operational biases and the selection
of users and items observed in the experiment, performances can vary due to
other artifacts in the data collected. These artifacts will also exist in offline
datasets, but in the online setting, the researcher is much more susceptible to
being mislead by such artifacts, as it involves users and items and their dynamic
interactions. We cannot claim that these artifacts are the sole reason for observed
significant performance differences between two instances of the same algorithm;
and forming an important confounding factor when comparing any two algo-
rithms in general. We may however conclude that we have to take into account
these random biases that can only be smoothed out over a sufficiently long eval-
uation period.

Our results suggest that we should be reluctant in adopting small (statisti-
cally significant) improvements as indicative of real performance differences when
the evaluation involves real world settings, users and items. We have proposed a
new method to quantify the effect of randomness in the evaluation by zooming
in on the differences in overlap of the results obtained from two competing algo-
rithms, that are tested on two settings simultaneously. In future work, we plan
to develop this approach further to help understand the level of randomness that
we should take into account when we compare the performance measurements
obtained in an online experiment, to help improve inferences about the quality
of different recommender systems.
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Abstract. There have been multiple attempts to resolve various inflec-
tion matching problems in information retrieval. Stemming is a common
approach to this end. Among many techniques for stemming, statistical
stemming has been shown to be effective in a number of languages, par-
ticularly highly inflected languages. In this paper we propose a method
for finding affixes in different positions of a word. Common statistical
techniques heavily rely on string similarity in terms of prefix and suffix
matching. Since infixes are common in irregular/informal inflections in
morphologically complex texts, it is required to find infixes for stemming.
In this paper we propose a method whose aim is to find statistical inflec-
tional rules based on minimum edit distance table of word pairs and the
likelihoods of the rules in a language. These rules are used to statistically
stem words and can be used in different text mining tasks. Experimental
results on CLEF 2008 and CLEF 2009 English-Persian CLIR tasks indi-
cate that the proposed method significantly outperforms all the baselines
in terms of MAP.

Keywords: Stemming - Infix recognition - Inflectional/derivation
formation matching - Dictionary-based cross-language information
retrieval

1 Introduction

Uniforming different inflections of words is a required task in a wide range of
text mining algorithms, including, but not limited to text classification, text
clustering, document retrieval, and language modeling [1]. Stemming has been
considered as a common approach for this goal in several studies [1,2]. Stem-
mers usually remove affixes from the words to present them in the form of
their morphological roots. Conventional rule-based stemmers tailor the linguistic
knowledge of experts. On the other hand, statistical stemmers provide language-
independent approaches which generally group related words based on various
string-similarity measures. Such approaches often involve n-grams; equivalence
classes can be formed from words that share the same properties: word-initial let-
ter n-grams, common n-grams throughout the word, or by refining these classes
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with clustering techniques. This kind of statistical stemming has been shown
to be effective for many languages, including English, Turkish, and Malay. For
example, Bhat introduced a method for Kannada where the similarity of two
words is determined by three distance measures based on prefix and suffix match-
ing and the first mismatch point in the words [3].

Defining precise rules for morphologically complex texts, especially for the
purpose of infix removal is sometimes impossible [4]. Informal/irregular forms
usually do not obey the conventional rules in the languages. For instance, ‘khunh’
(home) is a frequent form for ‘khanh’ in Persian conversations or ‘goood’ and
‘good’ are used interchangeably in English tweets.

In this paper, we propose a statistical technique for finding inflectional and
derivation formations of words. To this end, we introduce an unsupervised
method to cluster all morphological variants of a word. The proposed algorithm
learns linguistic patterns to match a word and its morphological variants based
on a given large collection of documents, which is readily available on the Web.
A linguistic pattern captures a transformation rule between a word and its mor-
phological variant. The extracted rules indicate which letters in which positions
of a word should be modified. Affix characters, positions of the characters, oper-
ations on the characters based on the minimum edit distance (MED) algorithm
(i.e., insertion or deletion) [5], and part-of-speech (POS) tag of the input word
are the attributes of a rule. Our algorithm assigns a score to each rule, indicat-
ing its confidence. The higher the frequency of a rule in the input collection, the
higher the confidence value of that rule. Finally, a small subset of the obtained
rules are selected based on their scores and a learned threshold as valid rules. We
demonstrate that using this subset for query expansion can significantly improve
English-Persian CLIR performance compared to comprehensive baselines.

In Sect. 2 we elaborate on the subject, in Sect.3 we assess its quality in an
IR task, and in Sect. 4 we conclude the paper.

2 SS4MCT: A Statistical Stemmer for Morphologically
Complex Texts

In this section we propose an unsupervised method for finding inflections in a
language. To this end, we first introduce a transformation rule which is an edit
path transforming the word w into w’ based on a number of actions. Our goal is
to estimate the probability of each transformation rule P(R) and compute the
likelihood of generating inflections for a given term (i.e., p(w’|w)). In Sects. 2.1
and 2.2 we introduce the proposed method in more details and in Sect.2.3 we
propose an evaluation framework for the method.

2.1 Transformation Rules

Each transformation rule contains a number of actions transforming a word into
an inflection. If two terms are k£ points distant from each other, the rule that
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Table 1. Examples of transformation rules

w w Transformation Rule

01 p1c1|o2|p2|ce| POS

jhangrd (tourist) | jhangrdi (tourism) t e |1 |- |- |- |~siNG
jhangrd jhangrdan (tourists) |4 |e |n |i |e |a |~siNG
jhangrd jhangir (proper noun) |d |m |i |i |e |d |~siNg
ksart (damage) | ksarat (damages) i |mla |- |- |- |~Nsme
shabe (friend) ashab (friends) i b la |d e |e |Nsing
jzirh (island) jzair (islands) it mla |d e |e |nsmNe

transforms the input term to the output term contains k actions and the maxi-
mum likelihood POS tag of the input word. Each action consists of the following
attributes: ¢, the character in difference, p, the position of that character (begin,
middle, and end), and o, the corresponding operation on the character in the
MED algorithm (deletion or insertion). Intuitively we define a few general posi-
tions for affixes to prevent sparsity of the rules. A substitution operation can be
replaced by a couple of insertion/deletion operations; therefore we ignore the
substitution operation. Table 1 shows a number of examples for the rules.

2.2 Probability of the Rules

To compute the probability of generating an inflection for a given term (i.e.,
p(w'|w)) we can compute the transformation rule (R) between w and w’ and
estimate p(w’|w) by p(R). To compute the probability of each rule we use a
large collection of words extracted from a document collection. For each pair of
words in the collection (w and w’), we compute the rule for transforming w into
w’ and count the number of times this rule has happened in the collection. The
higher the occurrences of a rule, the more likely it is to be a valid one. Finally
we estimate the rules probability with maximum likelihood estimator.

2.3 How to Evaluate the Algorithm

In this section we provide a framework for the stemming algorithm to evalu-
ate its effectiveness. We use dictionary-based cross-lingual information retrieval
(CLIR) to this end. In highly inflected languages, bilingual dictionaries contain
only original forms of the words. Therefore, in dictionary-based CLIR, retrieval
systems are obliged either to stem documents and queries, or to leave them
intact [6-8], or expand the query with inflections. We opted the query expan-
sion approach which is a widely used approach to compensate the shortage of
inflections [2,4,9]. We used the following probabilistic framework to this end [4]:

‘C/‘ |C /|

cl7]|q1 Z ( Z Cz]vcz’ ]’ + Z 617]761’ g’ )

i'#i ji=1
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Fig. 1. Outline the proposed SSAMCT and its evaluation framework.
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where ¢; is a query term and c; is the set of translation candidates provided
in a bilingual dictionary for ¢;. ¢} is the set of the most probable inflections
of the words appeared in c; selected by a tuned threshold. Then, we compute
the translation probability of ¢; ; or ¢ ; for the given g;. To avoid adding noisy
terms, we only compute the joint probabilities between either a pair of translation
candidates from the dictionary (c; ; and ¢y j/) or a pair of a candidate from the
dictionary and an inflection from the collection (c; ; and ¢}, ;) [4].

Our goal is to find ¢; using the proposed SSAMCT (i.e. set of top-ranked
¢y i according to p.(&y jr|ci ;)) and then evaluate its impact on the performance
of the CLIR task. Figure 1 shows the whole process of extracting rules (off-line
part) and the evaluation framework (on-line part).

3 Experiments

3.1 Experimental Setup

The statistics of the collection used for both rule extraction and evaluation
is provided in Table2. We employed the statistical language modeling frame-
work with Kullback-Leibler similarity measure of Lemur toolkit for our retrieval
task. Dirichlet Prior is selected as our document smoothing strategy. Top
30 documents are used for the mixture pseudo-relevance feedback algorithm.
Queries are expanded by the top 50 terms generated by the feedback model [10,
11]. We removed Persian stop words from the queries and documents [4,7].
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Table 2. Collections characteristics

ID | Lang. | Collection Queries (title only) #docs | #qrels
FA | Persian | Hamshahri 1996-2002 | CLEF 2008-09, topics 551-650 | 166,774 | 9,625

We used STeP1 [12] in our stemming process in Persian. We also stem the source
English queries in all experiments with the Porter stemmer. We use Google
English-Persian dictionary! as the translation resource. Dadashkarimi et al.,
demonstrated that Google has better coverage compared to other English-Persian
dictionaries [4]. We have exploited 40 Persian POS tags in our experiments.? The
retrieval results are mainly evaluated by Mean Average Precision (MAP) over
top 1000 retrieved documents. Significance tests are computed using two-tailed
paired t-test with 95 % confidence. Precision at top 5 documents (P@5) and top
10 documents (P@10) are also reported.

3.2 Comparing Different Morphological Processing Methods

In this section we aim at evaluating the proposed SSAMCT method. To this end
we compare the proposed SSAMCT with a number of dictionary-based CLIR
methods; the 5-gram truncation method (SPLIT) proposed in [13], rule-based
query expansion (RBQE) based on inflectional/derivation rules from Farazzin
machine translator®, and the STeP1 stemmer [12] are the morphological process-
ing approaches for the retrieval system. On the other hand, we run another set
of experiments without applying any morphological processing method similar
to the Persian state-of-the-art CLIR methods. Iterative translation disambigua-
tion (ITD) [13], joint cross-lingual topical relevance model (JCLTRLM) [14],
top-ranked translation (TOP-1), and the bi-gram coherence translation method
(BiCTM), introduced in [4] (assume |¢;| = 0), are the baselines without any
morphological processing units. As shown in Table 3 BiCTM outperforms all the
baselines when there is no morphological processing unit. Although the improve-
ment compared to JCLTRLM is not statistically significant, for simplicity we
assume this model as a base of comparisons in the next set of experiments. In
other words, we study the effect of the morphological processing units on the
performance of BICTM. As shown in Table 3 the performance of the CLIR task
degraded when we use the SPLIT approach. It is due to expanding the query
with irrelevant tokens (e.g., normal/abnormal). RBQE suffers from a similar
problem to some extent; for example jat is a valid suffix for sabzi (=vegetable)
in Persian whereas it is an invalid suffix for ketab (=book). The results demon-
strate that SSAMCT outperforms all the baselines in terms of MAP. This is
due to a couple of reasons; first the ability of SS4MCT at finding infixes along
with other affixes, particularly in irregular inflections and second its ability at
deriving the likelihood/relevance of the rules in the collection/query.

! https://translate.google.com/#en /fa/.
2 http://ece.ut.ac.ir/dbrg/bijankhan/.
3 http://www.faraazin.ir.
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Table 3. Comparing different methods in dictionary-based CLIR. Superscripts show
that the MAP improvements over baselines are statistically significant.

Without morphological processing With morphological processing

id MAP %M | P@5 | P@10 |id MAP %M | PQ5 | PQ10
Mono 0.383 0.640 | 0.605 Mono 0.384 0.640 | 0.605

1 | TOP 1 0.213 55.6 |0.348 |0.346 |5 |SPLIT |0.223 58.2 | 0.362 | 0.363

2 |ITD 0.2381 | 62.0 | 0.404 | 0.38 |6 |STEM |0.247 65.0 | 0.412 | 0.401

3 | JCLTRLM | 0.2523 | 65.70 | 0.4000 | 0.3910 | 7 | RBQE | 0.245 63.8 | 0.380 | 0.389

4 | BiCTM 0.257'2 | 67.0 | 0.406 |0.406 |8 |SS4MCT | 0.268%%%7 | 69.8 | 0.412|0.411

4

Conclusion and Future Works

In this paper we proposed a new method for statistical stemming in morpholog-
ically complex texts. SSAMCT extracts a number of morphological rules based
on edit distances of a large number of word pairs from a collection. Evaluat-

ing

SS4MCT on a dictionary-based English-Persian CLIR task demonstrates its

effectiveness. Considering adjacency of the characters in the rules and evaluating

the

method on informal text mining remained as future works.
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Abstract. Modern search engines are evolving beyond ad hoc docu-
ment retrieval. Nowadays, the information needs of the users can be
directly satisfied through entity-oriented search, by ranking the entities
or attributes that better relate to the query, as opposed to the documents
that contain the best matching terms. One of the challenges in entity-
oriented search is efficient query interpretation. In particular, the task
of semantic tagging, for the identification of entity types in query parts,
is central to understanding user intent. We compare two approaches for
semantic tagging, within a single domain, one based on a Sesame triple
store and another one based on a Lucene index. This provides a segmen-
tation and annotation of the query based on the most probable entity
types, leading to query classification and its subsequent interpretation.
We evaluate the run time performance for the two strategies and find
that there is a statistically sig