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Preface

In modern society, catalysis is a crucial technology. Approximately 90% of all
chemicals and materials we use are produced via catalysis. Furthermore, catalysis
impacts around one-quarter of the world’s gross domestic product. A catalyst is a
chemical substance that affects the rate and selectivity of a chemical reaction
without being part of its end products. The primary objectives of catalysis are to
enhance the reaction rate and to yield the desired products with high selectivity and
stability. Well-known examples of catalytic processes are the conversion of crude
oil into gasoline and the conversion of toxic automotive exhaust gases into less
harmful ones.

Due to its importance to society, heterogeneous catalysis has been studied exten-
sively over the last 100 years. Much of our current knowledge, however, has been
obtained under conditions that deviate significantly from those of practical catalysis. In
the traditional surface-science approach to study heterogeneous catalysis, fundamental
knowledge about the behaviour of catalysts has been obtained under (ultra)high
vacuum conditions and on planar model catalysts. Many useful insights have been
acquired in this way, and the important research performed in this field has been
acknowledged by the Nobel Prize in Chemistry for Prof. Gerhard Ertl in 2007. The
reason for the discrepancy between conditions in surface science and in practical
catalysis stems from the fact that most measurement techniques, suitable for obtaining
accurate results at the nanoscale, cannot perform under the typical working conditions
of industrial catalysis (i.e. high pressures and high temperatures). Surface-sensitive
techniques are usually limited to pressures below 10−5 mbar. Although there are cases,
where the results obtained at low pressures can be extrapolated to industrial condi-
tions, more and more examples are encountered where this “pressure gap” is found to
be accompanied by fundamental changes in the reaction mechanisms and the struc-
tures of the active phase of the catalyst. The pressure gap seems to be the rule, rather
than the exception. Therefore, the investigation of catalysis under more realistic (in-
dustrial) conditions, without compromising the sensitivity to the details on the atomic
and molecular scale, inescapably forms the next arena in this research field, where
major breakthroughs will be forced, both scientifically and in the technological
application.
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To bridge the pressure gap, the last decades have seen a tremendous effort in
designing new instruments and adapting existing ones to be able to investigate
catalysts in situ under industrially relevant conditions (i.e. atmospheric pressures
and elevated temperatures). One approach is to build a set-up in which ultrahigh
vacuum chambers are combined with high-pressure chambers, using differential
pumping. With this approach, X-ray photoelectron spectroscopy (XPS), low-energy
ion scattering (LEIS), and transmission electron microscopy (TEM) can operate in
the mbar regime. Another approach is the use of micro- or nanoreactors that sep-
arate the high-pressure volume from the (ultra)high vacuum part via ultrathin walls
of an inert material. Examples are TEM and X-ray microscopy.

Some surface-science techniques are able to bridge the pressure gap without facing
major limitations, e.g. scanning probe microscopy (SPM), sum frequency generation
(SFG) laser spectroscopy, polarization modulation infrared reflection absorption
spectroscopy (PM-IRAS), ultraviolet Raman spectroscopy, surface X-ray diffraction
(SXRD), X-ray absorption spectroscopy (XAS), and ellipso-microscopy. When com-
bined, these techniques have the possibility to determine the detailed influence of the
gas environment on the structure of model catalyst surfaces, to identify active sites for
catalytic processes, and to elucidate the role of promoters, all by probing surfaces with
(near)-atomic sensitivity under the high-pressure, high-temperature conditions of
industrial catalysis.

This book discusses the topic of operando research in heterogeneous catalysis.
Here, the term operando refers to not only monitoring the catalytic surface under
industrial reaction conditions, but in addition to simultaneously monitoring the
reactants and products. Thereby, the relationship between the morphological and/or
chemical composition of the active phase of the catalyst and its activity and
selectivity can be investigated. This book covers a wide range of measurement
techniques and theoretical tools that are now emerging and that are able to bridge
the pressure gap. In addition to describing how they measure or compute relevant
properties of catalytic reactions on solid surfaces under industrially relevant con-
ditions of atmospheric pressures and elevated temperatures, it also presents several
of the exciting new insights on heterogeneous catalysis that have been obtained
recently this way.

The following topics will be discussed: the ReactorSTM and ReactorAFM
(Chap. 1), Ambient-Pressure X-ray Photoelectron Spectroscopy (Chap. 2), Surface-
Sensitive X-ray Diffraction Across the Pressure Gap (Chap. 3), X-ray Absorption and
Emission Spectroscopy under Realistic Conditions (Chap. 4), Operando Transmission
Electron Microscopy (Chap. 5), Planar Laser Induced Fluorescence Applied to
Catalysis (Chap. 6), Ab Initio Thermodynamics and First-Principles Microkinetics for
Surface Catalysis (Chap. 7), and Catalysis Engineering: From the Catalytic Material to
the Catalytic Reactor (Chap. 8).

Most of all, this book illustrates that we are at the brink of a new and exciting era
of surface science. Finally, after half a century of promise, the emerging new
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experimental and theoretical tools are bringing this research field to a more
complete level of understanding and to truly predictive power in the area of
catalysis. This will prove necessary to progress towards one of the holy grails of
catalysis research, namely to leave the traditional path of “educated trial and error”
and to enable the direct development of “designer catalysts”.

Leiden, Amsterdam, The Netherlands Joost Frenken
Leiden, The Netherlands Irene Groot
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Chapter 1
Live Observations of Catalysts Using
High-Pressure Scanning Probe Microscopy

Joost Frenken and Irene Groot

Abstract Recently it has become clear that essential discrepancies exist between

the behavior of catalysts under industrial conditions and the (ultra)high vacuum

conditions of traditional laboratory experiments. Differences in structure, compo-

sition, reaction mechanism, activity, and selectivity have been observed. These dif-

ferences indicated the presence of the “pressure gap”, and made it clear that mean-

ingful results can only be obtained at high pressures and temperatures. This chapter

focuses on the development of scanning probe microscopy for operando observa-

tions of active model catalysts. We have developed instrumentation that combines

an ultrahigh vacuum environment for model catalyst preparation and characteriza-

tion with a high-pressure flow reactor cell, integrated with either a scanning tunnel-

ing microscope or an atomic force microscope. We combine the structural observa-

tions obtained under high-pressure, high-temperature conditions with time-resolved

mass spectrometry measurements on the gas mixture leaving the reactor. In this way,

we can correlate structural changes of the catalyst due to the gas composition with

its catalytic performance. This chapter provides an overview of the instruments we

developed and illustrates their performance with results obtained for different model

catalysts and reactions.
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1.1 Introduction

The topic of heterogeneous catalysis has been studied extensively in the last one

hundred years. Much of our current knowledge has been obtained under condi-

tions that differ significantly from those of practical catalysis. The reason for this

discrepancy stems from the fact that most techniques, suitable for obtaining accu-

rate results at the nano-scale, cannot perform under the typical working conditions

of industrial catalysis (i.e. high pressures and high temperatures). Surface-sensitive

techniques, such as Auger electron spectroscopy (AES), X-ray photoelectron spec-

troscopy (XPS), or low-energy electron diffraction (LEED), are limited to pressures

below 10
−5

mbar [1]. Although there are cases, where the results obtained at low

pressures can be extrapolated to industrial conditions [2, 3], more and more exam-

ples exist where this “pressure gap” is found to fundamentally change the reaction

mechanisms [4–9]. The pressure gap seems to be the rule, rather than the excep-

tion. The investigation of catalysis under more realistic (industrial) conditions, with-

out compromising the sensitivity to the details on the atomic and molecular scale,

inescapably forms the next arena in this research field, where major breakthroughs

will be forced, both scientifically and in the technological application. But the dif-

ference between laboratory studies and chemical industry in terms of pressure and

temperature is not the only gap in heterogeneous catalysis research. Also the nature of

the catalyst used is very different. In academic studies the catalyst is often simplified

to a model system, usually consisting of a single-crystal metal surface, as opposed

to industrial catalysts, which generally consist of metal nanoparticles deposited on

oxidic, nanoporous supports and are accompanied by additional elements such as

promoters, fillers, and binders. This discrepancy is commonly known as the “mate-

rials gap”.

1.1.1 Why Working Conditions?

Recently it was discovered that reaction mechanisms taking place under typical lab-

oratory conditions of (ultra)high vacuum (10
−5

–10
−11

mbar) can differ significantly

from those taking place under high-pressure (HP) conditions (mbar–bar range) [4–

9]. Therefore, the last decades have seen a tremendous effort in adapting existing

surface-science techniques to high-pressure conditions. One approach is to build a

set-up in which ultrahigh vacuum chambers are combined with high-pressure cham-

bers, using differential pumping. With this approach, X-ray photoelectron spec-

troscopy [10, 11], low-energy ion scattering (LEIS) [12], and transmission elec-

tron microscopy (TEM) [13, 14] can operate in the mbar regime. Another approach

is the use of micro- or nano-reactors that separate the high-pressure volume from

the (ultra)high vacuum part via ultrathin walls of an inert material. Examples are

TEM [15] and X-ray microscopy [16].
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Some surface-science techniques are able to bridge the pressure gap without

facing major limitations, e.g. scanning probe microscopy (SPM) [17–21], sum

frequency generation (SFG) laser spectroscopy [22–24], polarization-modulation

infrared reflection absorption spectroscopy (PM-IRAS) [25], ultraviolet Raman

spectroscopy [26–28], and ellipso-microscopy [29]. Furthermore, the successful

application of surface X-ray diffraction (SXRD) [30–32] and X-ray absorption spec-

troscopy [33, 34] to study catalytic surfaces at high temperatures and pressures was

recently published.

Scanning probe microscopy (e.g. scanning tunneling microscopy (STM) and

atomic force microscopy (AFM)) is one of the few atomically-sensitive techniques

that in principle can operate under conditions varying from millikelvins to temper-

atures as high as 1000 K [35–37], and pressures varying from 10
−11

mbar to above

1 bar. These techniques have the possibility to determine the detailed influence of

the gas environment on the structure of model catalyst surfaces, to identify active

sites for catalytic processes, and to elucidate the role of promoters, all by imag-

ing surfaces with (near)-atomic resolution under the relevant high-pressure, high-

temperature conditions of industrial catalysis. There are several practical issues that

can affect the quality of the images and the resolution. In addition, when aiming to

detect reaction products simultaneously, further complications may arise.

This chapter is organized as follows. We start with a general introduction about

STM, followed by a section about the general requirements for the development

of SPM instruments that are dedicated to catalysis research under relevant indus-

trial conditions. The chapter concludes with examples of catalytic systems studied

using operando STM, namely CO oxidation, NO reduction, Fischer-Tropsch synthe-

sis, hydrodesulfurization, and chlorine production.

1.2 Scanning Tunneling Microscopy

The scanning tunneling microscope (STM) was invented in 1982 at IBM Zürich

by Gerd Binnig and Heinrich Rohrer [38, 39] and implemented by Gerd Binnig,

Heinrich Rohrer, Christoph Gerber, and Erich Weibel [40, 41]. The STM was an

immediate success, and Binnig and Rohrer were awarded the Noble Prize in Physics

in 1986 for their invention. Nowadays, the STM is an indispensable instrument in a

physics laboratory, and it is also employed regularly in surface-science and catalysis

research.

The main components of an STM consist of [35, 42]:

∙ An atomically sharp tip. STM tips are usually made from W, Au, or PtIr wire.

They are fabricated by cutting or etching the metal wire. In situ treatments consist

of annealing and sputtering.

∙ A scanner to raster the tip over the sample surface. This is done by using piezoelec-

tric ceramics, as they can convert electric signals of 1 mV to 1 kV into mechanical

motion in the range of fractions of an Å to a few µm.
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∙ A coarse positioning system to choose the region that is to be imaged, to bring the

tip within tunneling distance of the sample, and to retract it a few mm when e.g.

placing and removing the sample in/from the STM.

∙ Vibration isolation. For stable operation of the STM, the influence of external

vibrations on the tip-sample distance should be minimized, e.g. to 0.01 Å or less.

Vibration isolation is usually achieved by suspending the inner STM stage, includ-

ing tip and sample, by springs, often in combination with a damping system, for

example employing eddy currents. In addition, STM setups are often isolated as

a whole from external vibrations, for example by use of passive or active isolator

legs.

∙ Feedback electronics to control the tip-sample distance.

∙ A computer system to control the tip position, to acquire data, and to convert the

data into an STM image.

The working principle of an STM is based on the quantum mechanical phenomenon

of tunneling: the penetration of electrons through a potential barrier. When the sharp

tip of the microscope is placed close enough to the sample surface (5–10 Å), the wave

function(s) of the atom(s) at the end of the tip will overlap with the wave functions of

the atoms in the sample surface. When a bias voltage is applied between the tip and

sample, a tunneling current will flow through the tip-sample gap. Figure 1.1 shows

a schematic diagram of the electron energies on the side of the sample and those on

the side of the tip, involved in the tunneling process. The tunneling current is given

by the following equation:

I(d) ∝ eVexp(−𝜅d), (1.1)

E 

sample                

vacuum 

EF 

Evac 

EF + eV

d 

tip

Fig. 1.1 Schematic energy diagram for the sample and the tip in an STM experiment. d is the

tip-sample distance, Φ the work function, which we have chosen identical here for sample and tip,

Evac is the vacuum level and EF the Fermi level. The applied bias voltage V offsets the Fermi levels

of the sample and the tip by an energy eV and gives rise to a net tunneling current between the two,

proportional to eV and depending exponentially on the distance d and the height of the tunneling

barrier Φ
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where I(d) is the tunneling current as a function of the tunneling gap, V is the applied

bias voltage, 𝜅 ∝
√
Φ, where Φ is the (average) work function of the sample and the

tip, and serves as the effective tunneling barrier height, and d is the tunneling gap.

This description is an approximation, only valid at very low tunneling currents, and in

the case of equal work functions for tip and sample [35, 42]. The sharp dependence

of the tunneling current on the tip-sample distance determines the extremely high

vertical resolution of STM. Typically a change of tip-sample distance of 1 Å results

in a change in the tunneling current of nearly an order of magnitude. The lateral

resolution is determined by the fact that up to 90% of the tunneling current flows

between the “last” atom of the tip and the surface atom closest to it. When scanning

the tip along the surface, the local density of states of the surface atoms is probed.

When the applied sample bias voltage is negative with respect to the tip, the filled

states are probed, and when this applied voltage is positive, the empty states are

probed.

Three main modes of STM operation are defined, depending on the variation of

the lateral coordinates x and y, the height z, the bias voltage V , and the tunneling

current I. In the constant current mode, I and V are kept constant, x and y are varied

by scanning the tip over the surface, and z is measured. This is the most widely used

scanning mode. To maintain constant tunneling current, the feedback electronics

constantly adjust the vertical position of the tip by varying the feedback voltage on

the z-piezoelectric element. For an electronically homogeneous surface, this essen-

tially means that the tip-sample distance is kept constant. The height variations of

the surface are inferred from the variations in the feedback voltage as a function of

lateral position (x, y). This mode can be used even for very rough or strongly inclined

surfaces. The scan speed, however, is limited by the finite response time of the feed-

back electronics. In the constant height mode, z and V are kept constant, x and y are

again varied by scanning the tip over the surface, and I is measured as a function of

the tip position. In this mode, the feedback electronics is turned off or reduced to a

low-frequency response, only to follow the slope and gentle height variations. The

higher-frequency signature of the atomic-scale structure is not followed by the tip

and is recorded as current variations. Since feedback is not required at this high fre-

quency, this type of scanning can be performed at high speed. However, this mode

can only be applied for relatively flat surfaces. In the various scanning tunneling

spectroscopy (STS) modes, the voltage V is varied. Since the tunneling current is

determined by summing over electron states in the energy interval determined by

the bias voltage, varying this voltage will give information on the local density of

states as a function of energy. When probing the electronic properties of a very local

area or even a single atom, chemical information about the surface species can be

obtained. For an extensive overview of the working principles of STM, see e.g. [35,

42].



6 J. Frenken and I. Groot

1.3 High-Pressure SPM Instrumentation

The development of STMs operating at (near)-ambient reaction conditions started

as early as 1993, with the pioneering work of McIntyre and co-workers [43]. In their

design, the STM is contained in a high-pressure cell, consisting of a 2 L stainless-

steel vacuum chamber. Using an infrared spot heater, the sample can be heated to

1400 K under atmospheric pressures. In addition, the system is equipped with a

differentially-pumped quadrupole mass spectrometer (QMS), which can be used for

gas analysis. A few years after this introduction the design was combined with a

UHV chamber. Instead of a QMS, a gas chromatograph (GC) was used for gas analy-

sis [44].

After this successful introduction of high-pressure STM, several other designs

have been introduced [19, 45–48]. All these HP-STMs had in common that they

include a microscope inside a high-pressure reactor, that is connected to a UHV

chamber for sample preparation and characterization using common surface-science

techniques such as AES, XPS, and LEED. In our group we have adopted a fundamen-

tally different design concept, the ReactorSTM, in which not the entire microscope,

but only the tip and its holder, are contained in the high-pressure environment [17].

The motivation for this radically different design is as follows. To be able to fully

explore the effect of surface restructuring of the catalyst on its activity, the reac-

tion rate needs to be measured simultaneously with structural measurements using

STM. This can be done by operating the cell that contains the STM as a flow reac-

tor, via analysis of the gas leaving the reactor using a QMS or GC. However, when

using a cell large enough to contain the entire microscope, the low conversion rates

that should be expected on the small active areas of typical model catalysts make

that one can obtain measurable product concentrations only at very low flow rates,

which would introduce extremely long response times. Furthermore, large reactors

also introduce high probabilities for reactants and reaction products to adsorb on

and react with the walls of the reactor. These risks also extend to the components

of the STM itself, such as the piezo element. The latest version of the ReactorSTM

setup is a versatile instrument that provides atomic resolution under harsh reaction

conditions [20].

In addition to high-pressure STMs, some high-pressure AFMs have been devel-

oped as well. Again, the simplest approach is to operate a standard AFM in a high-

pressure cell [49, 50]. However, this severely limits the operating temperature range

and the use of corrosive gases. A more advanced approach separates the high-

pressure flow cell from the piezo of the AFM scanner with a membrane. In this way,

the AFM can operate up to 423 K and 6 bar in liquid [51], or up to 350 K and 100

bar in supercritical CO2 [52]. These instruments are limited to contact-mode AFM

and, due to long equilibration times, to constant temperature. To be able to perform

real catalytic studies, we have developed an AFM [21] based on the same principles

as the ReactorSTM [20]. We continue in the next sections with further details on the

design and performance of these special STM and AFM set-ups.
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1.3.1 Requirements for Operando SPM

As mentioned in the previous section, an unconventional design for SPM tools suit-

able for catalytic studies under reaction conditions has been developed in our group.

For the development of both the ReactorSTM [20] and the ReactorAFM [21] the

following requirements were taken into account:

∙ The microscope must be suitable for catalytic studies under realistic conditions,

i.e. high pressures (1 bar and beyond) and elevated temperatures (at least 400 K).

Under these conditions, the microscope must be capable of imaging the catalytic

surface with atomic resolution (STM) or step resolution (AFM) and low drift.

∙ The set-up must be suitable for operando studies, i.e. studies combining the struc-

tural information of the catalyst with its activity. For this, the time resolution for

measurements of the reaction product needs to be 10 s or better.

∙ The design of the instrument should prevent chemistry taking place anywhere else

than on the catalyst surface. Reactions taking place on the reactor walls or else-

where will not only hamper the accuracy of activity measurements, but may also

corrode components of the microscope.

∙ Measurements should take place on well-defined model catalysts that are initially

atomically clean and highly-ordered. The catalyst surface must not be exposed to

air between preparation and characterization under reaction conditions.

As explained in Sect. 1.1.1, an STM or AFM has no intrinsic difficulties working

at atmospheric pressures and beyond. Due to the small tip-surface distance no signif-

icant interference by the surrounding gas molecules is expected. Effects of elevated

temperatures include an increase in thermal drift. Using special materials with low

expansion coefficients, these effects can be minimized and stable imaging at tem-

peratures as high as 1300 K can be achieved [53]. However, when combining high

temperatures with high pressures difficulties may arise. The piezo element, that is

used to actuate the tip, must be kept under its Curie temperature. In vacuum condi-

tions, large temperature differences can be maintained over short distances. In the

presence of a gas atmosphere, however, heat transport via the gas renders this chal-

lenging. In addition, a large temperature difference between sample and piezo causes

a convective flow in the gas atmosphere, resulting in erratic drift in the images. We

have circumvented this problem by keeping most of the components of the micro-

scope in vacuum, while the sample is exposed to reaction conditions.

To be able to perform catalytic studies under operando conditions, the catalytic

surface must be contained inside a reactor volume, that, in addition to housing the

microscope, is connected to a means of measuring catalytic activity (either via QMS

or GC). To optimize both the time resolution and the sensitivity to changes in the

concentrations of reactants and products, the ratio between the surface area of the

model catalyst and the volume of the reactor, including the gas line connecting the

reactor to the gas analysis system, must be maximized. Since SPM can only be used

on flat surfaces or on clusters of nanoparticles on flat supports, we are limited to very
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small surface areas. To obtain a high ratio between the active surface area and the

reactor volume, the reactor volume must be as small as possible.

Under high-pressure, high-temperature conditions, chemical reactions can take

place not only on the surface of the model catalyst, but also on the sides and back

face of the sample. Furthermore, chemical reactions can take place on other surfaces

exposed to the reactive gases such as the walls of the reactor, the sample holder, and

elements of the microscope. These undesired reactions not only influence the out-

come of the experiment (e.g. higher reactivity can be observed than if the only reac-

tivity measured would be due to the catalyst), it can also seriously damage the instru-

ment, especially when aggressive reactions are studied. To eliminate these undesired

reactions as much as possible, inert materials are chosen for the reactor walls. In addi-

tion, we keep as much as possible the elements of the microscope and the side and

rear faces of the sample outside the reactor volume.

To prepare well-defined, highly-ordered model catalysts, standard cleaning and

preparation procedures are employed. These methods, such as ion sputtering, anneal-

ing, physical vapor deposition of metals, and gas exposure, require UHV condi-

tions. Techniques to investigate crystal composition, structure, and ordering, such

as LEED, AES, and XPS, can only be employed under UHV conditions. Since the

prepared catalyst samples cannot be exposed to air when transferring them to the

high-pressure reactor and SPM, a combination of a UHV chamber with the micro-

scope and reactor is necessary.

1.3.2 Design of the ReactorSTM

Figure 1.2 shows a schematic drawing of the concept of the ReactorSTM, in which

all of the above-mentioned design criteria are met [17, 20]. The ReactorSTM inte-

grates a very small flow reactor (0.5 mL) having inert walls with a scanning tunneling

microscope. The reactor volume is placed inside a UHV system, used for the prepa-

ration and characterization of model catalysts. Two gas lines, one for the inlet of

gases, one for the outlet, are connected to the reactor. The inlet line is connected

to a gas system which controls the flow, mixing ratio, and pressure of the reactant

gases (the gas system will be described in more detail in Sect. 1.3.4). The outlet line

is connected to the back pressure controller in the gas system, after it has passed a

small chamber housing the QMS for analysis of the reactant and product gases that

leave the reactor.The only parts of the microscope that are inside the reactor volume

are the tip and tip holder. The reactor is sealed off from the surrounding UHV using

two flexible O-rings. The lower O-ring (Viton) separates the reactor from the piezo

element, that is used to actuate the motion of the tip. The upper O-ring, consisting of

Kalrez (Dupont), a chemically resistant material, is pressed between the sample and

upper part of the reactor body, thus sealing off the high pressures inside the reactor

from the surrounding UHV environment. The sample can be radiatively heated from

the rear (the upper side in Fig. 1.2).
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sample

gas channels

STM tip

o-ring

o-ring

STM scanner

Fig. 1.2 Conceptual drawing of the ReactorSTM. The STM tip is contained in a small high-

pressure volume, while the STM scanner is not exposed to the gases. The sample forms one side

of the reactor, while the other walls are chemically inert. Two polymer O-rings seal off the high-

pressure volume from the UHV system around it. This figure was reprinted from [20] with permis-

sion from the American Institute of Physics

Figures 1.3 and 1.4 show the configuration of the UHV system. It consists of three

chambers separated by gate valves. The first chamber is the XPS chamber. Here, the

XPS for use under UHV conditions is located. Furthermore, this chamber houses

a sample library, and a sample load-lock ensures the loading of samples without

breaking the vacuum. The second chamber is the preparation chamber. It contains an

ion sputtering gun, a combined LEED/AES system, and an electron-beam evaporator

for preparation of metallic nanoparticles. In addition, gas lines with leak valves are

present for sample cleaning and catalyst preparation. The third chamber is the STM

chamber, which houses the microscope integrated with a small flow reactor. On the

top flange of this chamber a seal library has been installed for the Kalrez seals that

close off the reactor. Using a wobble stick seals can be placed on and removed from

the top plate of the reactor without breaking the vacuum. Sample transfer between

the chambers is performed with a rack-and-pinion transfer rod.

In Fig. 1.5 a schematic cross section of the sample holder and the reactor with

the microscope is shown. The upper seal consists of a custom-made Kalrez ring

(Dupont) that is vulcanized onto a stainless-steel holder, enabling exchange of the

seals without breaking the vacuum. Due to the specifications of the Kalrez seal, the

operation temperature is limited to 600 K. The STM body is fabricated from Zerodur

(Schott), a chemically resistant glass type with low thermal expansion coefficient,

minimizing thermal drifting of the STM during temperature changes.

The sample holder is made out of Invar, a low-expansion steel, again to mini-

mize thermal drift. It is strongly pressed against the top of the STM body, making

hard mechanical contact via three adjustable screws. In this way, a short and stiff

mechanical loop is established between the sample and the tip, which is essential for

high-quality imaging. When pressing the sample holder against the STM body, the

Kalrez seal is compressed to 80% of its original thickness, providing a leaktight seal.

When the reactor is exposed to pressures up to 6 bar, UHV conditions are maintained
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Fig. 1.3 Schematic drawing of the UHV system showing the three chambers with the equipment

for sample preparation and characterization. Dashed lines point to components that are not visible.

This figure was reprinted from [20] with permission from the American Institute of Physics

Fig. 1.4 Photograph of the UHV system showing the chambers with the equipment for sample

preparation and characterization. This version does not have the XPS-system incorporated. Photo-

graph courtesy of Leiden Probe Microscopy B.V.
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sample holder

sapphire spacer

heating filament

sample clamp

sample mounting screws

isolation ceramics

spacer legs

scanner with integrated 
coarse approach

STM tip

sliding tip-holder

electrical shielding

ceramic spacers

tip-holder guidance tracks

magnet

piezo tube

high pressure 
reactor volume

single crystal sample

kalrez o-ring

zerodur body with 
gas channels

viton o-ring

reactor wall

scanner/reactor

sample holder

reactor body

opening/closing bellow

vibration isolation

spring suspension

eddy-current damping

locking bellow

(a) (b)

Fig. 1.5 Detailed schematic of a the sample holder, the reactor and the scanner (viewed in cross

section), and of b the complete STM insert, including its vibration isolation and damping, mounted

on a CF-200 flange. This figure was reprinted from [20] with permission from the American Institute

of Physics

in its surroundings. The current limitation of 6 bar is due to the gas system, not to the

seal. Figure 1.6 shows a photograph of the ReactorSTM assembly with the reactor

opened and the sample holder in place.

A single piezo tube (EBL2, EBL Products) is used for both the coarse approach

and the fine scanning motion of the tip. The STM tip is clamped in a steel holder,

which is pulled against two steel tracks using a SmCo magnet (IBS Magnet). The

tip holder and tracks are Au-coated, to ensure chemical inertness and to optimize

the stick-slip behavior of the motor. The force of the magnet is determined by its

size, shape, and position. It is optimized such, that the maximum acceleration that

can be generated along the length axis of the piezo tube is high enough to overcome

the static friction force between the tip holder and the tracks. The electrical connec-

Fig. 1.6 Photograph of the

open reactor with the sample

holder in place
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tion to the tip, necessary to measure the tunneling current, is established via the tip

holder, tracks, and the aluminum tube in which the tracks are clamped. An additional

aluminum piece provides electrical shielding. The two aluminum parts are electri-

cally isolated from each other and from the piezo tube using two insulating Macor

rings (Corning Inc.). The piezo tube is glued to a titanium base, which has a ther-

mal expansion coefficient that compensates the expansion of the piezo tube during

temperature changes.

The central STM part, including vibration isolation, eddy current damping, all

electrical connections, and the gas capillaries, is mounted on a CF-200 flange (see

Fig. 1.5b). Thus, easy insertion of the microscope and reactor into the SPM cham-

ber of the UHV set-up is guaranteed. The STM body that holds the microscope,

the reactor, and the sample holder is suspended by a set of springs combined with an

eddy current damping system, in order to isolate the STM from external, mechanical

vibrations. When transferring samples, the STM body can be locked via controlled

inflation of a bellow. A second bellow can be inflated via a thin capillary to press the

reactor body to the Kalrez seal, thus closing off the reactor volume from the UHV

surroundings. The STM is controlled using fast analog/digital SPM control electron-

ics (Leiden Probe Microscopy B.V.) capable of video-rate STM imaging [54].

1.3.3 Design of the ReactorAFM

The instrument described in the previous section, the ReactorSTM, is able to bridge

the pressure gap. Scanning tunneling microscopy, however, can only be performed

on conductive samples, usually metal single crystals or thin oxide films deposited

on metal surfaces. To study metallic nanoparticles deposited onto porous oxide sup-

ports, and thereby also bridging the so-called materials gap, a different scanning

probe technique is required: the atomic force microscope. While STM uses an elec-

trical current to probe the sample, AFM uses the interaction force between tip and

sample, and is therefore independent of its conductivity. To be able to investigate

more realistic catalysts, we have developed the ReactorAFM [21]. Its design is based

on the proven concept of the ReactorSTM (see Sect. 1.3.2), but its capability to image

supported nanoparticles adds unique value for operando catalysis research.

The ReactorAFM must be able to resolve nanoparticles supported on flat surfaces

under industrially relevant conditions with sufficient detail. The minimum require-

ments that we have defined are a lateral resolution of 1 nm, and a vertical resolution

of 0.1 nm, with a range of at least 1µm in each direction. Furthermore, the scanner

should be sufficiently stable to enable imaging of a single feature on the surface for

at least one hour, thus placing constraints on the thermal drift of both the scanner and

force sensor. Additional requirements are discussed in Sect. 1.3.1, and most design

specifications chosen to meet these requirements are described in Sect. 1.3.2. The

AFM scanner, however, differs significantly from the STM scanner. The AFM scan-

ner is based on the piezoelectric read-out of a quartz tuning fork (QTF). Due to the

small volume of the reactor, no optical access to the tip is possible, ruling out laser
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deflection techniques commonly used in AFM. Since quartz is chemically inert, and

exceptionally high resolution has been reported using QTF-based AFM [55, 56], this

is the best choice for the ReactorAFM. The high stiffness makes the QTF also rela-

tively insensitive to the presence of the gas atmosphere, thus enabling us in principle

to extend imaging with good resolution to reaction conditions.

The QTF with the AFM tip is mounted on a rod that is magnetically clamped

inside the piezo tube. Using a stick-slip motion, the rod can slide up and down during

the coarse approach of the tip to the sample. The rod consists of two halves and is

held against two tracks using a SmCo magnet. The tracks supporting the tip holder

are mounted on a capped polyetherimide (PEI) cylinder, located inside the piezo

tube. An additional cylinder, made of aluminum, between the PEI component and

the piezo tube provides electrical insulation from the high piezo voltages. The PEI

cylinder also forms part of the reactor walls, so the piezo tube is not exposed to high-

pressure gases. This avoids chemical and thermal stability issues. The two tracks are

also used as feedthroughs for the two electrical signals of the QTF through the PEI

reactor wall. Each track is in contact with one of the two halves of the tip holder. The

tracks traverse the insulating PEI component and are connected by coaxial cables to

floating-shield BNC feedthroughs on the CF-200 flange of the insert.

The QTF used is a commercial miniature crystal with a resonance frequency of

32.768 kHz (Micro Crystal AG). The tuning fork is modified to obtain the required

overall dimensions of 1.9× 0.5× 0.12 mm
3
, and the fundamental resonance fre-

quency is ∼96 kHz. The QTF is mounted on the tip holder in the QPlus configu-

ration [57], i.e. the lower prong is completely fixed and the upper prong acts as a

single piezoelectric cantilever. After fixating the lower prong, the Q-factor of the

first resonance at ambient conditions is 3× 10
3
. A ceramic spacer is used to tilt the

QTF to an angle of 2.5
◦

to ensure that the apex of the upper prong is the first part

to come into contact with the sample surface. Figures 1.7 and 1.8 show the resulting

assembly.

A micrometer-sized AFM tip is grown at the apex of the upper prong of the QTF,

using electron-beam induced deposition (EBID) of platinum employing a scanning

electron microscope (SEM). After preparation, the tip consists of 16 atom % plat-

inum, the remainder being amorphous carbon [58]. The electrical connections from

the tuning fork electrodes to the tip holder are made by ball bonding using 25 𝜇m

diameter Au wire. The electrical path continues via the tracks that support the tip

holder, followed by coaxial cables to the UHV feedthroughs.

The ReactorAFM operates in non-contact or frequency-modulation (FM) mode.

In this mode, the cantilever is oscillated at resonance with an amplitude in the range

of 10 pm to 100 nm. When the tip is near the surface, the tip-sample interaction force

gradient will influence the effective spring coefficient of the mechanical oscillator,

resulting in a shift of the resonance frequency. In the case of dissipative forces, there

is also a decrease of the amplitude and an additional phase shift. The resonance fre-

quency is measured by a phase-locked loop. The output signal of this loop is used as

the input for the height feedback loop of the AFM scanner in order to trace the surface

at constant frequency shift. A separate feedback system adjusts the drive amplitude

to keep the oscillation amplitude constant, thereby ensuring that the surface of con-
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1mm

Fig. 1.7 Three views of the sliding rod with the QTF and the two tracks. The rod consists of two

halves, each in contact with one of the two tracks. The slider has a special shape with a groove and

a flat side to have a well-defined orientation and thus a well-defined combination of contacts with

the two tracks. This figure was reprinted from [21] with permission from the American Institute of

Physics

500 μm 2 μm

Fig. 1.8 Scanning electron microscopy images with false colors for enhanced contrast of the QTF

glued on a ceramic spacer which is glued to the slider, with a close-up of the apex of the upper

prong and the EBID-grown AFM tip. This figure was reprinted from [21] with permission from the

American Institute of Physics

stant frequency shift corresponds to a surface of constant force gradient. The drive

signal of this amplitude feedback loop is recorded in a separate channel and can be

used to derive the dissipative force.

The motion of the QTF is controlled via an excitation/detection circuit located

directly outside the UHV system. It is based on a circuit developed by Grober et al.,

which compensates for the stray capacitance of the QTF, and measures the oscillating

current through the QTF with an I-V convertor when it is driven at resonance by an
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external oscillator voltage source [59]. The shift in resonance frequency of the QTF

is detected using a Zurich Instruments HF2LI lock-in amplifier with phase-locked

loop. It also supplies the oscillating drive voltage at resonance. The height feedback

and scanning are performed using high-speed SPM electronics from Leiden Probe

Microscopy [54].

1.3.4 Design of the Gas System

To investigate chemical reactions a gas system is required that can mix various gases

over wide ranges in composition, with separate control over the gas flow rate of the

individual components, and the total pressure in the mixture, and with a response

time in the order of a few seconds. This latter requirement necessitates a config-

uration with small total volume. Furthermore, the system should enable the user

to change partial pressures, flow rates, and total pressure without interrupting the

imaging. This implies that pressure overshoots, which can cause tip crashes, can-

not be tolerated. Finally, one has to recognize that high purity of the gases enter-

ing the reactor is essential and that dead volumes or badly refreshed components

should be avoided. To separately control the gas composition, flow rate, and total

pressure inside the reactor, a combination of mass flow controllers and back pres-

sure controllers (Bronkhorst Hi-Tech) is employed. To choose different pathways for

the gases through the gas system, custom-modified versions of GC-valves (Valco)

are used. The advantage of these modified valves is that their design allows for com-

plex flow patterns while still keeping the total volume very small and having no

dead volume. Figure 1.9 shows an overview of the architecture of the gas manifold

as designed by LPM [60]. With this system, up to five different gases can be mixed.

The architecture of the rotating valve V1 is such that a gas is either flowing to rotat-

ing valve V2 or into the drain/pulse line. In this way, a certain gas flow at a certain

pressure set by pressure controller BPC-pulse can be prepared in the drain/pulse line,

prior to adding it to the flow through the reactor. In this way, gases can be added to

the reactor flow during STM scanning, without any danger for tip crashes. Via RV3,

a certain volume of a gas can be dosed to the reactor for gas-titration experiments.

To enhance the dynamic range of partial pressures to be set, an additional line with

a shunt mass flow controller is installed. To optimize response time, the inner diam-

eter of the gas lines and bores of the valves are chosen to be small, but not too small

to prevent unwanted large pressure drops in the system which might compromise

the reactor pressure reading. The lines running towards the reactor typically have an

inner diameter of 0.5 mm, the lines downstream of the reactor have an inner diameter

of 0.75 mm. The gas flow controllers have a capacity up to 10 mL/min (30 mL/min

for the carrier gas). Given the volume of the reactor to be 0.5 mL, the refresh rate

of the reactor is up to 20 times per minute for a single gas. The response time of the

system is determined by the internal volume of the gas manifold and the volume of

the gas line connecting the gas manifold to the reactor. Typically it takes 10 seconds

after setting up a new gas composition before it ends up at the sample in the reac-
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to reactor
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to UHV

to pump
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gas 1
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carrier
gas

shun Bt PC-reactorBPC-pulse
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Fig. 1.9 Manifold for gas mixing and analysis. Up to four reactive gases and a carrier gas can be

mixed via a computer-controlled manifold, consisting of rotating valves (RV 1–4), several mass flow

controllers, and two back pressure controllers (BPC). A continuous sampling gas analyzer provides

high time-resolution gas analysis. This figure was reprinted from [20] with permission from the

American Institute of Physics

tor. For the gas manifold used with corrosive gases special materials are employed

that can withstand these aggressive conditions (e.g. Hastelloy C gas lines and special

polymer seals inside the GC-valves). The gas composition of the outgoing mixture

is analyzed using a QMS. All valves of the gas system are operated by a computer.

Home-written Labview and Python programs continuously log all valve settings and

read-outs of the mass flow and back pressure controllers.

1.4 Catalytic Systems Investigated Under High-Pressure
Conditions

In this section we discuss some catalytic systems that are currently under investi-

gation in our group. We start out with a short summary of effects observed for CO

oxidation on Pt(110) and Pd(100). With our ReactorSTM and -AFM setups we have

now been able to move beyond this regime of “baby” catalysis toward more relevant

reactions and have grown up to study more relevant reactions, such as NO reduction

and Fischer-Tropsch synthesis. We complete the overview with first results obtained

for two very aggressive systems: the hydrodesulfurization (HDS) reaction and the

chlorine production reaction (Deacon process).
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1.4.1 CO Oxidation on Pt(110)

The first studies performed with the ReactorSTM concerned the prototype reaction

of CO oxidation over Pt(110) [6, 61–63]. CO oxidation is one of the reactions tak-

ing place in the three-way automotive catalyst [64, 65]. Figure 1.10 shows charac-

teristic STM images for CO oxidation over Pt(110) under reaction conditions [63].

The total pressure in the experiment was 1 bar, and the surface temperature 433 K.

Figure 1.10a shows the initial (1× 2) missing-row reconstruction, imaged in vacuum

and at room temperature. This reconstruction is well known for Pt(110) under vac-

uum conditions [66]. When introducing 1 bar of CO in the reactor, and raising the

temperature to 433 K, we find initially increased roughness (see Fig. 1.10b), which

decays over time, resulting in the flat (1× 1) surface (see Fig. 1.10c). After adding

O2 to the flow in a CO:O2 ratio ≤ 0.2 (i.e. O2-rich) the (1× 1) surface changes to a

Fig. 1.10 STM images

demonstrating the

development of roughness at

various stages of CO

oxidation. a missing-row

reconstruction, room

temperature, vacuum,

4.5 nm× 4.5 nm, Vbias =

−0.10 V, Itunnel = 52 pA;

b lifting of the missing-row

reconstruction, T = 433 K, 1

bar CO, 15 nm× 15 nm, Vbias
= 0.10 V, Itunnel = 749 pA;

c flat (1× 1) structure in

CO-rich flow, T = 433 K,

4.5 nm × 4.5 nm, Vbias =

−0.04 V, Itunnel = 86 pA;

d commensurate (1× 2)

structure, observed

immediately after switching

to a more O2-rich gas

mixture, T = 433 K, 4.5 nm

× 4.5 nm, Vbias = −0.04 V,

Itunnel = 86 pA; e Rough,

metallic (1× 1) surface,

observed after increasing the

CO content of the gas

mixture again, T = 433 K,

4.5 nm × 4.5 nm, Vbias =

0.08 V, Itunnel = 1004 pA.

This figure was reprinted

from [63] with permission

from Elsevier
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(1× 2) structure. This is shown in Fig. 1.10d. No immediate increase in roughness

is observed here, excluding that this structure reflects the formation of the (1× 2)

missing-row reconstruction. When a Pt(110) surface switches from the (1× 1) struc-

ture to the (1× 2) missing-row reconstruction, the number of Pt atoms present in

the top layer is halved. As a result, after the transition, the surface is expected to

exhibit an island-and-valley pattern of two height levels. This transition-induced

roughness would then decay over time. Prolonged exposure of Pt(110) to an O2-rich

mixture results in an increase in roughness over time, which is related to catalytic

turn-over. This will be discussed in more detail below. The result of this roughen-

ing is still present immediately after switching the gas composition to CO-rich con-

ditions. Figure 1.10e shows the rough, metallic (1× 1) surface, characteristic for a

CO-rich gas mixture. The roughness of the surface decreases steadily over time to

the level of Fig. 1.10c. The increasing roughness under reaction conditions has been

observed before on Pt(110) [6], and was attributed to a Mars-van-Krevelen-like reac-

tion mechanism [67]. An essential ingredient in this scenario is that the (1× 2) struc-

ture observed under O2-rich reaction conditions should be regarded as an ultrathin,

epitaxial surface oxide. This has been inferred from the first STM observations [6]

and it has been verified by Surface X-Ray Diffraction measurements under similar

reaction conditions and accompanying Density Functional Theory calculations [8].

The kinetic results for CO oxidation on Pt(110) are shown in Fig. 1.11. When

switching back and forth between CO-rich and O2-rich mixtures, broad peaks in the

CO2 production are observed. These peaks are indicative of Langmuir-Hinshelwood

kinetics, in which the reactivity is highest when the CO and O surface coverages

are equal. Furthermore, we observe that the reactivity of the surface oxide, which is

present under O2-rich conditions, is higher than the reactivity of the metallic surface,

which is present under CO-rich conditions (see details in panels b and c of Fig. 1.11).

In addition, narrow spikes (see Fig. 1.11b) are observed just before the Langmuir-

Hinshelwood peaks in the CO2 production, but only when switching from the oxide

to the metallic surface. We ascribe these spikes to an increased reaction rate when

the CO content above the oxide is raised, and the sudden drop in reaction when the

active surface oxide is removed due to high CO supply.

1.4.2 CO Oxidation on Pd(100)

CO oxidation on Pd(100) was investigated at a total pressure of 1.25 bar and a tem-

perature of 408 K using the ReactorSTM [61, 62, 68]. Figure 1.12 shows the par-

tial pressures of the reactants (CO and O2) and the product (CO2) (upper panel)

and characteristic STM images (lower panel). At t = 0 s the CO pressure was

slowly decreased. Image A shows the metallic Pd(100) surface, consisting of flat

terraces separated by monoatomic steps. This surface has the same structure as a

clean Pd(100) surface imaged in UHV. When decreasing the CO pressure, the CO2
pressure decreases accordingly. However, at t = 1612 s, a sudden increase in CO2
production is observed, coinciding with a significant change of the structure of the
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Fig. 1.11 Semi-logarithmic plot of the reaction kinetics during CO oxidation on Pt (110) at 1 bar

and 433 K, measured with a QMS. a Two cycles in which the gas composition has been changed

back and forth from CO-rich (solid line) to O2-rich (dashed line). The product, CO2, (dotted line)

shows broad peaks during the switching that are indicative of Langmuir-Hinshelwood kinetics.

b and c show zooms of the gray dashed regions. The oxide phase shows higher activity. The spike

in b indicates the high reaction rate on the oxide during the initial stage of increase of the CO

partial pressure, followed by the drop in the rate, when the oxide phase is removed due to the high

CO partial pressure. This figure was reprinted from [63] with permission from Elsevier

Pd(100) surface (Image B, top). A large number of clusters is observed, with heights

equal to that of a monoatomic step of Pd(100). This formation of clusters is found

to accompany the initial stages of Pd(100) oxidation [69]. Therefore, we conclude

that in Image B the surface oxidizes to form PdO, and that this causes the observed

increase in reactivity. In time, roughness develops and a polycrystalline, granular

structure is formed (Images C to E). In this stage, the CO2 production decreases pro-

portional to the decreasing CO pressure. At t = 4700 s we increase the CO partial

pressure again. The Pd smoothens and the flat, metallic surface is restored (Images

F and G). With the increase in CO pressure, a modest increase in CO2 production

is observed. At t ∼ 6700 s we switch off the O2 flow and we increase the CO pres-

sure (Image H). Switching from an oxygen-rich to a CO-rich flow, the CO2 produc-

tion peaks at t = 7010 s. As the O2 was pumped out, the CO2 production steadily
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Fig. 1.12 (Upper panel) Mass spectrometer signals of the reactants (CO and O2) and the product

(CO2) during CO oxidation on the Pd(100) surface at a total pressure of 1.25 bar and a temperature

of 408 K. The labels A–H refer to the STM images shown in the lower panel. The arrows mark

the changes in reactivity from low to high and vice versa. (Lower panel) STM images (140 nm x

140 nm, Vbias = 112 mV, Itunnel = 200 pA) obtained during the CO oxidation reaction. This figure

was reprinted from [68] with permission from Elsevier

decreased. When comparing Images G and H, we observe no essential structural

changes when switching from a modest to a high ratio between the partial pressures

of CO and O2.

1.4.3 NO Reduction on Pt(110)

The catalytic conversion of nitrogen oxides (NOx) is one of the three processes taking

place on the three-way car catalyst [64, 65]. The major exhaust pollutants of cars

are hydrocarbons, CO, and NOx. The NOx is formed during the phase of very high

temperature (>1500
◦C) of the combustion process resulting in thermal fixation of



1 Live Observations of Catalysts Using High-Pressure Scanning Probe Microscopy 21

the nitrogen in air [70]. The exhaust of NOx and hydrocarbons into the air, combined

with sun light, results in the formation of ozone, a major component of smog. It was

estimated that by the year 2000, over 800 million tons of combined pollutants of

hydrocarbons, CO, and NOx have been abated using automotive catalysts [71].

Considering the importance of the NO reduction reaction (either by H2 or CO),

it is very surprising that almost no in situ or operando studies have been performed

for this system. To the best of our knowledge, the only results for NO reduction on

platinum under reaction conditions have been obtained in our group [72]. In this

work it was shown that the results for the NO + CO reaction on Pt(100) obtained

under high-pressure conditions strongly differ from results obtained in UHV. In the

former case, the Pt(100) surface switches between a (1× 1) reconstruction and a

quasi-hexagonal structure, depending on the CO/NO ratio at 1.25 bar [72]. Here we

discuss the reduction of NO by H2 over Pt(110). This reaction is not very selective

over Pt, and many products, e.g. NH3, H2O, N2, and N2O, can be formed.

Figure 1.13 shows the results when exposing the Pt(110) surface to H2 and NO.

In Fig. 1.13a the gas composition is shown as a function of time. Gray bars show

the times at which the STM images were measured. Prolonged exposure to pure

H2 at room temperature at a pressure of 1.2 bar resulted in a row structure with a

(1× 4) periodicity (see Fig. 1.13b). Also, some deeper missing-row features can be

observed. Subsequently, this surface has been exposed to NO at increasing NO:H2
ratios (Fig. 1.13c–e). The blue dot in the first image (b) indicates the switching point

from pure H2 to a mixture with a NO:H2 ratio of 1:7.2. Exposure to NO slowly lifts

the missing-row reconstruction, leaving flat terraces on the surface.

1.4.4 Fischer-Tropsch Synthesis on Co(0001)

In the Fischer-Tropsch synthesis reaction [73] a mixture of H2 and CO (syngas) is

converted via a surface polymerization reaction over a cobalt-based catalyst into lin-

ear hydrocarbons [74]. Industrial conditions for this reaction include pressures of

1 to several tens of bars, and temperatures between 423 and 573 K. Figure 1.14a

shows an STM image obtained in a CO:H2:Ar = 1:2:2 mixture at 4 bar and 483 K

over Co(0001) [75]. From the image it is clear that under these reaction conditions

the surface is completely covered by arrays of stripes, that run parallel to the ⟨1010⟩
crystallographic directions of the Co(0001) surface. The stripe pattern exhibits a

period of 1.8 ± 0.3 nm, which is the same for the three equivalent orientations and is

found everywhere on the surface. The period can be recognized easily in Fig. 1.14b,

which is a zoomed-in part of Fig. 1.14a. The stripe pattern is strongly reminiscent of

similar patterns reported in the literature for e.g. C16H34 on Au(111) [76] and C14H30
on highly-oriented pyrolithic graphite (HOPG) [77]. These hydrocarbon molecules

self-assemble into regular, striped patterns. We therefore interpret the striped pattern

observed in our experiments as hydrocarbon molecules synthesized in the Fischer-

Tropsch reaction that lie flat on the Co(0001) surface. The period of the stripes L
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(a)

(b) (c)

(d) (e)

(b) (c) (d) (e)

Fig. 1.13 Gas composition as a function of time and in situ STM images during NO reduction on

Pt(110) at a total pressure of 1.2 bar and room temperature. a stepwise change from H2 (blue) to NO

(green) at room temperature and a total pressure of 1.2 bar. Gray regions indicate at which point in

time under what conditions the STM images were obtained; b Pure H2 followed by a switch to a

partial pressure ratio of NO:H2 = 1:7.2, 80 nm × 82 nm, Vbias = −0.70 V, Itunnel = 139 pA; c Pt(110)

at a partial pressure ratio NO:H2 = 1.1 : 1.0, 73 nm × 80 nm, Vbias = −0.70 V, Itunnel = 141 pA; d
pure NO atmosphere, 78 nm × 80 nm, Vbias = −0.70 V, Itunnel = 141 pA; e after prolonged NO

exposure, 158 nm × 160 nm, Vbias = −0.70 V, Itunnel = 139 pA. This figure was reprinted from [63]

with permission from Elsevier
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Fig. 1.14 STM image of a Co(0001) exposed to 4 bar of CO:H2:Ar = 1:2:2 at 483 K, 62 nm ×
62 nm; b enlarged view of part of (a), 7.5 nm × 7.5 nm. Vbias = 0.3 V, Itunnel = 100 pA

is directly related to the molecular length ln of a linear hydrocarbon with n carbon

atoms [78, 79]: L = ln = l0 + n × lCH2
. Here, lCH2

stands for the length of a CH2 unit

and l0 is a length offset that takes into account the two methyl end groups of the

hydrocarbon chains and the distance between the molecules that face each other in

neighboring stripes. The observed stripe period corresponds to a molecular chain

length of 14 ± 2 C atoms.

We attribute the emergence of a well-defined period to the combination of three

processes that take place on the surface. The first process is the formation of hydro-

carbons on the surface via a chain growth mechanism: H2 and CO dissociate on

the Co(0001) surface, and react to form hydrocarbons and water. The length of the

hydrocarbons formed is a linear function of time: At each length, there is a constant

probability for the chain growth process to continue, while the alternative is for the

molecule to detach from the active site (step), at which point the chain stops grow-

ing. This scenario leads to an exponential distribution of produced chain lengths,

which is dominated very strongly by the shorter chains. The second process is the

thermally activated desorption of the hydrocarbons from the cobalt surface. When

we assume the desorption energy to be proportional to the chain length, the short

molecules stay on the surface for a very short time, while the longer ones tend to

slowly accumulate. Finally, the third process is the condensation of the accumulat-

ing molecules into well-ordered, two-dimensional islands. This will happen when the

surface is populated sufficiently strongly with molecules. The first molecular length

that reaches the condensation level defines the stripe period. Shorter molecules do

not reach a sufficiently high coverage, while longer molecules could in principle

accumulate even more strongly, but would do so at such a late stage, that by then

the surface is already saturated with a full molecular monolayer. Model calculations

confirm this mechanism and show that a relatively long molecular chain length in the
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Fig. 1.15 Schematic scenario for the formation of the striped alkane phase on Co(0001) during the

early stages of FT synthesis. The cobalt surface is shown as two terraces, separated by a monoatomic

step. For the hydrocarbon chains, only the C atoms are depicted, as green balls. a, b Formation of

monomers, dimers, and longer linear chains, growing from the step sites. c, d Desorption of the

shorter chains from the surface and accumulation of longer chains on the cobalt terraces

order of 14 C atoms should indeed be expected. This process is qualitatively depicted

in Fig. 1.15 [75].

1.4.5 Hydrodesulfurization Reaction

Hydrodesulfurization is the treatment of fossil fuels to remove sulfur-containing

compounds from crude oil. Due to the stringent requirements for ultralow sulfur

fuels, the interest in the catalytic hydrodesulfurization (HDS) process has grown.

The industrial catalyst for HDS consists of alumina-supported MoS2 nanoparticles.

These nanoparticles are formed via sulfidation of MoO3 nanoparticles. The active

phase is generally accepted to be present as a few nm-wide, single-layer, MoS2-

like nanoparticles, usually promoted with Co or Ni [80]. The HDS activity has been

attributed to sites at the edges of MoS2 clusters, where S atoms are stripped off by

H2, creating sulfur vacancies. These vacancies are believed to have a high affinity for

binding the sulfur-containing fuel molecules, thereby facilitating the sulfur extrac-

tion. Some of the basic steps in this process have been recognized in STM images

obtained under UHV conditions (see e.g. [81–83]). Here we show the first STM

results for HDS obtained under high-pressure conditions.

Figure 1.16a shows an STM image taken in UHV of MoS2 nanoparticles grown

on a Au(111) substrate, the model catalyst for HDS in our studies. As can be clearly

seen, the MoS2 particles form triangular shapes, truncated triangles, and hexag-

onal shapes, in agreement with previous literature, see e.g. [83–85]. In previous
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Fig. 1.16 a STM image taken in UHV of MoS2 nanoparticles grown on a Au(111) substrate, 32 nm

× 32 nm, Vbias = −0.30 V, Itunnel = 340 pA; b STM image of MoS2/Au(111) taken in 1 bar H2 at 326

K, 7.5 nm × 7.5 nm, Vbias = −0.30 V, Itunnel = 675 pA; c STM image of MoS2/Au(111) taken under

HDS reaction conditions: 1 bar 90% H2, 10% CH3SH at 523 K, 7.5 nm × 7.5 nm, Vbias = −0.30 V,

Itunnel = 675 pA. Images b and c are shown in derivative mode, to enhance contrast

UHV studies, it was found that the nanoparticles can have different structures at

their edges [84]. Hexagonal nanoparticles will have edge terminations consisting of

(10 ̄10) Mo edges and (1010) S edges. The Mo edges are considered to be the most

dominant sites and the active sites for the HDS reaction. Under reaction conditions,

these Mo sites can have different coverages of S, which can be observed from the

orientation of the edge atoms with respect to the atoms in the basal plane of the par-

ticle. When the Mo edge is fully covered with S, i.e. the 100% S-Mo edge, the atoms

in the edge sites are out of registry with the atoms in the basal plane [84]. When a

50% S coverage is present, the Mo atoms in the edge are in registry with the Mo

atoms in the basal plane of the particle.

When exposing the MoS2 nanoparticles to 1 bar of H2 at slightly elevated tem-

perature (326 K), the nanoparticles form predominantly hexagonal shapes, as seen in

Fig. 1.16b. In the image the presence of both Mo edges and S edges in one nanopar-

ticle can be observed. From the registry of the edge Mo atoms with respect to the

atoms in the basal plane, we conclude that we are observing a 50% S-Mo edge here.

When exposing the MoS2 nanoparticles to HDS conditions (90% H2, 10% CH3SH

at 1 bar and 523 K), see Fig. 1.16c, we observe hexagonal nanoparticles. The parti-

cles have both S and Mo edges. The top two particles in Fig. 1.16c show 50% S-Mo

edges, while the bottom particle shows 100% S-Mo edges.

1.4.6 Deacon Process for Chlorine Production

Chlorine is one of the most important compounds produced in the chemical indus-

try. Its worldwide annual production is approximately 50 megaton, and it is respon-

sible for approximately 50% of the total turnover of the chemical industry [86]. It

is usually produced from HCl or chloride salts. The production method of choice
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is presently electrochemical reduction of these reactants, but this is highly energy

demanding and it generates large quantities of CO2. Due to these high economical

costs and undesired effects for the environment, interest is growing in the heteroge-

neously catalyzed oxidation of HCl, the so-called Deacon process [87, 88]. Sumit-

omo Chemicals claims that the Deacon process can reduce the power consumption

from 1100 kwh to 165 kwh per ton Cl2 produced [89].

Several catalysts have been developed for the industrial Deacon process. Exam-

ples are CuCl2 [87, 88], CuCl2-KCl/SiO2 [90, 91], Cr2O3/SiO2 [92–94], RuO2/TiO2
[89, 95], and RuO2/SnO2 [96–98]. All these catalysts have been employed with

varying degrees of success. Severe problems are loss of catalytic activity due to

volatilization of the active phase, sintering of active sites and supports, and corro-

sion issues due to the combined presence of HCl and H2O. At the moment, the cata-

lysts employed in the industry (i.e. Sumitomo Chemicals and Covestro) are based on

RuO2. To obtain fundamental insight in the delicate interplay between the atomic-

scale structure, the reaction mechanisms, and the performance of the catalyst, we

are currently investigating its behavior under relevant conditions of high pressure

and high temperature. Here we present some first results and we discuss the experi-

mental issues of this highly aggressive system.

Figure 1.17a, b shows STM images of the RuO2(110)/Ru(0001) model catalyst

obtained under UHV conditions. The images show rectangular-shaped terraces (a)

and vaguely visible oxide rows (b), well-known for this surface [5, 99]. Upon expo-

sure to the reaction mixture (1 bar of HCl:O2 = 1:4) at room temperature (Fig. 1.17c),

holes appear in the surface, due to etching by HCl. At this temperature, it seems that

no re-oxidation of the film occurs when switching to 1 bar of O2. Within the sen-

sitivity limits of our QMS, no production of Cl2 is observed at room temperature.

X-ray photoelectron spectra taken after the reaction, however, show the presence of

Cl on the surface.

Fig. 1.17 a STM image of a RuO2(110) film on Ru(0001) under UHV conditions at room tem-

perature, 400 nm × 400 nm, Vbias = 3.0 V, Itunnel = 300 pA; b STM image of a RuO2(110) film on

Ru(0001) under UHV conditions at room temperature, 50 nm × 50 nm, Vbias = 3.0 V, Itunnel = 250

pA; c STM image of a RuO2(110) film on Ru(0001) during exposure to 1 bar of HCl:O2 = 1:4 at

room temperature, 800 nm × 800 nm, Vbias = 2.75 V, Itunnel = 100 pA
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With these first images we have shown that our set-up is capable of dealing with

these very aggressive reaction conditions. However, some experimental issues were

observed and have been dealt with. These include corrosion of the W tip (we now

switched to PtIr), corrosion of the Cu seal in the leak valve of the QMS chamber (we

now switched to a teflon-type seal), and decomposition of the Kalrez seal due to the

combination of elevated temperatures and corrosive gases.

1.5 Conclusions and Outlook

Using the ReactorSTM and ReactorAFM we are able to cast a direct view on cata-

lyst surfaces under industrially relevant conditions of high pressure and temperature.

The ReactorSTM is now in a sufficiently mature state that reactions more compli-

cated than CO oxidation can be studied. As is clear from the examples discussed

here, we find pressure gaps for most reaction systems, simply by observing surface

structures under reaction conditions that have been observed never before in UHV.

The effect of the high pressure is to thermodynamically or kinetically stabilize new

surface structures and compositions that incorporate one or more of the reactants.

These observations show that a catalyst is more than a mere spectator in chemical

reactions: It actively participates! The first results for aggressive chemical reactions,

such as hydrodesulfurization and chlorine production, have given us confidence that

the instruments described in this Chapter are able to perform under extremely corro-

sive conditions, showing no signs of degradation or destruction. Preliminary exper-

iments using the ReactorAFM have shown that we can perform in situ studies of

non-conducting surfaces under reaction conditions. With the promise of this instru-

ment enabling us to obtain atomic-scale images of metallic nanoparticles supported

on oxidic, insulating surfaces, we will be able in the near future to also bridge the

materials gap.
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Chapter 2
Ambient-Pressure X-ray Photoelectron
Spectroscopy (APXPS)

Osman Karslıoğlu and Hendrik Bluhm

Abstract X-ray photoelectron spectroscopy (XPS) is a powerful technique for
studying surfaces, including those of heterogeneous catalysts, through its ability to
quantitatively analyze the elemental and chemical composition with high surface
sensitivity. The understanding of heterogeneous catalytic processes under realistic
conditions requires measurements at elevated pressures, far from the high-vacuum
conditions under which the majority of XPS measurements are conducted. The
investigation of surfaces using XPS at or near relevant pressures poses challenges
due to scattering of electrons by gas molecules, which have been overcome through
the development of ambient-pressure XPS (APXPS). In this chapter, we will review
technical approaches for conducting XPS at higher pressures and discuss other
experimental challenges that need to be addressed in APXPS investigations. At the
end of the chapter, examples of APXPS experiments of CO oxidation over Ru and
Pd, as well as the oxidation of other small hydrocarbons are shown.

2.1 Technique

2.1.1 Basics of XPS

XPS is a surface-sensitive chemical-analysis technique, which has become a common
tool in laboratories all around the world. Its applications span a wide range of fields
from catalysis to electronics. The technique relies on the distinct binding energies of
core electrons in different elements. Qualitatively, binding energy is a measure of
how tightly an electron is bound to an atom. From a fundamental perspective, one
can start defining it by considering the photoemission process. For an isolated atom,
energy conservation during photoemission can be expressed as:
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EN
i + hν=EN − 1

f +Ekin ð2:1Þ

where hν is the photon energy, Ekin is the kinetic energy of the photoelectron, and Ei

and Ef are the initial (N particles) and final (N − 1 particles) energies of the system.
After rearranging the terms and defining:

Eb ≡EN − 1
f −EN

i ð2:2Þ

the equation becomes:

Eb = hν−Ekin ð2:3Þ

where Eb is the binding energy of an electron in the atom. Equation 2.3 implies that
the binding energy is referenced to vacuum (free electron at rest). For solids
(condensed phases in general) it is customary to define the binding energy relative
to the Fermi level, which serves as a more practical reference. For solids, 2.3 is
modified to:

Eb = hν−Ekin −ϕ ð2:4Þ

where ϕ is the work function of the surface wherever Ekin is measured at, in the case
of XPS that of the electron analyzer. The equation holds only if the Fermi levels of
the sample and analyzer are aligned, which is the default configuration.

The binding energy of an electron depends mainly on the type of atom that it is
bound to and its quantum state (i.e. energy level, 1s, 2s, 2p, etc.). In addition,
differences in the chemical environment of an element (i.e. its oxidation state) can
also cause changes in binding energy. These changes are referred to as chemical
shifts, and it is the power to resolve these subtle differences that makes XPS an
excellent method for the investigation of surface chemistry.

In an XPS experiment, monochromatic X-rays irradiate the sample and excite
electrons in a sample to unbound states (i.e. to vacuum) and the number of electrons
is counted as a function of kinetic energy. The kinetic-energy axis is usually
converted to binding energy using 2.4. Most X-ray photoelectron spectrometers are
of the concentric hemispherical-analyzer type, where the photoelectrons that leave
the sample are collected by an electrostatic lens system, which focuses the electrons
onto the entrance aperture of the concentric hemispherical analyzer. The heart of the
electron-energy analyzer consists of two concentric hemispheres, which are biased
such that only electrons with a certain kinetic energy (i.e. “pass energy”) reach the
electron detector (e.g. channeltrons or a phosphor screen with camera), which is
situated at the exit of the hemispherical analyzer.
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2.1.2 Operating XPS at Elevated Pressure

There are two basic problems that need to be overcome in XPS experiments under
non-vacuum conditions. The fundamental problem is the scattering of photoelec-
trons by gas molecules, which limits the distance that electrons can travel through
the gas atmosphere. For instance, the inelastic mean free path (IMFP) of electrons in
water vapor at 1 Torr for 100 eV kinetic-energy electrons is about 1 mm, much
shorter than the path length of electrons in a spectrometer, which is typically on the
order of a meter or more. The other issue is of technical nature and concerns
discharging through the gas where high voltage differences are present, as in the
electrostatic lens system or the electron detectors. The voltages applied to the lens
elements in general increase with the kinetic energy of the electrons analyzed and at
some point a critical electrical-field gradient between adjacent lens elements is
reached which leads to a gas discharge. This problem can be addressed through the
appropriate design of the electrostatic lens (e.g. large enough gaps between the lens
elements), the use of lens tables that avoid large potential differences between
adjacent lens elements, as well as efficient differential pumping. In the following we
will address some of the design criteria for ambient-pressure photoelectron
spectrometers.

2.1.2.1 Electron Scattering in Matter

Electrons are scattered very strongly in matter due to the nature of electron-electron
interactions [1]. For electrons with kinetic energies (Ekin) below the ionization
energy of the gas molecules (typically below 10 eV), the nature of the interaction is
elastic, which means electrons change direction but do not lose energy. The effect
of elastic scattering to signal attenuation depends on the experimental configuration.
If the area of the sample illuminated by the X-rays is large compared to the area
seen by the spectrometer, the effect will be small—electrons scattered out of the
acceptance cone will be compensated by the electrons scattered into it. If the X-ray
spot is small, this compensation will not happen and more signal will be lost. In any
case, the effect of elastic scattering will be small in a typical APXPS experiment
since scattering is predominantly in the forward direction, and most APXPS
experiments detect photoelectrons with higher kinetic energies, where elastic
scattering is less relevant.

For kinetic energies above the ionization energy threshold, electron-molecule
collisions may result in energy loss for the electron, i.e. inelastic scattering. This is
the principal signal-attenuation mechanism in APXPS. Electrons with kinetic
energies around 50–100 eV are scattered most strongly and thus have the smallest
IMFP. The electron scattering cross section decreases as Ekin increases beyond
100 eV. For a more detailed discussion of different scattering mechanisms, the
reader may refer to [2].
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Signal attenuation due to electron scattering in the gas becomes a problem when
the signal-to-noise ratio becomes too small for the acquisition of a spectrum to be
completed within a “reasonable” period of time. For electrons with a given kinetic
energy the acquisition time depends not only on the gas pressure and the electrons’
path length in the gas but also on other factors. The signal is proportional to the
photon flux and the photoionization cross section of the investigated core level,
whereas the signal-to-noise ratio decreases with the peak-width of the core level and
the electron scattering cross section of the gas molecule. It also depends on the
acquisition parameters of the analyzer such as the pass energy.

Assuming all other parameters (e.g. photon flux, analyzer transmission, etc.) are
kept constant, one can estimate a practical maximum pressure based on a typical
distance that electrons can travel in a gas and the distance between the sample and
the differentially-pumped entrance aperture to the spectrometer lens. The inelastic
mean free path in condensed matter for electrons with 100 eV kinetic energy is
about a nanometer [3]. Gases are about 1000 times less dense than their condensed
forms at atmospheric conditions. This means electrons with ∼100 eV kinetic energy
can travel around 1 μm in a gas at 1 atm, which would limit the entrance aperture
size to the same order of magnitude to avoid pressure inhomogeneities at the sample
surface (see below) and also requires a tightly-focused X-ray beam that impinges on
the sample surface under a very shallow angle to avoid shadowing by the aperture.
More practical aperture-sample distances are in the 100 μm range, but this leads to a
pressure limit of ∼2 orders of magnitude lower than 1 atm. This means that most
APXPS experiments currently are carried out at pressures below 10 Torr and at
sample—aperture distances of 0.1 to 1 mm.

The electrostatic lens needs to be at a low enough pressure for the electrons to
travel without significant scattering, and the electron detector needs to be at pres-
sures well below 10−6 Torr. Transitioning from a high-pressure region to a
low-pressure region can be done in two ways. One is to introduce a gas-impermeable
but electron-permeable membrane between the sample and the spectrometer, such as
graphene. This provides an abrupt drop in pressure, from Torr range to ultrahigh
vacuum (UHV), and would be an ideal solution in terms of reducing the size and cost
of the spectrometer (see Fig. 2.1b). However, this approach has so far shown to be
difficult to implement technically due to the stringent requirements on the
mechanical stability of the ultrathin membranes. Nevertheless, there are ongoing
efforts in this direction [4–7], which recently resulted in successful demonstrations at
1 bar pressure [8, 9]. In the following we will focus on the most-commonly used
scheme to transition from the ambient pressures in the sample compartment to high
vacuum in the electron detector, namely the use of differential pumping [10].

2.1.2.2 Separation of Sample Cell and Electron Spectrometer
by Differential Pumping

The conventional solution to reducing the path length of electrons through the gas
phase in the sample cell has been to decrease the pressure using differential-pumping
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stages along the electron path. The differential-pumping stages are usually separated
by apertures of the size on the order of a few millimeter, with the first aperture (facing
the sample) of sub-millimeter dimensions. The apertures are small enough to limit gas
flow but large enough to allow electron transmission. Figure 2.1a shows schematically
how such a differential-pumping system works.

The differential-pumping system creates a pressure gradient along the electron
trajectory. Molecular-flow equations for an aperture with negligible length indicate
that most of the pressure drop occurs within two diameter-lengths around the
aperture on the spectrometer axis. Figure 2.2a shows a sample placed at a distance
“z” from the aperture, which has a radius of R. The calculated pressure map is
plotted in part (b) of the figure. The details of the calculation can be found in [11].
Distances are given in units of R. The expression for pressure on the z-axis is:

(a)   

(b)   

PracƟcal soluƟon – MulƟple differenƟal pumping stages

p0

p1 << p0 p2 << p1 < 10
-7

Torr

p0

max
≈ 10 Torr 

Ideal soluƟon – Electron-permeable ultrathin membrane

p0

< 10
-7

Torr

Fig. 2.1 Two possible schemes for an APXPS setup to transition from a high pressure at the
sample to UHV at the electron detector. a Decreasing the pressure gradually using multiple
differential pumping stages, b decreasing the pressure abruptly using an ultrathin membrane,
which is permeable to electrons but impermeable to molecules
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This means that the electrons experience different pressures at different points
along the path to the analyzer. For a simplified view one can assume that the
electrons experience a pressure of p0 for a shorter path length, which we define as
“effective length”, and experience no gas pressure for the rest of the path. Effective
length L for electrons emerging from point (y = 0, z = z) would then be defined as:
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Fig. 2.2 Pressure near an
aperture, which is
differentially pumped on the
right side. The pressure on the
differentially-pumped side,
sufficiently far away from the
aperture, is much smaller than
p0, the pressure on the
high-pressure side far away
from the aperture. a Sample
placed at a distance z from the
plane of an aperture with
radius R. b Isobars in the y-z
plane. Pressures are in units of
p0 and coordinates are in units
of R. Reproduced with
permission from [12]
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For z = 0, 2R, 4R and 6R, L is 0.5R, 2.1R, 4.05R, and 6.03R, respectively. That
means that for molecular-flow conditions the effective length is approximately the
distance between the aperture and the sample.

Calculations for the case of a Knudsen-flow regime, where the mean free path of
the molecules is comparable to the aperture size, require numerical simulations (an
example can be found in [13]). Analytical expressions exist for the viscous-flow
regime where the electron mean free path is much smaller than the aperture size
[14]. In this case, the results are molecule specific. For water, the calculations yield
an effective length of 1.03R after the aperture [11] (i.e. L(0) = 1.03R), as compared
to 0.5R in the case of molecular flow. This is expected since the flow is more
directional and pressure is higher on the analyzer axis, along the trajectories of the
electrons. In practical terms, the difference of L(0) of 0.53R between molecular and
viscous-flow regimes is relatively small, i.e. in both cases the effective length is
close to the distance of the sample from the aperture. However, for viscous flow the
pressure-field gradients near the sample will be complex and dependent on the
shape and size of the sample. Recently the pressure field between a planar sample
and a differential-pumping aperture was studied using computational fluid dynamics
(CFD) simulations in the turbulent-flow regime [15]. The results show that as the
pressure in the chamber is increased, the region over which the pressure drop occurs
becomes narrower.

The effect of a differential-pumping aperture in front of the sample is that the
sample experiences a lower pressure, defined by 2.5 in the molecular-flow regime.
A sample 4R away from the aperture will experience a pressure of 0.985p0 on its
surface at the location on the optical axis, which is a sufficiently small difference
with respect to the background pressure for most experiments, including experi-
ments using high-vapor pressure samples such as ice at temperatures close to the
melting point. 4R can thus be considered as the upper limit for the optimal
sample-aperture distance. As pointed out earlier, for p0 ≈ 10 Torr the effective
length (i.e. ∼4R) can only be a few hundred micrometers, requiring aperture
diameters of the order of 100 μm or less.

To measure at higher pressures, the effective length has to be made smaller, by
positioning the sample closer to the aperture. In this case, the aperture needs to be
smaller in order to maintain ∼p0 at the sample surface, and also to limit the gas flow
to the first pumping stage. The greatest technical challenge in this situation is to
focus the X-ray beam onto the sample area in front of the aperture, without the
beam being obstructed by the aperture itself. Synchrotron sources have the
advantage that they provide more tightly-focused beams with high flux and smaller
divergence, as compared to lab sources. Even in that case, the size and shape of the
front aperture have to be engineered carefully to meet the geometrical constraints
given by X-ray beam size, divergence, and relative angle with respect to the optical
axis of the spectrometer.

The flow of gas through the entrance and subsequent apertures and its effect on
the pressure in the various differential-pumping stages can be estimated. In the
molecular-flow case, the conductance of an aperture is calculated from the average
number of collisions of the gas molecules with the walls, and the area of the aperture:
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with C as volumetric conductance, A as area of the aperture, k the Boltzmann
constant, T the gas temperature, and m as the mass of a molecule of gas. For water
vapor passing through a 100-μm aperture at room temperature (T = 298 K,
m = 3.0 × 10−26 kg, A = 0.031 mm2), the conductance is 5 × 10−3 L/s. As
conservation-of-mass equations dictate C0p0 =C1p1, for a typical pumping speed of
C1 ≅ 100 L/s behind the aperture, the pressure ratio between the volumes adjacent
to the aperture, p1 p̸0, is 5 × 10−5. The ratio can be expected to be larger for
viscous or Knudsen-flow regimes, but not by much. A typical 4 orders of magnitude
pressure drop is routinely attained with the current instruments and apertures of
100-μm diameter. A pressure of ∼10 Torr at the sample translates to ∼10−3 Torr in
the first pumping stage, which is about the limit of molecular-flow regime, thus the
operating limit of a turbomolecular pump. The apertures that separate the
differentially-pumped volumes are typically larger than the first aperture (∼few
millimeters) and provide ∼2 orders of magnitude pressure drop each.

In the preceding paragraphs we have defined a maximum pressure in the sample
chamber pmax

0

� �
at which APXPS can be performed efficiently. The goal of current

technical developments is to increase pmax
0 to allow for measurements under more

relevant conditions in e.g. heterogeneous catalysis. The following analysis shows
that an increase in this maximum sample chamber pressure limit does not lead to
higher pressures in the differential pumping stages. The practical electron-scattering
limit dictates that the product of the optimal sample-aperture distance and maxi-
mum pressure on the sample should be approximately constant, since the optimal
sample-aperture distance is proportional to the aperture radius:

Rpmax0 ≅ constant ð2:8Þ

The pressure in the first pumping stage is proportional to the pressure on the
sample and the area of the aperture (i.e. 4πR2).

p1 ∝R2pmax0 ð2:9Þ

Substituting (2.8) in (2.9) gives:

p1 ∝
Rpmax0

� �2
pmax0

ð2:10Þ

p1 ∝
1

pmax0
ð2:11Þ

This means that a higher maximum sample-chamber-pressure limit does not
translate to a higher pressure in the first pumping stage since the effect of the
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mandatory decrease in the aperture diameter will outweigh the pressure increase.
The same argument may also be used for the latter pumping stages. The flux of the
portion of the gas that travels through the first aperture close to the optical axis
without being scattered (and thus pumped), eventually reaching the electron-energy
analyzer is also proportional to the conductance of the first aperture, thus propor-
tional to R2. The conclusion is that the pressure limit in current APXPS instruments
can be increased as long as the diameter of the first aperture is decreased
proportionally.

2.1.2.3 Differentially-Pumped Electrostatic-Lens Systems

The cost of introducing a differential-pumping stage (apart from the financial
“cost”) is decreasing the collection angle of electrons to a solid angle set by the
aperture that subtends the smallest solid angle as seen from the sample (see
Fig. 2.3a). Just considering the influence of the first aperture on the detection
efficiency, for a sample 4R away from the first aperture, the acceptance angle is
limited to 2 arctan R 4̸Rð Þ = 28◦. In the absence of electrostatic lenses, apertures in
the latter pumping stages would cut down the acceptance angle dramatically. For
example, an aperture of 3 mm diameter, 1 m away from the sample subtends an
angle of 0.34°, as compared to the 28° limit of the first aperture, and it would cut
down the electron count by almost 4 orders of magnitude. This reduction of electron
transmission by a series of apertures in the differentially-pumped lens system was
the limiting factor in the first-generation APXPS instruments, all of which were also
using laboratory X-ray sources [16, 17].

(a) without electrostaƟc lens

(b) with electrostaƟc lens

Sample First aperture Second aperture

Lens elements

Electrons

Fig. 2.3 Schematic
illustration of the increase in
the electron-collection
efficiency with the use of an
electrostatic-lens system. An
electrostatic-lens system in
the first pumping stage is
close enough to the sample to
collect electrons from a
full-angle of ∼30°
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The electrostatic-lens system in an XPS instrument serves several purposes,
among them to increase the efficiency with which the electrons are collected from
the sample, and it matches the kinetic energy of the electrons to the pass energy of
the analyzer. In many recent versions of ambient-pressure XPS instruments, elec-
trostatic lenses are placed in between the differentially-pumped apertures, which
increases the acceptance angle markedly, comparable to instruments with con-
ventional electrostatic-lens systems without differential pumping (see Fig. 2.3b).

2.1.2.4 X-ray Sources for Ambient-Pressure XPS

X-ray sources, such as a conventional X-ray tube or a synchrotron, operate under
UHV, and for that reason the high vacuum in the X-ray source has to be separated
from the ambient pressure in the measurement cell. X-rays are much more weakly
absorbed/scattered by matter than electrons. Thus, X-rays can pass through much
thicker membranes (i.e. X-ray windows), which separate UHV and high pressure,
than electrons. X-rays are also less attenuated by a gas than electrons.

Al, Si and silicon nitride (Si3N4) are being used as X-ray-window materials.
While thin Al membranes have the highest transmission across the soft X-ray
regime, they often develop pinholes and thus vacuum leaks. Si3N4 has proven to be
the most effective and is the most widespread choice for X-ray windows in APXPS
experiments. This is mostly due to the commercially developed, robust, and cheap
Si3N4 windows. X-ray windows typically have sub-micron thicknesses. Trans-
mission of soft X-rays through Si3N4 windows of different thicknesses is shown in
Fig. 2.4. It can be seen that typically used, 50–100 nm-thick windows have more
than 50% transmission above 300 eV, which is the useful energy range for most
XPS experiments. The mechanical stability of Si3N4 windows allows for pressure
differentials of 1 atm across an active window area of 0.5 × 0.5 mm2 for
100 nm-thick membranes.

Fig. 2.4 X-ray transmission
through Si3N4 windows of
different thicknesses [18, 19]
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Due to the tight focus and small divergence of X-rays produced by synchrotrons
the active X-ray window size can be kept very small in those experiments, which
allows the use of thinner membranes (typically 100 nm). For lab-based APXPS
experiments monochromatized and focused X-ray sources are preferable (yet much
more expensive than unfocused sources), but have a much larger divergence than
X-rays originating from a synchrotron source. This requires to either use much
larger active window areas or to place the window very close to the sample, which
can be problematic due to space constraints in the vicinity of the sample and also
the risk of exposing the window to high temperatures during experiments that
involve heating the sample. Since laboratory-based X-ray sources in general pro-
duce X-rays with energies well in excess of 1 keV, where the transmission of Si3N4

is high, thicker and thus larger membranes can be used which can in turn be placed
farther away from the sample’s surface without cutting into the incident X-ray
beam.

2.1.3 Phenomena that Are Relevant to XPS Analysis
of Catalysts Under Gas Ambient

2.1.3.1 Monitoring the Gas Phase Over a Solid

When a solid (or liquid) sample is analyzed with APXPS, X-rays not only ionize the
sample but also ionize the gas that they traverse. Some part of this ionized gas
always falls into the electron-collection volume of the analyzer. This is illustrated in
Fig. 2.5a. As a result, peaks of the gas molecules also show up in the XP spectra
when the gas partial pressure is above ∼0.1 Torr. Photoelectron peaks of gas
molecules show up at a few eV higher binding energies than their condensed phase
counterparts, and usually don’t overlap with them. This constitutes a great way to
analyze the gas composition right above the sample simultaneously with the surface
composition, and is especially useful when studying molecular transformations, as
in the case of catalysis.

As already mentioned, the sample is normally at the same potential as the
analyzer (in the case of metals), so their Fermi levels are aligned and a change in the
sample’s work function does not affect the measured binding energies of electrons
from the sample. On the other hand, the reference point of binding energy in gases
is the vacuum level. As a result, the observed binding energies from the gas
molecules change with the vacuum level of the volume of the gas that is ionized.
This is illustrated in Fig. 2.5b where Egas

vac is shown to be a linear function of Esam
vac

(sample) and Eap
vac (aperture). Since Evac =EF +Φ and all the Fermi levels are

aligned, changes in the work function of the sample and the aperture surfaces will
cause changes in the observed binding energies for gas molecules.
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In addition to being affected by the changes in the work functions of the nearby
surfaces, putting a bias on the sample (i.e. shifting the Fermi level) will also induce
a shift in the gas peaks. This shift will be smaller than the bias applied, and its
magnitude will be:

ΔBEgas
vac = −ΔEgas

vac = zg z̸s
� �

eVbias ð2:12Þ

where e is the magnitude of the electron’s charge (positive in sign) and Vbias is the
voltage applied to the sample. Keep in mind that the change of the binding energies
from the sample will be eVbias. This implies that overlapping gas and sample peaks
can be separated by applying a high-enough bias to the sample.

In addition to monitoring the gas phase over a solid sample, APXPS can also be
used to analyze the gas phase exclusively. Apart from obtaining fundamental
electronic-structure information about the molecule, this can provide valuable
quantitative information. Intensities from core levels from a material with ideal
stoichiometry (such as a gas molecule) can serve as an almost-perfect internal
reference. Using such an approach provides a correction factor for the photon flux,
and the analyzer transmission function at those kinetic energies. The accuracy of the
approach is fundamentally limited by the error that may be introduced by
intramolecular electron-scattering effects [20].

Fig. 2.5 a The typical sample/aperture/X-ray beam configuration in an APXPS setup. Part of the
gas that is illuminated by the beam is in the acceptance cone of the spectrometer (i.e. blue area).
b Energy level diagram corresponding to the region in part (a). Fermi levels are aligned due to the
sample and the whole spectrometer being in electrical contact. The work functions of different
parts of the setup are in general different, which results in different vacuum levels. The vacuum
level of the gas that is seen by the spectrometer is a function of position, and changes linearly
between the sample and the first aperture. Reproduced with permission from [12]
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A common case for this kind of quantitative analysis is the deconvolution of the
O 1s signals of hydroxyls and carbonates on a solid surface, which have almost
identical O 1s binding energies. Based on the C 1s and O 1s spectra from a C and O
containing gas (e.g. CO2, CO) as reference, one can calculate an O 1s/C 1s sen-
sitivity factor. Using the C 1s signal of the carbonate and the sensitivity factor, the
contribution of the carbonate to the O 1s intensity at the hydroxyl region can be
found.

2.1.3.2 Beam Damage

Irradiation by X-rays can cause chemical changes in materials, mostly due to the
generation of low-energy (secondary) electrons. The amount of damage depends on
the X-ray flux (i.e. photons per area), the energy of the incident X-rays, as well as
the chemical composition of the sample. Examples for beam-induced chemical
changes are the reduction of oxides and the loss of anions in alkali halides upon
irradiation. Conventional anode sources have a relatively low X-ray flux density
compared to synchrotron sources and thus beam damage is expected to be slower in
the former case. When beam damage takes place on a time scale comparable to that
required to measure a spectrum it is easy to check for it by observing changes to the
APXPS spectra with time. However, one should always keep in mind that beam
damage can happen on a time scale not easily detectable in an XPS experiment (i.e.
on a sub-second time scale) which is thus difficult to guard against, unless an
independent verification method for the absence of beam damage is available,
which to our knowledge has not been implemented so far in an APXPS experiment.
Simultaneous IR and APXPS measurements with full spatial overlap might be a
route to achieve control over beam damage. Although there are plans for imple-
menting combined vibrational and core-level ambient-pressure spectroscopy
experiments in a number of laboratories, a setup that would allow for these mea-
surements has not yet been commissioned.

One way of avoiding beam damage is to continuously prepare a fresh sample
surface, as in using a continuous stream of the sample, where the sample is
replenished at a rate greater than the rate of beam damage. For a liquid sample, this
might be a liquid jet or a droplet train [21–23]; for a solid, a jet of aerosol
(solid/gas) or suspension (solid/liquid) [24].

2.1.3.3 Charging

Charging is a major problem in XPS when working with non-conducting samples
such as catalysts supported on high band gap materials, e.g. alumina or silica.
Charging not only leads to shifting of peaks (in some cases by hundreds of eV) but
also to asymmetric broadening in case of inhomogeneous charging. While rigid
peak shifts due to homogeneous charging across the whole investigated sample
surface can be corrected for by using internal binding-energy standards, asymmetric
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broadening makes even relative binding-energy assignments impossible. In UHV,
working with charging samples is possible by using an electron flood gun. In this
case, low-energy electrons flood the sample and compensate the positive charge
accumulated at the sample surface due to the emission of photoelectrons. The flood
gun contains a hot emitter and cannot operate above a certain pressure (∼10−8–10−6

Torr depending on the type of emitter). A differentially-pumped flood gun could be
the solution but it has not been realized yet.

At a sufficiently high gas pressure in the reaction cell, electrons emitted from the
gas molecules hit the sample and partially or completely compensate the charging
of the sample. These are mostly secondary electrons but Auger and photoelectrons
contribute as well. The extent of compensation depends on many factors such as the
chemical composition of the sample/gas, photon flux, photon energy, X-ray inci-
dence angle, and gas pressure. This effect may remove charging completely; but
even when it does not the spatial inhomogeneity of the charging may be reduced to
an extent that relative binding energies can be measured. In that case a peak with a
well-known binding energy can be used as an internal reference to calibrate the
binding energy scale.

Figure 2.6 shows the apparent Si 2p binding energy of a muscovite mica sample
as a function of water vapor pressure. Muscovite mica is a layered aluminosilicate
with intercalated K+ ions, and its electrical conductivity is similar to aluminas,
silicas, or aluminosilicates used as catalysts or catalyst supports. The nominal Si 2p
binding energy in mica (∼102.4 eV), measured in UHV using a flood gun is shown
by a horizontal dotted line [12]. The shift of the Si 2p peak in 0.02 Torr water vapor
is almost 150 eV, which is not uncommon, and the peak shapes at high charging
conditions are quite asymmetric (see the inset spectra in the figure), making
interpretation of chemical shifts impossible. As the water vapor pressure is
increased from 0.02 to 1.75 Torr, the compensation of charge increases and the
apparent binding energy gets closer to its nominal value, not reaching it exactly
though. The broadening of the Si 2p peak due to inhomogeneous charging disap-
pears almost completely at 1.75 Torr. In that regard, the increased mobility of K+

ions under humid conditions, where a thin layer of liquid water forms on the
surface, provide another mechanism for distribution of charge uniformly on the
surface.

2.1.3.4 Heating and Cooling of Samples

One of the main goals in the field of catalysis research is to find catalysts that
perform well at low temperatures, which would decrease the energy costs in
industrial processes. Nonetheless catalysis, for the most part, is still a
high-temperature science, where below-room-temperature reactions are rare [25].
When it comes to fundamental studies though, temperature may need to be
manipulated in either way.
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Cooling of samples for APXPS experiments constitutes a challenge. Regular
schemes used for UHV-type experiments usually form the coldest spot outside the
sample, such as on cooling rods, tubes, etc. In that case significant condensation/
deposition may take place on these surfaces if the coldest spot has a lower tem-
perature than the condensation point of the gas in the chamber. If the gas is
introduced at a smaller rate than the rate of condensation, the pressure in the
chamber would be limited by the temperature of the cooling element. In order to
prevent such problems, samples can be cooled with Peltier elements, which ensure
that the sample is the coldest point in the experimental setup [2].

Heating samples to study catalytic reactions also has some restrictions. Any kind of
heating technique that uses a hot filament should use a chemically-resistant filament
material, such as Pt. Common materials like W, Ta, and Ir will readily oxidize in
oxidizing gases and would be of limited use. However, heating techniques that employ
a hot metal such as a Pt filament are inherently problematic if one wants to study a
reaction catalyzed also by the heater material. Resistive heaters where the metal is
embedded inside a non-reactive ceramic material help overcome this problem.

One example of resistive heating has been applied at the Boreskov Institute
in Novosibirsk, Russia [26, 27]. The instrument is a commercial VG-ESCALAB

Fig. 2.6 Apparent Si 2p binding energy of a muscovite-mica sample as a function of water vapor
pressure. The incident photon energy is 390 eV, with a flux density of 3 × 1011 mm−2 s−1. The
dotted line indicates the nominal Si 2p BE in muscovite mica. The insets show Si 2p spectra at
water vapor pressures of 0.1, 0.4, and 1.7 Torr. Differential charging, which is observed at the
lower pressures, is not observed at 1.7 Torr. Reproduced with permission from [12]
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high-pressure spectrometer. The most recent design of the sample holder uses W
wires spot-welded to a single-crystal sample for resistive heating [27]. The small
area of the heater wire combined with the relatively inert nature of W surfaces
makes the heater applicable for inert or reducing gas atmospheres. A special,
pyrolytic boron nitride (PBN)-coated heater produced by Sintec Keramik has also
been used in combination with the same instrument [26], allowing the use of
oxidizing gases.

Another other instrument that is specially designed for catalysis studies is at the
ISISS beamline at BESSY II, in Berlin [28]. That instrument uses an IR laser for
heating, with an absorbing contact plate behind the sample. This heating scheme
prevents hot spots other than the sample and has been successfully applied for a
number of studies involving several different reactions [29–33].

2.1.3.5 Introducing and Analyzing Gases

There are different approaches for introducing gases into an APXPS chamber. The
simplest one involves the use of variable leak valves under full, partial, or minimum
pumping conditions, pumping being carried out by a turbomolecular pump. Full
pumping utilizes the maximum capacity of the turbo pump; thus the pressure in the
chamber has to be below ∼10−3 Torr. With a catalyst surface under investigation,
this case is similar to a continuous stirred-tank reactor (CSTR) with very high space
velocity. At this pressure range, mass transfer by diffusion is faster than the reaction
rate and a CSTR approximation is valid. Partial pumping can be achieved by
decreasing the conductance to the pump using a valve. Partial pumping increases
the pressure in the chamber and decreases the space velocity. The mass-transfer rate
decreases due to increased pressure and mass-transfer limitations start becoming
significant. Minimum pumping is the case where the chamber is pumped only via
the first aperture of the differential-pumping system. Because of the small con-
ductance of the aperture, the space velocity is very small and the system is nearly a
batch reactor. The limitation of leak valves is that it is difficult to set exact partial
pressures for gases in a gas mixture. This problem can be partially overcome if the
gas mixture in the chamber is analyzed by means of a mass spectrometer. It would
still not be possible to set the partial pressures precisely but at least to measure
them.

The second approach to introducing gas mixtures is using mass flow controllers
(MFC). MFCs provide control on the flow rate of each individual gas and thus
allow the user to set the desired composition of the inlet gas mixture. The pressure
range that one can have using MFCs depends on the flow-rate limits of the MFC
and the specifications of the pump used to pump the chamber. Working in the Torr
range is possible as well as in high vacuum. MFCs are ideal for experiments in the
Torr range with high space velocity.
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2.1.3.6 Contamination

Under pressures relevant for APXPS (mTorr to Torr range), a surface site experi-
ences 104–106 collisions per second. This means even gas impurities with ppm
concentration may cover the surface in seconds if the sticking coefficients are not
too low. Furthermore, high impingement rates on the chamber walls may also lead
to additional impurities. Molecules on the walls may be simply displaced or react
with the gas to form new contaminants, eventually ending up on the sample surface.
Baseline pressure is not a sufficient indicator of the severity of possible contami-
nation. Even when the baseline pressure is low (<10−9 Torr), the walls may have a
significant coverage of impurities. The nature of these impurities depends on the
history of the chamber.

An example of contamination from a small impurity is Ni carbonyls that form in
Ni-containing steel gas lines under high CO pressures and which can decompose on
surfaces (especially at high temperatures) to leave metallic Ni. The contamination
can be prevented by using Cu tubing and Ni-carbonyl traps. An example for
impurities that form due to wall reactions is the formation of elemental halogens by
the reaction of oxidizing gases with halide ions on the walls. In our group, we have
observed fluorine, chlorine, bromine, and iodine contamination on our samples after
introducing NO2 to our chambers in the mTorr range. O2 sometimes causes a
fluorine contamination which we believe to happen via the same mechanism.
Needless to say, this kind of contamination can be prevented only by keeping the
chamber walls clean. In certain cases creating a nitrogen plasma in the chamber
(followed by a bake-out) may help reduce wall contamination. The best approach to
avoid impurities would be to use exchangeable cells, each of which is to be used for
one reaction exclusively. Such cells are currently commercially available and are
expected to be more widely used for studies in heterogeneous catalysis. Another
type of contamination that is relevant at high pressures is the cross contamination
that occurs while co-dosing the vapor of a liquid “A” and another gas/vapor “B”
that is soluble in that liquid. If the pressure in the chamber and the pressure above
liquid A is not high enough, the diffusion rate of B through the dosing valve into
vapor/liquid A can be significant. An example is the diffusion of ammonia (NH3)
gas into liquid water during co-dosing. Liquid water can hold as much NH3 as to
end up in the vapor phase for the next experiment. Replacing the contaminated
water with fresh water will solve the problem in this case.

2.1.3.7 Reactor Modeling

Industrial reactors may sometimes have limited reaction rates due to mass transfer
from the bulk of the reactant stream to the catalyst surface and this fact is always
taken into consideration in the reactor’s design stage. Catalysis studies under
realistic pressures also in general account for this fact. Surface-science studies of
model catalysts on the other hand never had to take this into consideration, because
the mean free path of molecules at or below high vacuum is larger than the reactor
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cell dimensions, and the number of reactant molecules striking the surface is low so
that the rate of mixing of gas molecules is always much larger than the rate of
reaction. Since APXPS experiments can be performed at pressures where mass
transfer becomes an issue, a meaningful interpretation of the data necessitates the
understanding of the concentration and temperature gradients in the system.

In an illustrative study, Blomberg et al. reported on real-time monitoring of CO
and CO2 concentrations over a Pd(110) single crystal during catalytic CO oxidation
[34]. Their experimental chamber and the CO concentration map (obtained by
laser-induced fluorescence) over the Pd(110) surface at nearly steady-state is shown
in Fig. 2.7. The reaction was carried out under flow conditions (space velocity:
∼1 s−1) at 80 Torr total pressure and a CO:O2:Ar reactant mixture of 1:1:2 ratio.
The concentration map for CO shows a CO-depleted region above the Pd(110)
surface. This region extends ∼5 mm in every direction from the surface.

The conditions in APXPS experiments are usually different from the conditions
studied by Blomberg et al. in the sense that flow rates of gases are smaller and the
pressures involved are typically 2-3 orders of magnitude lower. In addition, the
presence of the nozzle near the sample affects the concentration gradients.

One of the tools to incorporate mass (and heat) transfer effects into the analysis
of APXPS data is multiscale modeling of experimental chambers. An example of
this, although not an APXPS setup, is the modeling of the chamber shown in
Fig. 2.7a [35]. In that work, Matera et al. show that it is possible to extract
information about the state of the catalyst surface by combining Monte Carlo
simulations (energies computed with DFT) and computational fluid dynamics.
Including similar simulations to APXPS experiments in the future can surely
contribute to data interpretation.

Fig. 2.7 Monitoring the concentration gradient in the gas phase during CO oxidation over a Pd
(110) crystal. The total pressure is 80 Torr, with a CO:O2:Ar ratio of 1:1:2. a Reactor setup
showing the sample and the laser sheet used to monitor the CO concentration with 2D spatial
resolution. b The CO partial pressure map above the sample measured via laser-induced
fluorescence. Reproduced from [34] under the “Standard ACS Author Choice/Editors’ Choice
Usage Agreement”

48 O. Karslıoğlu and H. Bluhm



2.2 Examples

2.2.1 CO Oxidation on Ru

There has been a hot debate about the active phase(s) of Ru catalysts in the CO
oxidation reaction [36–38]. It was known for a long time that the Ru(0001) surface
is inactive for CO oxidation under UHV conditions [39–41], however, it is
remarkably active in the Torr pressure range [42, 43]. Under these conditions,
Goodman and Peden proposed a O-(1 × 1) structure on Ru(0001) (∼1ML of O),
whereas Over and co-workers argued for a RuO2(110) surface, which forms under
reaction conditions as the catalytically-active phase. Several ex situ, in situ, and
operando techniques have been used to address the question. APXPS was used to
investigate the reaction on Ru(0001) [44] and Ru(10–10) [45] single crystals,
nanoparticles [46], and thin films [47]. The current understanding about this system
is that even a poorly-ordered oxide layer (1–3 ML of oxygen) on Ru metal is active
in CO oxidation, i.e. an ordered surface such as RuO2(110) is not necessary [48].

Blume et al. studied CO oxidation under different CO/O2 ratios over a pressure
range of 10−4–10−1 Torr [44]. The sample was a Ru(0001) single crystal, which
showed different oxides as a function of reaction conditions. The reaction product
(CO2) was monitored using a mass spectrometer that was mounted at the first
differential-pumping stage of the electron spectrometer. O 1s and Ru 3d5/2 spectra
were monitored in a 0.075 Torr, 1:1 CO:O2 mixture, while the temperature was
increased at a constant rate. Changes in the O 1s spectrum indicated a transition at
∼500 K from a surface oxide, where the top few layers are incorporated with ∼1–3
ML of O atoms, to a rutile-RuO2 phase, which is expected to have the RuO2(110)
orientation [49]. This transition, however, did not correspond to a change in the
CO2 production rate. It was concluded that “there was no distinct difference in
catalytic activity between the stoichiometric RuO2(110) and a few-layers-thick,
poorly-ordered surface oxide”.

Toyoshima and coworkers studied CO oxidation on Ru(10–10) [45]. The
reaction was carried out in a 0.11 Torr gas mixture with 1:10 CO:O2 ratio, under
flow conditions, at temperatures ranging from 390 to 570 K. The formation of CO2

was monitored using a mass spectrometer installed at the differential-pumping
system of the electron spectrometer. Transformation of the surface around 460 K
from a chemisorbed oxygen state to a ∼ 1 nm thick RuO2 layer (equivalent to 4–5
atomic layers) was observed with APXPS. At the temperatures investigated, oxide
growth is kinetically limited. RuO2 is expected to have the (100) orientation [50].
The transformation was correlated with an increase in reaction rate, observed by an
increase in CO2 mass signal, and it was concluded that the thin RuO2 layer was the
catalytically active phase for the reaction.

Qadir et al. studied the surface structure of Ru catalysts under CO, O2, and a
CO + O2 mixture (0.08 Torr CO + 0.2 Torr O2) [46, 47]. The difference in cat-
alytic activity of 2.8 and 6 nm-sized Ru nanoparticles, which had been reporter
earlier [51], was attributed to the different thicknesses of the oxide layers that grew
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on the nanoparticles under reaction conditions [46]. Particles having a 2.8 nm
diameter grew a thicker oxide layer than those of 6 nm diameter, which in turn
suppressed the catalytic activity. The same type of deactivation behavior was also
observed for Ru in the form of a thin film [47]. Thin-film Ru formed a thicker oxide
under oxidizing conditions and this oxide layer was more difficult to reduce than the
oxide layers that formed on nanoparticles.

2.2.2 CO Oxidation on Pd

Unlike Ru, metallic surfaces of Pd, Pt, and Rh are very active for CO oxidation.
While the metallic surface is probably the most active state in CO oxidation [39, 52,
53], APXPS studies showed that surface oxides that form on these metals under
reaction conditions may have significant activity too.

Blomberg et al. studied CO oxidation over Pd(100) using APXPS, up to a total
pressure of 1 Torr, with 1:1 and 1:4 CO:O2 ratios and over a temperature range of
420–680 K [54]. In a 1:1 CO:O2 gas ambient, they observed the transformation of a
CO-poisoned surface to an oxygen-covered metallic surface at increasing temper-
atures with increasing total pressure (e.g. 523 K for 0.01 Torr and 608 K for
0.5 Torr). The transformation was concomitant with the depletion of CO and the
emergence of CO2 in the gas-phase spectra, which implied that the new surface was
catalytically active. Up to a total pressure of 0.5 Torr, the oxygen coverage of the
active surface was below 0.4 ML, which is the range consistent with pð2× 2Þ or
cð2× 2Þ-overlayer structures. At a total pressure of 1 Torr, the oxygen coverage of
the active surface increased significantly to 0.75 ML, consistent with a (5 × 5)
oxidic-precursor structure observed earlier [55]. This increase in O coverage with
pressure was interpreted as a sign of the pressure gap for this system existing
somewhere above 1 Torr. With the use of a more oxidizing (1:4) CO:O2 mixture at
0.5 Torr the authors observed the formation of a yet higher O coverage of 0.8 ML,
which was interpreted as a

ffiffiffi
5

p
×

ffiffiffi
5

p
−R27 surface-oxide phase [55, 56].

In a series of experiments Kondoh and co-workers studied CO oxidation over Pd
(111), Pd(100), and Pd(110) [57–60]. Reaction products were monitored using a
mass spectrometer placed at one of the differential-pumping stages. They used
a CO:O2 ratio of 1:10 (much more oxidizing than used by Blomberg et al.) with a
total pressure of 0.22 Torr. Typical CO-poisoning behavior was observed at low
temperatures (below 473 K, 463 K, and 438 K for Pd(111), Pd(100), and Pd(110),
respectively), consistent with literature data. The use of an oxidizing gas mixture
resulted in the formation of a

ffiffiffi
5

p
×

ffiffiffi
5

p
surface oxide on Pd(100) under reaction

conditions (i.e. ∼473 K). Figure 2.8 shows the CO2 signal from the mass spec-
trometer as a function of the Pd(100) temperature, and Pd 3d5/2/C 1s spectra at
certain points during heating, labeled A-D. Spectrum “E” corresponds to a
bulk-oxide surface, which was not observed under reaction conditions but only
under pure O2 flow. The CO-poisoned region (A–B), the activation region (B–C),
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and the active region (C–D) can be seen from the CO2 mass spectrometer signal in
Fig. 2.8a. The activity of the surface oxide and the surface-oxygen content decrease
with increasing temperature between points C and D. The authors concluded that an
active oxygen species (i.e. “the up-side O” in the

ffiffiffi
5

p
surface oxide) was being lost

at higher temperatures due to decomposition.
In CO-oxidation experiments using operando techniques such as APXPS, the

emergence of a surface phase (such as an oxide) at the onset of catalytic activity is
usually regarded as proof that this phase is responsible for the change in activity.
Recent work by Matera et al. shows that this may not be the case for the
well-studied Pd(100) surface [35]. By multiscale modeling of a catalytic reactor,
they show that metallic Pd(100), which is a minority phase under the given
CO-oxidation conditions, may be responsible for most of the observed activity. This
work is a reminder that the activity of possible minority phases, which may not be
quantified by XPS, can be responsible for the most, if not all, of the catalytic
activity.

Fig. 2.8 CO oxidation on Pd
(100) investigated by APXPS
and mass spectrometry (MS).
a CO2 MS signal as a function
of sample temperature under
2 × 10−1 Torr O2 and
2 × 10−2 Torr CO. XP
spectra are shown at points
A–D. b, c Pd 3d5/2 and C 1s
spectra, respectively, at points
A–D and E. Spectra “E” were
taken at 643 K, under
2 × 10−1 Torr pure O2, after
CO dosing was stopped.
Adapted with permission
from [58]. Copyright 2015
American Chemical Society
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2.2.3 Catalytic Oxidation of Small Organic Molecules

Gabasch et al. studied the oxidation of CH4 on the Pd(111) surface. A 1:5 reaction
mixture of CH4/O2 was used at a pressure of 0.25 Torr [61]. The reaction products
were monitored using two mass spectrometers, one in the first differential-pumping
stage, and the other connected directly to the chamber via an adjustable capillary
leak. The reaction shows a well-known activity hysteresis for the (111) surface as a
function of temperature. The study looked into this effect by monitoring the surface
composition and structure during reaction, both during heating and cooling. A de-
tailed analysis involving rigorous peak fitting was used to identify the different
oxygen species at the Pd(111) surface [62, 63]. It was observed that during heating,
in the 530–650 K range, PdO seeds form on the 2D Pd5O4 surface oxide. The
combination of these two oxides has a high catalytic activity, which translates into
increased CO2 and H2O production during heating of the sample. During cooling,
the increased catalytic activity was not observed, and neither was the Pd5O4 + PdO
seed mixture. The surface oxide present during cooling had even less O than Pd5O4.
The absence of PdO seed formation during cooling was explained on the basis of
kinetic limitations to oxygen supersaturation, which is probably needed for the
nucleation of the PdO seeds.

Kaichev et al. used APXPS to determine the formation mechanism of self-
sustained oscillations that are observed during partial oxidation of propane over Ni
foil [64]. The oscillations were monitored via the quantitative chemical analysis of
the gas mixture using mass spectrometry and gas chromatography. The total
pressure in the chamber was constant at 0.38 Torr. When the propane-to-oxygen
ratio was varied, oscillations were observed for ratios of 3:1–15:1 (propane:oxygen)
and over a temperature range of 873–973 K. Each period of the oscillation is
divided into two regions, an active and an inactive half-period. The active region is
typically shorter than the inactive region (see Fig. 2.9) and the ratio of the catalytic
activity between the active and inactive period is around 40. The authors observed
that the Ni 2p spectrum is typical of NiO during the inactive period and metallic Ni
during the active period. O 1s spectra corroborate this finding while also showing a
small amount of surface oxygen (0.2–0.4 ML) on metallic Ni. The sample tem-
perature and mass spectrometer signals of CO, H2, O2, and H2O as a function of
time are shown in Fig. 2.9, together with Ni 2p and O 1s spectra before, during, and
after the active half-period. The thickness of the oxide layer during the inactive
half-period is estimated to be at least 3 nm. The authors of this study conclude that
the reaction proceeds via a Langmuir–Hinshelwood mechanism on the metallic
surface whereas a Mars–van Krevelen mechanism is at play when the oxide is
present. This work illustrates the importance of in situ studies since these oscilla-
tions are very difficult or impossible to study using ex situ measurements.

Another example of APXPS studies in heterogeneous catalysis is the investi-
gation of the selectivity of Ag-based catalysts for the ethylene-epoxidation reaction,
which was studied by Rocha et al. [65], specifically the effect of Cl as a promoter.
The sample was a commercial Ag nanopowder (<100 nm) pressed into a pellet.
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The chamber was kept at 0.23 Torr fixed pressure. An oxygen-rich feed with 1:2
C2H4:O2 ratio was used with a flow rate of 4 mL/min. The gases were introduced
using mass flow controllers. The sample temperature was fixed at 503 K using an
infrared laser and a PID feedback. Gas chromatography was used to quantify the
product concentrations and selectivity.

The analysis of the different oxygen species on Ag using APXPS is complex, and
has been done thoroughly in earlier studies [66, 67]. Based on these references, the
authors grouped different O 1s peaks under three categories: nucleophilic oxygen,
electrophilic oxygen, and contamination (see Fig. 2.10b). The binding energies of the
O 1s peaks increase in the same order. The electrophilic-to-nucleophilic oxygen ratio
(Oelec/Onucl) was used as a descriptor of the surface. During a 12-hour run on stream
with an un-promoted sample, this ratio changes slowly over time and it correlates
positively with the selectivity of the catalyst.

The results of the chlorine-promotion experiments are shown in Fig. 2.10. After
more than 14 h on stream, Cl was added to the system by pulsing ethyl chloride
(diluted in He) into the inlet stream (Fig. 2.10a). The surface of the Ag catalyst
chlorinated immediately, as observed from the increase in the Cl 2p intensity
(Fig. 2.10c). The selectivity of the catalyst increased, mostly due to a decrease in
the CO2 production (i.e. suppression of the combustion reaction). Introducing more
Cl to the system with two more pulses resulted in more Cl on the surface and a
further increase in selectivity. The correlation of Oelec/Onucl ratio and ethylene oxide
selectivity with chlorine content on the surface is clear (Fig. 2.10d). The increase in
surface-Cl concentration resulted in a decrease of nucleophilic oxygen on the
surface and concomitant decrease of the CO2 production rate, whereas the amount

Ni 2p3/2
O 1s

(a)
(b) (c)

Fig. 2.9 Example for monitoring the oscillatory surface state of a catalyst surface (Ni foil) during
partial oxidation of propane at 0.38 Torr with a propane:oxygen ratio of 8:1. a Catalyst
temperature and MS signals of CO, H2, O2, and H2O as a function of time (The MS signals from
H2, CO, and O2 are vertically shifted by the factor shown in the legends). b, c Ni 2p and O 1s
spectra before (1), during (2), and after (3) the short reactive half-period, respectively. Reproduced
with permission from [64]
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of electrophilic oxygen and the ethylene oxide production rate increased with the
first two pulses but decreased on the third one. The total oxygen content of the
surface and ethylene conversion also decreased after the third pulse. The results
indicate that Cl promotes the selectivity via a site-blocking mechanism by mainly
suppressing the combustion reaction through the removal of nucleophilic oxygen
species from the surface. The increase in the concentration of electrophilic oxygen
species was rather limited, but the increase in the ethylene oxide production rate
was quantifiable. Excess Cl was detrimental for the activity of the catalyst.

2.3 Summary

We have discussed some of the main challenges for the use of XPS to operando
studies of heterogeneous catalysts, and how they can be addressed using ambient-
pressure XPS. The fundamental limit for increasing the pressure in APXPS studies is
the scattering of electrons in the gas on their way from the sample surface to the
entrance aperture of the differentially-pumped electron spectrometer. Currently, the
pressures that one can work routinely is on the order of 10–20 Torr for water vapor,
and less than that for molecules with stronger scattering cross sections, i.e. most gases.
Expanding the pressure limit to more realistic conditions close to and above one
atmosphere is a technical challenge that will most likely be overcome in the near
future. Working at higher electron kinetic energies will be beneficial (although

Fig. 2.10 Ethylene-epoxidation reaction studied using APXPS. a CO2, ethylene oxide, and ethyl
chloride concentrations in the chamber, and ethylene oxide selectivity as a function of time. b, c
O 1s and Cl 2p spectra before and after ethyl chloride pulses. d correlation of Oelec/Onucl,
ethylene oxide selectivity, and chlorine concentration on the surface. Reproduced with permission
from [66]
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reducing the surface sensitivity). APXPS at higher electron kinetic energies (up to
10 keV) can enable the study of microporous and mesoporous catalysts like zeolites
with higher sensitivity to the inner surfaces (e.g. pores) of realistic catalytic materials.
The main avenue for increasing the pressure limit in APXPS is the reduction in
entrance aperture size, which allows to reduce the path length of the electrons through
the gas proportionally. Working at higher pressures will also help reduce charging of
insulating samples, but at the same time mass-transfer effects have to be taken into
account, in particular differences in the composition of the gas in the background of
the chamber, the mass spectrometer, and the gas right above the surface. Modeling of
fluid flow and concentration gradients will thus be an important part of data analysis
for measurements at more realistic pressures.
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Chapter 3
Surface-Sensitive X-ray Diffraction Across
the Pressure Gap

Andreas Stierle, Johan Gustafson and Edvin Lundgren

Abstract In this chapter surface-sensitive X-ray diffraction is introduced as

an important crystallographic tool for the investigation of surfaces and nanostruc-

tures under high pressure reaction conditions and elevated temperatures which are

relevant for industrial catalysis. After the introduction surface-sensitive X-ray dif-

fraction methods are briefly explained and specialized instrumentation developed for

the in situ investigation of surfaces and nanostructures across the pressure gap is pre-

sented combined with simultaneous measurement of the concentrations of reactants

and products. In the following an overview of the experimental results is given: First

the (near)- ambient pressure oxidation of 3d, 4d, and 5d transition metals is discussed

which are relevant for oxidation catalysis. Afterwards catalytic reaction experiments

in batch mode are reported, followed by an overview of current research using a

flow reactor for surface-sensitive X-ray diffraction. Finally a perspective is given for

future research directions.

3.1 Introduction

Surface-sensitive X-ray diffraction methods were introduced as a surface character-

ization tool in the mid-eighties of the last century, when hard X-ray synchrotron

light from large particle accelerators became available for solid state physicists

[1–3]. The method portfolio comprises surface X-ray diffraction (SXRD), grazing

incidence X-ray diffraction (GIXRD), X-ray reflectometry (XRR), and grazing inci-

dence small angle X-ray scattering (GISAXS). Since then, the methods became

standard tools for the analysis of surface, interface and thin film structures. The
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main advantage of hard X-ray-based surface-sensitive diffraction techniques (photon

energy 10–100 keV), as compared to electron-based surface characterization tools, is

that they can be routinely applied in situ, under any type of surrounding environment

at variable temperatures, especially during realistic gas pressures and compositions

relevant for heterogeneous catalysis. In addition, the X-ray diffraction experiments

are not hampered by insulating sample charging effects. Surface-sensitive X-ray dif-

fraction methods are especially suited for the investigation of catalytic reactions,

since they allow addressing the atomic structure of catalyst surfaces, which gives

important insight into reaction mechanisms. This deeper level of fundamental insight

into the surface structure of a working catalyst, as compared to X-ray powder diffrac-

tion or extended X-ray absorption fine structure (EXAFS) experiments, however, sets

constraints on the sample itself: For all surface-sensitive X-ray diffraction methods a

planar surface geometry is required; for crystallographic information single-crystal

surfaces, epitaxial nanoparticles or nanostructures are mandatory. The wide range

of temperatures and gas pressures accessible by surface-sensitive X-ray diffraction

allows a direct comparison of the experimental results with theoretical calculations

by ab initio density functional theory coupled to thermodynamics, as presented in

Chap. 7 of this book.

This chapter is organized as follows: In the first part the concept of surface-

sensitive X-ray diffraction methods is briefly introduced and novel sample environ-

ments for in situ experiments are described. In the second part, near-atmospheric

pressure oxidation experiments of 4d and 5d metal surfaces and nanoparticles are

discussed. The oxide phases are considered to be relevant as active phases for oxida-

tion catalysis such as CO oxidation. In the third part, in situ studies under batch reac-

tion conditions are discussed, which are complemented by operando studies under

flow conditions (fourth part).

3.2 Surface-Sensitive X-ray Diffraction as in situ Tool

Surface-sensitive X-ray diffraction techniques can be divided in four different sub-

methods, which allow to probe different properties of the surface. Surface X-ray dif-

fraction (SXRD) provides crystallographic information on the atomic structure and

composition of surfaces, interfaces, and nanoparticles [1, 3–5]. SXRD is comple-

mented by X-ray reflectivity sensitive to the total electron-density profile perpendic-

ular to the surface, containing information on roughness, layer thickness, nanoparti-

cle average height, and surface coverage [6, 7]. In grazing incidence X-ray diffrac-

tion the information depth probed can be changed from nm to µm by a variation

of the incident and the exit angle with respect to the surface [2, 8]. In addition, the

signal-to-noise ratio in diffraction experiments can be optimized by a grazing inci-

dence diffraction geometry. Finally, in grazing incidence small angle X-ray scattering

(GISAXS) experiments the lateral surface morphology is probed [9].

http://dx.doi.org/10.1007/978-3-319-44439-0_7
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Surface X-ray diffraction, grazing incidence X-ray diffraction, and grazing inci-

dence small angle scattering experiments are traditionally performed using syn-

chrotron radiation because of the required high brilliance of the X-ray beam to detect

the diffraction signal from single atomic layers or very small nanostructures. Practi-

cally all third-generation synchrotron radiation sources possess end stations, which

permit to perform SXRD, GIXRD and GISAXS experiments in combination with

customized user sample environments [10]. X-ray reflectivity measurements are rou-

tinely performed using X-ray lab sources and with the advent of higher-brilliance

micro-focus X-ray tubes also SXRD, GIXRD, and GISAXS experiments become

feasible in the lab, at least for high-Z materials.

3.2.1 Basics of Surface X-ray Diffraction

The principles of surface X-ray diffraction (SXRD) are based on the fact that X-

ray diffraction from a half-infinite crystal terminated by a surface (see Fig. 3.1a),

is intrinsically sensitive to the atomistic structure of the surface. A real-space lat-

tice made up by lattice vectors a, b, c is connected to the corresponding reciprocal

space vectors a∗
, b∗, c∗ by the Laue equations [11]. A 3D infinite crystal gives (in

kinematical approximation) rise to 𝛿 function-like Bragg reflections (blue circles in

the reciprocal lattice in Fig. 3.1b). For a semi-infinite crystal, the Bragg reflections

are not represented by 𝛿 functions any more and the so-called crystal truncation rods

(CTRs) arise because of the truncation of the crystal by the surface. They run perpen-

dicular to the crystal surface (HKL) plane through the Bragg reflections, as indicated

by the green lines in Fig. 3.1b. In case the overlayer exhibits a different periodicity,

additional surface rods arise (red dashed lines in Fig. 3.1b), which are sensitive to the

structure of the overlayer only. In case of a commensurate structure the CTRs carry

in addition information on the registry of the overlayer with respect to the substrate

and the interfacial structure.

In a scattering experiment the scattering vector q is defined as q = kf − ki, where

the incident and exit wave vectors of the elastically scattered X-rays are given by ki,f ,

respectively (||ki,f
|| =

2𝜋
𝜆

with X-ray wavelength 𝜆). To probe the reciprocal lattice,

the Bragg condition q = G has to be fulfilled, where G is a reciprocal lattice vector.

The experiment can in principle be realized by any type of diffractometer possess-

ing three independent degrees of freedom for the sample and detector stages. For

practical reasons, most of the surface diffraction experiments are carried out on six-

circle diffractometers in z-axis mode [1, 12]. Two out of the six circles are needed

to orient the surface normal of the sample along the rotation axis 𝜃, see Fig. 3.1c.

The third axis, kept fixed during the experiments, is the incident angle 𝜇. Typically,

small incident angles are chosen, to reduce background scattering from the bulk and

to increase the signal-to-background ratio. Note, that the surface sensitivity of the

technique does not depend on the actual value of the incident angle—the reciprocal

lattice of a two dimensional or half-infinite system is intrinsically surface sensitive.
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Fig. 3.1 a Truncated crystal with reconstructed adlayer. b Reciprocal lattice of the real space

structure in (a). c Z-axis surface X-ray diffraction geometry

The intersection of the CTR with the Ewald sphere defines the direction of the dif-

fracted X-rays (wave vector kf ), which are collected by the detector rotating in 𝛿 and

𝛾 . For crystallographic structure-factor measurements, the diffractometer is moved

to a specific (H, K, L) position and a 𝜃 scan is performed. The amplitude of the

structure factor is obtained after integration of the 𝜃 scans and applying standard

correction factors [5]. Alternatively, the structure factor can be collected using a

two-dimensional detector [13, 14].

The diffracted CTR intensity can be calculated in a straightforward way [3]:

I(q) ∝ |F(q)|2 ⋅ 1
sin2(𝜋L)

⋅ 𝛿(Q‖ − G‖) (3.1)

F(q) represents the structure factor of the unit cell, the second term is the CTR term,

depending on the continuous reciprocal-lattice coordinate L in units of c
∗
. It diverges

at the positions of the bulk Bragg reflections at integer values of L. The third term

is a 𝛿 function for the momentum transfer Q‖ parallel to the surface, because in the

surface plane the Bragg condition Q‖ = G‖ has to be fulfilled to observe scattered
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intensity (G‖ represents the component of the reciprocal lattice vector in the surface

plane).

The following information can be obtained from a surface X-ray diffraction exper-

iment by a trial-and-error fit to the data or by the use of so-called ‘direct methods’,

based on phase-retrieval algorithms [15]: atomic positions, surface structure with

pm resolution, surface composition, surface and interface roughness, thermal vibra-

tion amplitudes, and the overlayer registry to the substrate. In general, all additional

experimental and theoretical information available is used as an input for the fit,

because in surface crystallography only a smaller number of structure factors can be

obtained from the experiment, as compared to a bulk crystal structure analysis for a

comparable number of atoms in the unit cell.

3.2.2 X-ray Reflectivity and Grazing Incidence Diffraction

A: X-ray Reflectivity

X-ray reflectivity is a standard technique to characterize layered structures with sub-

nm resolution. In specular reflectivity experiments, the reflected intensity is recorded

as a function of the incident angle 𝜇 with respect to the surface in symmetric condi-

tion (𝜇 = 𝛾 , 𝛿 = 0, see Fig. 3.1c). For small angles (below 1
◦

for most materials at a

photon energy of 10 keV) total external reflection occurs and the Fresnel equations

can be applied to calculate the reflected intensity [16–18]. In off-specular reflectivity

experiments (𝜇 ≠ 𝛾 , 𝛿 = 0) an additional momentum transfer component is applied

parallel to the surface along the incident beam direction. The combination of both

techniques gives morphological information (independent of the crystallinity of the

sample) with 0.1 nm resolution on: layer thickness, total-layer electron density, inter-

facial mean square roughness perpendicular to the surface, and lateral interfacial

correlations [19] (height-height correlation function).

B: Grazing Incidence X-ray Diffraction

For small 𝜇 and/or 𝛾 (in the order of the critical angle 𝛼c for total external reflection)

and finite in-plane momentum transfer Q‖ (see Fig. 3.1b) the incident and the exit

beam undergo strong refraction effects and the diffracted intensity can no longer be

treated in kinematical approximation. The distorted-wave Born approximation has

to be used instead, which includes refraction effects of the incident and the exit beam

fully dynamically and the diffraction process itself in kinematic approximation. The

following general expression can be derived for the scattered intensity [2]:

I(Q′) ∼ |T(𝜇)|2 ⋅ |T(𝛾)|2 ⋅ S(Q′) . (3.2)

Here |T(𝜇, 𝛾)| denotes the optical transmission function of the incident and exit

beam, respectively [20]. Note that (3.2) is symmetric in 𝜇 and 𝛾 because of the reci-

procity of the X-ray light path. S(Q′) denotes the kinematical structure factor which

depends on the momentum transfer Q′
inside the material. S(Q′) can describe any dif-

fraction process, like Bragg scattering from near-surface lattice planes, small angle
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scattering, or interstitial diffuse scattering. Most important for grazing-incidence dif-

fraction, the diffraction signal S(Q′) can be obtained with a depth resolution from nm

to µm, depending on the choice of the incident and the exit angles 𝜇 and 𝛾 [2]. Over

the scattering depth, the component of the electrical wave field perpendicular to the

surface is exponentially damped. For SXRD and SAXS the grazing-incidence geom-

etry results in an improved signal-to-noise ratio.

C: Grazing Incidence Small Angle Scattering

For grazing incidence small angle X-ray scattering (GISAXS), an additional (small)

momentum transfer Q‖ (𝛿 ≠ 0) is present. For GISAXS, Q‖ is much smaller than typ-

ical reciprocal-lattice vectors from atomic planes. From GISAXS experiments com-

bined information on nanoparticle size and distance distributions can be obtained [9].

In general, a quantitative analysis of GISAXS data is possible, but it is hampered by

the sometimes difficult deconvolution of the distance and the size information of the

nanostructures.

3.2.3 In situ and Operando Sample Environments

In this section the design of different in situ X-ray diffraction chambers is discussed,

which allow on the one hand preparation of surfaces and nanostructures under con-

trolled ultrahigh vacuum (UHV) conditions, and which are on the other hand com-

patible with atmospheric pressures thus bridging the pressure gap of 12 orders of

magnitude from 10−9 mbar to 1 bar [21]. Two concepts are followed: For the first

the chamber is operated at pressures above 10
−3

mbar as batch reactor [22]. The sec-

ond type of chamber can be run as a true flow reactor from about 10−2 mbar (when

working with diluted gases) up to 1 bar [23].

Figure 3.2a shows a photograph of experimental equipment, available at beamline

ID03 at the ESRF, that enables studies of model catalysts under higher pressures

of a gas or semi-realistic reaction conditions in a batch reactor using SXRD [22].

The batch reactor consists of a 360
◦

2-mm-thick beryllium window with a geome-

try that allows operation of the chamber under external pressure of the atmosphere

when the chamber is in vacuum and under internal pressure when the chamber is

pressurized. The beryllium window is almost transparent to hard X-rays due to its

low atomic number. The sample surfaces can be prepared in UHV with traditional

surface-science recipes such as ion sputtering, annealing, etc. The batch reactor can

be operated in a pressure range between 10
−9

mbar and 5 bar to study surface struc-

tures of the adsorbed gases and possible modifications of the substrates induced by

the surrounding gas. The sample can be heated by a ceramic heating plate and can

reach a temperature of 1000
◦
C under vacuum and ∼550

◦
C under 1 bar of pressure.

The gas composition within the pressurized part of the chamber can be analyzed by

a mass spectrometer simultaneously as the sample surface is probed by the X-rays.

The chamber itself and its technical accessories are mounted onto a diffractometer to

perform diffraction experiments with large scattering angles, allowing for exploring

large regions of reciprocal space. Figure 3.2b shows the batch chamber in its high

pressure oxidation variant. The sample sits inside a free standing, X-ray transpar-
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Fig. 3.2 a UHV-to-atmospheric-pressure X-ray diffraction chamber for batch catalysis experi-

ments (adopted from [22]) b modified version of batch chamber for pure oxidation experiments c
UHV-to-atmospheric-pressure flow reaction chamber mounted on the heavy diffractometer at P09,

PETRA III (DESY). Inset schematic zoom of the reaction volume

ent 2-mm-thick Beryllium cylinder (a). The pressure is monitored from UHV up to

10−3 mbar by a cold cathode gauge (c) and up to 1 bar by two independent capacitive

pressure gauges (b). The chamber is pumped via a turbo molecular pump (d) which

can be isolated from the chamber by an angular valve. For controlled sample transfer

from a preparation chamber to the synchrotron beamline the chamber can be pumped

by an ion getter pump (e). Gases can be dosed through rough- and fine-adjustable

leak valves. On top of the chamber, an ion sputter gun for surface cleaning or an

evaporator can be mounted. The Al2O3-encapsulated Pt-wire heater allows sample

temperatures up to ∼900 K. The samples are mounted onto inconel sample holders

and they can be brought into direct contact with a thermocouple for temperature con-

trol. A larger batch reactor (volume 5.5 l) for surface X-ray diffraction is discussed

in [24].
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For pure oxidation studies the batch chamber is a nice possibility to bridge the

pressure gap, as well as for relatively slow catalytic reactions. Technologically rele-

vant processes, however, take place under flow conditions with controlled gas mix-

tures. Therefore a UHV-compatible flow reaction chamber was developed at beam-

line ID03, ESRF, as pictured in Fig. 3.2c [23]. The chamber can be operated in two

different configurations: In the first, the top flange (1) is moved up to a position,

where the surrounding flanges carrying the sputter gun (2) and other auxiliary equip-

ment look at the sample position. In this configuration the sample surface can be

prepared in a routine way known from UHV surface-science studies. Also in this

setup, the sample can be heated up to 1200 K by a PBN-C heater with direct sample

mounting to the heater plate. A thermocouple can be attached directly to the sample.

The chamber is pumped by a turbo molecular pump (3) and a residual gas analyzer

(4) is attached to the system.

In the second configuration the top flange is moved down, thereby sealing off

the top part of the chamber with the Be dome (5) from the UHV part below by

a gasket-carrying piston inside the chamber. Two capillaries are connected to the

top part of the chamber, allowing to flow controlled gas mixtures, while performing

X-ray diffraction experiments. For the gas flow a computer controlled gas system is

used, which allows gas mixtures of several gases with individual flow control (up to

a total integrated flow of 200 ml/min), as well as total pressure control inside the

reaction volume from 1 mbar to 1.3 bar. The gas composition inside the reaction

volume can be detected by the mass spectrometer inside the UHV part of the cham-

ber by controlled leaking in from the reaction volume. Similar setups now exist at

the Nanolab at DESY, at the division of Synchrotron Radiation Research at Lund

University and beamline SIXS at SOLEIL.

3.3 In situ Near-Atmospheric-Pressure Oxidation
of Transition Metal Surfaces and Nanoparticles

In catalytic oxidation reactions of 3d, 4d, and 5d catalyst materials such as Cu, Ag,

Pd, Rh, Ru, Pt, or Ir, it is frequently debated whether the oxide of the metal is the most

active phase [25, 26]. These noble metals are difficult to oxidize at low, near UHV

oxygen pressures, which explains why their interaction with oxygen has not been

well studied in the past by traditional surface science techniques. As a prerequisite

for reaction studies it is therefore important to investigate the oxidation behavior of

noble metals at (near-)atmospheric pressures. Recent results discussed here focused

on model systems such as low-index single-crystal surfaces. Increasing complexity

was introduced by the investigation of vicinal surfaces and epitaxial nanoparticles

with well-defined shape on single crystal oxide supports.
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3.3.1 Transition-Metal Low-Index Surfaces

3.3.1.1 Oxidation of Low Index Ag

Silver is an important catalyst for several reactions, like ethylene epoxidation and

the partial oxidation of methanol to formaldehyde [27]. Both reactions take place at

atmospheric oxygen pressures and at temperatures from 500 to 900 K. The active

oxygen species has been a matter of debate in the literature for a long time and it

is still unclear up to date [28]. The interaction of oxygen with Ag(111) was stud-

ied by low-energy electron diffraction (LEED) already in the early seventies and a

p(4x4) LEED pattern was observed [29–33]. Based on previous LEED, X-ray pho-

toelecrton spectroscopy (XPS), and scanning tunneling microscopy (STM) investi-

gations in combination with density functional theory (DFT) calculations the p(4x4)

reconstruction was interpreted as an epitaxial Ag2O(111) layer, rotated by 30
◦

with

respect to the hexagonal unit cell of the Ag(111) substrate. The SXRD measure-

ments together with new STM data disproved the Ag2O(111) layer model and gave

evidence for a different structural model based on nanometric Ag(111) triangles,

occupying faulted and unfaulted sites of the fcc stacking sequence [34, 35]. Oxygen

ions occupy the furrows in between the Ag triangles in line with a chemisorption-

induced reconstruction. The model is also supported by DFT calculations taking van

der Waals interactions between Ag atoms into account. Furtheron the formation of

epitaxial bulk oxide Ag2O(111) was observed after exposing the Ag(111) surface to

atmospheric oxygen pressures at 800 K and cooling to room temperature [36]. The

bulk oxide grows in coexistence with an ultrathin surface oxide layer, which very

likely exhibits a trilayer surface oxide structure.

The (100) surface was exposed to near-atmospheric oxygen pressures at 440 K

and it was studied by in situ SXRD [37]. A disordered form of a p(2

√
2 ×

√
2)

missing row reconstruction could be observed in the in situ SXRD experiment at

10 mbar O2 pressure and 440 K. The surface undergoes a reversible transforma-

tion to the missing-row-like structure by increasing and decreasing the oxygen pres-

sure. Under conditions, at which the missing row structure is observed, no evi-

dence for the formation of subsurface, interstitial oxygen was detected. An ordered

p(2

√
2 ×

√
2) missing-row reconstruction was reported previously from low temper-

ature LEED and X-ray photoelectron diffraction experiments [38]. Similar oxygen-

induced order - disorder transitions were observed for the Cu(100) surface, as fol-

lowed by SXRD [39].

3.3.1.2 Low-Index Pd Surfaces

Pd exhibits a high reactivity for CO oxidation, which is one of the basic catalytic

reactions. As a prerequisite to CO oxidation under realistic reaction conditions, the

interaction of oxygen with Pd surfaces up to atmospheric pressures needs to be under-

stood. For Pd(100) and Pd(111) the formation of O-Pd-O trilayers is reported in the



68 A. Stierle et al.

literature [40, 41]. Both have in common, that twofold and fourfold coordinated Pd

atoms coexist (note, that in bulk PdO the Pd atoms are fourfold coordinated). On

Pd(100) a surface oxide in a (

√
5 ×

√
5) arrangement is formed, which exhibits a

structure close to the (101) plane of PdO bulk oxide. One of the key questions of

today’s research in catalysis is whether chemisorbed oxygen or such surface oxide

layers play a role for catalytic processes or nanometric layers of bulk oxide PdO

instead [42–44]. Therefore, the stability of the surface oxide layers was studied as a

function of the oxygen chemical potential 𝜇 [45–48]. Figure 3.3a shows the transi-

tion of the surface oxide to the bulk oxide for Pd(111) as a function of the oxygen

pressure at 673 K. The surface oxide forms a

√
6 ×

√
6-like overlayer with Pd5O4

stoichiometry on Pd(111) [40], which gives rise to a distinct surface X-ray diffrac-

tion signal. The signal from the epitaxial PdO bulk oxide can be discriminated as

well. The results from such pressure- and temperature-dependent measurements are

summarized in the stability diagram in Fig. 3.3b. The transition from the surface

covered with chemisorbed oxygen to the surface oxide can be described by a line of

constant oxygen chemical potential [48] of –1.24 eV, indicating local equilibrium.

On the contrary, the bulk oxide formation is kinetically hindered over a wide tem-

perature range and it does not take place below 500 K because the surface oxide is

Fig. 3.3 a Experimental

observation of the surface

oxide to bulk oxide transition

at constant temperature as a

function of the oxygen

pressure (triangles: surface

oxide signal, circles: bulk

oxide signal), b experimental

stability diagram derived

from pressure dependent

measurements at different

temperatures (upward
triangles: oxygen pressure

increasing, downward
pointing triangles: oxygen

pressure decreasing). From

[48]
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passivating the surface. At 973 K kinetic barriers are lifted and the bulk oxide forms

directly without the intermediate surface oxide. Similar in situ SXRD experiments

were performed on the Pd(110) surface, pointing towards a reduction of the kinetic

barriers for bulk oxide formation, as compared to Pd(100) and Pd(111) [49].

3.3.1.3 Oxidation of Low Index Rh Surfaces

Rh oxides involved in catalytic oxidation reactions typically form at oxygen pres-

sures of 10
−3

mbar and above at application-relevant temperatures. The Rh(100)

surface undergoes a transformation from a p(2×2) to a p(3×1) reconstruction with

increasing oxygen exposure. Close to the chemical potential for bulk oxide forma-

tion, a c(2×8) reconstruction is observed [50]. A detailed atomistic model of this

structure was determined by a combination of DFT calculations, surface X-ray dif-

fraction, LEED, high-resolution core-level spectroscopy (HRCLS), and STM [51].

The structural model is based on a hexagonal oxygen-Rh-oxygen trilayer, similar to

the trilayers formed on Pd(100) and Pd(111). The hexagonal layer is slightly dis-

torted to accommodate a c(2×8) structure and it forms in two domains rotated by

90
◦
. Figure 3.4a shows the the structural model of the trilayer surface oxide which

Fig. 3.4 a Structural model

for the surface oxide layer on

the Rh (100) surface, b
SXRD data showing the

transition from the Rh

surface oxide to Rh2O3 bulk

oxide on Rh(111). Adopted

from [45]
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is also observed on Rh(110) and Rh(111), pointing towards the high stability of this

structure [45, 52]. The transition of the surface oxide on Rh(111) to Rh2O3 bulk

oxide as a function of the oxygen pressure at 800 K is illustrated in Fig. 3.4b: In

scans with momentum transfer in the surface plane the surface oxide signal gives

rise to a reflection at H = 0.89 reciprocal lattice units at 10
−1

mbar, which shifts to

H = 0.91 for the Rh2O3 bulk oxide at 10 mbar O2 pressure [45].

3.3.1.4 Oxidation of Pt(111) and Ir(111)

Pt and Ir are important 5d transition-metal catalysts for CO oxidation [53, 54]. In

addition, Pt coatings are discussed as protective layers in aggressive chemical envi-

ronments, for example to protect the electrodes of sparkling plugs in cars and to

increase their lifetime. The oxidation of a Pt(111) single crystal and epitaxial, (111)-

oriented Pt films on 𝛼-Al2O3 were studied by in situ surface X-ray diffraction at

near-atmospheric pressures [55]. The oxidation of the Pt(111) surface is kinetically

strongly hindered and an ultrathin 𝛼-PtO2 layer forms at 910 K at 0.5 bar O2 pressure.

A structural analysis reveals that the oxide consists of one 𝛼-PtO2 unit cell, which is

compressed in the direction perpendicular to the surface and distorted in the surface

plane.

A detailed SXRD study of the oxidation of the Ir(111) surface gave evidence of

the formation of an O-Ir-O trilayer also for this system at 575 K in an intermediate

oxygen pressure regime up to 1 mbar O2 pressure [56]. At higher temperatures the

formation of epitaxial bulk IrO2 islands in different orientations with thicknesses in

the range of 5–10 nm was observed.

3.3.2 Oxidation of Vicinal 4d Transition-Metal Surfaces

Vicinal surfaces provide a very elegant way to mimic defects such as steps and cor-

ners between different nanoparticle facets, since the geometry of the defect can be

chosen over a wide range by the vicinal angle and orientation.

3.3.2.1 Pd and Rh Vicinal Surfaces

The oxidation of Pd(553) and Pd(112) vicinal surfaces was studied employing the

powerful combination of in situ surface X-ray diffraction, high resolution scanning

tunneling microscopy, and core level spectroscopy, together with DFT calculations

[57, 58]. The fcc(553) surface exhibits threefold coordination on terrace and step

sites whereas the (112) surface shows (100) type steps with fourfold symmetry. Both

the (553) and (112) Pd surfaces are found to be stable after preparation under UHV

conditions. At 600–700 K and 10−6 mbar oxygen pressure the (553) surface trans-

forms into (332) facets, which are decorated by a surface oxide layer, exhibiting a
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12 times larger unit cell along the terraces as compared to the substrate resembling

the

√
5 trilayer forming on the Pd(100) surface. At pressures of 1 mbar epitaxial and

polycrystalline bulk oxide formation sets in. The epitaxial oxide islands are tilted

with respect to the substrate and grow in PdO(012) orientation. The morphology

of the Pd(112) surface is also strongly influenced by the oxidation conditions: At

673 K, upon exposure to oxygen at pressures from 2 × 10−8 to 5 × 10−5 mbar, the

(112) surface undergoes a massive rearrangement and (113)- and (335)-type facets

are formed. Further increase of the O2 partial pressure leads to a new rearrangement

into (111)- and (113)-type facets. Bulk oxide formation is observed at 5 mbar O2
pressure and T = 523 K, which is below the bulk oxide formation temperature of

low-index (100) and (111) surfaces. This elucidates the role of steps towards lifting

of kinetic barriers for bulk oxide formation.

For comparison, the oxidation of the Rh(553) surface was investigated by SXRD

from UHV to near-atmospheric pressures [59]. At 380
◦
C and 10

−6
mbar O2 pressure

the formation of (331) facets is observed along with an oxygen-induced restructuring

along the steps. At higher pressures above 10
−3

mbar and a temperature of 500
◦
C

the formation of the O-Rh-O trilayer surface oxide stabilizes larger (111) facets, in

line with the particular stability of this interface.

3.3.3 Nanoparticle Oxidation Across the Pressure Gap:
Pd, Rh and Pt Nanoparticles on MgO(100)
and MgAl𝟐O𝟒(100)

State of the art in situ structural studies of catalytic reactions are performed on pow-

der samples made up by sub-micron grains of supporting oxide particles covered

with nanometer-sized metal/alloy particles [60]. To obtain a deeper insight into the

basic processes occurring during chemical reactions on nanoparticles, one possible

approach is to replace the real catalyst by epitaxial nanoparticles with a well-defined

orientation relationship and size distribution, grown by physical vapor deposition

onto single crystal oxide supports [61]. Such a system allows operando X-ray stud-

ies under realistic pressures at elevated temperatures, giving detailed insight into

structural and morphological changes during the reaction. Fcc metals like Pd, Rh

and Pt grow on MgO(100) and MgAl2O4(100) in the (100) direction with truncated

octahedral shape exposing mainly (111)- and (100)-type facets under UHV condi-

tions.

Using reciprocal space mapping, Pd nanoparticles on MgO(100) with diameters

in the range of 5–9 nm were shown to form nanometer sized (112)-type facets under

10
−5

mbar oxygen exposure and 570 K, which is reversible under CO exposure [62].

In contrast, for Rh nanoparticles (100)- and (111)-type facets are stabilized under

similar conditions by the formation of a surface oxide trilayer O-Rh-O shell, which

was detected in corresponding X-ray diffraction line scans [63]. The Rh surface oxide

formation is accompanied by a nanoparticle shape change increasing the (100) sur-
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Fig. 3.5 Oxidation of Pd nanoparticles [65]. a Combinatorial sample architecture with nanoparti-

cle stripes of different average diameter. b High energy X-ray diffraction scheme using a 2D detector.

c Oxidation scenario for different nanoparticle size regimes

face area, which can be rationalized on the basis of the higher stability of the surface

oxide on the Rh(100) surface [64]. Also in this case, the shape change is found to be

reversible under CO exposure.

For the systematic investigation of size- and composition-dependent phenomena,

a novel approach was developed combining high-energy grazing incidence X-ray

diffraction with a combinatorial sample architecture. The size-dependent oxidation

of epitaxial Pd nanoparticles on MgO(100) was investigated in the regime from

4–24 nm, revealing that the formation of a polycrystalline passivation layer is only

observed for particle sizes above 9 nm [65]. For smaller particles the growth of epi-

taxial PdO is found instead (Fig. 3.5).

Alloying of Rh with Pd leads to a very different oxidation behavior: The

composition-dependent oxidation of Pd-Rh nanoparticles on MgAl2O4(100) in the

size regime 5–10 nm gave evidence for a preferential Rh oxide formation accompa-

nied by oxidation-induced Rh surface segregation [66]. Pd oxide formation was only

observed for pure Pd nanoparticles. For epitaxial Pt nanoparticles on MgO(100) the

formation of higher-index facets was observed after oxidation at 570 K in the pres-

sure regime of 10
−3

mbar to 0.5 bar, which was found to be non-reversible under

CO exposure in contrast to the Pd and Rh case [67]. The formation of epitaxial PtO2
and Pt3O4 was observed, which was stable under vacuum annealing up to 923 K,

pointing to strong kinetic barriers for their reduction.
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3.4 In situ Catalytic Studies Using Batch Reactors

In this chapter examples of in situ catalytic reactions using a batch reactor by com-

bining SXRD and mass spectrometry will be described. Here we will focus on Pt, Ru,

Pd, and Rh surfaces during CO oxidation reactions as well as the Ru surface during

HCl oxidation. As pioneering work it was demonstrated that the CO induced (2x1)

reconstruction on Ni(110) is at room temperature stable up to atmospheric pressures

[68]. The hydrogenation of butadiene over a Ni0.92Pd0.08(110) model catalyst was

investigated in batch mode [69], but this is not discussed in detail here. At the end of

the section, results on batch experiments of model nanoparticle catalysts on single

crystal oxide supports are presented.

3.4.1 CO Oxidation Over Pt

The first in situ SXRD CO-oxidation experiment using a batch reactor and a sin-

gle crystal surface as a model catalyst was presented in 2005 [70]. In this study, a

Pt(110) surface during CO oxidation at pressures up to 0.5 bar and temperatures up

to 350
◦
C was studied. Prior to the CO oxidation experiments, the initial oxidation

of the surface was investigated. At an oxygen pressure of 500 mbar and a sample

Fig. 3.6 a Bottom left In-plane reciprocal space map of the Pt(110) substrate (open circles), with

the incommensurate, quasihexagonal oxide overlayer (only Pt atoms are shown, solid circles). Bot-
tom right The in-plane reciprocal space map of the (1×2), commensurate oxide overlayer (crosses).

The ball models show the real-space structures of the two oxides. b Simultaneously measured X-ray

diffraction intensity at (0, 1.42, 0.5) from the quasihexagonal oxide (top panel) and partial pressures

of CO, O2, and CO2 (bottom panel). Separate CO pulses were admitted to the reactor, which was

initially filled with 500 mbar of O2 at a temperature of 350
◦
C. The sharp peaks in PO2 are an artefact

due to the sudden increase of total pressure at each CO pulse. From [70]
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temperature of 350
◦
C, the formation of an incommensurate quasihexagonal 𝛼-PtO2

oxide layer was observed. The structure found is described in Fig. 3.6. When CO

was introduced together with oxygen, the catalytic oxidation of the CO into CO2
could be observed. The experiment is shown in Fig. 3.6b, in which the intensity of

the oxide peak (top part) is probed simultaneously with the O, CO and CO2 pressures

as a function of time. When the oxidized Pt surface is exposed to relatively moderate

amounts of CO (Fig. 3.6b, “a” to “c”), the oxide layer is roughened by the reaction,

but the surface remains oxidized and exhibits a high reaction rate. When exposed to

higher pressures of CO (Fig. 3.6b “d”), the oxide is completely reduced, as indicated

by the section termed metallic phase in Fig. 3.6b. A simultaneous decrease in the

reactivity was observed. After point “d”, the CO is consumed in the batch reactor by

the oxidation into CO2, and the CO/O pressure ratio is continuously reduced, since

two CO molecules are consumed by one O2 molecule. When the CO pressure is suf-

ficiently low, the surface re-oxidizes, which can be seen by the re-appearance of the

diffraction signal from the incommensurate 𝛼-PtO2. However, the reaction rate cal-

culated from the increase in the CO2 signal increases sharply about 20 min before

the re-appearance of the oxide signal. Instead, a set of new diffraction peaks could

be detected simultaneously with the increase in reaction rate (not shown). These

peaks were found to correspond to a commensurate (1×2) surface structure. The

structure could only be observed under reaction conditions, any attempt to quench

the structure by cooling and evacuating the chamber resulted in the disappearance

of the diffraction spots. By structural measurements during the reaction combined

with DFT calculations, the commensurate structure shown in Fig. 3.6a (right) could

be proposed, which involves the presence of one carbonate ion per unit cell. These

observations show that in situ measurements under actual reaction conditions are

crucial for a meaningful investigation of the surface structure and chemical behavior

of this model catalyst. Clearly, the presence and role of the commensurate (1×2)-

layer could not have been found either in experiments under UHV or in so-called

pre- and post-reaction experiments.

3.4.2 Ru

3.4.2.1 CO Oxidation Over Ru

The oxidation and reduction of a Ru(0001) surface was investigated by He et al. [71]

paving the way for CO oxidation experiments over the Ru(0001) surface at realistic

conditions using SXRD. The catalytic CO oxidation over the Ru(0001) surface was

investigated in detail using the above batch reactor [72, 73]. In essence, the stud-

ies were conducted to compare the CO2 production in the presence of the so-called

metallic phase and in the presence of an oxidized Ru(0001) surface, the RuO2(110)

surface.

In a first set of experiments the investigations were made under isothermal condi-

tions [71]. An example of the experiments is shown in Fig. 3.7. The temperature was
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Fig. 3.7 The activity of CO oxidation and the surface structure of the Ru(0001) surface during

isothermal conditions. The experiment starts with P(O2) = 70 mbar and P(CO) = 105 mbar at a

sample temperature of 275
◦
C. From the CO2 partial pressure and a gas temperature of 25

◦
C the

TOF can be determined. The RuO2(110) can be identified after about 200 s in the repetitive l-scans

at h = 0.73. The appearance of the RuO2(110) reflection can be correlated to an increase in the

TOF. From [74]

kept constant at 275
◦
C with initial O2 and CO partial gas pressures of 70 and 105

mbar, respectively. At the beginning of the experiment, the activity is low, but not

zero. Since twice as many CO molecules are consumed compared to O2, the environ-

ment becomes increasingly oxidizing, and after 200 s the surface transforms from

the metallic state into the RuO2(110) state, in conjunction with a significant increase

of the CO2 production and turnover frequency (TOF). This observation indicates

that the presence of a RuO2(110) phase results in a more active phase than the non-

oxidized surface.

Similar experiments were done at different temperatures, and it was found that

the metallic and the RuO2(110) phase had an approximately equal TOF at 255
◦
C

but that the RuO2(110) phase had a higher TOF at 275
◦
C and higher temperatures.

Furthermore, a significant reaction-induced temperature increase of the sample was

observed at temperatures of 275
◦
C and higher. In a second set of experiments [72]

the effect of changing the temperature of the sample was investigated. Also in this

study it was concluded that the metallic and the RuO2(110) phases were almost equal

at temperatures below 245
◦
C while at higher temperatures the RuO2(110) was more

active.

3.4.2.2 HCl Oxidation Over Ru

The oxidation of hydrochloric acid (HCl) by oxygen (O2) into water (H2O) and chlo-

rine (Cl2), the so-called Deacon process [75], is an important reaction for the indus-

trial chlorine production. Recently, it was observed that RuO2-covered TiO2 leads

to an efficient catalyst for the Deacon process [76]. Fundamental studies of the HCl
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interaction with the RuO2(110) surface have shown that Cl atoms replace the bridg-

ing oxygens in the top-most RuO2(110) layer [77], and that the oxidation of HCl into

H2O and Cl2 appears to follow the Langmuir-Hinshelwood (LH) mechanism along

the rows of under-coordinated Ru sites [74, 78], at least under UHV conditions. The

stability of the RuO2(110) during HCl oxidation at more realistic conditions was

studied [79] using in situ SXRD in a similar batch reactor as described above, the

difference being a replacement of the cylindrical X-ray Be window with a 1 mm thick

Al window, to avoid to brittle the Be due to high HCl exposures. It could be shown

that in pure HCl at a pressure of 1 mbar both the RuO2(110) and the RuO2(100) are

stable up to a temperature of 325
◦
C, but are reduced at temperatures above 325

◦
C.

By introducing oxygen, the thickness of the RuO2(110) and RuO2(100) films were

even observed to increase at temperatures as high as 345
◦
C at oxidizing reaction

conditions. By combining the SXRD data with online mass spectrometry the mean

turnover frequencies could be determined in the presence of the RuO2(110) and

RuO2(100) surfaces, indicating that the HCl-oxidation is structure insensitive.

3.4.3 CO Oxidation Over Rh

The CO oxidation over Rh catalysts has been studied for a long time under UHV

[80, 81] as well as under more realistic conditions [82]. However, very little is

reported on the surface structures of Rh model catalyst surfaces under more real-

istic pressure conditions.

The surface structure over Rh(111) and Rh(100) surfaces during CO oxidation

at elevated pressures and temperatures was studied by SXRD combined with mass

spectrometry using the batch reactor as described above [83, 84].

Previous oxidation experiments have shown that the same surface oxide forms

on Rh(111) [45], Rh(100) [51], and Rh(110) [52] surfaces as well as on vicinal Rh

surfaces [59, 85]. In addition, the same surface oxide has been found to form on

PtRh(100) [86] as well as on Rh nanoparticles [63, 87, 88]. The structure of the

trilayer surface oxide is shown in Fig. 3.8a.

Armed with the information from the oxidation studies, the expected reciprocal

space for the surface oxide on Rh(111) is shown in Fig. 3.8b. Using a point detec-

tor, the scan shown in Fig. 3.8c (left) across the surface oxide allows to detect the

presence of the surface oxide combined with online mass spectrometry at a constant

temperature of ∼240
◦
C. The results are shown in Fig. 3.8d–g. In Fig. 3.8d the par-

tial pressures of O2, CO, and CO2 are shown. Initially, a partial O2 pressure of 300

mbar was introduced in the reactor, and at time t = 0 s 300 mbar of CO was added

to the reactor, starting the CO oxidation and the formation of CO2. The CO2 partial

pressure is increasing linearly at the same time as the CO and O2 are decreasing as

expected. After around 300 s a sharp increase in the CO2 partial pressure is observed

in conjunction with sharp decreases of the O2 and CO pressures. The CO2 produc-

tion shown in Fig. 3.8e displays only a weak increase until t = 3300 s, when there

is a sudden strong increase of the CO2 production. In Fig. 3.8f, the surface oxide
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Fig. 3.8 a Model of the surface oxide found on all investigated Rh surface orientations, here shown

on top of a (111) surface. b Reciprocal space map for Rh(111), including the surface oxide as well

as the corundum-structured bulk oxide. c Line scan along the red line in (b). d partial pressures of

O2, CO, and CO2. e CO2 production as derived from (d). f consecutive SXRD scans along the red
line in (b), showing the presence or absence of the surface oxide. g sample temperature during the

experiment. From [83]

scans, as shown in Fig. 3.8c (left), are shown. When only oxygen is present at this

temperature, the surface oxide can be observed, but as soon as the CO is introduced

at t = 0 s, the diffraction from the surface oxide disappears. At around t = 3300 s,

the surface oxide peak re-appears, in conjunction with the sharp increase in CO2
production as observed using mass spectrometry. Finally, the sample temperature is

shown in Fig. 3.8g, showing that the temperature is decreasing due to the introduc-

tion of the CO at t = 0 s, a slow increase until t = 3300 s is observed, at which a

strong increase of the sample temperature is detected, indicating heating due to the

exothermic nature of the CO-oxidation reaction.

The slow increase of the CO2 production from t = 0 s to t = 3300 s can be related

to a gradual decrease of the CO poisoning of the surface as the gas composition is

slowly changed in the reactor. At t = 3300 s, CO suddenly desorbs from the surface

and the reaction rapidly becomes mass-transfer-limited (MTL) instead of reaction-

limited. In fact, at this point almost all CO in the vicinity of the sample is converted

into CO2 resulting in the sharp peak as observed in the mass spectrometry. The sur-
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face oxide is rapidly formed due to the excess oxygen in the vicinity of the sample and

the increased temperature. From these measurements, it is not possible to determine

the active phase, however, in the case of the PtRh(100) experiments [86], calcula-

tions showed that the most active phase was on the border between the Rh surface

oxide and the Pt surface underneath. An almost identical experiment was performed

for the Rh(100) surface, which showed that the general behavior in terms of surface

structure vs. reactivity was the same as for the Rh(111) surface.

3.4.4 Batch Reactor Studies of Nanoparticle Model Systems

A limited number of batch reaction studies on well-defined nanoparticles on single

crystal oxide supports combined with surface sensitive X-ray diffraction was per-

formed: In a systematic investigation the nanoparticle size dependence of the CO

oxidation turnover frequency was investigated for Au on TiO2(110) [89]. The high-

est reactivity was found for a particle diameter of 2.1 nm. In a batch reactor CO

oxidation experiment over Pd nanoparticles on MgO(100) with truncated octahedral

shape it was observed that carbon is dissolving into the Pd nanoparticles under reac-

tion conditions [90]. At the same time, the produced CO2 was found to interact with

the MgO(100) substrate thereby leading to carbonate formation and a de-activation

of the catalyst.

3.5 Operando Studies Under Flow Conditions

This section will give a summary of the current state of research of X-ray diffraction

experiments using the flow setup described in Sect. 3.2.3. Again, almost all of these

studies concern CO oxidation over Pd, Rh, and Pt, but also include a study of methane

oxidation over Pd(100).

3.5.1 CO Oxidation Over Pd(100)

As discussed above, there is a debate going on concerning the active phase of Pd(100)

during catalytic CO oxidation in O2 excess. The first use of the flow reactor at ID03

was also directed towards this debate [91, 92].

In [91], a set of measurements is discussed under conditions that were as similar as

possible to those used in [93] when a “hyper-active phase” between the CO-poisoned

metallic state and the mass-transfer-limited regime was identified. The results were

very closely reproduced, with the difference that there were no signs of any extra

active phase in between the metallic and mass-transfer-limited regimes. In [93] it

was concluded that the most active phase is metallic, covered by adsorbed oxygen,
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while the SXRD measurements in [91] clearly showed that the surface is oxidized

when the catalytic activity is high.

In a follow-up study the phase diagram of Pd(100) under different reaction con-

ditions was mapped out [92]. The clean sample was exposed to a flow of 50 mln/min

(1 mln is the number of molecules corresponding to 1 ml at standard pressure and

temperature) with different CO to O2 ratios using Ar as a carrier gas at a total pres-

sure of 200 mbar. Simultaneously the surface phase was monitored in situ by SXRD.

Using a 2D detector, a common reflection of the PdO surface and bulk oxides was

monitored.

The resulting phase diagram is shown in Fig. 3.9. The markers indicate more

exactly under which conditions the measurements were done, and whether the sur-

face is metallic (solid symbols) or oxidized (open symbols). To the right of the solid

zig-zag line, the surface is metallic and the catalytic activity is relatively low, but

increases with temperature. To the left of this line, the activity of the sample is high

enough for the measurements to be mass-transfer-limited, and SXRD always reveals

an oxide. The nature of this oxide, however, depends on the conditions. The conclu-

sion drawn from these measurements is that, as soon as the activity of the sample is

high enough to be mass-transfer-limited, the surface also exposes an oxide. Hence it

was argued that the oxide phases must be more active than the metallic surface.

Fig. 3.9 Recorded diffraction signal as a function of the P(O2):P(CO) ratio and sample tempera-

ture. The total gas pressure in the reactor was kept constant at 200 mbar, the partial CO pressure

was kept constant at 10 mbar. Oxygen and argon were mixed in the flow to obtain the desired

O2:CO ratio. Open symbols denote the presence of an oxide, filled symbols denote that the surface

was metallic in nature. The thick black line indicates the boundary between the metallic and oxidic

phases. From [92]
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Another interesting phenomenon in catalysis are self-sustained reaction oscilla-

tions, which were studied during steady-state CO-oxidation over Pd(100) [94]. At a

sample temperature of 447 K and an incoming gas flow of 500 mbar O2, 25 mbar

CO, and 675 mbar Ar, the CO2 production rate is found to oscillate spontaneously

between the MTL and very low activity. As above, operando SXRD reveals that

the surface is oxidized in the high-activity regime and metallic in the low-activity

regime. In addition, the authors have analyzed the width of the diffraction peaks and

correlate it to the roughness and number of steps at the surface. In the highly-active,

oxidized phase, the surface is found to get rougher and rougher, until the activity

switches. In the following low-activity metal phase, the surface smoothens again,

until the next switch to high activity. The authors therefore conclude that the oscil-

lations are controlled by the step density at the surface. A high number of steps sta-

bilizes the low-activity metal surface, while a smooth surface more easily oxidizes

into the high-activity phase.

3.5.2 CO Oxidation Over Rh(111)

Also CO oxidation over Rh(111) has been studied in the flow reactor [95, 96]. In

flows of different gas mixtures, around a stoichiometric mixture of CO and O2, the

Rh(111) sample was heated and cooled while the catalytic activity and the presence

of the surface oxide were monitored by mass spectrometry and SXRD, respectively.

The activity follows the sample temperature smoothly until a sample temperature

of between 200 and 250
◦
C. At this temperature, the experiments performed in an

excess of O2 show a sudden jump into a highly active mass-transfer-limited regime,

while in a CO-rich gas flow, the activity continues to increase smoothly with the

temperature. The SXRD measurements reveal that the switch to the mass-transfer-

limited regime (in O2 excess) coincides with the appearance of a surface oxide. The

surface-oxide signal does not grow to full strength immediately, which suggests a

combination of low coverage and small domains.

3.5.3 CO Oxidation Over Stepped Surfaces

The above discussion makes it very clear that surfaces change drastically with the

exposure to reaction gas mixtures. This is not less true for stepped surfaces, which are

used to investigate the effect of defects on catalytic reactions [97, 98]. Since CTRs

are always perpendicular to the surface, the appearance of new facets is revealed by

the appearance of CTRs in new directions. Figure 3.10 shows a map of reciprocal

space around the Pt(977) Bragg reflections at (H,K,L) = (16, 0, 5) and (18, 0, 28)
[97]. Vertically from these Bragg reflections there are two CTRs revealing the overall

(553) orientation of the surface. In addition, there is one CTR connecting the Bragg

reflections, and hence leaning slightly. This CTR is perpendicular to the (111) facets
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Fig. 3.10 a Side view of the (977) surface and representation of the A and C vectors in direct space.

C is perpendicular to the 997 planes and A has a length twice the step separation. b Diffracted

intensities in a portion of the plane (H,L) at K = 0 in reciprocal space. The H and L axes are

parallel to vectors A and C respectively. The intense red spot at (H, L) = (18, 28) arises from a

Bragg reflection from the bulk of the crystal. The diffuse intensity streak emanating from the Bragg

reflection, parallel to the L axis, is a crystal truncation rod (CTR) of the 977 surface plane. At (H,

L) = (16, 5) there is another Bragg reflection which tail is visible in the lower part of the figure.

Again, its associated diffraction rod from the stepped surface parallel to the L axis is noticeable.

In addition, an inclined diffuse intensity line connecting the two bulk Bragg reflections is visible.

It corresponds to a diffracted rod from (111) surface planes indicative of the existence of surface

(111)s facets. From [97]

that make up the terraces between the steps. For a perfect (977) surface, the (111)

CTR should cancel out, but there are always small variations in the terrace size,

such that for the clean surface a combination of (997) and (111) CTRs was found.

During this study, the evolution of the (111) and (997) facets is followed by line scans

revealing the intensity of the corresponding CTRs, while the reaction gas mixture is

varied. In a stoichiometric mixture of CO and O2 the (977) facet becomes more

visible, while excess of either CO or O2 causes rearrangements of the surface into

larger (111) facets. In order for the macroscopic surface orientation to remain in the

(977) direction, the growth of (111) facets must be accompanied by step bunching,

but the structure of the areas where the steps bunch together is unclear from the

present study.
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Similar observations were made for the Rh(553) surface [98]. Analogous to the

Pt(977) case above, in close to stoichiometric gas mixtures with slight CO excess, the

presence of (553) and (111) CTRs is reported, while larger excess of CO or excess

of O2 both results in faceting of the surface. Here, the 2D maps make it possible to

find out what happens in the areas with increased step intensities. In CO excess the

formation of a CTR in the (110) direction is found, while O2 excess results in new

(331) rods, showing that facets with the corresponding orientations are formed. In

addition, at large excess of O2, there is an extra rod in the (111) direction, showing

the formation of the surface oxide on the enlarged (111) terraces.

3.5.4 Methane Oxidation Over Pd(100)

Another example of the use of the 2D detector to identify the active phase of a

Pd(100) model catalyst is methane (CH4) oxidation [99]. In relatively low pressures

(P(CH4):P(O2) = 0.1:0.5 mbar), the surface is always inactive in the oxide phase

and the activity starts when the temperature is high enough in order to transform the

surface into a metallic state. The 2D diffraction map of the oxide, both in the begin-

ning and in the end, shows a vertical extended reflection, which is indicative of an

ultrathin surface oxide.

At higher pressure (P(CH4):P(O2) = 6:16 mbar), however, there is an active

regime at lower temperatures where the surface is still oxidized, but the activity

drops before it increases again when the surface turns metallic. As the temperature

increases, the detector images evolve from a vertical line with rather smooth inten-

sity through a vertical line with intensity more and more concentrated in one spot, to

a strongly leaning line with a very strong maximum. This reflects the development

of the oxide from a surface oxide through an epitaxial bulk oxide into a polycrys-

talline oxide structure. Theoretical calculations have predicted that an oxide growing

on Pd(100) will expose PdO(101)-oriented surface facets, while PdO on its own (or

a thick enough film on Pd(100)) will expose (100) oriented facets. Hence the follow-

ing conclusions can be drawn from the measurements: They show the transformation

from a surface oxide to an epitaxial oxide exposing (101) facets, and finally the oxide

gets thick enough to lose its registry with the substrate, becomes polycrystalline and

exposes (100) facets. This would also explain the activity variations, as PdO(101)

exposes undercoordinated Pd atoms that are predicted to be the active sites, while

PdO(100) does not expose such sites.

3.5.5 The Use of Large 2D Detectors in Combination
with High X-ray Photon Energies

Finally, surface-sensitive X-ray diffraction is right now going through a revolution

with the use of large 2D detectors. As demonstrated in [100, 101], the combination

of high-energy X-rays (70–90 keV) and a large 2D detector makes it possible to col-
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Fig. 3.11 In situ HESXRD data from the surface oxide on Pd(100) measured during CO oxidation

in a flow of 6 Torr CO and 3 Torr O2 at a sample temperature of 600 K. a Top and side view of

the relevant oxygen-induced (

√
5 ×

√
5)R27◦ surface oxide structure. The structure is an O-Pd-O

trilayer corresponding to one PdO(101) plane. b All images collected during the rotational scan

combined into a single image, in which the CTRs and superlattice rods can be directly seen. c and d
Extracted (dots) CTRs and superlattice rods from the rotational images as seen in (b), and calculated

structure factors (full lines). From [100]

lect from a single-crystal surface a large range of diffraction angles with a stationary

detector, and through a simple rotation of the sample, a 3D map of the reciprocal

space is acquired in about 15 min. The strength of the combination of high photon

energies with 2D detectors for the investigation of epitaxial nanoparticle model cat-

alyst systems was discussed in Sect. 3.3.3. As illustrated by Fig. 3.11 for the case of

the Pd(100) surface during CO oxidation, the resulting data can be represented in

several different ways in order to directly show the presence of different CTRs and

superstructure rods, and to extract data for quantitative surface-structure determina-

tions. These measurements are superior to conventional SXRD in the sense that they

speed up the measurements by several orders of magnitude. In conventional SXRD it
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is practically impossible to map out the reciprocal space in 3D, which means that it is

very easy to miss structures that are not expected. This is not the case with the large

2D detector. The large detector is also able to explore a higher fraction of the recip-

rocal space without rotating the sample, which improves the use of time-resolved

measurements. This is especially true for the combination with high-energy X-rays,

since the flatter Ewald sphere makes it easier to select an interesting area to cover.

Future experiments using high energies will enable the investigation of nanoparti-

cle model catalysts under flow reaction conditions [102], and the combination with

other techniques such as laser induced fluorescence or Fourier transform infrared

spectroscopy will shed new light on the open questions concerning the most active

phase of a catalyst under flow reaction conditions.
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Chapter 4
From Spectator Species to Active Site
Using X-ray Absorption and Emission
Spectroscopy Under Realistic Conditions

Maarten Nachtegaal, Urs Hartfelder and Jeroen A. van Bokhoven

Abstract X-ray absorption and emission spectroscopy experiments on metal-
supported catalysts are described. Time- and space-resolved spectroscopy measure-
ments enable determining the electronic and geometric structures of the catalytically
active elements at any location within a real reactor and under actual reaction con-
ditions. Methods that distinguish spectator from active species are described. The data
survey shows that there is not one single phase that is responsible for activity. Con-
version leads to changes in gas composition, affecting the structure. Within a single
reactor, multiple phases can be present, which is certainly the case under oscillating
conditions. Platinum catalysts contain lowly-active phases that are associated with
carbon monoxide poisoning. Highly-active phases form after complete desorption of
carbon monoxide. Such a surface is also prone to very rapid surface oxidation. The
relationship between these phases and catalytic activity in carbon monoxide oxidation
is discussed.

4.1 Introduction

In situ and operando catalyst characterization methods using X-ray absorption and
emission spectroscopy (XAS and XES) are indispensable tools to determine the
structure of catalytically-active sites under working conditions [1, 2]. By using
these techniques, the local electronic and geometric structure (up to ca. 6 Å) around

M. Nachtegaal
Paul Scherrer Institute, 5236 Villigen, Switzerland
e-mail: maarten.nachtegaal@psi.ch

U. Hartfelder ⋅ J.A. van Bokhoven (✉)
Institute for Chemical and Bioengineering, ETH Zurich, 8093 Zurich, Switzerland
e-mail: jeroen.vanbokhoven@chem.ethz.ch

U. Hartfelder
e-mail: urs.hartfelder@chem.ethz.ch

J.A. van Bokhoven
Paul Scherrer Institute, 5236 Villigen, Switzerland

© Springer International Publishing Switzerland 2017
J. Frenken and I. Groot (eds.), Operando Research in Heterogeneous Catalysis,
Springer Series in Chemical Physics 114, DOI 10.1007/978-3-319-44439-0_4

89



the atom of interest can be determined. X-rays of sufficiently high energy (4 keV or
higher) have a high penetration depth, so that catalysts in an actual reactor can be
measured and the catalyst structure under reaction conditions can be accessed in an
element-specific manner. Because of the strong interaction of reactants and inter-
mediates with the catalyst surface, the catalyst structure varies with the conditions.
To perform time-resolved XAS or XES experiments, a high flux of X-rays is
needed, which is provided by synchrotron light sources. In general, each syn-
chrotron has at least one beam line dedicated to X-ray spectroscopy, many of which
are dedicated to catalysis research [3].

In an X-ray absorption experiment, a monochromatic X-ray beam is scanned
around the absorption edge of the element of interest. A core electron is excited by a
photon when the energy of the incoming photon matches or exceeds the binding
energy of that core electron. At that energy, a sudden jump in absorption occurs
(Fig. 4.1). The exceeding energy of the incoming photon is given to the outgoing
photon as kinetic energy. Because the absorption coefficient is a function of the
X-ray energy, the absorption signal is modulated. Just above the absorption edge,
the outgoing photon does not contain enough kinetic energy to be excited into the
vacuum and instead could be excited to unoccupied electronic states. In case of
excitation of an electron in the K shell, a 1s electron is excited into empty p density
of states, which is the dipolar transition, respectively empty d density of states, the
quadrupolar transition. Exciting an electron from the L shell probes p density of
states (L1 edge, 2s electron excitation), respectively d density of states (L2,3 edges,
2p excitation). From these considerations, the following becomes clear: i. XAS is
element specific, because of the unique binding energy of each element’s electron;
ii. X-ray absorption K and L1 edge spectra measure the empty p density of states
and are thus sensitive to geometry and oxidation state; iii. L2,3 edge spectra probe
empty d density of states. In case of K edge absorption, the weak signals of the

Fig. 4.1 Transmission of X-rays through matter as function of X-ray energy. Sharp rises in
absorption occur at energies equal to the binding energy of electrons (a). A XAS spectrum is
typically divided into three regions, the pre-edge, the XANES, and the EXAFS regions (b). The
pre-edge and XANES are separated by the absorption edge, characterized by the sharp increase in
X-ray absorption. The bottom line corresponds to a Cu K-edge spectrum, the top line to a Pt L3-
edge XAS spectrum
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quadrupolar transition probe d density of states. When measuring transition metals,
measuring the L3 edge may be attractive, because it tracks the anti-bonding states of
adsorbates on the surface and is sensitive to the mode of adsorption in a quantitative
manner (Fig. 4.2) [4]. In summary, the X-ray absorption near edge region (XANES)
provides element-specific information on the empty density of states.

Observing the modulation of absorption over a much longer energy interval
yields EXAFS data, which probe the local environment around the X-ray absorbing
atom. The averaged coordination, the distance to the near neighbors, and the dis-
order (Debye-Waller factor) can be obtained from fitting of the EXAFS spectra [5].

In addition to X-ray absorption, X-ray emission yields complementary infor-
mation. An X-ray emission spectrum tracks the emitted fluorescence upon elimi-
nation of the core-hole generated by the photon absorption. This experiment probes
the filled density of states and is thus a complimentary tool to determine the elec-
tronic structure. Because the type of neighbors and oxidation state determine the
electronic structure X-ray emission spectroscopy is a sensitive tool for their deter-
mination [6–8].

In situ cells that enable measuring X-ray absorption and X-ray emission spec-
troscopy on working catalysts have been around for many decades [9]. They can be
constructed because the X-rays of sufficiently high energy used for X-ray absorp-
tion and emission spectroscopy penetrate through thin reactor walls. Heterogeneous
and homogeneous reactions can be accessed at high pressure (in excess of 100 s
bar) and temperature (beyond 1000 °C) [10]. Such measurements yield the structure
of the functioning catalyst, sometimes performed under industrial conditions.
A complication of the high penetration depth of X-rays is that an average of all
structures of the measured element is yielded. Thus, in case the catalytically-active
site relates to a minority of all species within the sample, it is difficult to extract the
exact structure of the site. However, because X-ray absorption and emission

Fig. 4.2 Formation of bonding and anti-bonding states upon bonding of an adsorbate a with an
atom and b on a metal surface. XAS probes the empty (anti-bonding) states and XES the filled
(bonding and non-bonding) states. Reproduced with permission from [50]
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spectroscopy is particularly sensitive to differences between spectra, modulation of
conditions and analyzing the changes in the spectra yields the structure of the sites that
respond to the modulation in the conditions [11–13]. Transient and modulation-
excited spectroscopy coupled with time-resolved measuring enables the selective
removal of the spectator species signals [14]. Thus an enormous enhancement of
sensitivity is obtained.

During a catalytic cycle, the structure of a catalyst changes. After reactant
adsorption, a chemisorbed intermediate forms, which causes a change in structure
and possibly oxidation state of some of the atoms making up the catalytically-active
site; Then, the surface reaction occurs, which changes the adsorbed intermediate
and with that possibly the site structure; Finally desorption of the product yields the
original site free of adsorbates. During a steady-state experiment, the time-averaged
structure of the site will be probed, which is dominated by the resting state of the
catalyst. To enable following the evolution of catalyst structure, time-resolved
measurements are essential as will be highlighted in this chapter.

This chapter features selected in situ and operando XAS and XES experiments
that relate to carbon monoxide oxidation over platinum catalysts. It is highlighted
how catalyst structure and structural changes can be deduced from static and
transient experimental spectra. The vast majority of atoms within a catalyst do not
contribute to catalytically-active sites.

4.2 Transient X-ray Absorption Spectroscopy

Time-resolved measurements are crucial for in situ studies of dynamic chemical
systems in non-steady state environments, such as the elucidation of the structure of
intermediates involved in chemical processes or the kinetics of transient phenomena
in the structure of the catalyst and the catalyst-reactant interface. Traditionally, the
collection of XAS spectra has been slow (10–15 min per scan) so that only
structural information of the progress of slow reactions could be obtained. With the
advent of highly brilliant third generation synchrotron sources and the development
of dedicated monochromators, detectors and data acquisition systems, structural
changes that occur during reactions proceeding on timescales of (sub) seconds to
several minutes can be followed. Time resolved XAS (quick XAS [15, 16] and
energy dispersive XAS [17, 18]), with an ultimate time resolution of a few mil-
liseconds per spectrum, allow to identify the structure of intermediates in catalytic
reactions. When coupled with techniques to determine the performance/activity of
the catalyst, for example mass spectrometry or gas chromatography, true
structure-performance relationships can be obtained. However, as pointed out by
Bravo-Suárez et al. [19], the sole identification of the presence of intermediate
species is not sufficient proof that they are truly reaction intermediates; They could
be spectator species during the actual reaction. Oyama and coworkers showed the
value of transient XAS for the identification of active sites by studying the epox-
idation of propylene by gold catalysts: They showed that the rate of structural
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change of the titanium site corresponds to the observed global reaction rate [19].
This was one of the first reports that showed the strength of transient XAS, in which
solid-state kinetic estimations were carried out by XAS spectroscopy and were
directly coupled to the global reaction rate to determine if intermediates were
involved in the reaction.

Gas phase reactions in an in situ catalytic cell are typically triggered by a fast
exchange of reactive gases. By using gas lines and capillaries with small inner
diameters and by positioning the capillaries close to the fast switching valves,
reactions at the beginning of the reactor bed can be triggered within a few mil-
liseconds. The changes then typically happen within a few tens of milliseconds up
to a few seconds. Thus, in order to detect changes well, the detection limit for
spectroscopy ultimately needs to be a few milliseconds. Currently there are two
fundamental different approaches that reach this time resolution, each with its
advantages and disadvantages. Both these techniques need very powerful X-ray
sources, so-called third generation synchrotron sources, which provide at least 1012

monochromatic photons per second.
With QuickXAS, the monochromatic beam is selected from the polychromatic

synchrotron beam by the use of a channel-cut crystal (i.e. two well defined crystal
surfaces carved out in one crystal block). The first crystal selects out the energy
from the polychromatic beam according to Bragg’s law. The second crystal is
needed to maintain a fixed exit of the beam and thus a stable beam position at the
sample. This channel-cut crystal is then oscillated back and forth, i.e. moved
through an energy range of a few 100 eV up to a few keV. Currently, mechanics
allow for an oscillation of 50 Hz, the limitation is rather the speed of the detection
system. A time resolution is achieved on the order of 10 ms for a full EXAFS
spectrum (1000 eV), which is what one ultimately needs to follow solid-gas
interface reactions in a capillary reactor. The main advantage of QEXAFS is that it
is easily integrated into any existing XAS beamline.

The energy-dispersive XAFS technique has preceded the developments of QEX-
AFS and hasmeanwhilematured at a few synchrotron sources. Nowadays one obtains
a milli-second time resolution with this technique. In energy dispersive XAS a curved
crystal polychromator disperses and focuses a polychromatic X-ray beam onto the
sample. The transmitted beam is then detected by a position-sensitive detector. The
ultimate time resolution is only determined by the readout speed of the detector and the
number of photons available in such a small time scale. EDXAS requires a very stable
beamline setup and is thus available on a few dedicated beamlines.

The high time-resolution of XAS combined with modulated excitation offers the
possibility to pick up small structural changes in a catalyst mediated through the
modulation excitation. In a modulated excitation experiment, a material is excited
with a periodically alternating external stimulation such as temperature, pressure,
magnetic field, pH, potential, or concentration. At the same time the response of the
catalyst is monitored with time-resolved spectroscopy. One can then analyze the
large time-resolved data set either with multivariant analysis tools or with
phase-sensitive detection. In phase-sensitive detection (PSD), the measured system
response towards the modulated excitation, in our case the set of XAS spectra, is
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filtered with the excitation frequency. Processes with periodically repeated oxida-
tive regeneration are prime examples of such a modulation experiment, where the
material is periodically exposed to alternating gas compositions. Mathematically
phase-sensitive detection is described by the following equation [20]:

AϕPSD
k

k ðEÞ= 2
T

Z T

0
AðE, tÞ sinðkωt+ϕPSD

k Þdt ð4:1Þ

where A(E, t) is the original signal (i.e. the XAS spectrum) as a function of time
t and energy E, k = 1 is the fundamental harmonic, ω is the frequency of the
external stimulation, ϕPSD

k is the demodulation phase angle, and T = 1/ω is the
modulation period. Recent modulated excitation XAS experiments showed the
feasibility of recording demodulated XAS spectra [11, 21, 22]. These studies
demonstrated that minority species can be detected in modulation excitation XAS
and that noise and spectator species are removed from the demodulated XAS
spectra. By calculating the demodulated spectrum A(E) for phase angles between 0
and 360°, the spectra are transformed from the time-domain into a phase-domain.
This mathematical procedure cancels out all parts of the measured spectra that do
not follow the excitation frequency ω. These parts include the spectator species and
noise. Thus, demodulated spectra contain only the differences between different
phase angles of the modulation period. In other words, PSD is sensitive only to the
changes imposed by the external stimulus. When the XAS spectra only show two
distinct states, the demodulated spectra will show the same spectral features as the
difference spectrum of spectra of these two distinct states, only with much less noise
[12]. The modulated excitation approach has further been applied to infrared
spectroscopy [20, 23, 24], Raman spectroscopy, and to X-ray diffraction
(XRD) where a correlated temporal analysis of the Raman and the XRD signals
allowed a more detailed study of phase transitions [25, 26].

An alternative to phase sensitive detection to analyze the modulation-excitation
XAS data set, to find the structure of a minority (active) species, is to use multi-
variate analysis software. This was applied recently to time-resolved XAS spectra
and has great potential for determining the structure of either short-lived interme-
diates or of minority species [27, 28]. This approach has as additional benefit that
the time evolution of the different species present is preserved.

4.3 X-ray Emission Spectroscopy

X-ray emission spectroscopy (XES) is complementary to XAS as it probes the
occupied density of states around the atom of interest. XES includes a range of
hard-X-ray (>5 keV) photon-in-photon-out techniques, including the analysis of
the fine structure of the X-ray emission lines and resonant inelastic X-ray scattering
(RIXS) [29, 30]. In comparison to conventional X-ray absorption techniques, RIXS
provides an enhanced sensitivity to the electronic structure where both the occupied
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and unoccupied electronic states are simultaneously probed. In a RIXS experiment
the incoming photon (photon-in) excites an inner-shell electron just above the
Fermi level. By tuning the incident beam energy, different unoccupied states can be
probed. The remaining core-hole is filled within a few femtoseconds [31] by
electronic transitions from higher shells of the atom. This electronic transition is
accompanied by X-ray emission (photon-out), the energy of which depends on the
electronic states involved in the decay transition and thus provides information on
the occupied electronic states.

RIXS spectroscopy can be employed for the detection of electronic transitions
involving core (core-to-core RIXS) or valence electrons (valence-to-core RIXS). In
case of core-to-core RIXS, the initial and final electronic states of an atom are in
most cases screened and therefore are rather insensitive to its chemical surrounding.
For this reason, the experimental results of core-to-core RIXS can be evaluated
straightforward by theoretical calculations that are based on the single-electron
approximation (using for example the FEFF code [32, 33]). Moreover, these
transitions provide highest X-ray rates (i.e. detected intensities) and therefore are
commonly used for the detection of elements present at low concentrations.

In valence-to-core RIXS, the inner core-hole is filled by an outer-shell electron.
Because of electron-electron interaction between the excited core-electron and the
decaying valence-electron, detailed information about the electronic states of an
atom can be obtained. In valence-to-core RIXS spectroscopy, both the incoming
and outgoing photon energies are in the keV range while the probed unoccupied
and occupied electronic states are only in a range of a few eV around the Fermi
level. Therefore, a picture of the electronic states of the studied system can be
retrieved under in situ conditions, which is challenging for electron-based tech-
niques such as X-ray photoelectron spectroscopy (XPS). The transition rates for
valence-to-core RIXS are weaker as compared to core-to-core RIXS, therefore the
experiments are time consuming and usually performed on concentrated samples.

In Fig. 4.3 an exemplary Lα1-RIXS plane of Au2O3 is shown that was collected
at room temperature around the Au L3 edge by detecting the Lα1 X-ray emission
resulting from the 3d5/2 → 2p3/2 core-to-core transition. At an incident energy of
11920.5 eV and emission energy of 9713.5 eV a strong 2p3/2 → 5d resonance is
detected. In Fig. 4.3 (right panel), two XAS spectra extracted from the RIXS plane
are plotted. By integrating the full X-ray emission intensity at each incident energy,
the total fluorescence yield (TFY) spectrum was constructed, while high resolution
XAS (HR-XAS) is obtained from the maximum of the Lα1 peak intensity. The
HR-XAS exhibits more pronounced features, and therefore detailed information
about the 5d electronic structure can be obtained [34].

The main advantage of RIXS is that it provides a full electronic picture of the
metal site of interest, under in situ conditions. Similar high-resolution XAS spectra
as extracted from the RIXS planes in Fig. 4.3 can also be collected by tuning a
spectrometer to the top of the emission line and varying the incident energy. Such
spectra are called high-energy-resolution fluorescence-detected XAS (HERFD
XAS) spectra. They have better energy resolution than regular XAS spectra and
thus reflect the density of states (DOS) in more detail. This has been used for
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example to explore the Cu K-edge XANES region of copper-loaded zeolites under
in situ conditions [35, 36] (Fig. 4.4) to follow the changes in the copper sites of
Cu-MOR (a medium pore-size zeolite) during different stages of partial oxidation of
methane. The features in the pre-edge region of the spectra can be explained by the
contribution of two oxidation states. Other features result from shake-up and
shake-down processes which depend on the ligand and on the structure of the
copper centers in the zeolite [36]. These studies of the unoccupied DOS provide
useful insight in the reaction mechanism and the number of copper sites involved in
the reaction, which turned out to be significantly larger than previously thought
based on extraction studies [36].

The Kβ main line spectra are dominated by the valence shell spin state contri-
butions and thus enable the detection of oxidation state changes and high-spin
low-spin transitions. The spin sensitivity arises from an intra-atomic interaction
between the 3p and 3d shells [6]. The satellite lines, i.e. the emission lines just
below the Fermi level or alternatively the valence-to-core transitions (denoted Kβ′′
or Kβ2,5), show great sensitivity to changes in the chemical environment, such as
ligand identity, ligand ionization state, and hybridization state [37]. The formal
electronic configuration in the final state of the X-ray emission transition is identical
to valence electron photoemission, such as X-ray photoelectron spectroscopy.
However, there are some important differences between XPS and XES [38]. XES is
a strictly element-specific probe; Only the electron density of the absorbing atom

Fig. 4.3 Lα1-RIXS plane of Au2O3 around the Au L3 absorption edge. Right the TFY and
HR-XAS spectra. Top resonant and non-resonant XES spectra. Reproduced with permission from
[52]
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and its direct environment is probed with a considerably simpler analysis than for
XPS experiments. The selection rules for electron transitions in K-edge XES only
allow for orbitals to be detected that have p-contribution with respect to the metal
atom. Furthermore, XES probes the bulk and not only the surface of the sample and
vacuum conditions are not required.

Valence-to-core RIXS spectroscopy enables to probe the electronic structure of
the shared electrons of the ligand environment of a metal of interest [37, 39, 40].
Since this is a very ‘photon-hungry’ technique, time-resolved experiments are
limited, and only a static picture of the electronic state can be obtained. As an
example, the unoccupied electronic states of titania (anatase) were probed by
exciting the 1s electron above the Fermi level and probing the occupied electronic
states by detecting the following 3p → 1s and valence → 1s decay transitions
[41]. The recorded RIXS plane of titania is plotted in Fig. 4.5. The RIXS plane
consists of well-separated pre-edge structures at beam energies between 4968 and
4975 eV and post-edge features at higher excitation energies.

Based on the HR-XAS and non-resonant XES spectra, the valence and con-
duction band electronic states can be extracted from the measured RIXS plane. The
curves were scaled to the Fermi energy by shifting the energy axis of each spectrum
by a value of 4965.4 eV. This energy was extracted from the inflection point of the
valence-to-core transition (dashed line in Fig. 4.6). Figure 4.6 plots the recalibrated
and renormalized spectra, which are compared to the density of states calculated
with the FEFF8.4 code [33]. The titanium and oxygen DOS for Ti are plotted in
Fig. 4.6 (bottom). The DOS computation shows that the pre-edge structure mainly
consists of Ti d-states and the contribution of the oxygen p-states is negligibly

Fig. 4.4 Cu K edge HERFD XAS spectra of Cu-zeolites under different gas atmospheres show
rich pre-edge features. Copper reduces from Cu2+ to a mixture of Cu+ and Cu2+ states upon
interaction with methane. Shake-up and shake-down processes are also present in the pre-edge
region [36]. Reproduced with permission from [36]
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Fig. 4.5 The K1,3 and valence-to-core RIXS for anatase. The electronic bands contributions are
schematically marked in the figure. Top XES spectrum for incident X-ray energies tuned above the
absorption edge. Right comparison of high-resolution XAS and total-fluorescence XAS spectra.
Reproduced with permission from [41]

Fig. 4.6 (Top) Occupied
(blue) and unoccupied (red)
electronic states of titania
extracted from the RIXS
plane. The measured data are
compared to DOS
calculations (bottom) [41].
Reproduced with permission
from [41]
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small. For the occupied electronic states just below the Fermi level an equal con-
tribution of O-p and Ti-d orbitals is observed. An additional weak structure can be
seen at around −15 eV that results from the 2s orbital of oxygen [41].

4.4 Examples

4.4.1 Carbon Monoxide Oxidation: Time-Resolved X-ray
Absorption

The electronic structure of metal nanoparticles is strongly dependent on the presence
and nature of adsorbates, and these adsorbates in turn affect the shape and intensity
of features in the XAS spectrum. This makes XAS an attractive tool for investigating
reactions like carbon monoxide oxidation, where multiple potential adsorbates are
present and the catalyst structure depends on the reaction conditions. An early study
showing the potential of the technique for investigating the adsorption of reactant
molecules on a platinum catalyst was published by Safonova et al. in 2006 [7]. While
this work did not constitute an operando experiment, it demonstrated the observation
of differences in the electronic structure of platinum nanoparticles under realistic
conditions. A particular emphasis was put on the comparison between conventional
and HERFD XAS. While the former is able to distinguish between surface-oxidized,
carbon-monoxide-covered, and bare platinum, the improved energy resolution of
HERFD XAS gives additional electronic information. This information could be
combined with theoretical calculations to show that atop adsorption of carbon
monoxide is the dominant conformation under the measured conditions.

Based on this demonstration of the potential of XAS and HERFD XAS for
studying platinum structure under reaction conditions, Singh et al. combined both
techniques to investigate structural changes in platinum during light-off under
realistic reaction conditions and with simultaneous monitoring of conversion [42].
The combination of both techniques is desirable, since the high time resolution of
QEXAFS permits following the structural changes during light-off (Fig. 4.7),
whereas the better energy resolution of HERFD XAS gives a more detailed picture
of the initial and final states of the catalyst.

High-energy resolution off-resonant X-ray spectroscopy (HEROS) combines the
attractive features of HERFD XAS and QEXAFS by enabling the recording of
spectra with high time- and energy resolution. This was demonstrated by Szla-
chetko et al. for cyclic switching between oxygen and carbon monoxide over a
platinum-based catalyst [43]. While the cyclical operation required for HEROS is
distinct from the way most catalytic reactors are operated, the method gives fun-
damental insights into the steps required in the catalytic reaction under realistic
conditions.

Oscillating reactions in carbon monoxide oxidation have also received consid-
erable attention in XAS studies. The main motivation of such work was finding
correlations between changes in structure and oxidation state of the metal in the
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catalyst, and the oscillating conversion. Singh et al. used a combination of mass
spectrometry, quick XAS and infrared spectroscopy to follow adsorbate concen-
trations, platinum oxidation state, and conversion during cooling, which includes
significant oscillatory phenomena [44]. XANES was measured in multiple positions
along the direction of flow, and it was found that further downstream in the reactor
the catalyst reduced at lower conversion levels, i.e. that the reduction proceeded
from the inlet side in a downstream direction.

Boubnov et al. used a combination of XAS and DRIFTS to investigate oscillatory
phenomena in carbon monoxide oxidation during heating [45]. Comparing the
changes in whiteline intensity with temperature at different positions, they observed
that oscillations start at lower temperatures closer to the outlet side of the reactor.
While this result may appear to contradict the results of Singh et al., it must be noted
that one experiment was carried out while heating, and the other while cooling. Both
experiments were carried out in excess oxygen, resulting in an increase of the
oxygen/carbon monoxide ratio throughout the reactor during catalytic conversion. It
is therefore expected that the reduction of the platinum during cooling initiates where
conditions are most reducing (i.e. near the inlet), whereas oxidation during heating
initiates where they are most oxidizing (i.e. near the outlet).

Figueroa and Newton used energy dispersive XAS and DRIFTS to investigate
oscillatory behavior in carbon monoxide oxidation on a rhodium catalyst [46].

Fig. 4.7 XANES spectra
(a) and carbon monoxide
conversion (b) during
heating-induced light-off in
carbon monoxide oxidation
over platinum. The Pt L3 edge
XANES spectra reveal that
the transition from
carbon-monoxide-covered
platinum to oxidized platinum
coincides with a sudden
increase in activity
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Unlike the examples discussed for platinum, the oscillations over the rhodium
catalyst did not appear to be driven by changes in the oxidation state of the metal.
Instead, they suggest a mechanism based on the presence of atomic carbon on the
sample, which does not result in changes detectable by XAS.

4.4.2 Adsorption of Carbon Monoxide: High Energy
Resolution XAS Spectra

Reactant adsorption is an essential step in every catalytic reaction, irrespective of the
reaction mechanism. Carbon monoxide oxidation is generally assumed to occur by a
Langmuir-Hinshelwood-type mechanism, in which both oxygen and carbon
monoxide are chemisorbed on the surface and react with each other [47]. Carbon
monoxide poisoning of a noble metal catalyst is often observed where the surface is
covered by carbon monoxide. Desorption is needed to free a site for oxygen to react
[48]. X-ray based methods provide fundamental insight into the bonding of carbon
monoxide on nano-sized particles [49]. X-ray absorption spectra provide the element-
and spin-selective density of states. The Pt L3 edge probes the empty d density of states
directly above the Fermi level and thus probes empty non-bonding and anti-bonding
states. A disadvantage of adsorption edges of such high energy is that the spectra are
broad and spectral detail may be lost. High energy resolution fluorescence detected
(HERFD) XAS yields spectra of high energy resolution, which highlight many more
spectral details. Such an experiment was pioneered on platinum by Sofanova et al., as
discussed above [7]. The origin of spectral energy resolution is the lifetime of the final
state; In a HERFD experiment, specific fluorescence decay channels are selectively
probed. This fluorescence channel leaves a new core hole that has a lower core-hole
lifetime broadening, resulting in less spectral broadening. It is essential to use a
fluorescence/emission detector that has an energy resolution equal to or better than the
lifetime broadening of the new final state. This results in spectra that have enhanced
spectral resolution. Figure 4.8 shows typical Pt L3 edge spectra of nano-sized plat-
inum particles, here supported on alumina.

These spectra illustrate the empty d density of states of particles free of adsor-
bates, with carbon monoxide adsorbed, and after oxidation of their surface. Espe-
cially the spectrum of the particles covered in carbon monoxide is revealing.
Compared to the spectrum of the particles free of adsorbates, an upwards energy
shift is observed. Such shift in Fermi level identifies charge transfer from the
platinum 5d orbitals to carbon monoxide. Moreover, the first intense spectral fea-
ture, the so-called whiteline, is split into a doublet, the high-energy component
originating from a newly-formed anti-bonding orbital between platinum d and
carbon and oxygen s and p orbitals. Carbon monoxide can adsorb on different sites
on metal surfaces: on atop, bridged and threefold sites binding to respectively one,
two, and three metal atoms. Because each such site has a different electronic
configuration, XAS spectra are sensitive to the mode of bonding, which can be
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assessed by theoretical modeling relatively easily [4]. Fortuitously, the simulated Pt
L3 spectrum of atop bonded carbon monoxide deviates from other adsorption
modes and can be quantitatively assessed. Theory thus unambiguously identifies the
adsorption mode of carbon monoxide as bonded to a single metal atom in an atop
fashion. In this case, the high energy resolution helped to unambiguously identify
the adsorption site. Normal XAS showed the shift in absorption edge, however, did
not resolve the doublet complicating unambiguous spectral assignment.

4.4.3 Adsorption of Carbon Monoxide: Valence-to-Core
RIXS

Bonding originates from forming bonding and anti-bonding states [50]. In XAS, the
orbitals above the Fermi level are probed, in XES those that are filled. Thus, an
experiment, which probes the valence band directly probes the bonding states. Such
an experiment has been done on the same platinum nano-particles [34] as the
HERFD XAS study described above. In such a valence-to-core resonance inelastic

Fig. 4.8 Pt L3 edge a XAS
and b HERFD XAS of
platinum nano-particles on
alumina free of adsorbates
(black), after surface
oxidation (red), and covered
in carbon monoxide (green).
The higher energy resolution
of HERFD XAS permits the
differentiation between
different possible carbon
monoxide adsorption sites.
Reproduced with permission
from [7]
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X-ray scattering (valence-to-core RIXS) experiment, an electron from a core level is
excited (X-ray absorption) and the resulting fluorescence valence-to-core decay
(X-ray emission) is detected as function of energy (Fig. 4.9). The resulting plot
depicts the filled 5d density of states, the Fermi energy at 0 eV. The nanoparticles free
of adsorbates have the d band cut through the Fermi level, whereas after carbon
monoxide adsorption, a shift of the Fermi level is observed, which is illustrative of a
band gap opening. The band shift is towards positive energy transfer, thus higher
binding energy. Such a shift lowers the energy levels of the bonding and anti-bonding
states with adsorbates, decreasing the reactivity [34] of the platinum nanoparticles.
Thus, covering platinum particles with carbon monoxide not only occupies reactive
sites, but also decreases the reactivity towards other reactants, such as oxygen.
Overall, carbon monoxide passivates the nanoparticles (Fig. 4.9).

4.4.4 Time-Resolved X-ray Emission: Catalytically Active
and Spectator Species

Heterogeneous catalysts generally consist of multiple components; Catalytic particles
are attached to a support, which are often not inert. The support affects the catalytic
performance by changing the electronic and/or geometric structure of the nanoparticles
and they can even catalyze one or more reaction steps. Both factors play a role in
oxidation of carbon monoxide over supported catalysts. Because of the poisoning
effect of carbon monoxide on the reaction, as illustrated in Fig. 4.11, a support that
helps to activate oxygen enhances the rate of reaction. Thus, redox-active supports
yield more active catalysts. Ceria is a well-known redox-active material and is a
component in many commercial catalysts, notably in automotive exhaust. Ceria is a
so-called oxygen-storage material: Release of oxygen reduces Ce4+ to Ce3+; Oxygen
uptake re-oxidizes the Ce3+. The oxygen-storage capacity is defined as the amount of
oxygen that can be reversibly released under defined conditions. It relates to the
fraction of Ce3+ that can reversibly be formed. The oxygen in the support can thus be
used to maintain an oxidative reaction, whenever gas-phase oxygen becomes depleted.
It is generally assumed that both the oxygen-storage capacity and Ce3+ play essential
roles in the catalytic mechanism, however, their precise contributions are debated.
A recent study, employing transient conditions, identified the role of Ce3+ in the
oxidation of carbon monoxide. The study emphasized the existence of spectator
species that do not contribute to catalytic conversion [14].

Figure 4.10a shows schematically the experimental setup that was used to measure
time-resolved resonance X-ray emission spectrum (RXES) of nano-sized platinum
particles on ceria. The catalyst was positioned within a capillary reactor, which was
connected at one side to a gas-dosing system and at the other to a mass spectrometer.
The gas-dosing system allowed precise control of the gas composition, which was
periodically changed from containing oxygen and carbon monoxide in a ratio of four
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Fig. 4.9 (Top) 2p3/2 valence-to-core RIXS of alumina-supported platinum nanoparticles before
(left) and after (right) adsorption of carbon monoxide. The energy transfer is depicted as function
of excitation or absorption energy. (bottom) Energy transition in the RIXS experiment. The
incident energy excites an electron from the 2p shell into the empty 5d band; the emission from the
filled 5d band into the resulting core hole is detected with high energy resolution. The relative
energies are not drawn to scale. Top figure reproduced with permission from [34]
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to one to containing only carbon monoxide. The conditions were chosen such that the
maximum conversion always remained below 10% to ensure differential conditions.
The rate of structural change of cerium was followed by time-resolved RXES.

Fig. 4.10 a Setup to measure time-resolved RXES spectra in a single shot. b RXES spectra of
materials with known amounts of Ce3+ and Ce4+ used to quantify the spectra during the transient
experiment. c Development of the amounts of Ce3+ in Pt/ceria after the switch from carbon
monoxide to oxygen/carbon monoxide at four different temperatures. Reproduced with permission
from [14]
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Therefore, the catalyst was exposed to monochromatic X-rays and the 2p3/25d5/2
emission line was detected using a von Hamos-type spectrometer [51]. Such detector
enables recording the complete emission spectrum in a single shot (Fig. 4.10a). Such
arrangement of excitation and detection enables reaching high time resolutions, fun-
damentally limited by the readout time of the detector and the signal-to-noise ratio.
Continuous measuring during multiple switches increases the signal-to-noise ratio.
Because the 2p3/25d5/2 emission line is sensitive to the cerium oxidation state
(Fig. 4.10b), the experiment allows determining the rates of Ce3+ formation and
disappearance directly after the switches in gas composition (Fig. 4.10c). The
experiment performed at 24 °C (top left in c) illustrates that, under catalytic condi-
tions, slightly less than 2% of all cerium is Ce3+. This amount decreases with
increasing temperature to less than 1% at 44 °C. At all temperatures, there is an
increase in the fraction of Ce3+ directly after the switch to an atmosphere only con-
taining carbon monoxide. The initial rate of Ce3+ formation, indicated by the straight
lines, increases with temperature enabling plotting an Arrhenius plot. This plot, after
correction for stoichiometry, is compared to the rate of carbon monoxide oxidation
under steady state conditions (Fig. 4.11 left), which was measured under identical
conditions in the same reactor using gas chromatography. The lines measured by
RXES and kinetic measurements coincide and are within the accuracy of measure-
ments the same. This illustrates that directly after the switch, the reaction continues
with exactly the same rate and that the oxygen atom originates from ceria. The
consequence is that reduction of ceria is coupled to the rate-limiting step. Re-oxidation
that occurred after the switch back to carbon monoxide and oxygen was very rapid and

Fig. 4.11 (Left) Arrhenius plot of rate of steady-state carbon monoxide oxidation (red) and of
initial rate of Ce4+ reduction after the switch from catalytic conditions to carbon monoxide. (Right)
Possible reaction mechanism over ceria supported platinum. The platinum nanoparticles capture
carbon monoxide, which reacts at the metal-support interface with an oxygen atom from the
support, thereby reducing Ce4+ to Ce3+. If oxygen is present in the gas phase, Ce3+ is very rapidly
re-oxidized, making the active Ce3+ a short-lived reaction intermediate. Long-lived Ce3+ does not
participate directly in the catalytic cycle. Reproduced with permission from [14]
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too fast to determine its kinetics. Thus, under steady-state catalytic conditions, the
catalytically active cerium is virtually completely Ce4+, and Ce3+ is a short-lived
reaction intermediate (Fig. 4.11 right). Any Ce3+ that is present under steady-state
conditions, is a spectator species and does not directly play a role in the reaction
mechanism.

4.5 Conclusions

XAS and XES are excellent methods to identify the structure of catalysts under
reaction conditions and within an actual reactor. They enable to determine the local
geometric and electronic structure of a catalyst element specifically and with high
time- and space resolution. Because the structure of platinum catalysts for the
oxidation of carbon monoxide varies strongly with conditions, structural changes
within a single reactor may occur. The different phases have different activity and,
therefore, the precise relationship between structure of active sites and activity has
in most cases not been established. The structure of the phase that is responsible for
activity and that of the active site that performs the catalytic turnover must be
distinguished.

Transient, modulated, and space-resolved experiments have established the
structure of the phase that is associated with the low-activity phase; The platinum
surface is maximally covered with carbon monoxide and oxygen activation over the
metal only occurs after partial carbon monoxide desorption, which frees sites for
oxygen activation. Much higher rates occur in case oxygen is activated on the
support, such as ceria. Reaction than occurs at the metal—support interface.

The structure of platinum in the highly active state is much less established. It is
associated with oxygen at the surface. The catalyst activity has been shown to scale
with the presence of a platinum surface oxide, however, also reduced states are
suggested. The exact structure of the surface oxide is not established, other than that
it is disordered and defective. It can be speculated that such sites are responsible for
binding carbon monoxide and that oxygen atoms in its vicinity react to form carbon
dioxide.

It is safe to say that the site on a platinum catalyst that is responsible for oxygen
activation and its subsequent reaction to carbon monoxide has not been unam-
biguously established. It is very well possible that within a single reactor, multiple
structures are responsible for oxygen activation. Part of the origin of the absence of
agreement originates from often strongly varying conditions, which affect catalyst
structure and thus influence the outcome of the experiment. A complete description
of active sites can only be achieved after quantitative determination of local gas
composition and catalyst structure throughout the whole catalytic reactor. Com-
bining such an experiment with complementary methods, such as vibrational
spectroscopy enhances the chances of success.
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Chapter 5
Development of Operando Transmission
Electron Microscopy

Patricia Jane Kooyman

Abstract Traditional (high-resolution) Transmission Electron Microscopy (TEM)
is limited to high vacuum environments due to interaction of the electron beam with
gases, leading to noise and decreasing the resolution. This means only static
materials can be studied, far away from realistic reaction conditions in gas atmo-
sphere and at elevated temperatures. This chapter describes the development of
equipment for operando TEM and the first studies of real in situ catalyst preparation
and catalysis.

5.1 Introduction

Since its development by Knoll and Ruska [1], the trend in transmission electron
microscopy (TEM) has been towards better vacuum. Lower pressure decreases the
amount of random collisions of the electrons with gas molecules and thus decreases
noise and improves resolution. However, this means we are always studying static
inorganic materials—close to room temperature and away from reacting gases.
Especially for heterogeneous catalysis research this a tremendous disadvantage, as
we are fairly sure that the structure of the catalyst changes with adsorbed species
and thus also during the catalytic reaction. These changes cannot be studied with
the ‘before-and-after’ approach of standard ex situ TEM. Although protective
atmosphere transfer holders are available to perform quasi in situ TEM and prevent
exposure to air and moisture during sample preparation and transport to the
microscope, these still force us to study static catalysts at ‘frozen’ vacuum and room
temperature conditions.

Over the past decades, scientists have been devising ways to insert gases into
TEMs without destroying either the resolution of the microscope or—even worse—
the electron source. Due to the nature of the process of emitting high-energy
electrons, the electron sources of TEMs are very sensitive to any gases present.
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They will react even with traces of so-called ‘inert’ gases such as noble gases or
nitrogen gas and be destroyed in the process.

In order to study catalytic processes in situ or operando (live as they are
occurring), the samples also need to be heated, up to about 600 °C depending on
the exact reaction under study. Heating holders were already available for standard
vacuum-mode TEM, but the heaters need to be integrated into the holders or
devices used in the in situ mode. A recent review [2] also considers the
windowed-cell systems we are considering here, but covers a very broad range of
applications (even including biological applications) and thus does not include the
thorough review of catalytic applications given here.

The first successes with gases present inside the TEM during the imaging pro-
cess led to the development of the now commercially available [3] Environmental
TEM (ETEM), where localised gas pressures up to 50 mbar do not destroy the
electron source but gas pressures above ∼5 mbar do destroy the resolution.

Recent efforts have led to windowed cell systems, which have culminated in a
nanoreactor system allowing pressures up to several bars. This chapter will describe
the development of gas-phase in situ TEM from its roots at very low pressures until
the highest currently available pressures. The development will be illustrated using
examples from catalysis research.

Please note that in literature ‘in situ TEM’ often refers to performing certain
processes in the vacuum of a traditional TEM, thus without the presence of gases or
liquids. Examples of processes studied in this way are heating, electromigration and
applying mechanical stress [4].

5.2 Aperture-Based Systems

The first systems addressing adaptations to TEM in order to be able to admit gases
while simultaneously imaging were based on adding several additional apertures to
existing TEM designs. The system with which to date most results have been
obtained is the ETEM (Environmental TEM). This system is also referred to as
CAEM (Controlled Atmosphere Electron Microscopy), depending on who devel-
oped it. However, as the only system commercially available at the time of writing
is called ETEM [3], we will use that term for this chapter.

The ETEM requires modifying a standard TEM by incorporation of an ECELL
(environmental cell, see Fig. 5.1 and [5]). In practice this means acquisition of a
dedicated and expensive TEM. Implementing an ECELL into a TEM consists of
adapting the pole pieces and the column, and adding some more apertures next to
the ones that are already present in a standard TEM. These adaptations allow gases
to be inserted around the sample (through the pole pieces) and to be pumped out
before they reach the electron source (through the pole pieces and the additional
pumping lines installed at the height of condenser and selected area apertures). The
additional cell apertures prevent most of the gas from diffusing towards the electron
source and restrain the path length of the electrons through the highest gas density.
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Pioneering work in the development and application of ETEM was done by
Hashimoto et al. [6]. Their system is already the basic design of an ECELL within a
TEM. It allows pressures up to 400 mbar and temperatures up to 1000 °C,
‘although in practice one tends to work at much lower pressures’ according to
Baker [7], who applied the system to many different catalytic studies. Baker already
recognised the possible effects of electron beam interaction both on the catalyst and
on the gas phase, and the important loss of resolution. This set-up required tedious
sample preparation, as the material to be studied had to be present at the exact
location indicated by the arrow labelled ‘specimen’ in Fig. 5.2. Thus, natural
single-crystal graphite first had to be cleaved, cleaned, and mounted on glass slides.
Then, successive layers had to be removed using Scotch tape until optically
transparent areas remained attached to the glass slides. These optically transparent
graphite crystals are often also transparent to electrons. They had to be released
onto a clean water bath, picked up on a sapphire plate and degassed for half an hour

Fig. 5.1 Schematic
cross-section of the ETEM.
From [5]
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at 900 °C before being floated on water again to be picked up on the specimen
holder of Fig. 5.2 and dried. The model catalyst support (e.g. silica) then had to be
prepared on the graphite by vapour deposition or sputtering. Electron—transparent
alumina can also be prepared from aluminium foil by another tedious procedure.
Finally, the metal catalyst had to be prepared on the model support material using
evaporation from high-purity metal wires or by spraying a soluble salt solution.

Using this set-up, Baker became famous for studying the catalytic growth of
carbon nanofibers [8]. At the time his papers were published it was not customary to
also publish movies, but more recent movies showing the same formation of carbon
nanofibers can be found on-line [9].

The main drawback of the ETEM is that only low pressures can be used (up to
about 50 mbar without destroying the electron source if that is a FEG (Field
Emission Gun), but only up to about 5 mbar without destroying the resolution).
This was already illustrated by Hashimoto et al. [6] and is shown here in Fig. 5.3.
The same area of zinc oxide nanocrystals is shown in an atmosphere of air inside
the TEM. At 10−4 mbar (top image) the crystals are imaged with clear edges. At
133 mbar (central image) the image is already blurred, and at 400 mbar (bottom
image) the crystals have become vague. This is not due to reaction taking place (the
images were taken in air at room temperature, where zinc oxide is stable), but
purely to scattering of the electron beam by the gas molecules present in their path.

Although the commercially available ETEM uses fairly standard heating holders
and thus specimens can be applied to fairly standard TEM grids (though copper
grids will be too unstable for most applications; platinum and gold grids are usually

Fig. 5.2 Sample holder for
CAEM. a Cross-section; b top
view of specimen holder
(heater). From [6]
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a better choice), another drawback is that the whole sample holder is exposed to the
gases and can thus react with the gases. An example of what happened to a heating
holder in CO gas at 40 mbar and 400 °C inside an ETEM is given in Fig. 5.4. After
studying the carburisation of iron oxide [10], the whole Pt heater cup was covered
in a thick layer of carbon deposit. This does not necessarily hamper the study of the
processes at the catalyst itself, but it will hamper study of the gas composition
during the process of interest. It might also give rise to a different gas composition
at the catalyst than what is fed into the ETEM. An excellent review of the appli-
cation of ETEM in catalysis research was published recently, combined with a
review of high pressure STM work in the same field [11]. A whole book dedicated
to the development and applications of ETEM was also published recently, with
Chap. 8 dedicated to catalysis research [12].

Fig. 5.3 Images of the same
area of zinc oxide
nanocrystals in air. Top 10−4

mbar; middle 133 mbar;
bottom 400 mbar. From [6]
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5.3 Windowed Cell Systems

In order to protect the electron source from gases and simultaneously reduce the
electron path length through the gas layer by containing the gases within a limited
volume, windowed cell systems have been developed.

JEOL offers a windowed cell system built into a holder on demand (their website
does not mention it) [13]. It has been used by a handful of people, notably Giorgio
[14, 15]. Figure 5.5 shows the design of this system, which can still only be
operated up to 350 °C and 10 mbar, or up to 30 mbar at room temperature. But
sample loading is relatively easy as a powder can be directly applied to the heating
wire for the former set of conditions or to the bottom windows for the latter set of
conditions.

With the development of MEMS (Micro-Electro-Mechanical-Systems) engi-
neering, both the windows and the heater systems could be miniaturised. Smaller
windows and controlled morphological design of the windows mean larger pressure

Fig. 5.4 Sample holder
heater cup after performing an
experiment in 40 mbar CO
gas and heating to 400 °C in
an ETEM. Part of the carbon
deposit (dark grey powder)
has been scraped off
(metal-coloured area) to show
the extent of the coking

Fig. 5.5 The JEOL ECELL. a For heating. b For room temperature. From [15]
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differences between the confined gas phase and the vacuum of the TEM become
possible. Smaller and better controlled heating systems mean localised heating and
thus the desired reaction with the gas(es) occurring only at the area under inves-
tigation, with minimalised temperature-induced drift as a huge bonus. These
MEMS-based systems consist of chip-based sample holders that are placed into
adapted TEM holders, and can be used with regular TEMs of several brands,
avoiding adaptation of the microscopes. Although not commercially available, the
best performance to date has been achieved with the nanoreactor system developed
at Delft University of Technology (first published in 2008 [16]). This will be
discussed in more detail below.

Three MEMS-based systems are available commercially. The first publications
concerning the Protochips Atmosphere system [17] date from 2010 [18], but the
first applications were published in 2012 [19, 20]. The first publications concerning
the Hummingbird Scientific Gas Flow system [21] date from 2012 [22], and
application publications followed already in 2013 [23, 24]. As of the time of
writing, no scientific publications had appeared yet using the DENSsolutions sys-
tem [25]. Like the system Giorgio used, these commercially available systems are
O-ring-based systems. These systems have the advantage of easy loading of
powdered samples, but the disadvantage of large dead volumes of gas. This means
that monitoring changes in the solid-state material and in the gas phase while
changing the inlet gas composition is hampered by slow changes in gas compo-
sition at the observation area. Figure 5.6 shows the Protochips design, Fig. 5.7 the
Hummingbird design, and Fig. 5.8 the DENSsolutions design.

Fig. 5.6 The Protochips design. 1 Interior view of the gas-cell holder showing the heater,
electrical contacts and locating pin (arrow) for the retainer plate. 2 Tip of the gas-cell holder
showing the retaining plate for the assembled cell and the locating pin (arrow). From [20]
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Fig. 5.7 The Hummingbird design. a Gas flow heating holder. bMEMS-type gas flow cell. c The
electron transparent windows. From [23]

Fig. 5.8 The DENSsolutions design. From [25]
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The MEMS-based nanoreactor system has been developed by a large team based
at Delft University of Technology but also involving Leiden University and several
companies [26]. It is based on a windowed MEMS chip, where the gas channel is
narrow compared to the width of the chip [16, 27, 28]. This means all gas is forced
over the heater area and thus dead volume within the nanoreactor itself is practically
non-existent. Dead volume in the whole system is determined by the gas-dosing
system and the length and diameter of the gas lines used. The basic design consists
of two dies that have to be aligned in order to have the electron-transparent win-
dows overlap perfectly. Chapter 6 of [12] offers a very detailed description of this
system. A schematic cross-section of a nanoreactor is shown in Fig. 5.9 and a
schematic drawing of a complete nanoreactor in Fig. 5.10.

Figure 5.11 shows an optical photograph of two identical nanoreactors seen
from different angles, and Fig. 5.12 an optical microscopy image of the
0.34 × 0.34 mm heater area. When the resistive heater is a Pt spiral, the dissipation
is only ∼30 mW in an evacuated nanoreactor (10−6 mbar), and up to ∼0.1 W in the
presence of gas flow at 1 bar pressure. During operation, a four-point measurement
monitors the resistance of the heating wire to determine the actual temperature
(which is calibrated ex situ). Custom-made instrumentation amplifiers drive and
read out the heater. A LabView programme not only controls these amplifiers but
also stores the readings as a function of time. The feed-back time of the heating
system is in the order of ms, facilitating use of the power required to keep the heater

Fig. 5.9 Schematic
cross-section of a nanoreactor.
From [30]

Fig. 5.10 Schematic drawing of a complete nanoreactor. From [16]
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at constant temperature as an inverse microcalorimetric system such that reaction
heat can be monitored.

Figure 5.13 shows a nanoreactor inserted into the specially designed and built
TEM holder. The four electrical connection pins are visible on the right-hand side;
the gas lines are located at the opposite side of the nanoreactor and not visible here.
The complete TEM holder is shown in Fig. 5.14. The holder can be connected to a
large variety of gas systems. When using only one or two unmixed gases, a simple
home-built gas system can be used. However, when multiple gases need to be

Fig. 5.11 Optical
photograph of two identical
nanoreactors
(10 × 3.3 × 0.5 mm) seen
from different angles. From
[28]

Fig. 5.12 Optical
microscopy image of the
heater area. From [16]
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mixed accurately and changes in the gas composition are also being studied, a more
elaborate gas system is required. Leiden Probe Microscopy offers these gas systems
[29]. Although these were originally designed to be used for operando scanning
probe microscopy (see Chap. 1), they are very useful for TEM as well. They can
handle the low flows required for the operando TEM experiments, provide proper
handling of the exhaust gases, and exhaust gas analysis (Mass Spectrometry) can be
integrated.

Overlapping silicon nitride electron transparent windows are shown in Fig. 5.15.
Their thickness is 10–25 nm depending on the batch of nanoreactors. One standard
silicon wafer can yield up to 50 nanoreactors, and certain specifications can be
changed for each wafer if desired.

As alignment and gluing or bonding of the top and bottom wafer can be tedious
procedures (possibly even leading to contamination in the TEM), a surface
micro-machined process has been designed, fully integrating a nanoreactor on a
single die [30]. From the outside, these nanoreactors look just like the ones shown

Fig. 5.13 A nanoreactor inserted into the TEM gas/heating holder tip. From [16]

Fig. 5.14 The specially designed TEM gas flow and heating holder

Fig. 5.15 TEM image of two
overlapping
electron-transparent windows.
From [16]
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in Fig. 5.11. A sketch of this type of nanoreactor is shown in Fig. 5.16. These
nanoreactors have been shown to withstand a pressure difference of at least 14 bar
outside of the TEM. Because the channel height of 0.5 μm turned out to hamper
loading of inorganic material, channel heights up to 5 μm have also been produced
[31].

Using Electron Energy Loss Spectroscopy (EELS), the electron inelastic mean
free path length through the gas confined within a nanoreactor can be determined.
The distance between the two windows can be determined accurately by either
measuring the Thon rings in the diffractogram of a defocused image of the two
amorphous windows, or by focusing first on one window and then on the other and
determining the difference in defocus value. As the inelastic mean free path of an
electron within a given gas is proportional to the density of that gas, it can be used
to determine the gas density. Once the gas density and the thickness of the gas layer
are known, the ideal gas law can be used to either determine the local gas pressure
when the temperature is known [24], or to determine the local temperature when the
gas pressure is known [32]. The latter paper elegantly shows that the centre of the
heater area is warmer than its edge, which can be explained by energy dissipation.
This is illustrated in Fig. 5.17.

Fig. 5.16 3D-sketch of the
surface micro-machined
nanoreactor. From [30]

Fig. 5.17 The local
temperature based on EELS
measurements at the centre
(red, upper data points) and
edge (blue, lower data points)
windows of the heated area of
a nanoreactor as a function of
the global temperature from
the resistivity measurement.
The solid black line has a
slope of one and indicates
perfect coincidence for the
local and global temperature.
From [32]
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5.4 Towards Operando Catalysis

The nanoreactor system has so far been used to study hydrogen storage [33],
localised corrosion in an aluminium alloy [34], catalyst preparation, and several
catalytic processes. Many more catalytic studies are in progress at the moment and
will be published as soon as sufficient data have been recorded and analysed.

When performing operando TEM, up to five different computers are used
simultaneously. One computer regulates and monitors the heater temperature and
power input, one computer regulates and monitors the gas system and exhaust gas
analysis, one computer operates the TEM and one or two computers are used for
TEM image capturing. In order to interpret dynamic data properly, either the
internal clocks of all these computers need to be synchronised exactly or the sci-
entist spends a lot of time matching data from different computers manually. To
integrate the complete dataset acquired by all these computers into a single, unified
view, and to help establish correlations between the TEM images and the other
signals, the open-source software tool Spacetime has been developed [35].

The first relevant data using the nanoreactor system have been recorded for the
reduction of copper oxide on a zinc oxide support [16, 27]. Metallic copper on zinc
oxide is a well-known catalyst for methanol synthesis and the water-gas-shift
reaction, but as metallic copper is not stable in ambient air it needs to be prepared
in situ from an air-stable oxidic precursor. In addition to being a reaction that
requires both a protective atmosphere (hydrogen gas) and heating, the reduction of
zinc-oxide-supported copper oxide also provides a very suitable system for testing
the resolution of the nanoreactor during TEM imaging. The Cu(111) and Cu(200)
lattice planes have d-spacings of 0.21 nm and 0.18 nm, respectively. For zinc oxide
these values are 0.24 nm for (101) and 0.28 nm for (100). The reduced copper on
zinc oxide thus shows a set of d-spacings, as is illustrated in Fig. 5.18. The image of
Fig. 5.18a was recorded at 500 °C in 1.2 bar of hydrogen gas and still clearly
shows the Cu(111) lattice planes, proving the resolution of the operando system to
be at least 0.18 nm. The corresponding Fourier transform of Fig. 5.18b confirms at
least 0.18 nm resolution.

A phenomenon that is of interest in catalyst regeneration is the Kirkendall effect.
It concerns the transformation of metal nanoparticles into hollow metal oxide
nanoparticles. The void formation is attributed to different diffusivities of metal and
oxygen atoms through the oxide layer covering the metal nanoparticle surface:
Because metal atoms diffuse faster outwards through the oxide layer than oxygen
atoms diffuse inwards, vacancies accumulate in the core of the nanoparticle and
condense into a void in order to minimise the free energy. This mechanism has been
deduced based on traditional before-and-after TEM. A few dynamic studies on the
Kirkendall effect in various metals have already been published using ETEM (see
for example for Ni [36]). More recently, a study on the Kirkendall effect during the
oxidation of cobalt nanoparticles was published [23]. This study shows the for-
mation of the hollow cores and quantifies the hollow core volume. The total
pressure used is not explicitly stated, but can be inferred to be 1.1 bar from other
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experiments described in the same paper; temperatures used are up to 350 °C.
Figure 5.19 shows consecutive images of three individual particles during heating
at 150–250 °C. The growth of the hollow cores is visible, but high-resolution
images have only been obtained after complete oxidation.

We have recently performed high-resolution TEM studies of the Kirkendall
effect during the oxidation of copper nanoparticles [37] in 50 mbar of oxygen gas

Fig. 5.18 a An operando
reduced copper particle on
zinc oxide recorded in 1.2 bar
hydrogen at 500 °C. The
lattice fringes (parallel lines)
of the metallic copper and of
the zinc oxide are clearly
visible. b The Fourier
transform of the image shown
in (a). The bright dots
represent sets of lattice
fringes. The large concentric
circle corresponds to a
spacing of 0.21 nm. The
smallest resolved lattice
spacing is 0.18 nm. From [16]
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using the nanoreactor system. Even at this low pressure the copper nanoparticles are
immediately covered in a thin layer of oxide at room temperature, and become
completely oxidised at 150 °C. The irregular growth of the oxide shell coupled to
the void formation starts after a few minutes at 150 °C, but changes in particle
radius are already visible just before reaching 150 °C. This is illustrated in
Fig. 5.20.

As carbon monoxide, CO, is poisonous both to mammals and certain catalysts,
its oxidation to relatively harmless carbon dioxide, CO2, is an important reaction.
As a result, it has already been studied using a wide array of different techniques,
from bulk catalysis to high-vacuum surface-science techniques [38]. Both in bulk
catalysis as well as in model surface-science reactions, spontaneous oscillations in
the reaction rate under seemingly fixed reaction conditions have been observed and

Fig. 5.19 Consecutive TEM images of three individual cobalt nanoparticles recorded in situ
during oxidation in 1.1 bar of oxygen at 150–250 °C. Scale bar is 10 nm. From [23]

Fig. 5.20 Consecutive TEM images of a copper nanoparticle recorded in situ in a nanoreactor
during oxidation in 50 mbar of oxygen
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described [39, 40]. We have recently visualised the oscillatory behaviour of Pt
nanoparticles catalysing the CO oxidation in the TEM at 1 bar pressure using the
nanoreactor system [41]. The oscillatory behaviour is attributed to a periodic
transformation between the two conversion levels of a bistable reaction. The
periodic transformation has been attributed to dynamic changes in the catalyst
surface [39]. It turns out that the Pt nanoparticle morphology oscillates synchro-
nised with the microcalorimetric data. As the gas-phase analysis is performed using
a mass spectrometer at some distance from the outlet of the nanoreactor, the exhaust
gas-phase composition oscillates with a different phase: During a period of oscil-
latory behaviour the CO concentration is much lower than during a period without
oscillatory behaviour. The length of the gas lines between the nanoreactor outlet
and the mass spectrometer means the gas composition is levelled off by space-time
broadening: During transport from the nanoreactor exit to the mass spectrometer
entrance, the gases are mixed to an uncontrollable and hard-to-determine extent.
This means that the composition of the gas once it reaches the mass spectrometer
entrance is averaged over time with respect to the composition as it exits the
nanoreactor.

Figure 5.21 shows the gas composition, the nanoreactor heater power required to
maintain a stable temperature, the Pt nanoparticle shape factor, and the Pt
nanoparticle itself, all during the same typical period of oscillatory behaviour. As is
also observed in bulk catalysis, periods of oscillatory behaviour arise spontaneously
during a period of apparently stable reaction behaviour, but can also be triggered by
a small increase in temperature of 0.5 or 1 °C. The dynamic refacetting has also
been studied at atomic resolution during the same set of experiments. This is shown
in Fig. 5.22. The Pt(111) lattice spacings are visible in the images themselves, and
also show in the Fourier transforms (insets). The orientation of the observed Pt(111)
lattice fringes is consistent with the superimposed crystal lattice vectors and zone
axis (Z.A.).

The bistability is modelled by using a Pt(111) facet for the more facetted
morphology and a stepped Pt(211) facet for the more rounded morphology, creating
a two-site microkinetic model [41]. At high CO pressures (pCO > 1 mbar), the step
is almost fully covered by CO, whereas the facet is only sparsely covered. The
surface sites are practically depleted in O. The step is therefore stabilised compared
to the facet, because CO adsorption is stronger at the step than at the facet, and a
more rounded shape of the Pt nanoparticles is expected at high CO pressure.

At lower CO pressures (pCO < 1 mbar), the facet and step sites obtain a sig-
nificant O coverage. As the bonding of O is similar in strength at both sites, the
facet is stabilised compared to the step, and a more facetted shape is expected.
Thus, in agreement with [42], the morphology change of the Pt nanoparticles is
attributed to the CO pressure variation under the reaction conditions. The
gas-dependent shape of the Pt nanoparticles affects the CO conversion, because the
CO oxidation rate is site-dependent. The step site is more active at lower CO
pressures and is poisoned at higher CO pressures, whereas the facet site remains
more constant in activity over the CO-pressure range used in the experiment.
A dynamic and reversible refacetting of Pt nanoparticles represents a mechanism
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Fig. 5.21 Correlation of oscillatory CO oxidation reaction data with the projected morphology of
a Pt nanoparticle. The gas entering the reaction zone is 1.0 bar of 3%:42%:55% CO:O2:He;
nanoreactor temperature is 368 °C. a Mass spectrometry of the CO, O2 and CO2 pressures.
b Reaction power. c Shape factor. d Time-resolved TEM images of a Pt nanoparticle at the gas exit
of the reaction zone. The shape factor corresponds to the relative difference in area from the best
elliptical fit in image I in (d). Part of the reaction oscillation data for (a–c) is highlighted by the red
rectangle and given with a more detailed time axis on the right-hand side. From [41]

Fig. 5.22 Time-resolved, high-resolution TEM images of a Pt nanoparticle at the gas exit of the
reaction zone. The gas entering the reaction zone is 1.0 bar of 4.2%:21.0%:74.8% CO:O2:He;
nanoreactor temperature is 454 °C. a–e The TEM images show the more spherical shape (a, c,
e) and the more facetted shape (b, d), during the oscillatory reaction. Fast Fourier transforms are
included as insets in (c–e). From [41]
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that causes periodic transitions in the CO conversion in a bistable reaction and
describes the oscillatory behaviour.

5.5 Conclusion and Outlook

The development towards real operando transmission electron microscopy has been
achieved. Operation at more than 1 bar pressure and heating to at least 600 °C is
now possible, though still far from routine. This means many real-life catalytic
processes can now be studied at the atomic scale.

Developments will continue towards higher pressures and temperatures, and
towards more routine equipment. It will also become possible to study more
reactive species such as acids and corrosive gases.
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Chapter 6
Planar Laser Induced Fluorescence
Applied to Catalysis

Johan Zetterberg, Sara Blomberg, Jianfeng Zhou,
Johan Gustafson and Edvin Lundgren

Abstract In this chapter we describe Planar Laser Induced Fluorescence (PLIF) to

investigate the reactants or products in the vicinity of a catalyst at semi-realistic con-

ditions. PLIF provides a 2D view of the gas-phase distribution of a pre-chosen gas.

Here we present PLIF results from CO2 and CO from the oxidation of CO into CO2
by Pd single crystals and by various powder catalysts as well as from NH3 from the

oxidation of NH3 above a Ag/Al2O3 powder catalyst. We describe our experimental

set-up in detail, and the laser instrumentation needed to enable detectable gas flu-

orescence from CO2, CO, and NH3, respectively. Further, intensity corrections of

the PLIF signal due to scattering and temperature effects are described. In the case

of the CO oxidation, the results directly show the creation of a CO2 boundary layer

and thus a drastic change of the gas-phase composition close to the catalyst surface,

illustrating the effect of gas diffusion and reaction speed, which in turn should affect

the surface structure of the active catalyst. The 2D character of the PLIF images is

used to investigate differences in catalyst activity by studying adjacent catalysts in

the reaction cell during the reaction, and a solution to avoid spill-over effects between

catalysts in the same reactor is presented. The results from PLIF images of CO of the

same reaction show the corresponding depletion of the PLIF intensity above the cat-

alyst, in accordance with observations from other techniques confirming the drastic

difference between the gas composition close to the catalyst and at the inlet or outlet

of the reactor. Finally we present NH3 PLIF results from above a Ag/Al2O3 pow-

der catalyst while the NH3 is being oxidized in an oxidizing environment with the

assistance of H2.
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6.1 Introduction

Laser Induced Fluorescence (LIF) is a common, non-intrusive laser diagnostic tech-

nique for gas-phase studies in a number of research fields [1, 2] but is less known

to the catalytic community. By the use of LIF, temperature, velocity and concentra-

tion of the probed gas can be determined [3]. The gas is probed with a laser tuned

to a wavelength that matches an energy-level transition of the molecule of interest.

If the wavelength is correctly chosen, no other molecular species will have an over-

lapping transition at that specific energy and the absorption cross section for the

transition is high. When the molecule relaxes, fluorescent light is emitted which can

be detected. This results in a strong LIF signal coming from one specific species,

making concentration measurements on sub-ppm levels possible and LIF has there-

fore been used extensively in the investigation of the gas composition in flames and

in other combustion-related environments.

In contrast, the use of LIF in catalysis-related research is comparably scarce.

Previously, LIF has been used to study products or reactants such as OH [4–7],

formaldehyde [8, 9], or naphthoquinone [10], in catalytic reactions. These mole-

cules are easily accessible in the ultraviolet/visible region, making excitation and

detection straightforward. However, a number of the more interesting molecules for

catalysis such as CO, CO2, and small hydrocarbons fluoresce in the mid-infrared

region, making both excitations and detection more complicated. For instance, to

detect CO2 at elevated temperatures and realistic gas conditions, it is necessary to

excite the molecule with a wavelength of 2.7 µm, demanding a high-energy laser

with a respectable power and narrow line width (energy distribution). Furthermore,

a fast, gateable infrared camera with the ability to detect the fluorescent light at 4.3

µm is necessary, since a fast subtraction scheme is needed to remove the otherwise

completely dominating thermal background. Thus both laser source and detector

camera are non-standard, making the experimental combination and the presented

results in the present chapter rare or even unique. To obtain a 2D image of the gas-

phase distribution above a catalyst, a laser sheet can be created, and the technique is

then called Planar Laser Induced fluorescence (PLIF).

Motivated mainly by the difficulties in determining the active surface phase for

Pd and Rh model catalysts during CO oxidation under semi-realistic conditions [11–

24] and theoretical calculations [25–29], we have during recent years developed an

experimental set-up suitable for probing the gas phase above the surface of an active

catalyst using PLIF [30]. A simplified illustration of the PLIF experiment applied to

catalysis is shown in Fig. 6.1 for the case of CO oxidation and detection tuned for

CO2, and the goal is to measure the amount of a reactant or product in the vicinity

of the catalyst as we are changing the nature of the catalyst or the environments such

as the gas pressure or sample temperature.

In the present chapter we describe our experimental set-up including the reactor

and the gas flow system. We also explain which laser sources are used for a particu-

lar excitation of a molecule to induce a favorable fluorescence from the molecule of

interest to enable PLIF observation of a catalytic reaction in which the molecule par-

ticipates. Furthermore, the necessity of subtracting a thermal background for each
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Fig. 6.1 A schematic of the PLIF measurements of the gas phase above a catalyst as presented in

this chapter. a The adsorption and dissociation of O2 and the adsorption of CO and production of

CO2. b The laser sheet (blue) that excites a vibrational-rotational level in the CO2 molecules above

the catalyst. c The resulting PLIF image of the CO2 distribution above an active catalyst at elevated

temperature and semi-realistic pressure

single PLIF measurement is described. In the first part we will focus on detecting the

CO2 production during CO oxidation above a single catalyst as well as above two

or more catalysts probed simultaneously to demonstrate the 2D capabilities of the

approach, and to possibly enable catalyst screening. These measurements also show,

in a very direct way, the change of the gas-phase composition close to the catalyst

surface as the catalyst becomes active. In the second part we describe how it is pos-

sible to probe the concentration of CO close to the catalyst surface during the CO

oxidation and the complementary picture such measurements provide with respect

to the CO2 measurements. Finally, we will describe PLIF measurements tuned to

fluorescence of NH3 during its oxidation assisted by H2 above a Ag/Al2O3 powder

catalyst.

6.2 Experimental

6.2.1 Laser Set-Up and Laser Sheet

For each gas species probed in the present investigations, a unique combination of

lasers and detectors was used. However, the general experimental set-up was the

same in all cases, and a schematic overview is shown in Fig. 6.2a [30].

The infrared laser beam was in all cases formed into a laser sheet (6–15 mm

high) by a cylindrical and a spherical lens, f = –40 mm and f = 150 mm, respectively

(Fig. 6.2b), and was sent through the reactor just above the catalyst.

6.2.2 Reactor, Gas System, and Samples

In Fig. 6.2c an overall schematic of the set-up including the lasers, the mixing unit,

the reactor, the IR-camera as well as the sample environmental control, for the case
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Fig. 6.2 a A schematic overview of the experimental set-up. b Illustration of transforming the

point-like laser beam into a 2D sheet. c A more detailed description of the experimental set-up

including the gas system and pumping units in the case of CO oxidation and CO2 measurements

of CO2 measurements, is shown. The reactor is a standard stainless-steel cube, fitted

with CaF2 windows allowing the laser to penetrate into the reactor and the fluores-

cence signal to reach to the detector. The samples are heated by a boron nitride heater

and the surface temperature of the samples is measured by a standard type-C thermo-

couple and by an IR camera (FLIRP620). In the case of a single crystal, the samples

were sputtered in a separate chamber before being introduced into the reactor and

thus exposed to air and contaminations, while no pretreatment was performed for the

powder-based samples. In all cases, the model catalysts were ramped up and down

in temperature in an O2, CO, and Ar-containing atmosphere to reduce the amount

of contaminants. The feed gases were Ar, CO, O2 and premixed 10% CO2 in Ar for

the CO2 and CO measurements, and NH3 and H2 for the NH3 measurements. The

gases were introduced into the reactor cell via individual Bronkhorst mass-flow con-

trollers (Bronkhorst EL-FLOW, 50 mln/min) that can vary the gas flow from 1 to 50

ml/min. To keep the pressure constant, a pressure controller (Bronkhorst EL-PRESS)

was attached to the gas outlet. The gas composition was studied by a quadruple mass

spectrometer (Pfeiffer PrismaPlus QMG220), connected to the reactor outlet via a

leak valve.

6.2.3 LIF-General Considerations

The detected PLIF signal is dependent on a number of physical parameters which,

in the linear excitation regime, can be described by

SLIF = 𝜂cEgf (T)𝜎0𝜒abs
P
kBT

𝜙. (6.1)
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𝜂c is the experimental collection efficiency, E is the laser energy, g is a function

that describes the spectral overlap between the laser and the absorption spectral line-

shape, f(T) is the Boltzmann fraction, 𝜎0 is the absorption cross section of the probed

gas, 𝜒abs is the mole fraction of the gas that together with P∕kBT gives the gas num-

ber density, and 𝜙 is the fluorescence quantum yield. A more detailed description

of the quantum yield related to IRLIF is given by Kirby and Hanson [31, 32]. The

expression shows that the detected LIF signal is linearly dependent on the gas density

and the fraction of molecules in the state from which the laser excites the molecule,

f(T).
As seen from the expression above, the signal is proportional to the number den-

sity of the probed gas. The number density N can be described by the mole fraction

and the ideal gas law according to

N = 𝜒abs
P
kBT

. (6.2)

This shows that the signal will decrease as a function of temperature. In order to

analyze the influence of the temperature in the present measurements we measured

the LIF signal at a constant pressure of 136 mbar of CO2 while the temperature of the

sample was increased from 120 to 290
◦
C. Figure 6.3 shows the calculated density of

molecules/m
2

(dashed line) from the ideal gas law where the gas is assumed to have

the same temperature as the sample together with the achieved LIF signal (solid line)

1.5 mm above the sample surface. The figure shows that the major signal decrease

can be explained by the decrease of the gas number density, due to the increase of

the temperature. However, the dependence on the population is not negligible and

the LIF signal should be corrected for both, to represent the actual concentration

distribution in the measurement.

gas law
LIF signal

3

3.5

4

x1020

140 160 180 200 220 240 260

Temperature [°C]

u.bra[langis
FIL

]st in

50

100

mfo.o
N

elucelo
m /s

24.5

75

Fig. 6.3 The detected CO2 LIF signal 1.5 mm above the sample (full line) as a function of tem-

perature. The dashed line shows the calculated density of molecules as a function of temperature,

the P(12) line was used for laser excitation
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6.3 CO𝟐 Imaging

In Fig. 6.4a an excitation scan of CO2 at 27
◦
C is shown. The present measurements

were performed by exciting P12 in the (0000) ⟶ (10001) transition of CO2 as indi-

cated in Fig. 6.4a. The energy diagram for the CO2 molecule and the resulting fluo-

rescence at 4.3 µm from the P12 level is shown in Fig. 6.4b.

In order to reach the P12 in the (0000) ⟶ (10001) transition of the CO2 molecule

at 2.7 µm, the second harmonic at 532 nm from a Spectra Physics, PRO 290-10

Nd:YAG laser with a repetition rate of 10 Hz and an 8 ns pulse length was used to

pump a Sirah PRSC-D-18 tunable dye laser using LDS 765 as dye. The residual

of the fundamental beam (at 1064 nm) after the frequency doubling was difference-

frequency mixed with the output of the dye laser (at 763 nm) in a LiNbO3 crystal,

yielding a tunable infrared laser beam at 2.7 µm, with a pulse energy of 5–8 mJ and

a 5 ns pulse length. The bandwidth of the infrared laser beam was estimated in an

earlier work to be 0.025 cm
−1

[33].

Because of the fluorescence being in the infra-red region, the thermal background

will interfere with the LIF signal. In Fig. 6.5 the schematics to remove the thermal

background is shown as applied in the CO2 measurements. The camera was trig-

gered at 20 Hz, via a digital delay generator (Stanford Research Systems DG535),

at every second exposure synchronized with the laser operated at 10 Hz, to subtract

the background. The long radiative lifetime (100 µs) of the IR-transitions [34–36]

was utilized to discriminate laser background and time jitter, by using a 15 µs time
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Fig. 6.4 a Measured rotational-vibrational excitation spectrum of CO2 at 27
◦
C. The P12 is indi-

cated in the figure and was used for excitation with a laser wavelength of 2.7 µm. b Energy diagram

of the CO2 molecule and the excitation by the laser sheet and the resulting fluorescence which was

detected at 4.3 µm
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Fig. 6.5 Illustration of the time triggering scheme between the laser and the camera to remove the

thermal background

delay relative to the Q-switch of the laser. In Fig. 6.5 it can be seen that the laser

sets the start time and the fluorescence appears almost instantly. The camera is then

triggered 15 µs after the opening of the laser Q-switch. The exposure time for the

camera is optimized to discriminate background and favor fluorescence signal and

set to 15 µs. The camera is then triggered once more during the cycle 50 ms after

the first exposure, camera gate unchanged. This is to collect the thermal background

without any influence of the laser. 100 ms after the first laser shot the next cycle

starts, again with the opening of the laser Q-switch.

The fluorescence signal was collected by a CaF2 lens at 90
◦

to the incident laser

sheet through a narrowband, liquid-nitrogen-cooled, interference filter (centered at

4.26 µm) and detected by a 256 × 256 InSb IR camera (Santa Barbara Focal Plane,

SBF LP134). Using this set-up, our detection limit of CO2 is at present 100 ppm or

0.1 mbar at a total pressure of 100 mbar.

6.3.1 One Sample: CO𝟐 Imaging Above a Pd(100) Single
Crystal

The Pd(100) single-crystal surface is one of the most commonly used substrates as

a model catalyst to study CO oxidation under semi-realistic conditions. The surface

structure during the reaction has been studied with Scanning Tunneling Microscopy

(STM) [11], X-ray Photoelectron Spectroscopy (XPS) [21], (High Energy) Sur-

face X-Ray Diffraction ((HE)SXRD) [12, 24], Infrared Reflection Absorption Spec-

troscopy (IRAS) [15], and extensively by Density Functional Theory (DFT) calcu-

lations [25–29]. The experimental surface studies are done with simultaneous mass

spectrometry data collection to relate the state of the surface with the activity of the

sample, and all of the experiments are performed using reactors similar to the one

described above and used in the present experiments. Despite using mass spectrom-

etry, it is in general difficult to visualize the gas-phase distribution in such a reactor,

in particular when the model catalyst becomes active.
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Fig. 6.6 A Pd(100) single crystal (indicated by the filled white rectangle) in a flow of 4 ml/s CO

and 4 ml/s O2 at a temperature of a 225
◦
C, b 310

◦
C, and c 335

◦
C. d The temperature (green)

during the experiment and the LIF signal (red) extracted from the area indicated by a small non-

filled rectangle

In Fig. 6.6 an experiment using a flow of 4 ml/min CO, 4 ml/min O2 and 92 ml/min

Ar through the reactor above a Pd(100) single-crystal model catalyst is shown. Dur-

ing the experiment, the temperature is first increased and later decreased (Fig. 6.6d)

while the CO2 LIF signal (Fig. 6.6d) from a point 1 mm above the sample is moni-

tored. In Fig. 6.6a–c, 2D PLIF images of the CO2 fluorescence as seen from the side

of the crystal are shown at different temperatures. At a temperature of 225
◦
C, no

signal can be detected as seen in Fig. 6.6a. However, as the temperature is increasing,

a slow increase in the activity can be observed in the LIF signal. At a critical tem-

perature, there is a sudden CO2 increase, and 2D PLIF images at the transition are

shown in Fig. 6.6b, c. In Fig. 6.6c a significant amount of CO2 is observed, directly

showing the formation of a CO2 cloud in the form of a so-called boundary layer. As

the temperature is increased further, the CO2 production is constant at a high value.

From these images alone it is evident that the gas-phase composition in the vicin-

ity of the Pd(100) surface is very different from the gas composition introduced by

the mass flow controllers, and as a result, the surface composition of the model cat-

alyst is not reflected by the introduced gas composition, but rather by the local gas

composition close to the catalyst surface. Furthermore, the CO2 production becomes

constant despite increasing the temperature. The reason for this is that, under these

conditions, the oxidation of the CO at the surface is faster than the CO flow to the

surface, leading to the build-up of the CO2 boundary layer. It is said that the catalyst
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Fig. 6.7 CO2-tuned PLIF images recorded with a 0.4 s resolution above a Pd(100) single crystal

as the reaction ignites. Any region of interest in the images can be plotted as a function of time.

The right panel shows the LIF intensity just above the sample

is in a Mass Transfer Limited (MTL) regime, which can also be observed by mass

spectrometry and other methods [13, 15, 21]. However, the visual 2D information

that the PLIF imaging provides generates a new and complementary experimental

view and a direct understanding of this phenomenon.

The observation of a sudden change in the CO2 production clearly suggests a

change in the reaction pathway at the surface, suggesting a change of the adsorbed

molecules or in the surface structure. The most likely scenario is the desorption of

CO and/or a resulting oxidic (chemisorbed/oxide) layer on the surface.

The relatively high time resolution (see Fig. 6.7) of the PLIF imaging enables the

extraction of the CO2 concentration at an arbitrary position in the 2D images and to

simultaneously follow the CO2 change when conditions such as the temperature or

the gas composition are changing, as long as the corrections of the LIF intensity as

described above are taken into account. Each image in Fig. 6.7 is an average of four

consecutive PLIF images with 0.1 s resolution. For instance, with a proper treatment

of the background levels in the images, it is possible to extract Arrhenius plots to

obtain activation energies for a certain catalyst under investigation.

6.3.2 Two Samples

An attractive property of the PLIF measurements as performed in the present exper-

iments is the 2D character of the imaging. As a result, a spatial resolution of the gas

phase of around 0.4 mm can easily be achieved, and therefore it is possible to study

inhomogeneous samples or to directly compare the activity of two different samples.

In Fig. 6.8 two different powder catalysts, indicated by the white filled squares,

are studied in the same way as the single-crystal Pd sample shown above. The right-

hand sample contains 2% (by weight) of Pd in CeO2 while the left hand sample

contains 2% of Pt and 1% of Pd also in CeO2 as indicated in the bottom panel of

Fig. 6.8a. The samples are separated by approximately 8 mm. By taking images with

a high time resolution and increasing the temperature continuously of both samples
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Fig. 6.8 A CO oxidation experiment imaging the CO2 fluorescence above two powder catalysts

(2%Pt1%Pd/CeO2 and 2%Pd/CeO2) in the reactor. a PLIF images collected at increasing temper-

atures (I–III) and decreasing temperatures (IV–VI). It is immediately clear that the 2%Pd/CeO2
starts to produce CO2 at a lower temperature than the 2%Pt1%Pd/CeO2 sample. b The LIF signal

from the indicated non-filled white squares in Fig. 6.8a I and VI, as well as the temperature. The

mass spectrometer signal has been added for comparison

simultaneously in the same gas flow, we can evaluate the difference in activity of

the samples. From the 2D images in Fig. 6.8a, showing snapshots during the exper-

iment, it is directly clear that the 2%Pd/CeO2 powder sample reaches the MTL, and

is thus highly active, at a temperature which is approximately 55
◦
C lower than for

the 2%Pt%Pd/CeO2 sample. The CO2 mass spectrometry signal overlaid on the PLIF

signals in Fig. 6.8b has a similar, but smeared-out, profile as the PLIF signal from

the 2%Pt%Pd/CeO2 sample. The reasons for the lower activation temperature for the

2%Pd/CeO2 powder sample could be many, and would require structural characteri-

zation of the catalysts, which is beyond the scope of the present chapter, in which we
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instead focus on the capabilities of PLIF. Nevertheless, the measurements in Fig. 6.8a

show an interesting potential for direct comparison between the catalytic properties

of different catalysts for screening purposes.

However, it is also clear from the 2D images, and in particular the point mea-

surements directly above the catalysts as shown in Fig. 6.8b, that there is a spill-

over effect from the 2%Pd/CeO2 powder sample as it becomes active to the 2%

Pt%Pd/CeO2 sample. In experiments performed for the same samples but only one

sample at a time, while no difference for the 2%Pd/CeO2 sample was observed, the

2%Pt%Pd/CeO2 became highly active and deactivated at temperatures different from

when being in the presence of the 2%Pd/CeO2 sample. Thus, we conclude that the

gas diffusion generated by the sample with the lowest activation temperature affects

the sample which becomes active at higher temperature.

6.3.3 Three Tubes

For practical purposes and if high accuracy is needed in determining differences

in catalytic activity, it is necessary to separate the catalysts to avoid any spill-over

effects. Such an experiment was performed by probing the exhaust from three sep-

arated glass-tubes inside the reactor chamber. In the glass-tubes, different catalysts

were placed and the gas was directed to flow through the three tubes. The tubes

ended inside the middle of the vacuum chamber where the laser sheet was placed as

close as possible (<1 mm) to the exits of the tubes. The gas flow was kept the same

through all three tubes, and the temperature was increased equivalently by a heating

tape around the tubes, and measured by a thermocouple situated between the tubes.

This solution enables an independent measurement of the CO2 production from each

catalyst under the same conditions.

The results are shown in Fig. 6.9 for powder catalysts consisting of 2%Pd/CeO2,

2%Pt/CeO2 and 2%Pt/Al2O3 dispersed on monoliths with the same diameter as the

glass tubes. At low temperature, none of the catalysts produces CO2 as can be seen

in Fig. 6.9a, panel I. However, as the temperature is increased, the catalysts become

active in CO2 production, starting with the Pd/CeO2 at 180
◦
C, the Pt/CeO2 at 280

◦
C, and the Pt/Al2O3 catalyst at 350

◦
C, in Fig. 6.8a panels II, III, and IV, respectively.

The mass spectrometry also detects changes in the CO2 production but is unable to

detect which of the samples becomes active at a certain temperature. In this case it

is possible to extract the activation energies from the LIF signal by producing an

Arrhenius plot from the development of the CO2 production at the outlet of each

tube.

The above experiment using three exhaust tubes separating product gas from each

sample is an example on how PLIF may be used to discriminate between different

catalysts. The example enables a direct view of the amount of the products at a given

temperature. It is, however, clear that the experimental set-up can be modified and

simplified to a large extent, and may have potential for practical use.
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Fig. 6.9 An experiment using three exhaust tubes containing active CO oxidation powder catalysts

(Pd/CeO2, Pt/CeO2 and Pt/Al2O3) exiting in the vacuum PLIF reactor imaging the CO2 fluorescence

just above the tubes simultaneously. a PLIF images as the temperature of the tubes is increasing

from 70 to 352
◦
C. b Extracted LIF intensity at the outlet of each tube as a function of temperature.

The CO2 mass spectrometry signal is added as a reference

6.4 CO Imaging

Electronic CO resonances are located in the VUV regime and LIF is obtained

via two-photon excitation in the B1 ∑+ ⟵ X1 ∑(0, 0) Hopfield-Birge band using

230 nm (see Fig. 6.10a [2]), followed by population of the A-state via collisions or

radiative transitions with fluorescence emission bands in the wavelength range 450–
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Fig. 6.10 a Excitation scan of CO gas at 50 mbar [2] (115 nm). b Schematic drawing of the two-

photon excitation of the CO molecule and the subsequent decay by fluorescence at different wave-

length [2]

660 nm, see Fig. 6.10b. Using a picosecond laser system consisting of a mode-locked

Nd:YAG laser (PL2143C, Ekspla) with external amplifier (APL70–1100, Ekspla),

these band states could be excited. We use the Nd:YAG third harmonic at 355 nm to

pump an Optical Parametric Generator (PG 401-P80-SH, Ekspla), tuned to 230 nm.

The pulse duration was 80 ps, the laser pulse repetition rate 10 Hz, and the line

width at 230 nm was specified to 5 cm
−1

. For CO PLIF imaging the 230 nm laser

beam was directed through the reactor and shaped into a 7 mm high vertical sheet

using two cylindrical lenses of focal lengths f = +500 mm and f = +300 mm. Images

were acquired using an f = 50 mm objective (Nikkor f/1.2) and a 36 mm extension

tube mounted on an ICCD camera (PIMAX III, Princeton Instruments). Images were

acquired at 10 Hz repetition rate every 100 ms with the intensifier gate set to 30 ns.

A longpass filter (GG395, Schott) was used to suppress scattering and fluorescence

from surfaces in the reactor. The CO pressures were calibrated by using gas mixtures

of well-defined CO partial pressures at a reactor temperature of 150
◦
C.

6.4.1 CO Imaging Above a Pd(110) Single Crystal

Figures 6.11a, b, and c show CO PLIF images of the gas phase above a Pd(110) single

crystal in partial pressures of 26.5 mbar CO, 26.5 mbar O2, and 53 mbar Ar, yielding
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a total pressure of 106 mbar in the reactor, at temperatures of 300
◦
C, 365

◦
C, and

375
◦
C, respectively. At 300

◦
C a significant CO fluorescence can be detected while

a decreasing CO signal can be observed at 370
◦
C, indicating an onset of the CO2

oxidation reaction. At 370
◦
C the CO signal is significantly reduced in the vicinity of

the Pd(110) sample, suggesting that the surface is in a highly active state. Fig. 6.11d

shows the intensity of the LIF signal in the area just above the sample indicated

in Fig. 6.11a, b and c. Here a prominent decrease of the CO signal is confirmed

above 370
◦
C reaching a low-level plateau which is unaffected by further temperature

increase, demonstrating a MTL reaction rate. A similar, but less pronounced behavior

can be seen in the CO mass spectrometry signal.

It is gratifying to see that the CO signal is behaving opposite to that of the CO2
signal observed in the case of CO2 imaging above the Pd(100) sample, which was

shown in Fig. 6.6. However, it is also clear that during the highly active state the CO

partial pressure is significantly different close to the Pd(110) surface as compared to

at the outlet, where the MS is located. While the CO partial pressure decreases by

80% 0.3 mm above the Pd(110) surface as the sample becomes active, the decrease is

only 20–30% 9 mm away from the sample which is similar to the condition where the

MS is located. These observations emphasize the fact that studying model catalysts in

a high-speed reaction such as CO oxidation in a vacuum chamber using semi-realistic

conditions demands gas-phase measurements in direct vicinity of the catalyst.
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Fig. 6.11 CO LIF images (averages over ten single-shot frames) from a Pd(110) crystal in a gas

composition of 26.5 mbar CO, 26.5 mbar O2, and 53 mbar Ar at a 300
◦
C, b 365

◦
C, c 370

◦
C.

d LIF intensity plot (red) from the indicated non-filled square in the LIF images and the temperature
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6.5 NH𝟑 Imaging

The potential to use PLIF to image the gas phase surrounding an active catalyst

is significant. At present, only one gas species can be probed for each experiment.

However, the experience from other research areas, such as combustion physics, in

handling all aspects of laser techniques makes it possible to probe a large number

of molecules important for catalysis. As an example, we present how NH3 can be

imaged by PLIF as it takes part in a catalytic reaction.

In the case of the NH3 presented here, two-photon LIF was used as has been

described elsewhere [37]. In Fig. 6.12a an excitation scan of the NH3 molecules

is shown. The simultaneous absorption of two photons allows for excitation wave-

lengths in the visible regime facilitating the detection capabilities. To this end, a

combined Nd:YAG (Quanta-Ray PRO 250-10, Spectra Physics) and dye laser (Cobra

Stretch-G-2400, Sirah) system operating at 10 Hz repetition rate and with 8 ns pulse

duration was used for two-photon excitation of NH3. The fluorescence emission

spectrum is shown in Fig. 6.12b, showing best detection capabilities at wavelengths

around 565 nm which for the present LIF measurements was detected with an intensi-

fied CCD camera (PI-MAX3, Princeton Instruments). A schematic of the two-photon

excitation and the fluorescence emission is shown in Fig. 6.12c.

6.5.1 NH𝟑 Oxidation Above a Ag/Al𝟐O𝟑 Powder Catalyst

The investigation of the oxidation of NH3 is part of a project to investigate the NO

reduction reaction in an oxidizing environment using Ag-based catalysts [38] and

NH3 or hydrocarbons as a reducing agent. Since the NO reduction by NH3 or a

hydrocarbon, and the oxidation of NH3 or the hydrocarbon by oxygen is compet-

ing, it is also of interest to study the NH3 oxidation. In the present investigation, we

used a Ag/Al2O3 powder catalyst to study the abundance of NH3 in different envi-

0.0

0.2

0.4

0.6

0.8

1.0

N
o

rm
al

iz
ed

 L
IF

 s
ig

n
al

 (
a.

u
.)

 

Wavelength (nm)

0.0

0.2

0.4

0.6

0.8

1.0

304.6 304.8 305.0 305.2 305.4 556.0 562.0 568.0 574.0N
o

rm
al

iz
ed

 L
IF

 s
ig

n
al

 (
a.

u
.)

 

Wavelength (nm)

A 

X

2 

60 

10 

0 

20 

70 

30 

40 

50 

E
n

er
g

y
(c

m
-1

x1
0

-3
) 

565 nm

C

E
xc

it
at

io
n

 2
 x

 3
05

 n
m

(a) (b) (c)

Fig. 6.12 a Excitation scan of the NH3 molecules. b Fluorescence emission spectrum from NH3
gas [37]. c Schematics of the two-photon excitation and fluorescence detection energies used in the

present measurements



146 J. Zetterberg et al.

0

0.5

1

Distance [mm]

-10 -5 0 5 10

2
4
6
8

10

-10 -5 0 5 10

2
4
6
8

10]
m

m[
ecnatsi

D
]

m
m[

ecnat si
D

-10 -5 0 5 10

2
4
6
8

10

0

5

10

IL
ngis

F
bra[l a

sti nu.
]

0 200 400 600 800
Time [s]

langis
S

M/FIL.
mro

N 150

200

250

300

p
meT

erutare
[o

]
C

1000

LIF
N O2
N2

H O2

Temp

Fig. 6.13 NH3 imaging (panels I–III) above a Ag/Al2O3 powder catalyst at a constant temperature

of 160
◦
C and relevant mass spectrometry signals (panel IV). At 0 s a homogenous NH3 distribution

is observed. As soon as the H2 is introduced (indicated by red), the NH3 signal is depleted, reaching

a minimum after 300 s, when the H2 is evacuated

ronments. In particular, the experiments illustrate the promotional effect of H2 on

the oxidation of NH3. The oxidation of NH3 may follow several reaction pathways,

for example

𝟐𝐍𝐇𝟑 + 𝟑∕𝟐𝐎𝟐 ⇒ 𝐍𝟐 + 𝟑𝐇𝟐𝐎
𝟐𝐍𝐇𝟑 + 𝟓∕𝟐𝐎𝟐 ⇒ 𝟐𝐍𝐎 + 𝟑𝐇𝟐𝐎
𝟐𝐍𝐇𝟑 + 𝟕∕𝟐𝐎𝟐 ⇒ 𝟐𝐍𝐎𝟐 + 𝟑𝐇𝟐𝐎

In Fig. 6.13 we show an experiment using a Ag/Al2O3 powder catalyst inside the

reactor at a temperature of approximately 160
◦
C in a mixture of 3.6% NH3, 90%

O2 with pulses of 6% Ar or H2. The PLIF images are shown in panels I-III, and

after 10 s of constant pressures the NH3 distribution appears homogenous above the

catalyst. However, as soon as H2 is introduced into the reactor, the NH3 LIF signal

just above the catalyst starts to decrease in intensity and after 200 s it is clearly visible

in panel II as a depletion of the signal. This observation indicates oxidation of the

NH3. The depletion of the NH3 signal reaches its minimum after 300 s, when the H2
is evacuated from the reactor, and the NH3 signal increases to its original value. The

LIF signal from a region of interest just above the catalyst is also shown in panel IV,

as well as the mass spectrometry signals of N2, H2O, and N2O, and the temperature.

It is clear from the PLIF NH3 images that the NH3 distribution is not even across

the catalyst surface when the H2-assisted oxidation initiates. The reasons for this

could be either an uneven distribution of the active catalyst material, or it could be

due to slight inhomogeneities in the temperature distribution of the sample.
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6.6 Summary

PLIF in combination with the current fast development of laser and imaging technol-

ogy has provided a new 2D-view on catalysis. Our initial driving force has been the

urge to provide a 2D visualization of the CO2 distribution around a single-crystal

model catalyst during a CO oxidation experiment in semi-realistic conditions, to

understand previous surface-science-based in situ results.

The present chapter demonstrates that it is currently possible, without too much

effort, to measure the CO2 signal during a CO oxidation experiment, providing that

expertise in both laser diagnostics and catalysis-related research is combined. By

choosing the right laser and detector combination, the 2D CO2 distribution can be

followed on a timescale faster than 0.4 s. This enables one to directly follow the

ignition of the CO2 production from single crystals or technical powder catalysts

and the direct 2D visualization of the CO2 boundary layer at MTL conditions, which

demonstrates the substantial differences in gas composition close to the catalyst as

compared to far away from the catalyst. The 2D-aspect of CO2 PLIF imaging also

enables a direct view of the CO2 ignition of two samples in the same reactor, differ-

entiating between their ignition temperatures. Furthermore, the chapter also provides

indications on how spill-over effects can be avoided by introduction of exhaust tubes

into the reactor.

Similarly, by the use of the correct laser and detection system, the 2D CO distri-

bution in the same reaction can also be visualized and measured. Here, the intensity

variation is inverted as compared to the CO2 measurements, and directly explains

observations made by previous high-pressure XPS measurements.

Finally, this chapter also describes how to perform PLIF measurements from NH3
as it is oxidized in a catalytic oxidation reaction above a powder catalyst.

It is clear that PLIF applied to catalysis is not limited to the molecules probed in

the present chapter. The extensive experience from the combustion physics/chemistry

community will enable PLIF measurements of most small hydrocarbons as well as

from a large range of other molecules as reactants or products in the vicinity of a

catalyst for a particular reaction at work. Therefore, the potential benefits of apply-

ing PLIF to catalysis, for a better understanding of certain catalytic reactions, to

identify intermediates only present in the gas phase in the vicinity of the catalyst,

for potential commercial applications, and for combining with other experimental in
situ techniques to simultaneously probe the presence of surface species is enormous.
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Chapter 7
Ab Initio Thermodynamics
and First-Principles Microkinetics
for Surface Catalysis

Karsten Reuter

Abstract Ab initio thermodynamics and first-principles microkinetic simulations
have become standard tools in research on model catalysts. Complementing dedi-
cated in situ experiments, these techniques contribute to our evolving mechanistic
understanding, in particular of a reaction-induced dynamical evolution of the
working catalyst surface. This topical review surveys the methodological founda-
tions and ongoing developments of both techniques, and specifically illustrates the
type of insights they provide in the context of in situ model catalyst studies. This
insight points at substantial deviations from the standard picture that analyzes
catalytic function merely in terms of properties of and processes at active sites as
they emerge from a crystal lattice truncation of the nominal catalyst bulk material.

7.1 Introduction

An obvious target of research in heterogeneous catalysis is to develop “better”
catalysts. “Better” may thereby stand for quite different aspects. Among others this
can be higher activity, higher selectivity, longer lifetimes, or preferable materials.
Whatever the targeted improvements are specifically though, if they are to be found
by anything but mindless trial and error, one necessarily needs “ideas”. One
powerful source of ideas to find better catalysts is to understand what limits the
function of existing catalysts. Generally, the better or detailed this understanding is,
the better defined are the ideas that emerge from it. This line of thinking is the basic
motivation for catalysis research that aims for what one refers to as mechanistic
understanding. Here, mechanistic ideally means understanding the function down to
the atomistic level of the individual elementary processes that underlie the catalytic

This chapter has also been published as Catalysis Letters 146 (3), 541—563 (2016).
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cycle. It turns out that this is a pretty daunting goal. One possibility to make it at
least a bit more tractable is to reduce the complexity of the problem and achieve this
understanding first for model catalysts [1, 2], i.e. typically single-crystals of the
actual catalyst material or defined nanoparticles of the material on single-crystal
supports. This dismisses many aspects of a real catalyst, and may therefore only
generate a subset of ideas—but, one has to make a start.

One of the central, novel aspects that have recently emerged from such mech-
anistic studies on model catalysts is that an operating catalyst surface could be
anything but a static entity [3, 4]. A prevailing view of heterogeneous catalysis
often found in introductory textbooks is instead that of impinging and reacting
gas-phase species on a rigid solid surface [5–7]. If the atomic structure of the
surface is resolved at all in such a picture, then this is the crystallographic structure
as resulting from a mere surface truncation of the bulk catalyst lattice. For instance,
for metal catalysts one pictures a low-index facet like a (111) or (100) fcc surface,
flat like a tablet, at best with some steps in between. The surface metal atoms have a
reduced metal coordination in comparison to the coordination of a bulk atom. This
makes them “active” and one views particular high-symmetry adsorption sites on
the lattice defined by the position of these “active” surface atoms as the ones driving
the catalysis. Consequently denoted as “active sites”, in the example of the fcc
metal surface this could e.g. be hollow, bridge or atop adsorption sites on the
terraces, or equivalent sites at upper or lower step edges. The surface metal atoms
around these active sites adapt their positions slightly to the ongoing elementary
processes of the catalytic reaction, namely adsorption, diffusion, reaction, and
desorption of the reactants and reaction intermediates. However, apart from such
small structural relaxations, the surface morphology is assumed to be pretty static.
As such, the catalytic function is analyzed in terms of the properties of and pro-
cesses at these active sites, thinking specifically of sites as they emerge from the
crystal lattice truncation of the nominal catalyst bulk material.

While seductively familiar and intuitive, this picture could fall short in capturing
much of real heterogeneous catalysis. For sure, the picture is largely correct in the
defined environment offered by controlled gas dosage in ultra-high vacuum
(UHV) and at low temperatures. Most of what we know on an atomic level about
surface catalytic reactions derives from such environments and this is why the
above sketched picture is familiar and intuitive to us. However, heterogeneous
catalysis does not operate in UHV. Technologically relevant gas-phase conditions
comprise ambient pressures or beyond. Under a corresponding, much fiercer
gas-phase impingement we at least have to expect increased adsorbate concentra-
tions at the surface and concomitantly higher reaction rates, typically measured in
turnover frequencies (TOF) with units of product molecules per catalyst surface
area and time. If this was all, it should still be possible to extrapolate from UHV to
ambient conditions and to slow things down by studying lower temperatures. Such
“thermodynamic scaling” (vide infra) was the original hope or assumption of the
Surface Science approach to Heterogeneous Catalysis. Increasingly, we are able to
scrutinize this assumption. This is made possible by the advent of so-called in situ
studies that investigate model catalysts at ideally similar atomic resolution as in
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traditional UHV Surface Science, but at (near-)ambient pressures [8, 9]. What we
have learnt from such studies so far, sketches a picture of heterogeneous catalysis
that goes far beyond a simple thermodynamic scaling.

For instance, the surface concentrations of certain reaction intermediates can
become so high that phase transitions to new compound materials composed of the
original (nominal) catalyst material and the reaction intermediate may occur—and it
is this new material that then actuates the catalysis [4, 8, 9]. Both for thermody-
namic or kinetic reasons these new materials must furthermore by no means be
restricted to known bulk phases. Instead they can exhibit completely new structures
that are (temporarily) stabilized for instance as thin surface films on top of the bulk
catalyst. A prominent example for such surface morphological transitions is oxide
formation at the late transition metals employed in oxidation catalysis [10–14].
Another aspect that speaks against a simple scaling from UHV to ambient pressures
is the much higher amount of reaction energy that is released in case of exothermic
reactions at the increased reaction rates. We presently know very little about how
and how quickly this energy is dissipated on an atomic-scale [15]. Yet, if heat
transfer is limited, scenarios like molten catalyst materials with a surface dynamics
much beyond that of rigidly lattice-aligned active sites are well conceivable.

One needs to stress that the current understanding we have gained through in situ
studies is far from being complete; Certainly much less than what we have collected
in decades of UHV Surface Science work. At present it is not clear whether those
instances reported are exotic oddities or the top of the iceberg. The data we already
have is nevertheless good enough to formulate a working hypothesis opposite to the
prevalent static picture: Why not view a catalyst surface as something entirely
dynamic? A surface that while operating adapts sensitively to the reaction condi-
tions in everything ranging from the local atomic structure to overall composition
and morphology? Yes, new surface phases can form in the reactive gas-phase, but
why should they always cover the entire catalyst surface? As a result, if the surface
is then heterogeneous, why should this surface heterogeneity not vary with time?
Maybe new active site configurations form and decay continuously as a result of
interaction with the reactants and reaction intermediates, and maybe they even form
specifically at phase boundaries arising on the evolving surface. Clearly, the only
possibility we have to validate or falsify such “ideas”—and the consequences they
would suggest for the design of “better” catalysts—is to study the catalyst not in
UHV, not before it goes on stream, not after it has gone out of stream, but precisely
operando, when it is working under technologically relevant gas-phase conditions.

This has exactly been the motivation of the aforementioned in situ studies on
model catalysts that have made their fulminant appearance over the last decade or
so [8, 9]. At spatial and temporal resolution that is ever increasing and at pressures
that come closer and closer to technological conditions, such studies precisely focus
on the surface structure, composition and morphology—and try to relate it to the
catalytic activity. Aiming e.g. to extend the use of UHV electron spectroscopies to
these pressure regimes, the experimental setups are necessarily involved. Mass flow
limitations in the resulting complex reactor chambers together with still limited
resolving powers render the measured data not always straightforward to interpret
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[16–18]. As in many areas of materials and chemical science much synergy has
therefore been achieved by complementing these measurements with modern
computational theory. To a large degree these are the same (typically first-principles
based) calculations of thermostability, spectroscopic signals, and reactivity
descriptors as they have already been successfully conducted for a long time in the
realm of UHV Surface Science. In addition, however, new theoretical approaches
have been developed and advanced that have exactly the same objectives as the
in situ studies [19]: For given reaction conditions in form of defined reactant partial
pressures pi and temperature T, what is the surface structure and composition—and
what is the corresponding catalytic activity?

Aiming to provide this information independently, i.e. be of predictive character,
such theory necessarily has to be based on first-principles electronic structure
calculations. In order to account for the effect of finite temperature and pressure, as
well as for the ensemble character introduced by the ongoing surface chemical
reactions, these quantum mechanical calculations need to be combined with con-
cepts from thermodynamics and statistical mechanics. Notably, two such approa-
ches have been established that have proven so powerful that they are nowadays
firmly anchored in the conceptual toolbox of everybody working in surface catal-
ysis: (constrained) ab initio thermodynamics and first-principles microkinetics. The
prior technique provides exclusively access to the surface structure and composition
as a function of (T, pi). The theory is approximate, but therefore computationally
less intense and applicable to more complex surface structures. As the name
implies, first-principles microkinetics explicitly accounts for the kinetic effects due
to the ongoing chemical reactions. It is therefore intrinsically more accurate and
additionally gives access to the catalytic activity. This comes at the price of larger
computational cost and, at least in its most rigorous implementations, presently still
with quite some restrictions with respect to the complexity of the surface structures
and reaction networks it can handle. In this topical review I will survey both
techniques, yet not so much in terms of their detailed methodological foundations
and technical implementations. Extended reviews are available for this [19–22].
Instead, I will focus on their concepts, discuss some current frontiers and ongoing
developments, and specifically illustrate the type of insights they provide in the
context of in situ model catalyst studies.

7.2 (Constrained) Ab Initio Thermodynamics

7.2.1 Methodology

Even though they form the basis of both techniques that will be covered I will not at
all dwell on the underlying first-principles electronic structure calculations [23]. In
the context of in situ studies on model catalysts these calculations are at present
almost exclusively performed within density-functional theory (DFT). The central
output of these calculations that enters into the first-principles thermodynamics or
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statistical mechanics approaches is the total energy Etot, i.e. the energy contained in
the chemical bonds for a defined structural configuration of atoms. For the present
purposes there are two aspects of these total energies that need to be highlighted:
First, the total energies are only approximate, which is primarily due to the
approximate exchange-correlation (xc) functional that is employed in the DFT
calculations [24]. In fact, due to the typically rather large system sizes, computa-
tionally less demanding, so-called lower-rung xc functionals are predominantly
applied [19, 25, 26]. For metal catalysts these are largely still semi-local generalized
gradient approximation (GGA) functionals, while for materials with more localized
bonding aspects like oxides these are increasingly hybrid functionals. What this
implies is that we have to expect an uncertainty in central quantities like binding
energies (suitable differences of total energies) or reaction barriers (difference of
binding energies at initial and transition state) that is of the order of ∼0.3 eV
(∼30 kJ/mol). Of course, since we lack the exact xc functional this is only a rough
estimate, and for reaction barriers some error cancelation when taking a difference
from differences might make the uncertainty a bit smaller. Notwithstanding, the
latter is more a hope than something to rely on. In any case, we thus have to count
with potential errors that are much larger than kBT. This obviously has to be kept in
mind when attempting to make statements about temperature-dependent properties
or even more so about catalytic activities where reaction barriers enter through
exponential Boltzmann-type factors.

The other aspect to highlight is to repeat that Etot = Etot(Ni, Nj), where Ni and Nj

are the number of species i and j in the particular configuration that has been
calculated. I distinguish here and in the following between species i that are also
present in the gas phase (i.e. contained in the reactants), and species j that are not
(i.e. that are only present on the solid catalyst). A straightforward comparison of the
stability of two configurations on the basis of DFT total energies is therefore only
possible, if both configurations contain exactly the same numbers N′i = Ni and N
′j = Nj of all species i and j in the system. On the contrary, in the context of
near-ambient catalysis the surface composition is precisely one of the targeted
quantities, i.e. one does a priori not know how many atoms of which kind there are
in the surface fringe. As already pointed out before, to the very least one would
expect surface coverages of reaction intermediates to change with varying pres-
sures. In order to find out which coverage there is for given reactant partial pres-
sures pi, one would thus have to compare the stability of configurations with
different coverages, i.e. with differing numbers Ni. This is precisely what cannot be
achieved on the basis of the Etot alone. In order to answer such questions one would
need to know the cost of bringing the difference in species ΔNi = N′i − Ni and
ΔNj = N′j − Nj between two configurations either into one of the configurations or
out of the other configuration. Thermodynamically, it would thereby not matter
through which particular (atomistic) mechanism this happens. The only thing that
would matter is where they ultimately come from or go to.

The entire idea of ab initio thermodynamics is to provide this information by
considering such reservoirs where species go to or come from, and then work
within an appropriate thermodynamic framework to compare configurations with
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varying numbers of species [27–35]. Since experiments and heterogeneous catalysis
are generally run at defined temperatures and reactant partial pressures, the
appropriate thermodynamic ensemble for this framework is the Gibbs ensemble (T,
pi). To assess the stability of a given surface configuration, a suitable quantity to
evaluate is then for instance the surface free energy per surface area A,

γ T , pið Þ= 1
A

G T , pi,Ni,Nj
� �

−Niμi −Njμj
� �

, ð7:1Þ

where G is the Gibbs free energy of a particular surface configuration containing Ni

species i and Nj species j, and μi and μj are the chemical potentials of the corre-
sponding reservoirs of species i and j. This surface free energy represents the cost of
creating the particular surface configuration by taking all of its constituent atoms out
of their respective reservoirs. Calculating γ(T, pi) for a range of potential surface
configurations, the one that exhibits the lowest surface free energy is this way the
most stable one that (if thermodynamics is correct) should be observed in experiment.

In order to evaluate (7.1) for a given surface configuration one needs to know the
chemical potentials. For any gas-phase species i, the obvious reservoir that deter-
mines this chemical potential is the gas-phase environment itself. Approximating
this gas phase as an ideal gas, it is straightforward to obtain Δμi = Δμi(T, pi), where
Δμi = μi − Etot(i) and Etot(i) is the DFT total energy of the isolated gas-phase
species i. For atoms and small molecules this can even be calculated analytically
[36, 37]. For others, values can be found in thermodynamic tables [38]. For the
other species j that are not present in the gas phase, e.g. species constituting the
actual catalyst material, alternative reservoirs need to be found. This can often be
facilitated by choosing a suitable reference configuration and evaluating only the
excess surface free energy with respect to this reference

γ T , pið Þ− γo T , pið Þ= 1
A

G T , pi,Ni,Nj
� �

−Go T , pi,N 0
i ,N

0
j

� �
−ΔNiμi −ΔNjμj

h i
,

ð7:2Þ

where γo and Go are the surface free energy and Gibbs free energy of the reference
configuration, respectively. This has the advantage that one only needs to define
reservoirs for non-gas-phase species j, for which ΔNj ≠ 0. If we are for instance
interested in evaluating the relative stability of different surface coverages of a
given reactant on the surface of a solid catalyst, then the clean surface at zero
reactant coverage is obviously a useful reference configuration. In this case we
would only need to determine a suitable reservoir for species constituting the
catalyst and not being present in the gas phase, if the changing concentration of
adsorbed reactants would actually affect the density of catalyst species in the sur-
face fringe. In the case of compound materials, such a density change could thereby
for example proceed via precipitation of another (bulk) phase. In this case, this
other phase, say for instance pure metal droplets at the surface of metal oxide
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catalysts, is in turn a suitable reservoir defining the chemical potential of the
substrate species involved in the density change.

What is thus left to get hard numbers out of (7.1) or (7.2) is to compute the
solid-state Gibbs free energies (and equivalently the chemical potentials of the
non-gas-phase reservoirs). Similar to the procedure for the gas-phase species, it is
thereby useful to separate off the DFT total energy, which in terms of thermody-
namic potentials amounts to the Helmholtz free energy minus the zero point
energies. We thus have G = Etot + ΔG(T, pi), where the zero point energies are
now considered to be contained in the temperature and pressure dependent free
energy part ΔG(T, pi). In comparison to the ideal gas situation, calculating this free
energy part is more involved for solids, and, unfortunately, the term itself is also
generally not negligible [39–41]. Fortunately, however, it is not this absolute free
energy part that matters for calculating in particular the excess surface free energy.
As apparent from (7.2) it is only the difference of two solid-state Gibbs free
energies and additional chemical potentials that enters, and in this difference many
contributions can cancel. Since the predominant contribution to solid-state ΔG(T,
pi) comes from vibrational free energy, it is thus not the absolute vibrations that
enter. Instead it is only changes of these vibrations (phonon spectrum, to be precise)
with respect to the reference configuration that matter, and these changes can often
be neglected for a first assessment. In the difference of (7.2)—and only there—we
can then write

γ T , pið Þ− γo T , pið Þ≈ 1
A

ΔEtot −ΔNiΔμi T , pið Þ½ � ð7:3Þ

with

ΔEtot =Etot Ni,Nj
� �

−Etot
o N

0
i ,N

0
j

� �
−ΔNiEtotðiÞ−ΔNjEtotðjÞ

and Etot(j) the DFT total energy of the solid-state reservoir chosen for species j. In
this approximation, the computational demand to evaluate the excess surface free
energy of a given configuration is therefore reduced to DFT calculations of the
surface configuration, the reference surface configuration, as well as of all isolated
gas-phase species and the chosen additional solid-state reservoirs. The entire tem-
perature and pressure dependence is instead exclusively contained in the terms
ΔNiΔμi T , pið Þ, where Δμi T , pið Þ is a look-up quantity that is generic for the species
and not for the particular systems studied.

It is this low computational demand that makes this formulation of ab initio
thermodynamics so appealing. One has to stress that this holds only within this
prevalent approximation though. The neglected terms ΔG(T, pi) are more involved.
This refers thereby less to the predominant vibrational contribution to these terms,
which can be and needs to be at least approximately calculated in many cases [39,
41]. The more elusive contribution comes instead from the configurational entropy
[20]. Fortunately, for not too high temperatures this entropy is not large and for
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hitherto typically studied systems neglecting it affects the results only in a pre-
dictable way that I will further discuss below.

There is, however, a much more critical aspect than the neglect of these indi-
vidual solid-state free-energy contributions. This is the way how the configurational
sampling is performed in present applications of this theory. What is generally done
is to consider a given number of configurations that is presumed to be of relevance
for the problem at hand. Computing the excess surface free energies for every one
of them, one of these configurations will exhibit the lowest value for given
gas-phase conditions (T, pi). This configuration is then declared to be most stable
for these conditions, but obviously this statement can only refer to relative stability
within the group of configurations that has actually been tested. If a configuration
that was not considered was to exhibit an even lower excess surface free energy, it
would not be identified. There is also no warning mechanism of such cases in any
form in the present formulation of ab initio thermodynamics: The results obtained
would simply be wrong. This limitation with respect to the considered configura-
tions must always be born in mind when assessing the results of present-day
ab initio thermodynamics studies. Of course, this limitation is not conceptual, but
results merely from the steeply increasing computational costs when comparing
extended numbers of configurations (certainly in the context of in situ studies of
model catalysts). Any form of more systematic configurational sampling, as e.g.
resulting from global geometry optimization algorithms, can be straightforwardly
incorporated into the ab initio thermodynamics framework. The resulting total
energies of all configurations sampled just need to be entered into thermodynamic
equations of the type of equations (7.1)–(7.3), or one directly performs the sam-
pling in the appropriate thermodynamic ensemble by evaluating different cost
functions than the total energy.

7.2.2 Oxide Formation at (Near-)Ambient Conditions

After this brief methodological survey, let me illustrate the kind of insights and the
effect of the discussed approximations and limitations with an application example
in the in situ context. As mentioned before, a possible formation of oxides at the
surface of late transition metal oxidation catalysts is a prototypical manifestation of
the type of surface morphological transitions that one suspects to occur under
technologically relevant, (near-)ambient reaction conditions. While nominally Rh,
Pd, or Pt would thus be materials that one cites as catalysts employed for such
reactions, in fact their oxides or “oxidic” films could be the ones that really actuate
the catalysis. If true, it would obviously not make much sense to discuss the
catalytic activity (and any “ideas” for improved catalysts) in terms of the classic
active sites offered by fcc(111) of fcc(100) facets of these metals. One would have
simply looked at the wrong material. Ab initio thermodynamics has been heavily
employed in this context and a natural starting point is to only consider the effect of
an oxygen environment. Using the clean metal surface as a suitable reference, one
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would calculate the excess surface free energy for a range of surface configurations
with increasing oxygen content, and in turn evaluate their relative stabilities as a
function of the oxygen chemical potential of the surrounding gas phase. Figure 7.1
exemplifies this for a Pd(100) surface [42–44]. Natural surface configurations to
consider in such a case are various (ordered) simple adsorption layers of different
concentrations as they could for example have been characterized in UHV Surface
Science work. For the O/Pd(100) surface this would be so-called p(2 × 2) and c
(2 × 2) structures with O atoms adsorbed at the fcc(100) hollow sites at ¼
monolayer (ML) and ½ ML coverage, respectively [45, 46]. The excess surface free
energies of these structures will vary with varying O content in the gas phase. In
(7.3) this enters through the linear dependence on the (oxygen) chemical potential,
which scales differently for configurations with different amounts of (oxygen)
species incorporated into the surface fringe. In the limit of an infinitely dilute gas
(ΔμO → –∞), incorporating any O into the surface configuration would incur an
infinite cost due to the concomitant infinite loss of entropy. This is why the clean
surface reference naturally exhibits the lowest excess surface free energy under
these conditions, cf. Fig. 7.1a.

With increasing oxygen content in the gas phase, ΔμO will become less negative
and it will become increasingly more favorable to stabilize oxygen at the surface. In

Fig. 7.1 a Excess surface free energies and b surface phase diagram for O/Pd(100). Considered
are two ordered O adsorbate layers with different coverage (p(2 × 2), ¼ monolayer (ML), and c
(2 × 2), ½ ML) and a (√5 × √5)R27°–O surface oxide film (0.8 ML). Note the extended
stability range of the surface oxide compared to the known PdO bulk oxide. The total energies
(DFT-GGA, PBE) used to construct this graph via (7.3) are taken from [42–44]
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the example of O/Pd(100) in Fig. 7.1a this happens at ΔμO = −1.3 eV, which is
when the excess surface free energy of the p(2 × 2) adsorption structure becomes
lower than the clean surface reference. The higher the surface O concentration of a
configuration, the steeper will be the decrease of its excess surface free energy in a
plot like Fig. 7.1a. This can eventually stabilize such configurations at higher O
chemical potentials. The obvious upper limit of surface O concentration is thereby a
complete transformation of the bulk metal into a bulk oxide, as this then implies an
infinite number of O atoms in the normalization per surface area employed in (7.3)
[47]. In a plot like Fig. 7.1a this leads to an infinite negative slope, i.e. a vertical
excess surface free energy line. For the shown example of O/Pd(100) this line
indicating the formation of bulk PdO lies at ΔμO = −0.7 eV, and for any higher
oxygen chemical potential the PdO bulk oxide will be the stable phase.

Already at this stage it is worthwhile to point out what has been gained through
this theory. On the basis of only a handful of static DFT calculations we can discuss
the possible surface structure and composition at finite temperature and pressure. In
a plot like Fig. 7.1a the latter two-dimensional (T, pO2)-dependence is thereby
conveniently described through the one-dimensional dependence on the corre-
sponding chemical potential. By defining suitable references one can convert one
dependence into the other on an absolute scale [34]. As done in Fig. 7.1a this
allows to include additional x-axes that give the pressure dependence at some
specific temperature (or alternatively the temperature dependence at some fixed
pressure). The surface configuration exhibiting the lowest excess surface free
energy for a certain range of chemical potentials would be identified as the most
stable one for the corresponding gas-phase conditions. Another way of plotting the
results would be to concentrate only on these most stable structures and plot their
(T, pO2)-stability ranges in a so-called surface phase diagram as done in Fig. 7.1b.
Such surface phase diagrams are more intuitive to read, but there is also a certain
caveat to them. This has to do with the uncertainty due to the mentioned approx-
imate DFT total energies. For a surface phase diagram this implies that the obtained
boundaries between different phases can typically be wrong by ∼100 K and (de-
pending on temperature) several orders of magnitude in pressure. As a large part of
the error arises often from the DFT description of the gas-phase species, such shifts
tend to similarly apply to all phase boundaries though. The overall topology of the
surface phase diagram (which phases are predicted to be stable at some finite range
of (T, pO2)-conditions) is then more robust, and this is what one should generally
focus on. In this respect, an intriguing immediate result contained in the O/Pd(100)
example of Fig. 7.1 is for example that the c(2 × 2) adsorbate structure which has
been observed and characterized after gas dosage in UHV [45, 46] is never pre-
dicted to be a stable phase on the basis of the employed DFT functional.

A second intriguing aspect of ab initio thermodynamics that can be highlighted
with the example of Fig. 7.1 is the possibility to test the stability of surface con-
figurations one suspects to potentially play a role at finite temperatures and pres-
sures. In the context of oxide formation this would prominently be thin oxide films
at the surface. For O/Pd(100) such a structure had again be stabilized after excessive
O dosage in UHV and was subsequently characterized as a layer of PdO(101) in a
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commensurate (√5 x √5)R27° stacking on top of Pd(100) [48, 49]. Evaluating the
excess surface free energy for this surface structure, there is indeed a finite range of
O chemical potentials where it is predicted to be most stable, cf. Figure 7.1. This
range extends over ΔμO lower than the ones of the known bulk oxide phase, i.e.
ab initio thermodynamics predicts a range of less O-rich gas-phase conditions
where bulk PdO is not yet stable, but such a PdO(101) overlayer is. Such an
extended stability range of surface oxide films has been found for many low-index
late transition metal facets [48–57]. It can arise from an enhanced coupling of the
film to the underlying metal [58], but also simply because the structure of the thin
films is by no means restricted to those of the known bulk oxides. The latter point
thereby hints at the mentioned limitation of prevalent ab initio thermodynamics
with respect to the configurational sampling. Maybe there are more complex, highly
O-enriched surface configurations that would exhibit even lower excess surface free
energies. Without knowing their explicit structure (or being able to represent this
structure in computationally tractable periodic supercell geometries) their excess
surface free energies cannot be calculated and the corresponding stabilities not be
assessed. Even within the drive towards (near-)ambient catalysis this underscores
the value of dedicated UHV Surface Science work that aims to stabilize and
characterize such structures and therewith serves as a generator for structural
models to test. Just as much as one might rather focus more on the overall topology
of surface phase diagrams than their absolute phase boundaries, this also suggests
that the really valuable “idea” that has emerged out of studies of the kind of the
discussed O/Pd(100) work is not necessarily that of a particular, defined surface
oxide structure. These ordered structures are likely just idealized models. Instead it
is the general notion that such kind of O-enriched surface configurations (be they
called surface oxides, oxidic films or sub-surface oxygen) can be stabilized in
environments far less O-rich than those where bulk oxides are known to be stable.

7.2.3 Constrained Thermodynamics: Approximate Structure
and Composition Under Reaction Conditions

Whether such configurations really play a role for (near-)ambient oxidation catal-
ysis, then critically depends on the particular reaction. The presence of the other
reactant tends to reduce the catalyst surface. In order to assess whether an oxidized
configuration will prevail under reactive conditions, the other reactant thus needs to
be accounted for. In ab initio thermodynamics this seems straightforward to do as a
multi-component gas phase can simply be considered through multiple reservoirs
for the corresponding gas-phase species [39]. In (7.1)–(7.3) this is already indicated
through the dependence on several chemical potentials μi. There is a slight catch to
this for heterogeneous catalysis though. If one was to consider full thermodynamic
equilibrium, then also these various reservoirs would be in equilibrium with each
other. However, if all reactants were in full equilibrium with each other, the gas
phase would only consist of products, as a catalyst can only operate under
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gas-phase conditions where the products are thermodynamically more favorable
than the reactants. As this is obviously not the situation we want to describe, one
instead suitably resorts to a kind of “constrained” equilibrium approach [37, 59]. In
order to capture the effect of exposure to the reactant gas phase, the catalyst surface
is considered to be in full equilibrium with all reactant gas-phase chemical
potentials, while the latter are treated as mutually independent of each other. The
approximation that is introduced through this is to neglect that the actual on-going
surface catalytic reactions may consume surface reaction intermediates faster than
they can be replenished from the gas phase [60]. A “constrained” ab initio ther-
modynamics study can therefore only provide some first rough insight into the
surface structure and composition in reactive environments, but its advantage is
that, as before, a wide range of structurally and compositionally largely differing
configurations can readily be compared in a computationally undemanding way.

Figure 7.2 illustrates this for the CO oxidation at Pd(100) system, where in
contrast to Fig. 7.1 the CO chemical potential is now explicitly considered as a
second axis [43, 44]. Comparing the stability of a large set of on-surface (co)
adsorption, surface oxide and bulk oxide structures, several phases involving the
(√5 × √5)R27° surface oxide are found to be most stable over a wide range of
(T, pO2, pCO)-conditions. Again, this range largely exceeds the stability range of
bulk PdO. Intriguingly, this range extends in fact so much that it even just touches
the gas-phase conditions typical for technological CO oxidation, i.e., partial pres-
sures of the order of 1 atm and temperatures around 300–600 K. In terms of a
potential oxide formation under reaction conditions, this would suggest that instead
of thick bulk-like oxide films it would rather be such a nanometer-thin oxidic
overlayer that could play a role. Indeed, in situ reactor scanning tunneling micro-
scopy (STM) experiments observed substantial morphology changes that were
precisely assigned to the formation of a thin oxidic overlayer [56, 61, 62]. However,
in these experiments, a continuous consumption and formation of this surface oxide
even under the employed steady-state reaction conditions was reported—which
would directly relate to the general “idea” of a working catalyst as a very dynamic
entity. For this aspect the proximity of the technologically-relevant (near-)ambient
reaction conditions to the phase boundary between the surface oxide and reduced
metal configurations in Fig. 7.2 has to be emphasized. In Fig. 7.2 this boundary is
drawn as an infinitely sharp transition, whereas in reality any such phase transition
would occur over a finite range of pressures and/or temperatures. This abrupt
change in (μO, μCO)-space in Fig. 7.2 is the result of the neglect of the solid-state
configurational entropy contributions in (7.3). While these contributions are gen-
erally small compared to absolute excess surface free energies, they particularly
matter for chemical potential conditions where the excess surface free energy lines
of two competing configurations cross, i.e. exactly at phase boundaries. Under such
conditions the thermally induced possibility to explore both configurations leads to
enhanced fluctuations and phase coexistence [37, 59].

Under the neglect of configurational entropic contributions the prevalent for-
mulation of (constrained) ab initio thermodynamics cannot explicitly account for
such a phase coexistence (and the implied fluctuations). As done in Fig. 7.3 one
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may estimate its width in (T, pi)-space and represent this information by drawing
the phase boundaries as regions with a corresponding finite width [37, 59]. Fig-
ure 7.3 shows results equivalent to Fig. 7.2, but obtained for CO oxidation at
RuO2(110) [60]. Strikingly, technologically relevant feed conditions fall again
precisely into such a phase coexistence region. The thus suggested notion to view
heterogeneous catalysis as a phase transition phenomenon may thereby be
rationalized by recalling that a so-called stable phase is not stable on an atomistic
scale. Instead it represents an average over many continuously on-going processes
such as dissociation, adsorption, diffusion, association, and desorption. As all these
elementary processes and their interplay are of crucial importance for catalysis,
regions in (T, pi)-space that exhibit enhanced thermal fluctuations, i.e. where the
dynamics of these atomistic processes is particularly strong, appear naturally as
most relevant [37]. In this understanding where in phase space catalytically relevant
regions might emerge, insights of the type provided by Figs. 7.2 and 7.3 also allow
to comment on the possibility to further explore them by bridging the pressure gap
between (near-)ambient real catalysis and UHV Surface Science. In the thermo-
dynamic Gibbs ensemble the only ruling quantities are the chemical potentials μi.

Fig. 7.2 Surface phase diagram for the Pd(100) surface in “constrained” thermodynamic
equilibrium with an environment consisting of O2 and CO. The atomic structures underlying the
various stable (co-)adsorption phases on Pd(100) and the (√5 × √5)R27° surface oxide, as well
as a thick bulk-like oxide film (indicated by the bulk unit-cell), are also shown (Pd: large blue
spheres, O: small red spheres, C: white spheres). Phases involving surface or bulk oxide are to the
right bottom of the dotted and dashed line, respectively. The dependence on the chemical
potentials of O2 and CO in the gas phase is translated into pressure scales at 300 and 600 K. The
black hatched ellipse marks gas-phase conditions representative of technological CO oxidation
catalysis, i.e., partial pressures of 1 atm and temperatures between 300 and 600 K. Adapted from
[43]
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As long as the (T, pi)-conditions of two experiments correspond to the same μi,
thermodynamically the same results would be expected. In order to represent the
chemical potentials of (near-)ambient catalysis in UHV Surface Science one would
correspondingly have to resort to much lower temperatures, cf. the different pres-
sure scales in Figs. 7.2 and 7.3. Note, however, that this idea of thermodynamic
scaling by maintaining the same chemical potentials is not necessarily the same as
simply maintaining a constant reactant partial pressure ratio and varying the total
pressures or temperature. Such a procedure does not keep the chemical potentials
constant, and in case of dissociatively adsorbing reactants generally not even the
chemical potential ratios. Without knowledge of the surface phase diagram, the
concomitantly explored chemical potential range may easily cross phase bound-
aries, and then lead to incomparable results even on thermodynamic grounds alone.

Obviously, also kinetic limitations will contribute to deviations from thermody-
namic scaling and further jeopardize a reliable bridging of the pressure gap by simple
thermodynamic recipes for the gas-phase concentrations [10]. Such kinetic effects are
thereby not necessarily more prominent at low temperatures. At higher temperatures
one may generally expect higher turnover frequencies. The surface-reaction processes
might thus increasingly occur at higher rates than the adsorption and desorption
processes that maintain the equilibrium with the surrounding gas phase that is assumed
in (constrained) ab initio thermodynamics. As further discussed below, the resulting
depletion of particular surface species may then well lead to significant deviations
from the predicted surface structure and composition [60]. Already for the pure for-
mation of the thin surface oxide overlayer on Pd(100) at increasing O pressures, in situ
surface X-ray diffraction (SXRD) experiments indicated severe kinetic limitations that
suppressed formation of the overlayer at near-ambient pressures and elevated temperatures
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Fig. 7.3 Surface phase diagram for the RuO2(110) surface in “constrained” thermodynamic
equilibrium with an environment consisting of O2 and CO. The labels of the different stable phases
reflect a predominant population (O, CO or empty “–”) of the two prominent adsorption sites
offered by this surface, br(idge) and coordinatively unsaturated (cus) site. Coexistence regions at
the phase boundaries are marked in white, with the width of these regions corresponding to 600 K.
Technologically relevant catalytic conditions around partial pressures of 1 atm and temperatures
between 300 and 600 K are indicated by the black hatched ellipse. Above the dashed line bulk
RuO2 is thermodynamically unstable against CO-induced decomposition (see text). Adapted from
[60]
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on the time scale of hours [42]. One may well imagine such limitations to intensify
in the presence of a reducing co-reactant, or when formation of thick bulk-like films
is concerned. This should be kept in mind when assessing the results of Fig. 7.3.
For the more reactive Ru metal, the stability region of its bulk RuO2 oxide is much
larger than for Pd and PdO [47]. In terms of the surface phase diagram,
technologically-relevant reaction conditions fall therefore well into the stability
region of this bulk oxide, cf. Fig. 7.3. Instead of a potential (dynamic) formation of
a nanometer-thin surface oxide overlayer as on Pd(100), this would rather suggest
thick bulk-like oxide films to occur on Ru, with the catalytic phase coexistence then
restricted to the adsorbate overlayer on these films. However, kinetic growth lim-
itations, e.g. due to slow diffusion of either O or Ru atoms through the formed film
[63, 64] might significantly change this picture. Indeed, while the formation of
crystalline, bulk-like RuO2(110) during (near-)ambient CO oxidation catalysis has
indeed been observed experimentally at Ru(0001), even after long operation times
the reported film thicknesses never exceeded about 20 Å [13, 65, 66].

This restates to really view the results of (constrained) ab initio thermodynamics
only as very rough first insights. However, even on this level these insights can be
very valuable and in the discussed context of oxide formation in (near-)ambient
oxidation catalysis these insights do support the dynamical catalysis picture in
terms of substantial surface morphological transformations in the reactive envi-
ronment that has emerged from corresponding in situ experiments. In fact, as there
is no reason why a possible formation of (surface) oxides should simultaneously
occur on different facets of the same metal, such transformations can also contribute
to substantial changes in the shape and morphology of (supported) nanoparticles.
(Constrained) ab initio thermodynamics can also contribute to this context by
calculating surface free energies of different facets and combining them within
Wulff (Kaischew) constructions [67, 68]. Significant particle shape changes have
this way indeed been predicted as a function of the surrounding gas-phase envi-
ronment [69–72]. The possibility to quickly compare surface configurations that
vary as widely as metal, oxidic overlayer, and bulk-like oxides is thereby an asset
that—behold of the highly approximate nature of this theory—cannot be overstated
and that serves ideally to elucidate the dynamics of working catalysts.

7.3 First-Principles Microkinetics

7.3.1 Methodology

In order to properly capture the kinetic effects that are suspected to modify the
approximate picture obtained within ab initio thermodynamics, the simulations
need to explicitly account for a time dependence. The involved time integration is
thereby extensive and may exceed time scales of the order of seconds. The reason
for this is the so-called rare-event dynamics underlying surface catalytic processes.
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While a catalyst generally reduces the barriers of these processes, they are still
typically of the order of ∼1 eV. Since this is much larger than kBT, the time scales
of these relevant elementary processes are largely decoupled from the regular
thermal (vibrational) motion. A vanilla-flavor molecular dynamics simulation
integrating the Newtonian equations of motion for the nuclei would be able to
capture these vibrations. Yet, it is largely intractable to integrate up over time scales
that would allow for a statistically relevant averaging of the rare catalytic processes.

In microkinetic theories this separation of time scales is instead exploited by
abandoning the continuous dynamical description in favor of a discrete
state-to-state time evolution, in which the individual elementary processes drive the
system in discrete jumps from one system state to the next [73, 74]. The central
equation to solve is then a Markovian master equation

dPαðtÞ
dt

= ∑
β

WαβPβðtÞ−WβαPαðtÞ
� �

, ð7:4Þ

where α and β are states of the system with corresponding probabilities Pα(t) and
Pβ(t). Wαβ and Wβα are the transition probabilities per unit time, specifying the rate
with which the system changes due to the elementary processes (adsorption, des-
orption, reaction, and diffusion), respectively from state β to α and vice versa. These
master equations, one for each system state α, are thus simple balancing equations:
The probability to find the system Pα(t) in state α at any time t changes because
transitions from any other state β can occur into state α (WαβPβðtÞ) or they can
occur out of state α into any other state β (−WβαPαðtÞ). Importantly, one has
thereby applied a Markov approximation, because none of these transitions depend
on the history through which states the system has gone before. Rather than
involving probabilities that depend on any past time t′ < t, (7.4) thus only shows
probabilities at the same instant in time t: Transitions involving a hopping out of
state α at time t depend only on the probability that the system actually is in state α
at time t (PαðtÞ). Transitions involving a hopping from any other state β into state α
at time t depend only on the probability that the system is in state β at this time
(PβðtÞ). The rationale behind this approximation is that one assumes that during the
long vibrational motion before a rare event eventually brings the system out of the
current state into the next one, the system completely forgets how it actually got
into this state in the first place. Limitations in the dissipation of the reaction energy
released during individual elementary processes might potentially lead to violations
of this Markov approximation [15], but for the time being this approximation is
unanimously assumed in prevalent formulations of chemical kinetics.

For a small number of system states, a Markovian master equation like (7.4) can
be solved analytically. Unfortunately, in surface catalysis we are not facing such a
small number. On the contrary. Assume that our catalyst surface exhibits a total of
N active sites. A unique system state would then be defined by the detailed pop-
ulation of every single one of these sites, and any elementary process that changes
the population of one or more of these sites corresponds to one entry in the
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transition matrix Wαβ [75]. Since the examples I use are for CO oxidation catalysis,
let’s stick to this reaction to see what this means in terms of numbers. In this
reaction, any active site can either be empty, or occupied by the reaction inter-
mediates O or CO (if we assume that CO2 formation leads to immediate desorption
of the product). This yields three population possibilities for every site and if we for
example assume that there are N = 100 active sites, then the total number of system
states, also known as detailed population configurations of the sites, is 3100 ≈ 1047.
Obviously, this is not a small number and for any more complex reaction network
with a correspondingly increased number of different reaction intermediates it will
even be higher. Yet, we still have to rationalize why N = 100 should be a good
representation for an extended catalyst surface. This comes about as in order to
appropriately capture the ensemble effects at such a surface, the explicitly con-
sidered group of active sites (that is suitably continued through periodic boundary
conditions) must be large enough to exceed the correlation length between sites.
This is the length over which the statistics of the processes that are ongoing at one
site still influences the statistics of the processes that occur at another. From present
experience on the type of systems discussed in this review an area spanned by
(10 × 10) = 100 sites is a good (in fact lower) estimate for this [22, 75].

For a surface catalytic system we thus have to generally expect a transition
matrix with a dimension of the order of ∼(3100 × 3100) or larger, i.e. with at
least ∼(3100)2 ≈ 1095 matrix elements. Fortunately, most of these matrix entries are
zero [75]. This has to do with the fact that chemical elementary processes typically
affect only the population of a small number of sites. A unimolecular adsorption or
desorption event of a molecule like CO changes the occupation of one particular
site. A diffusion process of such a molecule changes the occupation at two active
sites, one being emptied and an empty one being filled. Any transition connecting
states that differ in their populations by more than a few individual sites has
therefore a Wαβ = 0. An additional important feature that simplifies the transition
matrix immensely is translational symmetry at a crystalline extended surface. In
such a situation our ensemble of N = 100 active sites may only comprise a much
smaller number of inequivalent site types. At a simple low-index metal surface
maybe something on the order of two or three, say hollow or bridge terrace sites or
high-symmetry sites at an upper or lower step edge. In the crystalline symmetry the
elementary processes occurring at any site type are equivalent, which means that
their corresponding transition matrix elements Wαβ are the same. While the total
number of non-zero matrix elements even in the largely sparse transition matrix is
thus generally still too large to even be stored, the total number of inequivalent
matrix entries Wαβ is then typically rather small and determined by the total number
of inequivalent elementary reactions in the reaction network [75–77]. For a simple
CO oxidation model comprising only one active site type this total number can in fact
be as low as seven: Dissociative adsorption of O2, associative desorption of two
adsorbed O, CO adsorption, CO desorption, O diffusion, CO diffusion, and CO + O
reaction. It is only this immense simplification due to a prevailing and despite the
ongoing catalytic reactions static crystalline symmetry that makes any kind of
microkinetic model computationally tractable today. I come back to this point later,
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but already here we should realize that this obviously clashes with our working
hypothesis of a dynamically evolving, possibly amorphous or highly heterogeneous
catalyst surface that we intend to scrutinize with such simulations. This is precisely
the dilemma. We are largely constrained to conduct microkinetic simulations within
static models focusing on impinging and reacting gas-phase species on a rigid solid
surface. In a self-fulfilling prophecy this then contributes to the present widespread
acceptance of such a picture of catalysis.

Even though the transition matrix is thus sparse and contains only few
non-equivalent non-zero matrix elements, this does not change the fact that its
dimension is of the order of ∼(3100 × 3100) already for the discussed CO oxidation
reaction. While in the notation of (7.4) the master equation has a deceptively simple
form, it is hence so high-dimensional that it generally escapes any direct solution.
Kinetic Monte Carlo (kMC) simulations overcome this problem by generating an
ensemble of state-to-state trajectories with the property that an average over the
entire ensemble of trajectories yields the probability densities Pα(t) of (7.4) [21, 22].
In this way, only those matrix elements Wαβ of transitions between states α and β
are required that are actually executed along the generated trajectories. Despite the
averaging over the trajectory ensemble, a central feature of the finally obtained
explicit numerical solution is thereby that it contains the information of the detailed
spatial distribution of the reaction intermediates over the considered active sites,
along with the equally resolved occurrence of the individual elementary processes.
The still prevailing alternative to achieve a solution of (7.4) discards this detailed
information and instead considers only the occupation probabilities at different site
types, i.e. the averaged coverage θ of all equivalent sites of a given type [5–7]. This
represents a significant simplification of the problem, as the master equation then
decays into a small number of differential rate equations describing the time evo-
lution of these coverages at the different site types [78, 79]. These are exactly the
type of rate equations that are often phenomenologically formulated. Typically the
resulting network of differential equations is extremely stiff and requires special
solution techniques. Nevertheless, even then the computational solution is so
undemanding that it can mostly be achieved on time scales of the order of seconds
on simple desktop computers.

There is also an additional simplification with respect to the input that such a
mean-field (MF) rate equation model requires. It only needs to know what kind of
active site types are considered and which elementary processes can take place at
each one of them. In contrast, as it resolves the spatial distributions at the surface, a
kMC model additionally needs to know how these active site types are geometri-
cally arranged with respect to each other. As already mentioned such simulations
are presently only tractable under a prevailing translational symmetry. Typically,
kMC simulations in the field are therefore performed for a given lattice model that
reflects the crystalline structure of the studied single crystal surface or nanoparticle
facet. From this perspective, and recalling our objective to investigate a possible
dynamical picture of catalysis, this sounds like a disadvantage or limitation in
comparison to the MF rate equation approach. To some extent this is true. On the
other hand, one has to realize that an MF model does not even know whether there
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is a crystalline order at the surface or not. It does not even know that step sites are
per definition linearly coordinated next to each other and are thus differently
accessible to surface reaction intermediates than active sites at a two-dimensional
terrace. The only thing an MF model knows and can correspondingly account for is
that there are the different active site types that it considers. Obviously, MF rate
equation theory is thus a gross approximation in comparison to kMC and we can
only expect it to yield a faithful description of the surface kinetics if this approx-
imation is justified. The latter is the case, when there is a perfect mixing of the
reaction intermediates over the active sites of the surface. Then, indeed, the details
of the spatial distribution do not matter. Fast diffusion processes can ensure such a
mixing. In turn, diffusion limitations, as we can often expect them for example at
oxide surfaces, are one of the two classic situations known to cause a break-down of
the MF approximation, with rate equation theory correspondingly providing inac-
curate solutions [79, 80]. The other situation arises in the case of strong lateral
interactions between reaction intermediates, as the implied preferences of certain
reaction intermediates to either seek or avoid each other naturally oppose the dif-
fusional tendency to randomly mix the adlayer [78]. As it is not a priori obvious if
the MF assumptions are fulfilled for a given system, MF rate equation theory should
not be applied uncritically. Clearly, if they are fulfilled, MF theory is the much
more efficient approach that should be pursued. If they are not fulfilled, wrong
results and concomitant “ideas” might result.

KMC and MF rate equations are presently the two predominant microkinetic
theories. As rate equations are the far more traditional and widespread approach,
people often exclusively associate them with the label microkinetic modeling. This
is sloppy as both theories formally provide solutions to the same microkinetic
master equation. With the rapidly advancing use of kMC simulations in the field of
surface catalysis one should thus rather refer to microkinetic modeling as a joint
label for both approaches. The formal similarity of the two approaches is also
reflected in the equivalent input they require. As already discussed these are the
inequivalent active sites (in kMC additionally a lattice model fixing their geomet-
rical arrangement) and the list of elementary processes that can occur at these sites.
It is worthwhile to emphasize that this is an input, not an outcome of the simula-
tions. Neither approach has any built-in warning feature if a relevant process or site
type has been overlooked, or even more desirable the capability to automatically
generate complete lists of such processes and sites. If a relevant process or site is
not included in the microkinetic model, the results are nothing, but simply just
wrong.

7.3.2 The First-Principles Input

Apart from these lists the remaining input that is additionally needed are the
inequivalent, non-zero transition matrix elements. With units of time−1, these
matrix elements correspond to the rate constants of the various elementary
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processes, i.e. Wαβ = ka if the transition from state α to state β results from ele-
mentary process a with rate constant ka [22, 75]. In first-principles (1p) microkinetic
approaches these rate constants are determined by electronic structure theory cal-
culations, and it is through these rate constants that such kind of modeling then
obtains its (hopefully) predictive character. To derive the rate constants predomi-
nantly from computationally less demanding static, again typically DFT, calcula-
tions, the currently most commonly employed approach in the area of surface
catalysis is transition-state theory (TST) [19, 81, 82]. Without having seen much
systematic scrutiny, this approach seems to meet sufficient accuracy, which is thus
quite different to the situation in other fields e.g. when liquids are involved. TST
yields rate constants of a general form

ka =A T , pið Þexp −ΔEa

kBT

� 	
, ð7:5Þ

where the prefactor A(T, pi) accounts for entropic changes between the initial and
transition state (TS) of the process, and ΔEa is the corresponding energy barrier. As
the prefactor enters this equation only linearly, various, in parts drastic, approxi-
mations for it characterize the present state-of-the-art in the field [19, 83]. In par-
ticular for adsorption or desorption processes or Eley-Rideal reaction steps that may
involve large entropy changes this will have to be improved in future work [60, 84].
Apart from their direct quantitative impact on the rate constant and subsequently the
microkinetic simulation result, such approximations have generally also to be seen
in the light of microscopic reversibility. In order to be thermodynamically con-
sistent, rate constants of forward and (time-reversed) backward processes like
adsorption and desorption have to fulfill a detailed balance condition. If different
approximations are made for the two processes, this condition can be broken.
Kinetic models that correspondingly do not yield the proper thermodynamic limits
should be met with great skepticism, but are unfortunately frequently found in the
literature.

This leaves as most crucial DFT input the energy barriers ΔEa for every
inequivalent elementary process a. Already for decently sized reaction networks
and considering only a few inequivalent active site types, the explicit calculation of
these barriers quickly becomes the predominant computational bottleneck of 1p
microkinetic studies [19]. This in particular, as the ΔEa generally depend on the
local environment, i.e. lateral interactions with nearby co-adsorbates modify the
energy barriers. In order to capture such effects, multiple DFT calculations of the
same process need to be performed for different local adsorbate configurations. In
1p-kMC simulations these are then cast into some (short-range truncated)
lattice-gas Hamiltonian expansion [85–88], while in 1p-MF rate equation theory
this dependence is considered through an effective coverage-dependence ΔEa =
ΔEa(θ) [7, 89, 90]. In their prevalent formulation 1p microkinetic studies thus carry
an enormous overhead. Extensive DFT calculations are required to determine all
process barriers and their environment dependencies. This information is then
stored in look-up tables, which serve as basis for the subsequent and
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computationally typically far less demanding actual 1p-kMC or 1p-MF rate equa-
tion simulations. An obvious disadvantage of such a static divide-and-conquer type
procedure is that potentially extensive DFT calculations are performed for reaction
intermediates or coverage regimes that in the actual microkinetic simulations for the
targeted reaction conditions are never met.

A pragmatic solution to this is to start with quite simple formulations for the
reaction network and lateral dependencies, possibly using lower-level theories for
an only approximate account of the lateral interactions. In a second step one iter-
atively refines the model depending on the simulation results one obtains. Due to
the non-linearities of the reaction network, such an approach is not fool proof
though, i.e. the initial model can be so coarse that it leads into a completely wrong
direction. A highly appealing alternative especially for the trajectory-based 1p-kMC
simulations would therefore be to only compute the really required reaction barriers
on-the-fly, i.e. in the course of the on-going 1p-kMC simulation. Such approaches
come with names like adaptive kMC, on-the-fly kMC, self-learning kMC, or kinetic
activation-relaxation technique [91–94]. They would indeed also be most appealing
from the perspective of a dynamical catalysis picture, as such approaches would not
necessarily be restricted to a fixed lattice model. The essential idea of these kind of
on-the-fly kMC formulations is to compute all energetically low-lying (and there-
fore dynamically relevant) barriers out of a given system state α. In accordance with
the kMC algorithm, one of the corresponding elementary processes is executed and
brings the simulation into a new system state β. This process is then iterated, i.e.
barrier calculations are performed sequentially for every new state visited. Huge
savings in computational time can thereby be achieved when appropriately storing
the already computed barriers and introducing some form of state recognition. If the
algorithm thus realizes that the new state β corresponds to an already visited earlier
state α, barriers are not recomputed, but drawn from the existing look-up tables.
Despite these savings, the computational effort of an at least semi-reliable explo-
ration of all low-lying barriers at individual kMC steps is generally still orders of
magnitude higher than those of the traditional divide-and-conquer look-up formu-
lation. Applications of on-the-fly kMC in surface catalysis are therefore presently
either restricted to very specialized systems with only reduced configurational
complexity or they employ force fields rather than DFT calculations for the process
barriers.

The computationally expensive part of an actual barrier calculation is in either
case the location of the TS through advanced transition state search algorithms [95,
96]. In on-the-fly 1p-kMC, where the final states are not known, this would be
one-ended techniques like the dimer method [97, 98]. In the prevalent divide-and-
conquer 1p microkinetic approaches, where initial and final state of an elementary
process are known, most accurate results are instead obtained by state-of-the-art
two-ended techniques like the (climbing image) nudged elastic band (NEB) method
or string approaches [99–101]. Regardless of dimer, NEB, or string, one TS search
will involve numerous individual DFT calculations. For the system sizes typical for
surface catalytic problems these DFT calculations may furthermore exhibit severe
convergence issues, or the actual TS search algorithm has problems converging to
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the (right) TS. The barrier determinations are therefore the by far most critical and
(human and CPU) time-consuming step in a 1p microkinetic study. Obviously, it is
thus also this step that has the highest leverage for speed-ups through more
approximate approaches. This starts already with the use of less rigorous TS search
algorithms like drag methods or a mere calculation of energy profiles along
assumed reaction paths. However, most prominently and with highest efficiency
gains, this has been exploited by approximate relations between the activation
energies and the thermochemistry of the reaction [102–108]. One prominent
example are the well-known Brønsted-Evans-Polanyi (BEP) relationships [5, 7,
106–108], which yield linear relations of the kind ΔEa ≈ c1 (Ef –Ei) + c2, where c1,
c2 are constants and (Ef –Ei) is the energy difference of the initial and final state of
the reaction. Since the latter thermochemical energy difference only involves
geometry optimizations of (meta)stable configurations, knowledge of such a rela-
tion yields substantial reductions in computational cost as compared to an explicit
TS search. An even further reduction in cost and the number of independent
parameters has been achieved by realizing that the binding energetics of many
reaction intermediates can be related to the binding energetics of a few base ele-
ments out of which these reaction intermediates are typically composed, namely H,
C, N, O, and S [108–110]. While the initial task was thus to explicitly compute a
considerable number of energy barriers for each elementary process of the con-
sidered reaction network, exploitation of the latter scaling relations and BEP rela-
tions may reduce this to the calculation of the binding energies of a few base
elements. This can imply such an enormous reduction in the computational cost that
it allows to access quite complex reaction networks and in particular engage in
computational screening studies [7, 108, 111–119]. This route has hitherto been
exclusively pursued within 1p-MF rate equation approaches. As the goal of kMC-
based 1p microkinetic modeling is typically more a comprehensive and most
accurate understanding of a particular system, use of such more approximate
scaling and BEP energetics may have seemed less obvious. However, there is no
conceptual obstacle against doing so in the future.

7.3.3 Surface Morphological Transitions in Near-Ambient
Catalysis

Just as with (constrained) ab initio thermodynamics, a central outcome of 1p
microkinetic modeling is the surface structure and composition as a direct function
of the surrounding gas phase. As the theory is explicitly time dependent, this can be
for steady-state reaction conditions, but equally for non-stationary situations as for
example in temperature-programmed-reaction (TPR) experiments. 1p-MF rate
equation theory provides this information in the form of average coverages at the
considered active sites. 1p-kMC simulations additionally provide the detailed
spatial distributions and fluctuations at the surface. Such insight is invaluable to
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properly capture and analyze microstructural effects, for instance at oxide surfaces
or defects like vacancies or steps. Of course, the 1p-kMC distributions can also be
averaged to obtain (proper) average coverages without having to resort to the MF
approximation.

In the resulting surface populations the kinetic effects due to the on-going reaction
events (that were neglected in constrained ab initio thermodynamics) are now
explicitly considered. Also, “phase” transitions are better described as “configura-
tional entropy” is accounted for. In 1p-MF rate equation theory without any cov-
erage dependencies this is at a level equivalent to Langmuir models [120], in
1p-kMC this is the accurate numerical evaluation on the ensemble of active sites
considered. Quite deliberately, I have put the words “phase” and “configurational
entropy” in quotes here, as these are inherently thermodynamically defined terms,
while the consideration of an open catalytic system with on-going reaction events in
1p-kMC and 1p-MF obviously brings us outside the realm of thermodynamics. To
reflect this, pioneering kMC work on surface catalytic problems [121] has created
the, sometimes critically mocked word “kinetic phase diagrams” (then containing
“kinetic phase transitions” etc.) to denote the equivalent compositional output as
compiled in the surface phase diagrams of (constrained) ab initio thermodynamics as
e.g. shown in Figs. 7.1, 7.2 and 7.3. In the following I will stay within this type of
nomenclature in exactly the spirit as put forward by Ziff, Gulari, and Barshad [121].

Figure 7.4 shows such a kinetic phase diagram for the CO oxidation problem at
RuO2(110) that I discussed at the (constrained) ab initio thermodynamics level
above. Directly compared are results obtained by 1p-kMC simulations and 1p-MF
rate equation theory [60, 78]. Both microkinetic simulations have been based on
exactly the same DFT input and the same considered reaction network, such that the
differences discernible in Fig. 7.4 arise exclusively from the mean-field approxi-
mation in the MF approach. Even though the overall topology of the phase diagram
is largely robust against this approximation, the positions of the catalytically most
relevant kinetic phase boundaries are somewhat shifted. A detailed analysis shows
that this goes hand-in-hand with significant shortcomings of MF theory to appro-
priately describe the catalytic activity and underlying reaction mechanisms [78].
More important for the present context are, however, the much more significant
deviations in the predicted surface structure and composition when comparing both
1p microkinetic theories with the approximate thermodynamic insight in Fig. 7.3.
What prevails is the insight that technologically relevant reaction conditions with
pressures of the order of 1 atm and near-stoichiometric reactant ratios fall in the
vicinity of a phase transition, and in particular the one in which adsorbed O and CO
compete for the so-called coordinately unsaturated (cus) sites offered by this sur-
face. This finding and the importance of the cus sites for the catalytic activity of
RuO2(110) are fully consistent with all presently available experimental data [11,
13, 14]. Substantial differences between (constrained) thermodynamic and
microkinetic theory are, however, obtained for the population of the other (br) idge
active site type offered by the RuO2(110) surface. While (constrained) ab initio
thermodynamics predicts a predominant population with Obr even for largely
CO-rich gas-phase conditions [37, 59], both microkinetic theories agree on an
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essentially complete replacement by CObr species in this regime. This is a classic
illustration of the surface catalytic reactions consuming a reaction intermediate, here
Obr, faster than it can be replenished by adsorption from the gas phase. Since
ab initio thermodynamics is blind to such kinetic effects, it only assesses the very
strong binding of O to these bridge sites and thereby largely overestimates the
presence of this species at the surface.

This showcase example thus nicely underscores the approximate nature of
(constrained) ab initio thermodynamics results and the added value of explicit 1p
microkinetic theories. Of course, not everything is perfect in the latter theories
either. Even in the highly CO-rich gas-phase conditions in the upper left parts of the
panels in Fig. 7.4 both 1p microkinetic theories predict at maximum a fully
CO-poisoned oxide surface, whereas the thermodynamic estimates in Fig. 7.3
immediately reveal the proper complete reduction of the oxide. This difference
arises as the predictive power of the 1p microkinetic approaches extends, of course,
only to the active sites and concomitant set of elementary processes considered in
the model. In the studies behind Fig. 7.4 this framework corresponded to the active
sites of a reduced, but otherwise intact RuO2(110) surface. The structural com-
plexity that would arise when considering a full oxide reduction path would pre-
sently imply a completely intractable 1p input (vide infra), let alone that at best only
a conceptual perception of the individual mechanistic steps involved in such a path
is available to date [122, 123]. For the targeted CO oxidation activity of RuO2(110)
this limitation with respect to oxide reduction is thereby not actually the real
problem. Relevant, near-stoichiometric gas-phase conditions are located sufficiently
well inside the stability regime of the bulk oxide, cf. Figs. 7.3 and 7.4. However, a
long-term deactivation of this RuO2(110) facet has been experimentally reported
even for oxidizing feeds, which was assigned to a microfaceting into an inactive c
(2 × 2)-RuO2(100) structure [124]. Again, such a reaction-induced complex
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Fig. 7.4 Kinetic surface phase diagrams for the RuO2(110) surface in an environment consisting
of O2 and CO at 600 K. Compared are results from 1p-kMC simulations (left panel) with results
from 1p-MF rate equation theory (right panel). The labels of the different stable phases reflect a
predominant population (O, CO, or empty “–”) of the two prominent adsorption sites offered by
this surface, br(idge) and coordinatively unsaturated (cus) site. Coexistence regions at the phase
boundaries are marked in white. Labels and shown ranges of partial pressures (gas-phase chemical
potentials) are identical to those in Fig. 7.3. From [60, 78]

174 K. Reuter



surface morphological transition—which is a prototypical example for exactly the
dynamical view of an evolving catalyst we would like to scrutinize—is presently
largely outside the reach of predictive-quality microkinetic modeling capabilities.

Fortunately, the situation is a bit more accessible for the Pd(100) example dis-
cussed before. Due to the reduced stability of bulk PdO, here “only” the (possibly
continuous) formation and reduction of a thin surface oxide film while on stream is
to be assessed. A first step in this direction has been taken by simply performing
1p-kMC simulations once on the pristine metal, i.e. for a lattice model and set of
elementary reactions pertinent to Pd(100), and once on the perfectly intact surface
oxide, i.e. for a lattice model and set of elementary reactions pertinent to the
(√5 × √5)R27° surface oxide [87]. Evaluating the average surface composition
for a wide range of gas-phase conditions one can assess the boundaries within
which one would still trust either of the two models. Detailed experimental work
indicates the onset of surface oxide formation once a critical O coverage around and
above 0.5 ML on Pd(100) is exceeded [46]. This suggests the 1p-kMC Pd(100)
model as a faithful representation for gas-phase conditions where the O coverage
stays well below this value. Equivalently, one would expect the onset of surface
oxide decomposition whenever a critical coverage of surface oxygen vacancies, say
10%, is exceeded [44]. For gas-phase conditions where this coverage is much lower,
the intact 1p-kMC surface oxide model should be a good representation. Intrigu-
ingly, the results of the corresponding 1p-kMC simulations shown in Fig. 7.5
identify a finite range of (T, pCO, pO2)-conditions where both stability criteria are
fulfilled [87]. In this range the Pd(100) 1p-kMC model predicts an O coverage
below 0.25 ML, while simultaneously the (√5 × √5)R27° surface oxide 1p-kMC
model predicts a surface oxygen vacancy concentration well below 10%. The
corresponding bistability region is thereby quite robust against uncertainties in the
DFT energetics or the treatment of lateral interactions. Moreover, its location in (T,
pO2)-space in fact comprises precisely the near-ambient reaction conditions for

Fig. 7.5 Bistability region in CO oxidation catalysis, i.e. gas-phase conditions where 1p-kMC
models simultaneously predict the stability of pristine Pd(100) and the (√5 × √5)R27° surface
oxide. At 600 K this bistability region comprises technologically relevant (near-)ambient,
stoichiometric gas-phase conditions. At 400 K this region is shifted to more O-rich conditions as
employed in the Reactor STM experiments by Hendriksen et al. [56, 61, 62]. From [87]
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which Reactor STM studies had reported an oscillatory formation and decompo-
sition of an oxidic film at the surface of the working catalyst [56, 61, 62].

In particular at elevated temperatures, 600 K in Fig. 7.5, the bistability region
centers on technologically most relevant near-stoichiometric partial-pressure ratios.
These findings thus fully support a dynamic view of catalysis at least in the sense
that a surface morphological transition, here the formation of a thin surface oxide
layer, may indeed occur in the reactive environment. The simulations, performed
separately on the two intact surface states, can, however, not address whether the
very dynamics of the transition itself is a key factor. In other words, whether it is
only the continuous formation and decomposition of the oxidic film in the exper-
imentally reported oscillations that creates the real active sites, e.g. in form of
transient structures or at domain boundaries on the evolving surface. For this the
1p-kMC simulations would have to be able to represent both surface states and
transitions between them. For this very system a step in this direction has in fact
recently been taken through a novel multi-lattice kMC approach, which exploits the
lattice commensurability of the (√5 × √5)R27° surface oxide with the Pd(100)
surface [125]. The latter allows to establish a superlattice model that simultaneously
comprises both metal and surface oxide sites, with the multi-lattice kMC algorithm
keeping track of which surface areas are either in the oxide or the pristine metal
state by appropriately activating or deactivating elementary processes at the cor-
responding sites. At present this approach has only been applied to the reduction of
the surface oxide in a CO atmosphere [125]. Intriguingly, CO oxidation reaction
steps across metal-oxide domain boundaries turned indeed out to be essential to
reproduce the experimentally reported temperature dependence of the reduction rate
[126].

Whether the same or other processes related to the dynamics of an evolving
surface are also crucial for steady-state CO oxidation catalysis remains yet to be
seen. The price to pay for such insight through multi-lattice kMC simulations is to
establish a detailed atomistic pathway for the transition between the treated system
states, here the pristine metal and the surface oxide. The exploitation of the lattice
commensurability renders this endeavor tractable. It nevertheless constitutes a
computationally most expensive step involving a multitude of 1p calculations
[125]. While this obviously restricts the dynamical phenomena in catalysis that can
presently be tackled, an important aspect to keep in mind is the following.
Regardless of whether traditional single- or multi-lattice 1p-kMC, already the lattice
models and concomitant elementary process lists that can be handled today allow to
treat quite complex reaction networks that comprise many different reaction
mechanisms. Which of these reaction mechanisms dominates the catalysis is then
an output of the simulations, not an input. This is a crucial asset that distinguishes
such 1p microkinetic simulations from ubiquitous kinetic studies where a certain
reaction mechanism is simply assumed, often based on rather little or only indirect
evidence.
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7.3.4 Catalytic Activity from First Principles

Another important asset of 1p microkinetic simulations is, of course, that they do
not only provide information about the surface structure and composition, but also
determine the catalytic activity and, if applicable, the selectivity. Just as much as for
the surface (kinetic) phase diagrams this information can be computed in steady
state for a range of gas-phase conditions and then be compiled in corresponding,
so-called TOF maps. Alternatively, if transient situations are addressed, it can for
example be computed for various initial system states. Figure 7.6 shows examples
for such data drawing on the previously-discussed example of CO oxidation at
RuO2(110) [127, 128]. In both shown examples the absolute pressures addressed
are in the UHV regime, which makes it possible to directly compare to corre-
sponding data from Surface Science experiments (vide infra). In both cases
excellent agreement is reached, which in particular for the transient TPR data is
only obtained through the appropriate consideration of the spatial distributions at
the catalyst surface. As shown in Fig. 7.6 qualitatively different variations with
initially prepared Ocus coverage would be expected for two competing reaction
mechanisms, Obr + COcus (∼linear variation) and Ocus + COcus (∼parabolic vari-
ation). The latter mechanism is known to be the more reactive one due to the much
weaker binding of the Ocus species. The at first glance enigmatic strong suppression
of this mechanism seen in Fig. 7.6 is instead a direct result of diffusion limitations
in the trench-like arrangement of the cus sites under the specific experimental TPR
conditions. Such an effect can only be captured by 1p-kMC simulations, which only
then are able to reconcile the known higher reactivity of the Ocus + COcus mech-
anism with the linear profile measured in the TPR experiments [128]. Both for this
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example and in general, the capability to explicitly resolve the contributions of
individual reaction mechanisms to the overall (and observable) catalytic activity is
thus a most important aspect for the mechanistic understanding. Obtaining wrong
relative contributions correspondingly bears the risk of deducing wrong conclusions
(and “ideas”). Similar to the TPR case, a wrong ordering of the contribution from
different reaction mechanisms in 1p-MF rate equation theory has also been reported
for steady-state reaction conditions [78], which thus adds to the list of shortfalls of
this theory if the MF approximation is unjustified.

Despite reports of a number of similarly successful 1p microkinetic studies
[113], one has to recognize that reaching a quantitative agreement in absolute TOFs
cannot generally be expected. This holds already because of the typically large
uncertainties in experimental absolute TOFs. The uncertainties on the theoretical
side are not any smaller, primarily due to the aforementioned uncertainties in the
approximate DFT energetics. At the temperatures of interest in catalysis, the quo-
ted ∼0.3 eV (∼30 kJ/mol) uncertainty in DFT barrier values translates into 1p rate
constants that can be wrong by several orders of magnitude. For more approximate
BEP or scaling-derived barriers, this will be even worse. At first glance such a large
uncertainty seems to invalidate any attempt to compute meaningful TOFs, or it
lends support to the pragmatic approach to empirically “correct” 1p microkinetic
simulations such that they match certain experimental findings [129]. A more
constructive approach that does not sacrifice the invaluable independence of a
first-principles theory is instead to systematically analyze which errors in the 1p
energetic data base can really contribute to what degree to errors in the predicted
activity (or other properties of interest). A central concept in this respect are
so-called sensitivity analyses, which loosely speaking are nothing but a systematic
variation of the input energetic parameters to assess the influence this has on the
outcomes of the microkinetic model (surface composition, activity, selectivity,
relative contributions of reaction mechanism, etc.) [130–136].

Formulated as linear response theories, approaches like the degree of rate control
[131, 135] thereby vary individual rate constants (barriers), while keeping every-
thing else fixed. The insight such analysis provides is which of the elementary
processes are rate-controlling (rate-determining) and which ones are not. There are
several things one can learn from this. An immediate insight is the corresponding
mechanistic understanding about the reaction network per se. This is often much
more robust with respect to the DFT uncertainties and in itself typically much more
relevant than being able to quantitatively determine an absolute TOF. Among
others knowledge of the rate-determining steps is the gateway to simplified
descriptions of the reaction network and therewith to computational screening, as
much as it identifies those kinetic bottlenecks that need to be addressed in a rational
design of improved catalysts. With respect to the DFT uncertainty, rate constants of
not- rate-determining processes can typically be varied by several orders of mag-
nitude without having any effect on the simulation result. We correspondingly learn
that DFT errors in such rate constants are irrelevant. On the contrary, any error
contained in the description of rate-determining steps will directly propagate
through and these are then the errors one should worry about.
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In some cases knowing which energetic input quantities are the crucial ones
already allows to rationalize agreement or disagreement with experimental data. For
the steady-state catalytic activity shown in Fig. 7.6 a degree of rate control analysis
e.g. reveals that under the probed gas-phase conditions it is primarily the disso-
ciative adsorption of O2 into a cus site pair that is rate determining [135]. The good
agreement with experiment then comes about as this is a non-activated process.
Rather than by the possibly inaccurate DFT rate constant, the TOF is in this case
controlled by the limited availability of free site pairs for O2 adsorption which is
determined on the statistical-mechanical level. In the general case, sensitivity
analyses identify those microscopic input quantities on which attention should be
focused, say a particular binding energy or a particular reaction barrier. Benchmark
against higher-level theory or experiment can then in principle provide an assess-
ment how much the particular DFT quantity is actually in error, and through the
sensitivity analysis how much this propagates through to the absolute TOF. The
latter step is important as it tells, whether a deviation between simulated and
experimental TOFs is really (exclusively) due to an inaccuracy in the underlying 1p
energetics. As I will illustrate further below, there can be multiple other reasons for
such deviations. This alone is an important argument against simply empirically
“correcting” the microkinetic simulations by fitting selected 1p energetic values to
match experimental activities or other meso-/macroscopic observables. Such a
fudging can easily mask the true reasons for the deviation between 1p theory and
experiment. Also replacing the 1p energetic quantity with a corresponding exper-
imental microscopic benchmark quantity is a dangerous endeavor. Even if exper-
imental quantities carry microscopic names like “adsorption energy” or “reaction
barrier” they are typically the result of some approximate data analysis scheme, for
which the multitude of TPR analyses represents a prominent example [137]. Rather
than clean data, such numbers are thus effective quantities that contain an
unspecified systematic error that is not covered by the quoted statistical error bars.
Even in case of allegedly direct energetic measurements like microcalorimetry,
firmly believed reference numbers do change with time and it remains an ongoing
challenge to fully establish a safe experimental database for adsorption energetics
[138].

A further argument against selectively replacing individual DFT energetic
parameters with empirical numbers are the systematic trends often exhibited by
DFT errors, with the widespread PBE functional [139] for instance suspected to
show a systematic overbinding at metal surfaces [140]. Replacing individual
energetic quantities breaks such trends and thereby a potential compensation of the
systematic errors. Such correlations in the underlying energetic data base could also
not be captured by the above-described linear-response type sensitivity analyses. In
this respect, the concept behind the recently introduced Bayesian error estimation
functionals (BEEF) represents an intriguing step forward [141–143]. The idea here
is to generate an entire ensemble of functionals where known errors in adsorption
energetics are mapped onto uncertainties of the parameters entering the electronic
xc model. Rather than once, a 1p microkinetic simulation is then run multiple times,
each time with different energetic data sets obtained from an appropriate sampling
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of this ensemble of functionals. The spread of the results obtained provides a
quantitative error estimate and first applications of this BEEF concept indeed
indicate that correlations in the DFT errors significantly reduce the predicted error
on calculated TOFs [144].

In fact, an even larger reduction of errors was reported when comparing TOFs
calculated for different metal catalysts [144]. This is important as corresponding
relative activity comparisons, also of the same catalyst for different reaction con-
ditions, are in any case much more relevant than the computation of an individual
absolute TOF for one set of reaction conditions. The increased robustness of such
trends could furthermore also rationalize the success of emerging computational
screening studies which rest entirely on a comparison of relative activities varying
over many orders of magnitude [7, 108, 111–119]. The critical aspect here is
therefore likely less the 1p energetic data base, but the rather drastic assumptions on
the microkinetic level that are presently made to make such studies tractable. Even
through comparing an entire series from early to late transition metals, identical
reaction mechanisms are for instance simply imposed (and not evaluated as in
1p-kMC simulations). As discussed at the beginning of this section, these reaction
mechanisms furthermore typically only consider a few active sites as offered by a
static, bulk-truncated surface. Even though the typically obtained, volcano-shaped
activity variations over a transition metal series often exhibit their peaks close to
metals that are known to be good catalysts for the studied reaction, it is presently
not clear if this should really be seen as a validation of the imposed mechanism. As
such it is an open question whether the success of the seminal screening studies has
any bearing on the issue of a static versus a dynamically evolving catalyst surface.
The true answer will eventually only come from future 1p microkinetic (screening)
studies in which the possibility of surface morphological transitions is explicitly
contained in the employed model.

7.3.5 Mass Transfer Limitations Under Near-Ambient
Conditions

Regardless of the already discussed uncertainties in 1p calculated TOFs, there is yet
another complication when comparing them to experiment that particularly applies
to the in situ context, i.e. to the quest to specifically address catalytic activities at
technologically relevant near-ambient conditions. For corresponding pressures the
actual flow of mass and heat through the employed reactor becomes a significant
factor. In fact, especially the dedicated experimental setups employed in in situ
studies of model catalysts are likely to exhibit most complex flow profiles, as
sophisticated spectroscopic probes and pumps often need necessarily to be placed in
the direct vicinity of the catalyst surface [8, 9]. For the intrinsically targeted reaction
conditions with highest turnovers of reactants into products this can give rise to heat
and mass transfer limitations, i.e. significant temperature and (partial) pressure
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gradients inside the reactor [16–18, 145]. The local gas-phase composition (and
therewith reaction conditions) directly at the catalyst surface may then deviate
significantly from the nominal reaction conditions controlled at the inlet of the
reactor. Existence of such mass transfer limitations generally prevents any mean-
ingful measurements of the catalytic activity via the standard compositional anal-
ysis at a reactor outlet or orifices placed at the reactor walls. They also prevent any
straightforward comparison to 1p microkinetic simulations, unless the latter are
suitably integrated into a computational framework that appropriately accounts for
the concentration and flow profiles in the reactor.

Such an integration into corresponding computational fluid dynamics
(CFD) simulations has a longer history for MF rate equation theory [146], but could
only recently be achieved for kMC based microkinetic simulations [16–18]. Placed
into the context of 1p microkinetic simulations, resulting 1p-MF–CFD or 1p-kMC–
CFD multiscale modeling frameworks are in their absolute infancy. For the theme
of a potentially dynamically-evolving catalyst surface they nevertheless bear
exciting prospects. Up to now this discussion centered only on the possibility of
surface morphological transitions at the working catalyst, with in particular the CO
oxidation at Pd(100) example pointing at an intrinsic heterogeneity of the surface.
This does not answer the central question as to the nature of the active sites. Is one
of the coexisting phases much more active than the other, or are active sites maybe
only created at the (evolving) phase boundaries? Corresponding answers could be
provided by a dedicated analysis of in situ activity data, appropriately accounting
for potential flow limitations in the experiment. For the CO oxidation at Pd(100)
system such a first analysis of laser-induced fluorescence (LIF) data has in fact
already heralded the intriguing contributions this can make [147].

Figure 7.7 shows the LIF-measured CO2 concentration directly above the cat-
alyst surface, which is a non-invasive local measure of the product formation and
therewith of the catalytic activity [147]. Also shown are the corresponding signals
as predicted by 1p-kMC–CFD simulations either employing the 1p-kMC lattice
model for the pristine Pd(100) surface or the 1p-kMC lattice model for the surface
oxide. For the measured range of reaction conditions, namely a temperature ramp at
constant pressure and slightly O-rich stoichiometry, only the prior model yields a
signature compatible with the experimental data. This suggests the predominant
catalytic activity to be due to active sites still being in a metallic surface termina-
tion. On the other hand, there is a notable shift of the theoretical signature
by ∼100 K to lower temperatures. A sensitivity analysis points at the CO oxidation
reaction barrier as rate-determining step, and rerunning the simulations on an
energetic data base obtained with the less binding RPBE functional [140] indeed
brings the theoretical signature into much closer agreement with experiment, cf.
Fig. 7.7. In an empirically “correcting” approach one could now attribute the
remaining difference to a still deficient RPBE energetics and simply fit the CO
oxidation barrier so as to perfectly match the theoretical and experimental LIF
profile.

Alternatively, we could recall that the probed reaction conditions fall into the
bistability regime discussed above, and both metal and surface oxide phase could
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potentially coexist at the surface [87]. Indeed, at the RPBE level and disregarding
any special catalytic activity of sites at domain boundaries, a quantitative agreement
with the experimental signature can also be reached when assuming that the pre-
dominantly active pristine metal domains cover only a fraction of ∼25% of the total
surface area [147]. On a methodological level this is a perfect illustration that
disagreement of a first-principles theory with experiment can have multiple, quite
distinct sources. A naïve fudging of just the 1p energetics to reach agreement in
macroscopic observables like catalytic activity is thus ill-advised. Instead, further
experiments and/or calculations are required to single out the true source for the
disagreement. In the present example, the suggested surface heterogeneity could be
scrutinized by combining the LIF activity measurements with an in situ surface
characterization technique. If the rationalization in terms of a phase mixture pre-
vails, this could potentially resolve quite some controversies in the emerging field
of in situ model catalyst studies. With a prevailing focus on spectro-/microscopic
measurements, phases that are predominantly characterized at the working surface
have there often tacitly been assumed to also be the ones actuating the catalysis.
From a modeling perspective, the truly exciting validation would instead come
when multi-lattice or off-lattice kMC simulations are able to explicitly treat an
evolving surface heterogeneity. This is the great challenge for the future, and it will
for sure create many interesting “ideas” in the context of a reaction-induced
dynamical picture of surface catalysis.

Exp.

PdO(√5x√5)R27°

PBE

Pd(100)

RPBE

PBE

RPBE

Fig. 7.7 Measured CO2 LIF signal over the active catalyst surface for a temperature ramp from
500 to 650 K and back (as indicated by the arrows). Feed gas conditions are: 4:1 O2/CO ratio, total
pressure 180 mbar; 50% Ar; inlet mass flow 72 mln/min. Additionally shown is the corresponding
calculated CO2 concentration variation as predicted for the (√5 × √5)R27°-O surface oxide
(blue lines) and for the pristine metal state of Pd(100) (red lines). To assess the uncertainties
arising from the approximate DFT energetics, data obtained with the PBE [139] (solid lines) and
RPBE [140] (dashed lines) xc functional are shown. From [147]
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7.4 Conclusions and Outlook

Over the last 10–15 years (constrained) ab initio thermodynamics and
first-principles microkinetics have become well-established tools in surface catal-
ysis research. (Constrained) ab initio thermodynamics is in fact a routine approach
that has spread even well out of academia. It provides first, approximate insight into
the structure and composition of the catalyst surface at finite, technologically-
relevant gas-phase compositions. Near-term advancement of this technique will
most likely center on coupling this thermodynamic framework with global geom-
etry optimization algorithms and thereby overcome the prevalent restricted sam-
pling of configuration space in form of small sets of structural candidates
hand-selected by the researcher.

More refined insight into the structure and composition, as well as intrinsic TOFs
can be obtained from computationally more involved 1p microkinetic approaches.
The power of these techniques and the step-out changes connected with their advent
are presently already impressively heralded by trend studies, where rough activity
estimates are used for a computational screening of catalyst materials. Such studies
are currently based on simplified mean-field kinetic models that assume reaction
mechanisms and rate-determining steps, and they employ approximate scaling rela-
tions to reduce the required first-principles energetic input. At this level of theory
obtaining a detailed mechanistic understanding and quantitative TOFs of an indi-
vidual system is neither intended, nor achievable. In fact, already the uncertainty in
presently-available DFT energetics for extended surface systems will generally pre-
vent reaching quantitative absolute TOFs in the foreseeable future. However, con-
sidering that reaching such numbers is similarly elusive in experimental studies this is
also not really a goal to worry about. Important is, instead, to systematically validate,
e.g. through sensitivity analysis, that the relevant (mechanistic and activity) conclu-
sions drawn are robust with respect to these and other methodological uncertainties.

Due to the continuously increasing computer power alone we will certainly see a
rapid spreading of 1p microkinetic modeling in the next years, eventually also into
industry. Obvious advancements are the extension to more complex reaction net-
works with ever diminishing assumptions on reaction paths and intermediates, the
move from presently-studied individual facets to entire (supported) nanoparticles,
and a gradual shift from prevalent mean-field kinetics to spatially-resolved kinetic
Monte Carlo simulations. The central challenge to all of this is that all of the here
discussed methodology relies inherently on a rather rigid picture of the catalyst
substrate, exploiting a certain level of crystalline order and static active site
structures. Addressing the highly dynamic picture of heterogeneous catalysis
increasingly suggested by in situ studies—with reaction-induced complex (surface)
morphological changes and an evolving, possibly liquid-like phase behavior—is
largely impossible with currently available methodology. Great care has to be taken
that this incapability to describe such scenarios with present models does not
generate the “idea” to readily dismiss them. Instead, it should be a source of
motivation to further push the field and tackle the methodological frontiers.
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Chapter 8
Catalysis Engineering: From the Catalytic
Material to the Catalytic Reactor

Stefano Rebughini, Mauro Bracconi, Alberto Cuoci
and Matteo Maestri

Abstract This chapter deals with the application of chemical reaction engineering
and computational fluid dynamics (CFD) for the analysis and assessment of the
interactions between mass and heat transport and chemical reactions. In the first part of
the Chapter, we review fundamental concepts of chemical reaction engineering, by
showing the potential impact of transport phenomena at the macroscale on the
observed functionality of the catalytic material. This includes both the effect of the
distribution of the residence times in the reactor and the impact of internal and external
transport phenomena. In the second part, we illustrate modern approaches to catalytic
reaction engineering based on CFD simulations. In particular, we present the algo-
rithms to couple microkinetic models and kinetic Monte Carlo (kMC) simulations
with CFD. The potentialities of the method are assessed by means of a showcase of
the CFD-based analysis of a spectroscopic cell for operando experiments. This
example clearly shows that transport artifacts in standard equipment may lead to an
erroneous interpretation of the experiments if not properly accounted for.
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8.1 Introduction

Catalysts are functional materials or molecules able to provide ‘active sites’ which
allow for a stabilization of the Gibbs free energy of the transition state of the
elementary reactions, resulting in an enhanced reaction rate. In heterogeneous
gas-solid catalysis, such ‘active sites’ are, by nature, present in a separate solid
phase. Thus, the reactants in the gas-phase have to reach the ‘active sites’ and this
involves several physical transport processes [1]. These phenomena are character-
ized by a wide range of characteristic time and length scales, which can cover many
orders of magnitudes, as shown in Fig. 8.1. At the microscale, the electronic
interaction between the active sites and the reactants drives the capability of the
catalyst in cleaving/forming specific bonds, which results in different atomistic
events (elementary steps) at the catalyst surface. The interplay between the rates of
different steps along with coverage and morphological effects (e.g. different active
sites and their relative distribution on the surfaces) is the key event at the mesoscale.
Here, the different rates of the elementary steps result in different catalytic cycles
and reaction mechanisms, with a strong impact on the observed performances of the
material. Finally, transport properties from the bulk fluid flow to the catalyst
interface are characterized by longer time and length scales and represent the
macroscale. All these steps occur at a finite rate determining that concentration and
temperature gradients may arise between the bulk fluid phase and the active sites.
Thus, the physical steps may have a strong impact on the rate of the overall process
and, as a consequence, the observable reaction rate may differ substantially from the
intrinsic reaction rate of the chemical transformation under bulk fluid-phase con-
ditions. Therefore, it is of crucial importance to distinguish between the intrinsic
functionality of the catalyst material and its macroscopically observed behavior.
The former is related to the presence of the ‘active sites’ and their ability of
making/breaking the chemical bonds when interacting with molecules and it is
determined primarily by the electronic structure at the atomic scale. On the

Fig. 8.1 Sketch of different
scales involved in a chemical
process
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contrary, the latter is the actual observed behavior of the catalyst in the chemical
reactor and it is the result of the interplay among all the phenomena at the different
scales. Thus, the macroscopically observed behavior is intrinsically a multiscale
property of the system and its analysis and design require to properly link simu-
lations and models at the different scales [2]. Typically, at the microscale the
calculation of the kinetic parameters of the elementary reactions is performed within
the validity of the harmonic Transition State Theory (h-TST). In this context, the
most important information for the determination of a rate constant is the location of
the transition state, i.e. the calculation of the activation energy. Electronic structure
theories explicitly treat the electronic degrees of freedom and are the natural basis
for the calculation of the potential energy surface. In particular, for the extended
metal surfaces typical in catalytic problems, Density Functional Theory (DFT) is
currently the most adopted method among the electronic-structure theories [3].
Moreover, in view of the huge computational cost connected to such calculations,
semi-empirical and less demanding methods are also used, especially for the
exploration of complex reaction networks [4].

At the mesoscale, the interplay between the rates of the different elementary
steps is accounted for. This interplay is crucial in determining the dominant paths,
which take part in the catalytic cycle at the given operating conditions. Statistical
simulations are used to explicitly account for the interplay between all the chemical
events. In particular, master-equation-based kinetic Monte Carlo (kMC) algorithms
are employed in order to account for the correct and site-resolved statistical inter-
play among the elementary steps of the reaction network [3]. A special case is
represented by the “mean-field” approximation, which relies on the assumption of
very fast diffusion of the species at the surface [5].

At the macroscale, transport phenomena are responsible for the macroscopic
distribution of the velocity of the fluid (hydrodynamics), temperature, and compo-
sition in the reactor. At the length of the characteristic dispersion of the reactor (e.g.
solid particles), they are responsible for the mixing, temperature, and concentrations
at the interface between the phases. The modeling of the reactor device is based on
either indefinite or macroscopic balance equations for the conservation of mass,
energy, and momentum. The behavior of the macroscale is mainly determined by
fluid-dynamics. By increasing the complexity and (in principle) the accuracy of the
model, one can move to two-dimensional (2D) or three-dimensional (3D) macro-
scopic models up to the computational solution of the Navier-Stokes equations for
the real reactor geometry by means of Computational Fluid Dynamics (CFD).

This chapter introduces the application of chemical reaction engineering and
CFD to obtain a better understanding of the interactions between mass and heat
transport and chemical reactions in catalytic reactors. We mainly focus on the
difference between the intrinsic behavior of the catalytic material and its observed
behavior in reacting conditions (catalytic reactor). First, we review some basic
concepts of chemical reaction engineering, in order to clearly demonstrate the
impact of transport phenomena at the macroscale on the observed functionality of
the material. This comprises both the effect of the distribution of the residence times
in the reactor and the impact of internal and external transport phenomena. Then we
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show modern approaches to catalytic reaction engineering based on CFD simula-
tions. In particular, we present the algorithms to couple microkinetic models and
kMC simulations with CFD. To conclude, we report as a showcase the CFD-based
analysis of a spectroscopic cell for operando experiments.

8.2 Intrinsic Versus Observed Reaction Rate

The chemical reactor is the device where the physicochemical transformations are
caused [6]. There are a huge number of different reactor types (e.g. fixed bed
reactors, fluidized bed reactors, stirred tank reactors, structured reactors) and the
geometry of the reactor is specifically conceived and designed in order to ensure a
proper interaction between the catalyst and the reactants. In this section, we provide
an overview of the main factors at the macroscale, which may strongly affect the
observed reaction rate in the reactor. In particular, the geometry and the operating
conditions of the chemical reactor affect two crucial aspects:

(a) the distribution of the residence time in the reactor;
(b) the mechanisms and the rates of transport properties.

Both these features may strongly influence the observed functionality of the
catalytic material.

8.2.1 Residence Time Distribution (RTD)

The Residence Time Distribution (RTD) can be defined as the information how
long an infinitesimal volume of fluid resides in the reactor [6]. Assuming a
Lagrangian perspective, the residence time of a fluid element is defined as the time
elapsed since it entered the reactor. Depending on the mixing rate characterizing the
device, we may experience that a portion of the reactant fluid is held in the reactor
for a longer time, whereas another portion is held for a shorter time. As such, the
hydrodynamics in the reactor strongly influence the time spent by the molecules in
the reactor. To illustrate this issue, let us consider a simple experiment, where at a
given time t0, a pulse of a fluid tracer is fed to a reactor and the composition of the
outlet stream is being monitored. As shown in Fig. 8.2, we can identify two
asymptotic behaviors. In case of fully segregated flow (i.e. no mixing), all the
molecules of the tracer will experience the same residence time. Therefore, no
marked elements will be observed at the outlet of the reactor until the residence time
of the reactor is elapsed. In case of very fast and perfect mixing, instead, at the
injection time all the volume of the reactor will reach a uniform concentration of the
tracer. The elements of fluid leaving the reactor will reflect such instantaneous
mixing of the tracer at the injection time, thus resulting in an exponential decay of
the initial concentration in response to the inflow of the unmarked fluid. In case of

192 S. Rebughini et al.



intermediate level of mixing, a portion of the fluid will exit at a time less than the
mean residence time, another portion at the mean residence time, and the remaining
part will stay in the reactor for a time longer than the mean residence time.

The two asymptotic behaviors of fully mixed and fully segregated flow represent
ideal and extreme situations of RTD and can be easily modeled in terms of macro-
scopic conservation equations. These two extreme situations are usually referred to as
“ideal reactor models” and they are of primary importance in the interpretation and
analysis of experimental data.

8.2.1.1 Fully Mixed Reactor: Continuous Stirred Tank Reactor
(CSTR)

The Continuous Stirred Tank Reactor is assumed to be perfectly mixed. Due to the
very fast mixing, the composition of each species is homogeneous in all the por-
tions of the reactor volume. Thus, the chemical reactions occur at uniform operating
conditions throughout all the reactor volume. Under these assumptions, the
steady-state macroscopic mass balance for the generic i-th species can be written as:

0 =FIN
i −Fi +RiV ð8:1Þ

where Fi is the stream of the i-th component, expressed in mole per unit of time, Ri

is the reaction term, and V is the whole reactor volume.

8.2.1.2 Fully Segregated Reactor: Plug Flow Reactor (PFR)

In case of absence of mixing, each volume of the fluid entering the reactor will
travel along the reactor volume without any interaction with the other parts of the

Fig. 8.2 Concentration of tracer species using an impulse input in a PFR (top) and in a CSTR
(bottom)
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reactor volume. Consequently, the concentration in the reactor will be different
along the reactor volume. An example of such a reactor is a circular pipe with an
axial length much longer than the cross diameter. If we assume a perfect mixing in
the radial direction, the macroscopic steady-state mass balance can be written in
differential form as follows:

dFi

dV
=Ri ð8:2Þ

where Fi is the stream of the i-th component, expressed in mole per unit of time, Ri

is the reaction term, and dV is the generic infinitesimal volume. At the inlet of the
reactor, the concentration of each species is known:

FiðV =0Þ=F0
i ð8:3Þ

To illustrate the effect of mixing on the observed conversion, let us consider the
following simple example. We assume to perform the same reaction

A→B ð8:4Þ

in two isothermal and isobaric reactors. A and B are two generic species and their
consumption and production rates are described by a global first-order reaction rate:

r= kCA ð8:5Þ

where k is the kinetic constant, expressed in s−1, and CA is the reactant concen-
tration, expressed in mole per unit of volume.

The two reactors have the same volume and all the operating conditions are
assumed identical. The only difference is that the first reactor operates with no
mixing (identical to a PFR reactor) and the second one is fully mixed (identical to a
CSTR reactor). The concentration of A at the end of the two reactors can be derived
analytically by the previous equations. In particular, for the CSTR reactor the outlet
concentration of A turns out to be:

CA =
C0
A

1+ kτ
ð8:6Þ

whereas the integration of (8.2) and (8.3) for the PFR reactor leads to:

CA =C0
A exp − kτð Þ ð8:7Þ

where τ is the residence time. The two outlet concentrations are different and, in
particular, we observe that the PFR reactor shows a higher conversion than the
CSTR reactor for the same operating conditions. This different observed behavior
depends only on the different distribution of the residence time in the reactors.
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8.2.2 Interaction Between Chemical Rates and Transport
Rates

In heterogeneous catalytic systems, the active sites are by nature present in a dif-
ferent phase with respect to the flow of the reactants. Figure 8.3 shows a schematic
representation of the main physical and chemical steps involved in the catalytic
process inside a reactor: (1) inter-phase diffusion of the reactants from the bulk to the
catalyst surface through the boundary layer; (2) intra-phase diffusion of the reactants
through the porous structures of the catalyst; (3–5) adsorption, surface reaction, and
desorption steps; (6) intra-phase counter-diffusion of the products by the pores; and
(7) intra-phase counter diffusion of the products from the catalyst surface to the bulk
of the gas phase through the boundary layer. All these steps occur at a finite rate and
thus concentration (and temperature) gradients may arise between the bulk fluid
phase and the proximity of the active site. Therefore, depending on the relative
velocity of physical and chemical processes, the observable reaction rate may differ
substantially from the intrinsic reaction rate of the chemical transformation under
bulk fluid-phase conditions. In this paragraph, a simplified description of the effect
of the physical steps of Fig. 8.3 on the observable reaction rates is described and
discussed. First, we will analyze the effects of the transport from the bulk to the
catalyst surface. Then, we will show how the transport inside the catalyst may
substantially affect the observed reaction rate.

1/ Boundary layer 7/ Film diffusion

2/ Pore diffusion

3/ Adsorption

4/ Chemical reaction

5/ Desorption

6/ Pore diffusion

Fig. 8.3 Main physical and chemical steps involved in the catalytic process
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8.2.3 External Transport Effects

The physical phenomena of transport from the bulk of the gas phase to the catalyst
surface are described by steps (1) and (7) of Fig. 8.3, which are purely diffusive and
follow the Stefan-Maxwell equations:

∇xi = ∑
NS

j=1
j≠ i

1
CtotΓi, j

ðxiNj − xjNiÞ ð8:8Þ

where xi is the mole fraction of the i-th component, Ctot is the total concentration, Ni

is the molar flux of the i-th component, and Γi, j is the binary diffusion coefficient
between the i-th and the j-th components. This equation in the case of a
two-component mixture at constant pressure and with equimolar counter-diffusion
is reduced to the First Fick’s Law:

Ni = −Γi, j∇Ci ð8:9Þ

The flux of the i-th component is obtained by solving (8.9) with the proper
boundary conditions. If the thickness of the boundary layer δ is small compared to
the curvature of the catalyst, the problem reduces to:

Ni = −Γi, j
dCi

dx
ð8:10Þ

Due to the conservation of mass, the flux through the stagnant film must be
constant, thus the derivative of the flux is zero:

dNi

dx
=0 ð8:11Þ

By combining (8.10) and (8.11) and by assuming constant diffusivity, the
transport through the boundary layer is described by the following equation:

d2Ci

dx2
= 0 ð8:12Þ

The solution of (8.12) requires the following boundary conditions:

Ciðx=0Þ=CS
i

Ciðx= δÞ=CB
i

(
ð8:13Þ
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The second boundary condition is based on the assumption that the fluid is well
mixed, thus the concentration of the i-th component at the edge of the stagnant film
is equivalent to the concentration in the bulk. The solution of (8.12) leads to:

Ci =CS
i + ðCB

i −CS
i Þ
x
δ

ð8:14Þ

and the molar flux is:

Ni = −
Γi, j

δ
ðCB

i −CS
i Þ ð8:15Þ

However, the thickness δ of the boundary layer is unknown. Thus the molar flux
is written in terms of a mass-transfer coefficient kC:

Ni = kCðCB
i −CS

i Þ ð8:16Þ

In the case of a generic first-order kinetics A→B, where the kinetic constant is
kS, the flux of A is equal to the reaction rate to prevent the accumulation or depletion
at steady state conditions:

r= kSCS
A = kCðCB

A −CS
AÞ ð8:17Þ

By estimating CS
A from (8.17), the rate expression in terms of the measurable

concentration in the bulk, CB
A , is obtained:

r=
1

1
kS
+ 1

kC

CB
A ð8:18Þ

An observed reaction rate constant can be defined in terms of kS and kC:

1
kOBS

=
1
kS

+
1
kC

ð8:19Þ

A reaction rate expressed in terms of observable quantities is simply given by:

rOBS = kOBSCB
A ð8:20Þ

and the Damkholer dimensionless number can be defined as:

Da=
kSL
kC

ð8:21Þ

where L is the characteristic length of the catalyst geometry (e.g. the diameter for
spherical catalysts). The Damkholer number and the observable kinetic constant can
be used to investigate the influence of diffusional resistance on the observed
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reaction rate in the reactor. In particular, two asymptotic conditions can be
identified:

1. Chemical regime: this regime occurs when the reaction is slower than the
transport in the boundary layer. In this case the kinetic constant is smaller than
the mass-transfer coefficient ðkS ≪ kCÞ, thus the observed reaction rate is:

rOBS = kSCB
i

kOBS → kS
ð8:22Þ

This results in a very small Damkholer number ðDa→ 0Þ. Thus, the observed
reaction rate is controlled only by the reaction that occurs at the catalyst. In these
conditions, the intrinsic and the observed reaction rates are identical.

2. Fully external mass-transfer regime: this regime appears for very fast surface
reactions. In this case, the kinetic constant is higher than the mass-transfer
coefficient ðkS ≫ kCÞ and the Damkholer number is high ðDa→∞Þ. In these
conditions, the observed reaction rate turns out to be a first-order reaction (ir-
respective of the kinetic order of the rate equation) and the kinetic constant is
equal to the mass-transfer coefficient:

rOBS = kCCB
i

kOBS → kC
ð8:23Þ

Thus, in these conditions, external diffusion fully masks the intrinsic kinetics
specific of the catalyst material.

8.2.4 Internal Transport Effects

Many solid catalysts contain pores in order to increase the specific surface area
available for adsorption and reaction. The ‘active sites’ are thus located in the pore
network and the diffusion of molecules in confined spaces (steps (2) and (6) of
Fig. 8.3) can become limiting as well. This phenomenon of diffusion of gas species
inside a pore structure is described by the Knudsen diffusion, which assumes that
the molecules interact more often with the pore walls than with other molecules.
However, in order to properly describe the diffusion inside the catalyst pores, also
the molecule-molecule collision has to be considered. Therefore, only with a
coupling of the molecular diffusion with the Knudsen diffusion, the transport
phenomena in a porous catalyst can be adequately described. In particular, in case
of equimolar counter-diffusion of a binary mixture, the transition diffusivity ΓT

i of
the i-th component, can be approximated by the Bosanquet equation:
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1
ΓT
i
=

1
ΓB
i
+

1
ΓK
i

ð8:24Þ

where ΓB
i is the molecular diffusion and ΓK

i is the Knudsen diffusion.
Now, we consider the idealized situation of a cylindrical pore in a catalytic slab.

For an isothermal, isobaric, first-order reaction that occurs on the pore wall A→B,
the mole balance on a slice of Δx thickness can be written as:

πR2
poreNAjx − πR2

poreNAjx+Δx − ksCS
Að2πRporeÞΔx=0 ð8:25Þ

where NA is the molar flux of A estimated at both sides of the slice, kS is the kinetic
constant, expressed in terms of catalytic area and ð2πRporeÞΔx is the area of the pore
wall in the catalyst slice. By changing (8.25) and taking the limit as Δx→ 0, the
mole balance can be re-written as:

−
dNA

dx
=

2kS
Rpore

CA ð8:26Þ

Fick’s Law (8.9) relates the molar fluxes to the concentration gradients and its
substitution in (8.26) yields the following second-order differential equation:

d2CA

dx2
−

2kS
ΓT
ARpore

CA =0 ð8:27Þ

where ΓT
A is assumed constant. The surface rate constant can be re-written on a

volume basis by using the surface-to-volume ratio:

A
V

=
2

Rpore
ð8:28Þ

and the mole balance in terms of kinetic constant on volume basis k
0
S:

d2CA

dx2
−

k
0
S

ΓT
A
CA =0 ð8:29Þ

Equation (8.29) can be simplified by considering the dimensionless length:

x* =
x
L

ð8:30Þ

and the generalized Thiele modulus:
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ϕ=L

ffiffiffiffiffiffi
k0
S

ΓT
A

s
ð8:31Þ

where L is the characteristic length of the catalyst geometry, which for general
geometries is taken as the volume-to-surface ratio. The substitution of (8.30) and
(8.31) in (8.29) leads to:

d2CA

dx*2
−ϕ2CA =0 ð8:32Þ

The boundary conditions required for the solution of this differential equation
are:

CAðx*= 0Þ=CS
A

dCA

dx*
ðx*= 1Þ=0

8<
: ð8:33Þ

The analytical solution of (8.32) gives:

CA =CS
A
cosh ϕ 1− x*ð Þ½ �

cosh ϕ½ � ð8:34Þ

Figure 8.4 shows that—depending on the values of the Thiele modulus—con-
centration gradients can arise in the catalytic slab, thus affecting the overall reaction
rate. In particular, when the Thiele modulus is small, transport is faster than reaction
and consequently the profile is flat. On the other hand, when the Thiele modulus is
large, a significant diffusional resistance prevents a constant concentration profile
inside the catalyst. This effect of the intra-porous diffusion on the observed reaction
rate is usually expressed in terms of the effectiveness factor η, defined as:

η=
rOBS
rMAX

=

R V
0 rðCAÞdV
rðCAÞV

ð8:35Þ

where V is the catalyst volume. The effectiveness factor is a useful parameter to
quantify and represent the internal mass-transfer regime. When the concentration
profile is flat, it is equal to one and all the active sites work at the same conditions of
concentrations. When concentration gradients establish, the reaction rate is not
uniform in the solid and thus the efficiency is lower than 1. Integrating (8.35) over
the catalyst volume for first-order kinetics leads to the generic definition of the
effectiveness factor as a function of the Thiele modulus:
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η=
tanhðϕÞ

ϕ
ð8:36Þ

It can be demonstrated that for sufficiently high values of the Thiele modulus, the
effectiveness factor has the following functional form, irrespective of the specific
geometry of the solid:

η=
1
ϕ

ð8:37Þ

The generalized Thiele modulus, defined in (8.31), can be extended to more
complex reactions. For instance, the generalized Thiele modulus for an irreversible
reaction of order n is:

ϕ=
V
A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n+1
2

kSCn− 1
A, S

ΓT
A

s
n> − 1 ð8:38Þ

However, despite the larger complexity of the Thiele-modulus definition, the
asymptotic value of the effectiveness factor (at large values of the Thiele modulus)
is still 1

ϕ.
We now aim to quantify the effect of such transport limitations on the observable

parameters. In this scope, the observed reaction rate can be written in terms of the
intrinsic rate expression and the effectiveness factor:

rOBS = ηkSCn
A, S ð8:39Þ

and, assuming a large value of the Thiele modulus, we can write:

Fig. 8.4 Effect of the Thiele
modulus on the normalized
concentration profile in a
catalyst pore with generic
first-order surface reaction
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rOBS =
1
ϕ
kSCn

A, S ð8:40Þ

The substitution of (8.37) in (8.40) leads to the following expression for the
observed reaction rate:

rOBS =
A
V

2
n+1

ΓT
AkS

� �1 2̸

Cðn+1Þ 2̸
A, S = kOBSC

nOBS
A ð8:41Þ

The order of the reaction observed under conditions of severe diffusional limi-
tations is nOBS =

ðn+1Þ
2 instead of n. Moreover, if an Arrhenius expression for the

kinetic constant is considered:

k= k0 exp −
E
RT

� �
ð8:42Þ

the activation energy for the observed kinetic constant is:

EOBS =
ES +EΓ

2
ð8:43Þ

where ES is the true activation energy for the reaction and EΓ is the activation
energy for the diffusion. Diffusional processes, however, are weakly activated
compared to the chemical reactions, thus the contribution of EΓ can be considered
negligible and the observed activation energy for a severely diffusion-limited
process can be estimated half of the true value.

8.2.5 Temperature Dependence of the Observed Reaction
Rate

Let us summarize the different regimes that we have identified in the analysis as a
function of temperature. Figure 8.5 shows the Arrhenius plot for the observed
activation energy at different temperatures. At low temperature, kinetics is slower
than transport and thus it is the controlling step. Thus, the activation energy is not
affected by the presence of the diffusion. By increasing the temperature, gradients
start to establish in the solid and the efficiency drops to values lower than 1.
According to (8.43), the observed activation energy becomes half that of the in-
trinsic activation energy. At very high temperature, reaction is so fast that the
system is under external mass-transfer limitations. As shown in Sect. 8.2.3, in these
conditions the observed reaction constant is only dominated by transport, which is
not an activated process. Therefore, the apparent activation energies approach very
small values.
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Overall, in this section, we have shown by means of simple and basic concepts
of chemical reaction engineering how the physical steps which are required for
interaction between the active sites and the reactants can considerably affect the
observed reaction rates. These issues have to be always clearly kept in mind both
during the design of the equipment and during the interpretation of experiments.

8.3 Computational Fluid Dynamics of Gas-Solid Catalytic
Reactors

8.3.1 Multiscale Modeling

In the previous section, we have shown how phenomena at the macroscale can
strongly affect the observed macroscopic functionality of a catalyst material by
means of simplified approaches. Here, we concentrate on the description of the
methodologies that have been recently proposed to model in detail the interaction
between the macroscale and the micro- and the mesoscales [2]. On one side, the
most natural approach would be to proceed according to a bottom-up philosophy,
from the atomic scale to the reactor scale. In particular, a fully “first-principles”
approach (i.e. by solving the fundamental governing equations at each scale) would
be desirable to allow for a very detailed and fundamental analysis of the prediction
in view of a rational design of the observed functionality. However, this approach is
hampered by several issues, which mainly concern with the coupling of very dif-
ferent time scales. In fact, the resolution of the macroscopic scale with the small
time step required for the microscale would lead to an enormous waste of com-
putational time, since the continuum dynamics usually evolves on a much larger
time scale. Therefore, bottom-up approaches based on direct coupling, even if
desirable (especially in view of a detailed and rational understanding of the phe-
nomena) are not of practical relevance and their application is mainly related to

Fig. 8.5 Temperature
dependence of the observed
rate constant of a reaction
occurring in a porous catalyst
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very simple and ideal cases, where the focus is more on the method development
rather than on the application [7].

On the contrary, most of the methods proposed and applied for the simulation of
gas-solid catalytic reactors are based on the effective decoupling of the interde-
pendencies among the scales. The main and general feature of these methods is to
treat each scale separately, either by using specific numerical procedure or by
introducing specific approximations in order to effectively decouple the time scales
of the different scales. In doing so, each scale is simulated with different time steps,
thus avoiding the direct coupling of the phenomena occurring at very different
characteristic times.

In particular, our focus is on the coupling between the computational solution of
the transport equations at the macroscale with kMC simulations and microkinetic
modeling at the meso- and microscales, respectively.

The governing equations at the macroscale are summarized in the following.

8.3.2 Governing Equations

8.3.2.1 Gas Phase

The reactive flows under investigation in the present work are mathematically
described by the conservation equations for continuous, multicomponent, com-
pressible, thermally-perfect mixtures of gases [8]. The conservation equations of
total mass, momentum, individual-species mass fractions and energy for a New-
tonian fluid are reported in the following:

∂ρ

∂t
+∇ ⋅ ρvð Þ=0 ð8:44Þ

∂

∂t
ρvð Þ+∇ ⋅ ρv⊗vð Þ= −∇ ⋅ pIð Þ+∇ ⋅ μ ∇v+ ∇vð ÞT� �

−
2
3
μ ∇ ⋅ vð ÞI

� �
+ ρg

ð8:45Þ
∂

∂t
ρωkð Þ+∇ ⋅ ρωkvð Þ= −∇ ⋅ ρωkVkð Þ k=1, . . . ,NCG ð8:46Þ

ρC ̂P
∂T
∂t

+ ρC ̂Pv ⋅ ∇T =∇ ⋅ λ∇Tð Þ− ρ∇T ⋅ ∑
NCG

k=1
C ̂P, kωkVk ð8:47Þ

In the equations reported above, t is the time, p and T are the pressure and the
temperature, respectively, ρ the density, λ the thermal conductivity, μ the dynamic
viscosity, and CP̂ the specific heat at constant pressure of the gas phase mixture, v
the velocity vector, g the acceleration vector due to the gravity, and I the identity
tensor. NGC is the number of gas-phase species. The subscript k refers to the

204 S. Rebughini et al.



individual gas-phase species and ωk is the corresponding mass fraction, Vk is the
diffusion velocity, and CP̂, k the specific heat at constant pressure.

The density of the mixture is calculated using the equation of state of ideal gases.
Both Fickian and thermal diffusion are taken into account for evaluating the dif-
fusion velocities, according to the approach suggested in [9]:

Vk = −
Γk,mix

ωk
∇ωk −

Γk,mixϑk
Xk

1
T
∇T ð8:48Þ

where Γk,mix is the mixture diffusion coefficient, Xk the mole fraction, and ϑk the
thermal diffusion ratio of species k-th. Mass conservation is enforced by employing
the approach proposed by [10], based on the definition of a conservation diffusion
velocity. In particular, in this approach the corrected diffusion velocity vector VC

k
(to be used in (8.46) and (8.47)) is given as:

VC
k =Vk +VC ð8:49Þ

where VC is a constant correction factor (independent of species, but varying in
space and time), introduced to satisfy the mass conservation, and evaluated as:

VC = − ∑
NC

k=1
Vk ð8:50Þ

The mixture diffusion coefficient Γk,mix for species k-th is calculated using the
following expression [11]:

Γk,mix =
∑NS

j≠ k XjWj

Wmix ∑NS
j≠ k

Xj

Γjk

ð8:51Þ

where Wmix and Wj are the molecular weights of mixture and species j-th, respec-
tively. Γjk is the binary mass diffusion coefficient between species j-th and k-th. The
remaining mixture-averaged transport properties are estimated from the corre-
sponding pure-species properties through the application of proper mixing rules. In
case of dynamic viscosity, the Wilke formula [12] is adopted:

μ= ∑
NS

i=1

Xiμi
∑NS

j=1 Xjϕi, j

ð8:52Þ

where:

ϕi, j =
1ffiffiffi
8

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Wj

Wi +Wj

s
1+

ffiffiffiffiμi
μj

r
Wj

Wi

� �1 4̸
" #2

ð8:53Þ
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For the thermal conductivity the combination averaging formula proposed by
Mathur et al. [13] is used:

λ=
1
2

∑
NS

i=1
Xiλi + ∑

NS

i=1

Xi

λi

� �− 1
" #

ð8:54Þ

8.3.2.2 Boundary Conditions

The conservation equations of total mass, momentum, individual species mass
fractions, and energy require boundary conditions to be specified for pressure,
velocity, species mass fractions, and temperature. The usual boundary conditions
for pressure and velocity are imposed. In particular, the pressure value is fixed at the
outlet boundaries and a zero-gradient condition is imposed at the inlets and at the
walls. For the velocity field, no-slip conditions are assumed at the walls. At the
inlet, the velocity profile is assigned, whereas at the outlet boundaries the flow is
assumed to be fully developed and zero-gradient conditions are then imposed.

Boundary conditions for the gas-phase-species mass fractions and temperature
are summarized in the following.

Inert walls: The mass flux of the individual species k-th is set equal to zero:

∇ωkjinert =0 ð8:55Þ

According to the physics of the particular problem under investigation, on inert
walls the temperature can be prescribed through a generic function of time Tinert tð Þ
or calculated to take into account the heat transfer with the external environment (at
temperature Tenv tð Þ):

T jinert = Tinert tð Þ ð8:56Þ

λ∇Tð Þjinert =U Tjinert −Tenv tð Þ	 
 ð8:57Þ

where U is the global heat-transfer coefficient.
Catalytic walls: The mass flux of the individual species k-th is assumed equal to

the formation rate due to the heterogeneous reaction occurring on the catalytic wall:

ρΓk,mix ∇ωkð Þjcatalytic =
Aeff
cat

A
Ω̇hetk k=1, . . . ,NCG ð8:58Þ

Analogously, the heat flux is set equal to the heat Qhet released by the hetero-
geneous reactions occurring on the catalytic wall:
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λ∇Tð Þjcatalytic =
Aeff
cat

A
Qhet ð8:59Þ

In the expressions reported above Aeff
cat is the effective catalytic area and A is the

geometric area [14].
Inlet boundaries: At inlet boundaries, Danckwerts’ conditions are set for

gas-phase species, i.e. the total mass flux for each species k-th (accounting for
diffusion and convection) is specified. If composition gradients exist at the
boundary, these conditions allow diffusion into the computational domain, therefore
giving a more accurate description than classic Dirichlet conditions:

ρvωkð Þjinlet − ρΓk∇ωkð Þjinlet = ρvωkð Þ0 ð8:60Þ

where the term on the right side is the prescribed total mass flux. In analogy, for
temperature:

ρvH ̂� ���
inlet − λ∇Tð Þjinlet = ρvH ̂� �

0 ð8:61Þ

Outlet boundaries: At the outlet boundaries, the mass flux of gas-phase species
and the heat flux are assumed equal to zero:

∇ωkjinert =0 ð8:62Þ

∇Tjoutlet =0 ð8:63Þ

8.3.2.3 Adsorbed (Surface) Species and Evaluation of the Reaction
Term

In order to determine the formation rate due to the heterogeneous reactions
occurring on the catalyst surface (8.58), a conservation equation which balances the
rate of change of each surface species with the net formation rate due to hetero-
geneous chemical reactions at the surface has to be accounted for. In this scope, two
different approaches can be adopted: (i) the mean-field approximation and (ii) ki-
netic Monte Carlo simulations.

8.3.3 Coupling CFD and Mean-Field Microkinetic
Modeling

The mean-field approximation assumes that due to the strong mobility of the
intermediates at the catalyst surface, the distribution of adsorbates and active sites is
uniform. Thus, the local state of the active surface is well described by mean values
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of species coverage. Thus, the reaction rate can be locally expressed as a function of
the mean surface molar concentration:

ri = ki ∏
NRhet

j=1
Xνi, j
sur, j ð8:64Þ

where ki is the rate constant of the i-th step, Xsur,j are the surface species mole
concentrations, and νi, j is the stoichiometric coefficient of the j-th species in the i-th
reaction [15]. Then, the evolution of the surface coverage is described by:

σcat
∂θi
∂t

=Ωḣet
i i=1, . . . ,NCS ð8:65Þ

where θi is the site fraction of the species i-th, σcat is the site density, and Ω̇heti the
formation rate of species i-th due to the heterogeneous reactions. NCS is the number
of absorbed surface species.

The use of detailed microkinetic models in the framework of CFD simulations
poses important issues from a numerical point of view and requires specific algo-
rithms. In particular, the classical fully segregated approaches usually employed in
most of the non-reactive CFD simulations are not applicable because of the com-
bination of the stiffness of the elementary reactions with the typical large dimen-
sions of a microkinetic model [16]. Two alternatives are then possible. The first
possibility is to employ fully coupled methods [17], in which all the processes are
considered simultaneously, thus all the physical interactions among them are taken
into account together. However, due to the prohibitive computational cost, these
are strongly limited for complex geometries and for extremely large governing
equations (especially when detailed kinetics are considered). The alternative solu-
tion is the application of operator-splitting algorithms, which allow the best
numerical method to be used for each operator of the equations (typically reaction
and transport). The resulting algorithms can be very complex and usually differ
from term to term. An example of this implementation is given by Maestri and
Cuoci [16], where the operator-splitting algorithm is implemented within the
OpenFOAM framework [16, 18].

8.3.4 Coupling CFD and Kinetic Monte Carlo Simulations

When statistical simulations are used to explicitly account for the interplay between
all the chemical events, master-equation-based kinetic Monte Carlo algorithms are
employed in order to account directly for the spatial arrangements of the species at
the surfaces and allow for a sound evaluation of the reaction term. The inclusion of
kinetic Monte Carlo simulations in the framework of real reactor models requires
dealing with very different time scales between the macroscale and mesoscale. In
fact, the calculation of the reaction rate at each time step and in each part of the

208 S. Rebughini et al.



domain needs the explicit run of several kMC simulations. Since the characteristic
time for kMC simulations is an order of magnitude lower than the one of the
macroscale, this limits dramatically the resolution of the time step of the macro-
scale, thus leading to unbearable computational costs [7, 19–21]. Key in this respect
is the development of methodologies to minimize the number of kMC simulations
that have to be run “on the fly” during the simulation of the macroscale. The two
main important strategies reported to solve this problem are reported below.

1. Instantaneous steady state approximation

This approximation exploits the typically different time scales of surface kinetics
and gas flow. It is assumed that upon a change of the local gas-phase conditions
(temperature, pressure, species mass fractions), the surface adapts instantaneously
to the corresponding steady state. Thus, it is sufficient to have a continuous rep-
resentation of the steady-state reaction rates as a function of the gas-phase condi-
tions (temperature, pressure, species mass fractions) for coupling the kMC with the
macroscale models. Due to the high computational time required for the kMC
simulations in different conditions, the steady-state reaction rates can be
pre-computed once before the whole reactor simulation is performed and be used to
determine a numerically efficient continuous representation either using tabulation
techniques or suitable polynomial fitting. Then, during the simulation, the species
formation and consumption rates are evaluated by making use of the stored results
[19–22].

2. Gap-tooth methods

In this approach, the kMC simulations are run only in some points of the surface
domain and for the other points the reaction rates are interpolated. The converged
solution is reached with iterative simulation of the whole domain [23–32]. This
approach is used by Schaefer and Jansen [33] to couple the kMC simulations to a
1D finite-difference model for the case of CO oxidation. This scheme is used to
reduce the number of kMC simulations carried out to estimate the reaction rates. In
particular, due to the choice of describing the macroscale with a 1D finite-difference
model, Schaefer and Jansen [33] select some preferential points where the kMC
simulations are done and they estimate the reaction rates between these points with
a linear interpolation. The correct description of the reactor behavior can be
achieved only if the solution of the whole reactor simulations does not depend on
the position of the points where the kMC simulations are done. On the contrary,
Broadbelt and co-workers [34–36] use a methodology that updates the concentra-
tion and the reaction rate at the same time in all the discretization points. The main
advantage of this approach is the possibility of describing also non-linear profiles
between the points where the kMC simulations are carried out.
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8.4 Case Study: Detailed Analysis of a Spectroscopic Cell
Reactor

In order to exemplify the concepts reported in the previous sections, here we
provide as showcase a detailed multiscale analysis of a spectroscopic chamber
reactor. In particular, we apply the mean-field approximation coupled with CFD to
study a real reactor geometry used for in situ spectroscopic studies [37]. Therefore,
the structure of the cell is expected to play a crucial role in the coupling between
chemistry and transport. The interactions between these two aspects generally
modify the observable catalytic function in a nontrivial manner, as outlined in the
previous sections.

8.4.1 Reactor Geometry and Operating Conditions

The design of the chamber is heavily constrained by the invasive machinery and
this results in very complex flow profiles characterized by temporal and spatial
inhomogeneity, as we exemplify by analyzing the prototypical geometry shown in
the left picture of Fig. 8.6. Without considering any specific invasive instruments or
pumping equipment, the geometry consists of a cube of edge length 3 cm, within a
cuboid sample holder with a base of 1 × 1 cm and a height of 1.5 cm mounted on
the bottom wall. The catalyst surface covers the entire top face of the cuboid. The
gas flows into the reactor through an inlet located at the upper left and exits through
an outlet placed at the lower right. External heating keeps a constant temperature at
both the catalyst surface and the sample holder, whereas the remaining walls are
considered adiabatic. For the CFD simulations, we exploited the mirror symmetry
of the geometry, thus one-half of the chamber has been discretized with a regular
cubic mesh. The resolution is 0.5 mm and it is tightened to 0.25 mm in the
proximity of the catalyst surface to adequately describe the concentration and
temperature gradients, as shown in the right panel of Fig. 8.6. This results in
224,000 computational cells. Simulations were performed using the catalyticFoam
solver [16] in the OpenFOAM environment [18].

We focused on methane steam reforming on Rh employing the detailed mi-
crokinetic mechanism by Maestri and co-workers and Vlachos and co-workers [38,
39], which consists of 21 gas species and 13 adsorbed species involved in 82
surface reactions. The gas mixture (97% N2, 2% H2O, 1% CH4, in molar basis)
enters at the inlet section and a flowrate of 120 Nm L/min through the reactor,
which falls within the common range characteristic for such applications. The
reactor works at atmospheric pressure.

As initial conditions, we adopted uniform values for all fields in the reactor,
employing the inlet value for temperature, the outlet value for pressure. The reactor
was assumed to be full of nitrogen at the starting time. The solution is advanced
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using a Courant number of 0.05 until the simulation reaches a steady state in which
the relevant flow features are fully established, as proposed in [16, 40].

The gas enters the reactor at the inlet with a temperature of 300 K and both the
catalyst and the sample holder are kept at a fixed temperature. In particular, the
effect of different catalyst temperatures is investigated, assuming a catalyst/sample
holder temperature of 973 and 673 K.

8.4.2 Reactor Analysis: Residence Time Distribution

To investigate the effect of both flow and mixing on the behavior of the reactor, the
residence time distribution (RTD) has been analyzed. The nominal residence time
for the reactor in the actual operating conditions, i.e. the ratio between the volu-
metric inlet flow rate and the volume of the chamber, is equal to 12.86 s. We
performed an RTD analysis of the prototypical spectroscopic reactor to investigate
the effect of the complex flow field on the distribution of residence time. Figure 8.7
shows the RTD for the real reactor and for the two ideal limits described in
Sect. 8.2. The RTD profile presents a peak at low residence time showing the
presence of a bypass, which means that a preferential path exists, followed by the
gas to travel from the inlet to the outlet. Indeed, the gas enters and drops down due
to density, reaching the bottom of the chamber and rapidly streams out of the
reactor. The tail of the profile shows the presence of quiescent zones, where the
elements of fluid last for a time larger than the nominal residence time. In the actual
operative conditions, the calculated mean residence time is 4.88 s and 6.46 s for the

Fig. 8.6 Computational domain (on the left) and mesh (on the right) adopted for the CFD
simulations. The gas mixture enters with a uniform velocity and fixed temperature from the left
side, streams over the catalytic surface (in red), leaving the domain through the outlet section on
the right side. The temperatures of the catalytic plate and the sample holder are kept fixed. All
remaining walls can be kept at the same temperature of catalytic plate and sample holder
(isothermal simulations) or can be considered perfectly adiabatic (adiabatic simulations). Because
of the symmetry of the system only one-half of the computational domain is meshed. Cells with
two different sizes were adopted: 0.25 and 0.50 mm. The resulting, total number of computational
cells is equal to 224,000
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catalyst/sample holder maintained at 973 K and 673 K, respectively. Both values
are significantly lower than the nominal value. In this view, the approximations of
perfect mixing and of plug flow are not able to describe the behavior of the reactor,
requiring a more accurate analysis of the flow pattern inside the chamber.

The non-idealities predicted accordingly to the RTD analysis are highlighted by
the streamlines shown in Fig. 8.8. The denser gas streams into the reaction chamber
from the cold inlet, drop down reaching the bottom of the reactor, and flow towards
the outlet. This preferential path is followed by most of the fluid, resulting in the
peak of the RTD profile. A small portion, after reaching the hot sample holder,
heats up and, due to buoyancy, rises inducing a vortex, which rotates counter-
clockwise around the catalyst. This phenomenon increases the residence time of
some marked elements of gas, leading to the long tail representative of dead zones.
Therefore, the flow field inside the reactor is strongly influenced by a significant
degree of thermo-convection, raised in the pseudo-stationary state, leading to a
highly complex velocity pattern.

Fig. 8.7 Calculated
residence time distribution
(continuous line) obtained
when the reactor is operated
in adiabatic conditions at
atmospheric pressure. The gas
stream through the inlet
section takes place at 300 K,
with a uniform velocity of
4 cm/s, and the
catalyst/sample holder is kept
at 973 K. The RTD for ideal
behavior of plug flow (dotted
line) and perfect mixing
(dashed line) are plotted for
comparison
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8.4.3 Reactor Analysis: Species Concentration
and Temperature Fields

The complex flow field within the chamber, especially close to the sample holder,
influences the concentration of the reactants in proximity of the catalyst surface.
Figure 8.9a shows the predicted CH4 mass fraction distribution within the catalyst
chamber obtained with the catalyst/sample holder at 673 K. Strong
non-homogeneities in the spatial distribution of methane experiences the important
effect of the interactions between transport and chemistry. For the higher sample
holder temperature, the catalyst ends up in a highly reactive state, leading to strong
mass-transfer limitations, as apparent from the calculated mass fraction of CH4

inside the reactor. The controlling phenomenon is the species diffusion from the
bulk of the gas phase to the catalyst surface, since the reaction rates are extremely
fast. The heat conduction and convection in the reactor are not sufficiently strong to
make the temperature uniform, with the exception of a small region close to the
catalyst/sample holder. When the cold inlet gas enters the chamber, it drops down
due to the difference of density, without having enough time to heat up. Thus, the
region of the reactor below the inlet section shows a temperature of ∼250 K lower
with respect to the sample holder temperature. The species and temperature con-
centration inside the chamber is non-uniform, and strong gradients exist between
the bulk and the catalyst surface, due to the combined effect of complex flow field
along with high reactivity of the catalyst determining external mass-transfer control.
The gas-phase composition in the proximity of the catalyst strongly relies on
transport phenomena, making the assumption of perfect mixing within the chamber
unfeasible. On the other hand, the hypothesis of plug flow is incorrect due to the
recirculation induced by the difference of density, which produces an additional

Fig. 8.8 Streamlines arising when the reactor is operated in adiabatic conditions at atmospheric
pressure. The gas stream (1% CH4, 2% O2, 97% N2, on a molar basis) enters at the inlet section at
300 K, with uniform velocity of 4 cm/s, the catalyst/sample holder is maintained at 973 K. The
streamlines are colored using the velocity field magnitude
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mixing. Nevertheless, even if the catalyst should operate under less reacting con-
ditions (e.g. by decreasing the sample holder temperature), the complex flow field
would render it impossible to assume a uniform distribution of species and tem-
perature. Due to the lower reaction rates, the characteristic time of the diffusion
process from the gas phase to the surface becomes at most of the same order of
magnitude of the reaction rates. The controlling process is the rate of the hetero-
geneous chemistry and, even in this context, a concentration gradient rises from the
surface to the bulk of the gas phase. The predicted temperature distribution,
reported in Fig. 8.9b, highlights the presence of a colder region in the left side of
the chamber due to the cold inlet stream. Once again, the predicted distributions of
species and temperature are inhomogeneous. In particular, the concentration near
the catalyst surface is different from the outlet concentration, making the infor-
mation recovered from the outlet mass-flow rate not totally representative of the
state of the reactor.

The complex flow field induced by the interactions between the reactor geom-
etry, the transport phenomena, and the surface reactivity alters the species distri-
bution on the catalyst surface. The calculated mass fractions along the main axes,
presented in Fig. 8.10a, b, highlight the presence of spatial gradients in both
directions. In particular, the recirculation moves the gas toward the left side of the
catalyst, altering the transport rate of the species to the catalytic surface. Overall, the
species concentrations are non-uniform, pointing out the importance of taking into
account the macro-scale phenomena to obtain an accurate description of the reactor.
In particular, an analysis by means of CFD allows for the clarification of the
coupling between macroscale transport processes and surface chemistry, leading to
a better understanding and design of the experiments. The non-uniform gas com-
position on the catalyst surface affects the site-coverage distribution, which shows
the same trends of the gas phase species, as shown in Fig. 8.10c, d.

The interaction between transport and chemistry strongly affects the behavior of
the spectroscopic chamber, especially in case of fast reactions that establish
mass-transport limitations between the gas phase and the catalyst. Moreover, the
complex flow field, experienced by the non-ideal behavior of the RTD, influences

Fig. 8.9 Examples of calculated maps of gas-phase species and temperature (on the middle
section) when the reactor is operated in adiabatic conditions at atmospheric pressure, inlet
temperature of 300 K, and sample holder/catalyst temperature of 673 K
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the distribution of species across the reactor, leading to non-homogeneities, which
have to be accounted for in order to derive a detailed understanding of the catalyst
material in reacting conditions. These effects have to be considered when aiming to
relate operando spectroscopic data obtained in the cell with the activity of the
catalyst. In this context, CFD is a useful tool to obtain a deep insight into the
behavior of the spectroscopic reactor, with the aim of understanding the real
interactions between chemical and transport processes.

8.5 Summary and Outlook

In heterogeneous catalysis ‘active sites’ are, by nature, present in a separate solid
phase. Thus, the reactants in the gas phase have to reach the ‘active sites’ and this
involves several physical transport processes. All these steps occur at a finite rate
and consequently concentration and temperature gradients may arise between the
bulk fluid phase and the areas in proximity of the active site. Therefore, the physical
steps may have a strong impact on the rate of the overall process and the observable

Fig. 8.10 Examples of calculated mass fraction profiles of selected gas-phase species along the
axial direction of catalytic plate (x coordinate) for catalyst sample holder at 673 K, panels (a) and
(b). Example of calculated site coverage profiles of selected adsorbed species along the axial
direction of catalytic plate (x coordinate) for catalyst sample holder at 673 K, panels (c) and (d)

8 Catalysis Engineering: From the Catalytic Material … 215



reaction rate may differ substantially from the intrinsic reaction rate of the chemical
transformation under bulk fluid-phase conditions.

Thus, it is of crucial importance to distinguish between the intrinsic functionality
of the catalyst material and its observed macroscopical behavior in the reactor, i.e.
the device where the physicochemical transformations occur. By reviewing basic
concepts of chemical reaction engineering, we have shown the multiscale character
of the observed macroscopic behavior of the catalytic process. The modes of
operation of the chemical reactor strongly influence the performance of a given
material, both in terms of hydrodynamics (and its immediate effect on the residence
time distribution) and in terms of transport properties. Therefore, a thorough
understanding of chemical reaction engineering is a crucial requirement in order to
properly design reaction equipment or to correctly interpret the experimental evi-
dence. In this view, fundamental multiscale modeling is appearing in the last decade
as one of the main frontiers in chemical reaction engineering, especially con-
tributing to the quest of advancing our scientific understanding of multiscale kinetic
transport interactions to enable better reactor choice and to ensure higher reactor
and process efficiencies. Specifically, the main task is to provide an improved
scientific basis for designing the chemical transformation in a seamless flow of
information from the atoms to the reactor.

From a reaction engineering perspective, CFD simulations have matured into a
powerful tool for understanding mass and heat transport in catalytic reactors, by
coupling the flow field and heat-transport models with models for heterogeneous
chemical reactions. The most natural approach would be to proceed according to a
bottom-up philosophy, from the atomic scale to the reactor scale. However, this
approach is hampered by several issues, which mainly concern with the coupling of
very different time scales. Indeed, the resolution of the macroscopic scale with the
small time step required for the microscale would lead to an enormous effort in
computational time since the continuum dynamics usually evolves on a much larger
time scale. In this respect, we have shown that most of the methods proposed and
applied in the literature for the simulation of gas-solid catalytic reactors are based
on an effective decoupling of the interdependencies among the scales. The main and
general feature of these methods is to treat separately each scale either by using
specific numerical procedures or by introducing specific approximations in order to
effectively decouple the time scales of the different scales. In doing so, each scale is
simulated with different time steps, thus avoiding the direct coupling of phenomena
occurring at very different characteristic times. Such methods enable the incorpo-
ration of both complex mean field microkinetic models and kinetic Monte Carlo
Simulations in the fundamental modeling of real reactor geometries. We have
exemplified the applications of these methods through the CFD analysis of a
spectroscopic cell. This study has clearly shown that transport artifacts may arise
due to the complicated geometries usually employed, and that this can lead to an
erroneous interpretation of the experiments, if not properly accounted for.

As a whole, fundamental multiscale chemical reaction engineering represents
one of the most important progress areas for catalysis engineering. By bridging
between chemistry and engineering science, physics and material science, it draws
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from hitherto rather disjoint communities and therefore it is ideally suited for broad
interdisciplinary collaborations with research groups with specific and comple-
mentary expertise (e.g. material synthesis, operando and in situ characterization,
kinetic experiments, transport phenomena and chemical engineering).
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