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Abstract

This chapter provides an overview of the theory of nonzero-sum differential
games, describing the general framework for their formulation, the importance
of information structures, and noncooperative solution concepts. Several special
structures of such games are identified, which lead to closed-form solutions.

Keywords
Closed-loop information structure � Information structures � Linear-quadratic
games � Nash equilibrium � Noncooperative differential games �

Non-Markovian equilibrium � Open-loop information structure �

State-feedback information structure � Stackelberg equilibrium

1 Introduction

Differential games are games played by agents, also called players, who jointly
control (through their actions over time, as inputs) a dynamical system described by
differential state equations. Hence, the game evolves over a continuous-time horizon
(with the length of the horizon known to all players, as common knowledge),
and over this horizon each player is interested in optimizing a particular objective
function (generally different for different players) which depends on the state
variable describing the evolution of the game, on the self-player’s action variable,
and also possibly on other players’ action variables. The objective function for each
player could be a reward (or payoff, or utility) function, in which case the player is
a maximizer, or it could be a cost (or loss) function, in which case the player would
be a minimizer. In this chapter we adopt the former, and this clearly brings in no
loss of generality, since optimizing the negative of a reward function would make
the corresponding player a minimizer. The players determine their actions in a way
to optimize their objective functions, by also utilizing the information they acquire
on the state and other players’ actions as the game evolves, that is, their actions
are generated as a result of the control policies they design as mappings from their
information sets to their action sets. If there are only two players and their objective
functions add up to zero, then this captures the scenario of two totally conflicting
objectives – what one player wants to minimize the other one wants to maximize.
Such differential games are known as zero-sum differential games. Otherwise, a
differential game is known to be nonzero-sum.

The study of differential games (more precisely, zero-sum differential games)
was initiated by Rufus Isaacs at the Rand Corporation through a series of memo-
randa in the 1950s and early 1960s of the last century. His book Isaacs (1965),
published in 1965, after a long delay due to classification of the material it covered,
is still considered as the starting point of the field. The early books following
Isaacs, such as those by Blaquière et al. (1969), Friedman (1971), and Krassovski
and Subbotin (1977), all dealt (in most part) with two-player zero-sum differential
games. Indeed, initially the focal point of differential games research stayed within
the zero-sum domain and was driven by military applications and the presence
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of antagonistic elements. The topic of two-player zero-sum differential games is
covered in some detail in this chapter (TPZSDG) of this Handbook.

Motivated and driven by applications in management science, operations
research, engineering, and economics (see, e.g., Sethi and Thompson 1981),
the theory of differential games was then extended to the case of many players
controlling a dynamical system while playing a nonzero-sum game. It soon became
clear that nonzero-sum differential games present a much richer set of features
than zero-sum differential games, particularly with regard to the interplay between
information structures and nature of equilibria. Perhaps the very first paper on this
topic, by Case, appeared in 1969, followed closely by a two-part paper by Starr and
Ho (1969a,b). This was followed by the publication of a number of books on the
topic, by Leitmann (1974), and by Başar and Olsder (1999), with the first edition
dating back to 1982, Mehlmann (1988), and Dockner et al. (2000), which focuses
on applications of differential games in economics and management science. Other
selected key book references are the ones by Engwerda (2005), which is specialized
to linear-quadratic differential (as well as multistage) games, Jørgensen and Zaccour
(2004), which deals with applications of differential games in marketing, and Yeung
and Petrosjan (2005), which focuses on cooperative differential games.

This chapter is on noncooperative nonzero-sum differential games, presenting
the basics of the theory, illustrated by examples. It is based in most part on material
in Chaps. 6 and 7 of Başar and Olsder (1999) and Chap. 7 of Haurie et al. (2012).

2 A General Framework for m-Player Differential Games

2.1 A System Controlled by m Players

2.1.1 System Dynamics
Consider an n-dimensional dynamical system controlled by a set of m players over
a time interval Œt 0; T �, where T > t0 is a final time that can either be a given data
or defined endogenously as the time of reaching a given target, as to be detailed
below. For future use, let M D f1; : : : ; mg denote the players set, that is, the set of
all players. This dynamical system has the following elements:

1. A state variable x 2 X � R
n, and for each player j 2 M , a control vector

uj 2 Uj � R
pj , where X and Uj ’s are open domains.

2. A state equation (which is an n-dimensional ordinary differential equation) and
an initial value for the state (at time t 0)

Px.t/ D f .x.t/; u.t/; t/; (2.1)

x.t0/ D x0; (2.2)

where fx.t/ W t 2 Œt 0; T �} is the state trajectory and fu.t/ , .u1.t/; : : : ; um.t// W

t 2 Œ0; T �g is the control (or action) schedule (or simply the control) chosen by
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the m players, with uj .�/ generated by player j as a pj -dimensional function.

Here Px.t/ denotes the time derivative
d

dt
x.t/. The function f .�; �; �/ W R

n �

R
p1C���Cpm � R 7! R

n is assumed to be continuously differentiable (of class
C 1) in x; u, and t .

3. If the control vector generated by the m players is a measurable function of t , or
more simply a piecewise continuous function, there is a unique state trajectory
solution of (2.1) and (2.2), and each player j 2 M receives a cumulative reward
over the time horizon Œt 0; T �:

Jj .u.�/I x0; t0/ D

Z T

t0

gj .x.t/; u.t/; t/ dt C Sj .x.T /; T /; (2.3)

where gj is player j ’s instantaneous reward rate and Sj is the terminal reward,
also called salvage value function. The functions gj .�; �; �/ W Rn � R

p1C���Cpm �

R 7! R, j 2 M , are assumed to be continuously differentiable in x; u, and t , and
Sj .�; �/ W Rn � R 7! R, j 2 M , are assumed to be continuously differentiable in
x and t .

2.1.2 Control Constraints
The choice of a control by player j is subject to a pointwise constraint for each
t 2 Œt 0; T �

uj .t/ 2 Uj ; t 2 Œt 0; T �; (2.4)

where Uj is referred to as the player’s admissible pointwise control set. In a more
general setting, the admissible control set may depend on time t and state x.t/.
Then, the choice of a control is subject to a constraint

uj .t/ 2 Uj .x.t/; t//; t 2 Œt 0; T �; (2.5)

where the correspondence, or point-to-set mapping
n
Uj .�; �/ W Rn � R 7! 2R

pj
o

is

assumed to be upper-semicontinuous. In such a case, player j will of course also
have to have access to the current value of the state, which brings in the question of
what information a player has to have access to before constructing her control; this
is related to the information structure of the differential game, without which the
formulation of a differential game would not be complete. Information structures
will be introduced shortly, in the next subsection.

2.1.3 Target
The determination of the terminal time T can be either prespecified (as part of the
initial data), T 2 R

C, or the result of the state trajectory reaching a target. The
target is defined by a surface or manifold defined by an equation of the form
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‚.x; t/ D 0; (2.6)

where ‚.�; �/ W R
n � R 7! R is continuously differentiable. The trajectory ends

(reaches the target), and the rewards are computed, at the first time T when the
condition ‚.x.T /; T / D 0 is satisfied.

2.1.4 Infinite-Horizon Games
In economic and engineering applications, one also considers games where the
terminal time T may tend to 1. The payoff to player j is then defined as

Jj .u.�/I x0; t0/ D

Z 1

0

e��j t gj .x.t/; u.t//dt: (2.7)

Note that player j ’s payoff does not include a terminal reward and the reward rate
depends explicitly on the running time t through a discount factor e��j t , where �j

is a discount rate satisfying �j � 0, which could be player dependent. An important
issue in an infinite-horizon dynamic optimization problem (one-player version of
the problem above) is the fact that when the discount rate �j is set to zero, then
the integral payoff (2.7) may not be well defined, as the integral may not converge
to a finite value for all feasible control paths u.�/, and in some cases for none. In
such situations, one has to rely on a different notion of optimality, e.g., overtaking
optimality, a concept well developed in Carlson et al. (1991). We refer the reader
to the next chapter (Chap. 3) for a deeper discussion of this topic.

2.2 Information Structures and Strategies

2.2.1 Open Loop Versus State Feedback
To complete the formulation of a differential game, one has to describe precisely
the information available to each player (regarding the state and past actions of
other players) when they choose their controls at time t . Let us first focus on
two information structures of common use in applications of differential games,
namely, open-loop and state-feedback information structures. Letting �.t/ denote
the information available to a generic player at time t , we say that the information
structure is open loop if

�.t/ D fx0; tg;

that is, the available information is the current time and the initial state. An
information structure is state feedback if

�.t/ D fx.t/; tg;

that is, the available information is the current state of the system in addition
to the current time. We say that a differential game has open-loop (respectively,
state-feedback) information structure if every player in the game has open-loop
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(respectively, state-feedback) information. It is of course possible for some players
to have open-loop information while others have state-feedback information, but we
will see later that such a mixed information structure does not lead to a well-defined
differential game unless the players who have access to the current value of the state
also have access to the initial value of the state, that is,

�.t/ D fx.t/; x0; tg:

Another more general information structure is the one with memory, known as
closed-loop with memory, where at any time t a player has access to the current
value of the state and also recalls all past values, that is,

�.t/ D fx.s/; s � tg:

The first two information structures above (open loop and state feedback) are
common in optimal control theory, i.e., when the system is controlled by only
one player. In optimal control of a deterministic system, the two information
structures are in a sense equivalent. Typically, an optimal state-feedback control
is obtained by “synthesizing” the optimal open-loop controls defined from all
possible initial states.1 It can also be obtained by employing dynamic programming
or equivalently Bellman’s optimality principle (Bellman 1957). The situation is,
however, totally different for nonzero-sum differential games. The open-loop and
state-feedback information structures generally lead to two very different types of
differential games, except for the cases of two-player zero-sum differential games
(see �Chap. 8, “Zero-sum Differential Games” in this Handbook and also our
brief discussion later in this chapter) and differential games with identical objective
functions for the players (known as dynamic teams, which are equivalent to optimal
control problems as we are dealing with deterministic systems) – or differential
games that are strategically equivalent2 to zero-sum differential games or dynamic
team problems. Now, to understand the source of the difficulty in the nonequivalence
of two differential games that differ (only) in their information structures, consider
the case when the control sets are state dependent, i.e., uj .t/ 2 Uj .x.t/; t/. In
the optimal control case, when the only player who controls the system selects a
control schedule, she can compute also the associated unique state trajectory. In
fact, selecting a control amounts to selecting a trajectory. So, it may be possible to
select jointly the control and the associated trajectory to ensure that at each time t

the constraint u.t/ 2 U .x.t/; t/ is satisfied; hence, it is possible to envision an open-
loop control for such a system. Now, suppose that there is another player involved
in controlling the system; let us call them players 1 and 2. When player 1 defines

1See, e.g., the classical textbook on optimal control by Lee and Markus (1972) for examples of
synthesis of state-feedback control laws.
2This property will be discussed later in the chapter; in the context of static games, “strategic
equivalence” has been discussed in Chap. 1.

http://doi.org/10.1007/978-3-319-44374-4_4
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her control schedule, she does not know the control schedule of the other player,
unless there has been an exchange of information between the two players and
a tacit agreement to coordinate their choices of control. Therefore, player 1, not
knowing what player 2 will do, cannot decide in advance if her control at time t

will be in the admissible set U1.x.t/; t/ or not. Hence, in that case, it is impossible
for the players to devise feasible and implementable open-loop controls, whereas
this would indeed be possible under the state-feedback information structure. The
difference between the two information structures is in fact even more subtle, since
even when the admissible control sets are not state dependent, knowing at each
instant t what the state x.t/ is, or not having access to this information will lead to
two different types of noncooperative games in normal form as we will see in the
coming sections.

2.2.2 Strategies
In game theory one calls strategy (or policy or law) a rule that associates an action
to the information available to a player at a position of the game. In a differential
game, a strategy �j for player j is a function that associates to each possible
information �.t/ at t , a control value uj .t/ in the admissible control set. Hence, for
each information structure we have introduced above, we will have a different class
of strategies in the corresponding differential game. We make precise below the
classes of strategies corresponding to the first two information structures, namely,
open loop and state feedback.

Definition 1. Assuming that the admissible control sets Uj are not state dependent,
an open-loop strategy �j for player j (j 2 M ) selects a control action according
to the rule

uj .t/ D �j .x0; t/; 8x0; 8t; j 2 M; (2.8)

where �j .�; �/ W Rn �R 7! Uj is a function measurable (or piecewise continuous) in
t , for each fixed x0. The class of all such strategies for player j is denoted by �OL

j

or simply by �j .

Definition 2. A state-feedback strategy �j for player j (j 2 M ) selects a control
action according to a state-feedback rule

uj .t/ D �j .x.t/; t/; j 2 M; (2.9)

where �j .�; �/ W .x; t/ 2 R
n �R 7! Uj .x; t/ is a given function that must satisfy the

required regularity conditions imposed on feedback controls.3 The class of all such
strategies for player j is denoted by �SF

j or simply by �j .

3These are conditions which ensure that when all players’ strategies are implemented, then
the differential equation (2.1) describing the evolution of the state admits a unique piecewise
continuously differentiable solution for each initial condition x0; see, e.g., Başar and Olsder (1999).
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Remark 1. In the literature on dynamic/differential games, state-feedback strategy
is sometimes called “Markovian,” in contrast to “open loop,” with the argument
being that the former implies less “commitment” than the latter. Such an interpre-
tation is misleading on two counts. First, one can actually view both classes of
strategies as Markovian, since, at each time t , they exploit only the information
received at time t . The strategies do not exploit the history of the information
received up to time t , which is in fact not available. Second, in both cases, a strategy
is a full commitment. Using an open-loop strategy means that the player commits,
at the initial time, to a fixed time path for her control, that is, her choice of control at
each instant of time is predetermined. When using a state-feedback strategy, a player
commits to the use of a well-defined servomechanism to control the system, that is,
her reaction to the information concerning the state of the system is predetermined.
The main advantages of state-feedback strategies lie elsewhere: (i) state-feedback
strategies are essential if one has a stochastic differential game (a differential game
where the state dynamics are perturbed by disturbance (or noise) with a stochastic
description); in fact, if we view a deterministic differential game as the “limit” of a
sequence of stochastic games with vanishing noise, we are left with state-feedback
strategies. (ii) State-feedback strategies allow us to introduce the refined equilibrium
solution concept of “subgame-perfect Nash equilibrium,” which is a concept much
appreciated in economic applications, and will be detailed below.

3 Nash Equilibria

Recall the definition of a Nash equilibrium for a game in normal form (equivalently,
strategic form).

Definition 3. With the initial state x0 fixed, consider a differential game in normal
form, defined by a set of m players, MDf1; : : : ; mg, and for each player j .j 2M )
a strategy set �j and a payoff function

NJj W �1 � � � � � �j � � � � � �m 7! R; j 2 M:

Nash equilibrium is a strategy m-tuple �� D .��
1 ; : : : ; ��

m/, such that for each
player j the following holds:

NJj .��/ � NJj .Œ�j ; ��
�j �/; 8�j 2 �j ; (2.10)

where ��
�j WD .��

i W i 2 M n j / and Œ�j ; ��
�j � is the m-tuple obtained when, in

��, ��
j is replaced by �j . In other words, in Nash equilibrium, for each player j ,

the strategy ��
j is the best reply to the .m � 1/-tuple of strategies ��

�j chosen by the
other players.
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Corresponding to the first two information structures we have introduced for
differential games, we will now define two different games in normal form, leading
to two different concepts of Nash equilibrium for nonzero-sum differential games.

3.1 Open-Loop Nash Equilibrium (OLNE)

Assume that the admissible control sets Uj , j 2 M are not state dependent. If the
players use open-loop strategies (2.8), each �j defines a unique control schedule
uj .�/ W Œ0; T � 7! Uj for each initial state x0. The payoff functions for the normal
form game are defined by

NJj .�/ D Jj .u.�/I x0; t0/; j 2 M; (2.11)

where Jj .�I �; �/ is the reward function defined in (2.3). Then, we have the following
definition:

Definition 4. The control m-tuple u�.�/ D
�
u�

1 .�/; : : : ; u�
m.�/

�
is an open-loop Nash

equilibrium (OLNE) at .x0; t 0/ if the following holds:

Jj .u�.�/I x0; t0/ � Jj .Œuj .�/; u�
�j .�/�I x0; t0/; 8uj .�/; j 2 M;

where uj .�/ is any admissible control of player j and Œuj .�/; u�
�j .�/� is the m-tuple

of controls obtained by replacing the j -th block component in u�.�/ by uj .�/.

Note that in the OLNE, for each player j , u�
j .�/ solves the optimal control

problem

max
uj .�/

�Z T

t0

gj

�
x.t/; Œuj .t/; u�

�j .t/�; t
�

dt C Sj .x.T //

�
;

subject to the state equation

Px.t/ WD
d

dt
x.t/ D f

�
x.t/; Œuj .t/; u�

�j .t/�; t
�

; x.t0/ D x0; (2.12)

control constraints uj .t/ 2 Uj , and target ‚.�; �/. Further note that OLNE strategies
will in general also depend on the initial state x0, but this is information available to
each player under the open-loop information structure.
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3.2 State-Feedback Nash Equilibrium (SFNE)

Now consider a differential game with the state-feedback information structure. The
system is then driven by a state-feedback strategy m-tuple �.x; t /D.�j .x; t /Wj 2M/,
with �j 2 �SF

j for j 2 M . Its dynamics are thus defined by

Px.t/ WD
d

dt
x.t/ D f .x.t/; �.x.t/; t/; t/; x.t0/ D x0: (2.13)

The normal form of the game, at . x0; t 0/, is now defined by the payoff functions4

NJj .� I x0; t0/ D

Z T

t0

gj .x.t/; �.x.t/; t/; t/dt C Sj .x.T //; (2.14)

where, for each fixed x0, x.�/ W Œt 0; T � 7! R
n is the state trajectory solution of (2.13).

In line with the convention in the OL case, let us introduce the notation

��j .t; x.t// ,
�
�1.x.t/; t/; : : : ; �j �1.x.t/; t/; �j C1.x.t/; t/; : : : ; �m.x.t/; t/

�
;

for the strategy .m � 1/-tuple where the strategy of player j does not appear.

Definition 5. The state-feedback m-tuple �� D
�
��

1 ; : : : ; ��
m

�
is a state-feedback

Nash equilibrium (SFNE) on5 X �
�
t 0; T

	
if for any initial data .x0; t 0/ 2 X �

Œ0; T � � R
n � R

C; the following holds:

NJj .��I x0; t0/ � NJj .Œ�j .�/; ��
�j .�/�I x0; t0/; 8�j 2 �SF

j ; j 2 M;

where Œ�j ; ��j �� is the m-vector of strategies obtained by replacing the j -th block
component in �� by �j .

In other words, fu�
j .t/ � ��

j .x�.t/; t/ W t 2 Œt 0; T �g, where x�.�/ is the
equilibrium trajectory generated by �� from .x0; t 0/, solves the optimal control
problem

max
uj .�/

�Z T

t0

gj

�
x.t/;

h
uj .t/; ��

�j .x.t/; t/
i

; t
�

dt C Sj .x.T //

�
; (2.15)

4With a slight abuse of notation, we have included here also the pair .x0; t 0/ as an argument of NJj,
since under the SF information � does not have .x0; t 0/ as an argument for t > t0.
5We use T instead of T because, in a general setting, T may be endogenously defined as the time
when the target is reached.
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subject to the state equation

Px.t/ D f .x.t/;
h
uj .t/; ��

�j .x.t/; t/
i

; t /; x.t0/ D x0; (2.16)

control constraints uj .t/ 2 Uj .x.t/; t/, and target ‚.�; �/. We can also say that ��
j

is the optimal state-feedback control u�
j .�/ for the problem (2.15) and (2.16). We

also note that the single-player optimization problem (2.15) and (2.16) is a standard
optimal control problem whose solution can be expressed in a way compatible with
the state-feedback information structure, that is, solely as a function of the current
value of the state and current time, and not as a function of the initial state and initial
time. The remark below further elaborates on this point.

Remark 2. Whereas an open-loop Nash equilibrium is defined only for the given
initial data, here the definition of a state-feedback Nash equilibrium asks for the
equilibrium property to hold for all initial points, or data, in a region X �

�
t 0; T

	
�

R
n � R

C. This is tantamount to asking a state-feedback Nash equilibrium to
be subgame perfect (Selten 1975), in the parlance of game theory, or strongly
time consistent (Başar 1989). Indeed, even if the state trajectory is perturbed,
either because a player has had a “trembling hand” or an unforeseen small shock
happened, holding on to the same state-feedback strategy will still constitute a
Nash equilibrium in the limit as the perturbations vanish; this property is more
pronounced in the case of linear-quadratic differential games (games where the
state dynamics are linear, payoff functions are jointly quadratic in the state and the
controls, and the time horizon is fixed), in which case the stochastic perturbations in
the state equation do not have to be vanishingly small as long as they have zero mean
(Başar 1976, 1977). It should be clear that open-loop Nash equilibrium strategies do
not possess such a property.

3.3 Necessary Conditions for a Nash Equilibrium

For the sake of simplicity in the exposition below, we will henceforth restrict the
target set to be defined by the simple given of a terminal time, that is, the set
f.t; x/ W t D T g. Also the control constraint set Uj ; j 2 M will be taken to be
independent of state and time. As noted earlier, at a Nash equilibrium, each player
solves an optimal control problem where the system’s dynamics are influenced
by the strategic choices of the other players. We can thus write down necessary
optimality conditions for each of the m optimal control problems, which will then
constitute a set of necessary conditions for a Nash equilibrium. Throughout, we
make the assumption that sufficient regularity holds so that all the derivatives that
appear in the necessary conditions below exist.
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3.3.1 Necessary Conditions for an OLNE
By using the necessary conditions for an open-loop optimal control, obtained, e.g.,
from the maximum principle (see, e.g., Başar and Olsder 1999; Bryson et al. 1975),
we arrive at the conditions (2.17), (2.18), (2.19), (2.20), and (2.21) below, which
are necessary for an open-loop Nash equilibrium. Let us introduce the individual
Hamiltonians, with Hj being the Hamiltonian for player j;6

Hj .x; u; �j ; t/ D gj .x; u; t / C �j .t/f .x; u; t /; (2.17)

where �j .�/ is the adjoint (or costate) variable, which satisfies the adjoint varia-
tional equation (2.18), along with the transversality condition (2.19):

P�j .t/ D �
@

@x
Hj jx�.t/;u�.t/;t ; (2.18)

�j .T / D
@

@x
Sj jx�.T /;T: (2.19)

Further, Hj is maximized with respect to uj, with all other players’ controls fixed at
NE, that is,

u�
j .t/ D arg max

uj 2Uj

Hj .x�.t/; uj ; u�
�j .t/; �j .t/; t/: (2.20)

If the solution to the maximization problem above is in the interior of Uj, then
naturally a necessary condition is for the first derivative to vanish at u�

j for all t ,
that is,

@

@uj

Hj jx�.t/;u�.t/;t D 0; (2.21)

and for the Hessian matrix of second derivatives (with respect to uj ) to be
nonnegative definite.

3.3.2 Necessary Conditions for SFNE
The state-feedback NE can be obtained in various different ways. One could
again use the approach above, but paying attention to the fact that in the optimal
control problem faced by a generic player, the other players’ strategies are now
dependent on the current value of the state. A second approach would be to adapt
to this problem the method used in optimal control to directly obtain state-feedback
controls (i.e., dynamic programming). We discuss here both approaches, first in this
subsection the former. The Hamiltonian for player j is again:

Hj .x; u; �j ; t/ D gj .x; u; t / C �j .t/f .x; u; t /: (2.22)

6We use the convention that �j .t/f .�; �; �/ is the scalar product of two n dimensional vectors �j .t/

and f .� � � /.
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The controls ui for i 2 M n j are now defined by the state-feedback rules ��
i .x; t/.

Along the equilibrium trajectory fx�.t/ W t 2 Œt 0; T �g, the optimal control of
player j is u�

j .t/ D ��
j .x�.t/; t/. Then, as the counterpart of (2.18) and (2.19),

we have �j .�/ satisfying (as a necessary condition)

P�j .t/ D �

0
@ @

@x
Hj C

X
i2Mnj

@

@ui

Hj

@

@x
��

i

1
A jx�.t/;u�.t/;t ; (2.23)

�j .T / D
@

@x
Sj jx�.T /;T ; (2.24)

where the second term in (2.23), involving a summation, is a reflection of the fact
that Hj depends on x not only through gj and f but also through the strategies
of the other players. The presence of this extra term clearly makes the necessary
condition for the state-feedback solution much more complicated than for open-
loop solution.

Again, u�
j .t/ D ��

j .x�.t/; t/ maximizes the Hamiltonian Hj for each t , with all
other variables fixed at equilibrium:

u�
j .t/ D arg max

uj 2Uj

Hj .x�.t/; uj ; ��
�j .x�.t/; t/; �j ; t/: (2.25)

If the solution to the maximization problem above is in the interior of Uj , then as
in (2.21) a necessary condition is for the first derivative to vanish at u�

j for all t , that
is,

@

@uj

Hj jx�.t/;u�

j .t/;��

�j .x�.t/;t/;t D 0; (2.26)

and for the Hessian matrix of second derivatives (with respect to uj ) to be
nonnegative definite.

Remark 3. The summation term in (2.23) is absent in three important cases: (i) in
optimal control problems (m D 1), since @

@u H @u
@x

D 0; (ii) in two-person zero-
sum differential games, because H1 � �H2 so that for player 1, @

@u2
H1

@u2

@x
D

� @
@u2

H2
@u2

@x
D 0, and likewise for player 2; and (iii) in open-loop nonzero-sum

differential games, because @uj

@x
D 0. It would also be absent in nonzero-sum

differential games with state-feedback information structure that are strategically
equivalent (Başar and Olsder 1999) to (i) (single objective) team problems (which
in turn are equivalent to single-player optimal control problems) or (ii) two-person
zero-sum differential games.



74 T. Başar et al.

3.4 Constructing an SFNE Using a Sufficient Maximum Principle

As alluded to above, the necessary conditions for an SFNE as presented are not very
useful to compute a state-feedback Nash equilibrium, as one has to infer the form
of the partial derivatives of the equilibrium strategies, in order to write the adjoint
equations (2.24). However, as an alternative, the sufficient maximum principle given
below can be a useful tool when one has an a priori guess of the class of equilibrium
strategies (see, Haurie et al. 2012, page 249).

Theorem 1. Assume that the terminal reward functions Sj are continuously differ-
entiable and concave, and let X � R

n be a state constraint set where the state x.t/

belongs for all t . Suppose that an m-tuple �� D
�
��

1 ; : : : ; ��
m

�
of state-feedback

strategies �j W X � Œt 0; T � 7! R
mj ; j 2 M; is such that

(i) ��.x; t/ is continuously differentiable in x almost everywhere, and piecewise
continuous in t I

(ii) ��.x; t/ generates at .x0; t 0/ a unique trajectory x�.�/ W Œt 0; T � 7! X , solution
of

Px.t/ D f .x.t/; ��.x; t/; t/; x.t0/ D x0;

which is absolutely continuous and remains in the interior of X I

(iii) there exist m costate vector functions �j .�/ W Œt 0; T � 7! R
n, which are

absolutely continuous and such that, for all j 2 M , if we define the
Hamiltonians

Hj .x.t/; Œuj ; u�j �; �j .t/; t/

D gj

�
x.t/; Œuj ; u�j �; t

�
C �j .t/f .x.t/; Œuj ; u�j �; t /;

and the equilibrium Hamiltonians

H�
j .x�.t/; �j .t/; t/ D max

uj 2Uj

Hj .x�.t/; Œuj ; ��
�j .x�.t/; t/�; �j .t/; t/;

(2.27)
the maximum in (2.27) is reached at ��

j .x�.t/; t/; i.e.,

H�
j .x�.t/; �j .t/; t/ D max

uj 2Uj

Hj .x�.t/; ��.x�.t/; t/; �j .t/; t/I (2.28)

(iv) the functions x 7! H�
j .x; �j .t/; t/ where H�

j is defined as in (2.27), but at
position .t; x/, are continuously differentiable and concave for all t 2 Œt 0; T �

and j 2 M I

(v) the costate vector functions �j .�/; j 2 M , satisfy the following adjoint
differential equations for almost all t 2 Œt 0; T �,
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P�j .t/ D �
@

@x
H�

j j.x�.t/;�j .t/;t/; (2.29)

along with the transversality conditions

�j .T / D
@

@x
Sj j.x�.T /;T /: (2.30)

Then,
�
��

1 ; : : : ; ��
m

�
is an SFNE at .x0; t 0/.

3.5 Constructing an SFNE Using Hamilton-Jacobi-Bellman
Equations

We now discuss the alternative dynamic programming approach which delivers
the state-feedback solution directly without requiring synthesis or guessing of the
solution. The following theorem captures the essence of this effective tool for SFNE
(see, Başar and Olsder 1999, page 322; Haurie et al. 2012, page 252).

Theorem 2. Suppose that there exists an m-tuple �� D
�
��

1 ; : : : ; ��
m

�
of state-

feedback laws, such that

(i) for any admissible initial point .x0; t 0/, there exists a unique, absolutely
continuous solution t 2 Œt 0; T � 7! x�.t/ 2 X� R

n of the differential equation

Px�.t/ D f .x�.t/; ��
1 .t; x�.t//; : : : ; ��

m

�
t; x�.t/

�
; t /; x�.t0/ D x0 I

(ii) there exist continuously differentiable value functionals V �
j W X� Œt 0; T � 7!R;

such that the following coupled Hamilton-Jacobi-Bellman (HJB) partial differ-
ential equations are satisfied for all .x; t/ 2 X � Œt 0; T �

�
@

@t
V �

j .x; t/ D max
uj 2Uj

n
gj

�
x; Œuj ; ��

�j .x; t/�; t
�

C
@

@x
V �

j .x; t/f .x;
h
uj ; ��

�j .x; t/
i

; t /

�
(2.31)

D gj

�
x; Œ��.x; t/�; t

�
C

@

@x
V �

j .x; t/f .x; ��.x; t/; t/I (2.32)

(iii) the boundary conditions

V �
j .x; T / D Sj .x/; (2.33)

are satisfied for all x 2 X and j 2 M:
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Then, ��
j .x; t/, is a maximizer of the right-hand side of the HJB equation for

player j , and the m�tuple
�
��

1 ; : : : ; ��
m

�
is an SFNE at every initial point .x0; t 0/ 2

X � Œt 0; T �.

Remark 4. Note that once a complete set of value functionals, fVj ; j 2 M g, is
identified, then (2.31) directly delivers the Nash equilibrium strategies of the players
in state-feedback form. Hence, in this approach one does not have to guess the SFNE
but rather the structure of each player’s value function; this can be done in a number
of games, with one such class being linear-quadratic differential games, as we will
see shortly. Also note that Theorem 2 provides a set of sufficient conditions for
SFNE, and hence once a set of strategies are found satisfying them, we are assured
of their SFNE property. Finally, since the approach entails dynamic programming,
it directly follows from (2.31) that a natural restriction of the set of SFNE strategies
obtained for the original differential game to a shorter interval Œs; T �, with s > t0,
constitutes an SFNE for the differential game which is similarly formulated but on
the shorter time interval Œs; T �. Hence, the SFNE is subgame perfect and strongly
time consistent.

3.6 The Infinite-Horizon Case

Theorems 1 and 2 were stated under the assumption that the time horizon is finite.
If the planning horizon is infinite, then the transversality or boundary conditions,
that is, �j .T / D

@Sj

@x
.x.T /; T / in Theorem 1 and Vj .x.t/; T / D Sj .x.t/; T / in

Theorem 2, have to be modified. Below we briefly state the required modifications,
and work out a scalar example in the next subsection to illustrate this.

If the time horizon is infinite, the dynamic system is autonomous (i.e., f does not
explicitly depend on t ) and the objective functional of player j is as in (2.7), then
the transversality conditions in Theorem 1 are replaced by the limiting conditions:

lim
t!C1

e��j t qj .t/ D 0; 8j 2 M; (2.34)

where qj .t/ D e�j t �j .t/ is the so-called current-value costate variable. In the
coupled set of HJB equations of Theorem 2, the value function V ?

j .x; t/ is
multiplicatively decomposed as

V ?
j .x; t/ D e��j tV?

j .x/; (2.35)

and the boundary condition (2.33) is replaced by

V ?
j .x; t/ ! 0; when t ! 1; (2.36)

which is automatically satisfied if V?
j .x/ is bounded.
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3.7 Examples of Construction of Nash Equilibria

We consider here a two-player infinite-horizon differential game with scalar linear
dynamics and quadratic payoff functions, which will provide an illustration of the
results of the previous subsection, also to be viewed as illustration of Theorems 1
and 2 in the infinite-horizon case.

Let uj .t/ be the scalar control variable of player j; j D 1; 2; and x.t/ be the
state variable, with t 2 Œ0; 1/. Let player j ’s optimization problem be given by

max
uj

�
Jj D

Z 1

0

e��t



uj .t/



� �

1

2
uj .t/

�
�

1

2
'x2.t/

�
dt

�
;

such that Px.t/ D u1.t/ C u2.t/ � ˛x.t/; x.0/ D x0;

where ' and � are positive parameters, 0 < ˛ < 1, and � > 0 is the discount
parameter. This game has the following features: (i) the objective functional of
player j is quadratic in the control and state variables and only depends on the
player’s own control variable; (ii) there is no interaction (coupling) either between
the control variables of the two players or between the control and the state
variables; (iii) the game is fully symmetric across the two players in the state and the
control variables; and (iv) by adding the term e��t

�
ui .t /

�
� � 1

2
ui .t /

��
; i 6D j, to

the integrand of Jj, for j D 1; 2, we can make the two objective functions identical:

J WD

Z 1

0

e��t



u1.t/



� �

1

2
u1.t/

�
C u2.t/



� �

1

2
u2.t/

�
�

1

2
'x2.t/

�
dt:

(2.37)

The significance of this last feature will become clear shortly when we discuss the
OLNE (next). Throughout the analysis below, we suppress the time argument when
no ambiguity may arise.

Open-Loop Nash Equilibrium (OLNE). We first discuss the significance of fea-
ture (iv) exhibited by this scalar differential game. Note that when the information
structure of the differential game is open loop, adding to the objective function of a
player (say, player 1) terms that involve only the control of the other player (player 2)
does not alter the optimization problem faced by player 1. Hence, whether player j

maximizes Jj, or J given by (2.37), makes no difference as far as the OLNE of the
game goes. Since this applies to both players, it readily follows that every OLNE of
the original differential game is also an OLNE of the single-objective optimization
problem (involving maximization of J by each player). In such a case, we say that
the two games are strategically equivalent, and note that the second game (described
by the single-objective functional J ) is a dynamic team. Now, Nash equilibrium
(NE) in teams corresponds to person-by-optimality, and not team optimality (which
means joint optimization by members of the team), but when every person-by-
person optimal solution is also team optimal (the reverse implication is always true),
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then one can obtain all NE of games strategically equivalent to a particular dynamic
team by solving for team optimal (equivalently, globally optimal) solutions of the
team. Further, when solving for team-optimal solutions in deterministic teams,
whether the information structure is open loop or state feedback does not make any
difference, as mentioned earlier. In the particular dynamic team of this example,
since J is strictly concave in u1 and u2 and x (jointly), and the state equation is
linear, every person-by-person optimal solution is indeed team optimal, and because
of strict concavity the problem admits a unique globally optimal solution. Hence, the
OLNE of the original game exists and is unique.

Having established the correspondence with a deterministic concave team and
thereby the existence of a unique OLNE, we now turn to our main goal here, which
is to apply the conditions obtained earlier for OLNE to the differential game at hand.
Toward that end, we introduce the current-value Hamiltonian of player j :

Hj .x; �; u1; u2/ D uj



� �

1

2
uj

�
�

1

2
'x2 C qj .u1 C u2 � ˛x/; i D 1; 2;

where qj .t/ is the current-value costate variable, at time t , defined as

qj .t/ D e�j t �j .t/: (2.38)

Being strictly concave in uj , Hj admits a unique maximum, achieved by

uj D � C qj; j D 1; 2: (2.39)

Note that the Hamiltonians of both players are strictly concave in x, and hence the
equilibrium Hamiltonians also are. Then, the equilibrium conditions read:

Pqj D �qj �
@

@x
Hj D .� C ˛/qj C 'x; lim

t!C1
e��t qj .t/ D 0; j D 1; 2;

Px D 2� C q1 C q2 � ˛x; x.0/ D x0:

It is easy to see that q1.t/ D q2.t/ DW q.t/; 8t 2 Œ0; 1/, and therefore u1.t/ D

u2.t/; 8t 2 Œ0; 1/. This is not surprising given the symmetry of the game. We then
have a two-equation differential system in x and q:



Px

Pq

�
D



�˛ 2

' � C ˛

�

x

q

�
C



2�

0

�
:

We look for the solution of this system converging to the steady state which is given
by

.xss; qss/ D



2�.˛ C �/

˛2 C ˛� C 2'
; �

2�'

˛2 C ˛� C 2'

�
:
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The solution can be written as

x.t/ D .x0 � xss/e
	1t C xss;

q.t/ D �.x0 � xss/
2'

2˛ C � C

q
.2˛ C �/2 C 8'

e	1t C qss;

where 	1 is the negative eigenvalue of the matrix associated with the differential
equations system and is given by

	1 D
1

2
.� �

q
.2˛ C �/2 C 8'/:

Using the corresponding expression for q.t/ for qj in (2.39) leads to the OLNE
strategies (which are symmetric).

State-Feedback Nash Equilibrium (SFNE). The strategic equivalence between
the OL differential game and a team problem we established above does not carry
over to the differential game with state-feedback information structure, since adding
any term to J1 that involves control u2 of player 2 will alter the optimization problem
faced by player 1, since u2 depends on u1 through the state x. Hence, the example
system is a genuine game under SF information, and therefore the only way to obtain
its SFNE would be to resort to Theorem 2 in view of the extension to the infinite
horizon as discussed in Sect. 3.6. The HJB equation for player j , written for the
current-value function Vj .x/ D e�t Vj .t; x/, is

�Vj .x/ D max
uj

�
uj



� �

1

2
uj

�
�

1

2
'x2 C

@

@x
Vj .x/ .u1 C u2 � ˛x/


: (2.40)

Being strictly concave in uj , the RHS of (2.40) admits a unique maximum, with the
maximizing solution being

uj .x/ D � C
@

@x
Vj .x/: (2.41)

Given the symmetric nature of this game, we focus on symmetric equilibrium
strategies. Taking into account the linear-quadratic specification of the differential
game, we make the informed guess that the current-value function is quadratic
(because the game is symmetric, and we focus on symmetric solutions, the value
function is the same for both players), given by

Vj .x/ D
a

2
x2 C bx C c; j D 1; 2;

where a; b; c are parameters yet to be determined. Using (2.41) then leads to
uj .x/ D � C ax C b: Substituting this into the RHS of (2.40), we obtain
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1

2
.3a2 � 2a˛ � '/x2 C .3ab � b˛ C 2a�/x C

1

2
.3b2 C 4b� C �2/:

The LHS of (2.40) reads

�
�a

2
x2 C bx C c

�
;

and equating the coefficients of x2; x and the constant term, we obtain three
equations in the three unknowns, a; b, and c. Solving these equations, we get the
following coefficients for the noncooperative value functions:

a D
� C 2˛ ˙

q
.� C 2˛/2 C 16'

6
;

b D
�2a�

3a � .� C ˛/
;

c D
�2 C 4b� C 3b2

2�
:

Remark 5. The coefficient a is the root of a second-degree polynomial having two
roots: one positive and one negative. The selection of the negative root

a D
� C 2˛ �

q
.� C 2˛/2 C 16'

6
;

guarantees the global stability of the state trajectory. The resulting noncooperative
equilibrium state trajectory is given by

x�.t/ D

�
x0 C

2.� C b/

2a � ˛


e.2a�˛/t �

2.� C b/

2a � ˛
:

The state dynamics of the game has a globally asymptotically stable steady state if
2a � ˛ < 0. It can be shown that to guarantee this inequality and therefore global
asymptotic stability, the only possibility is to choose a < 0.

3.8 Linear-Quadratic Differential Games (LQDGs)

We have seen in the previous subsection, within the context of a specific scalar
differential game, that linear-quadratic structure (linear dynamics and quadratic
payoff functions) enables explicit computation of both OLNE and SFNE strategies
(for the infinite-horizon game). We now take this analysis a step further, and discuss
the general class of linear-quadratic (LQ) games, but in finite horizon, and show
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that the LQ structure leads (using the necessary and sufficient conditions obtained
earlier for OLNE and SFNE, respectively) to computationally feasible equilibrium
strategies. Toward that end, we first make it precise in the definition that follows
the class of LQ differential games under consideration (we in fact define a slightly
larger class of DGs, namely, affine-quadratic DGs, where the state dynamics are
driven by also a known exogenous input). Following the definition, we discuss
characterization of the OLNE and SFNE strategies, in that order. Throughout, x0

denotes the transpose of a vector x, and B 0 denotes the transpose of a matrix B .

Definition 6. An m-player differential game of fixed prescribed duration Œ0; T � is
of the affine-quadratic type if Uj D R

pj .j 2 M/ and

f .t; x; u/ D A.t/x C
X
i2M

Bi .t/ui C c.t/;

gj .t; x; u/ D �
1

2

 
x0Qj .t/x C

X
i2M

u0
i R

i
j .t/ui

!
;

Sj .x/ D �
1

2
x0

j Q
f
j x;

where A.�/, Bj .�/, Qj .�/, Ri
j .�/ are matrices of appropriate dimensions, c.�/ is an

n-dimensional vector, all defined on Œ0; T �, and with continuous entries .i; j 2 M/.
Furthermore, Q

f
j ; Qj .�/ are symmetric, R

j
i .�/ > 0 .j 2 M/, and R

j
j .�/ � 0 .i 6D

j; i; j 2 M/.
An affine-quadratic differential game is of the linear-quadratic type if c � 0.

3.8.1 OLNE
For the affine-quadratic differential game formulated above, let us further assume
that Qi .�/ � 0, Qi

f � 0. Then, under the open-loop information structure,

player j ’s payoff function Jj .Œuj ; u�j �I x0; t0 D 0/, defined by (2.3), is a strictly
concave function of uj .�/ for all permissible control functions u�j .�/ of the other
players and for all x0 2 R

n. This then implies that the necessary conditions for
OLNE derived in Sect. 3.3.1 are also sufficient, and every solution set of the first-
order conditions provides an OLNE. Now, the Hamiltonian for player j is

Hj .x; u; �j ; t/ D �
1

2

 
x0Qj x C

X
i2M

u0
j Ri

j ui

!
C �j

 
Ax C c C

X
i2M

Bi ui

!
;

whose maximization with respect to uj .t/ 2 R
pj yields the unique relation

u�
j .t/ D R

j
j .t/

�1
Bj .t/0�j .t/; j 2 M: (i)
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Furthermore, the costate equations are

P�j D Qj x� � A0�j I �j I .T / D �Q
f
j x.T / .j 2 M/; (ii)

and the optimal state trajectory is generated by

Px� D Ax� C c �
X
i2M

Bi R
i
i

�1
B 0

i �i I x�.0/ D x0: (iii)

This set of differential equations constitutes a two-point boundary value problem,
the solution of which can be written, without any loss of generality, as f�j .t/ D

�Kj .t/x�.t/ � kj .t/; j 2 M I x�.t/; t 2 Œ0; T �g where Kj .�/ are .n � n/-
dimensional matrices and kj .�/ are n-dimensional vectors. Now, substituting �j D

�Kj x� �kj .j 2 M/ into the costate equations (ii), we can arrive at the conclusion
that Kj .j 2 M/ and kj .j 2 M/ should then satisfy, respectively, the following
two sets of matrix and vector differential equations:

PKj C Kj A C A0Kj C Q
j
j � Kj

P
i2M Bi R

i
i

�1
B 0

i Ki D 0I

Kj .T / D Q
f
j .j 2 M/;

(2.42)

and

Pkj C A0kj C Kj c � Kj

P
i2M Bi R

i
i

�1
B 0

i ki D 0I

kj .T / D 0 .j 2 M/:
(2.43)

The expressions for the OLNE strategies can then be obtained from (i) by substitut-
ing �j D �Kj x� � kj, and likewise the associated state trajectory for x� follows
from (iii).

The following theorem now captures this result (see, Başar and Olsder 1999,
pp. 317–318).

Theorem 3. For the m-player affine-quadratic differential game with Qj .�/ � 0;

Q
f
j � 0 .j 2 M/, let there exist a unique solution set fKj ; j 2 M g to the coupled

set of matrix Riccati differential equations (2.42). Then, the differential game admits
a unique OLNE solution given by

��
j .x0; t/ � u�

j .t/ D �Ri
i .t/

�1B 0
i .t /ŒKj .t/x�.t/ C kj .t/� .j 2 M/;

where fkj .�/; j 2 M g solve uniquely the set of linear differential equations (2.43)
and x�.�/ denotes the corresponding OLNE state trajectory, generated by (iii),
which can be written as
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x�.t/ D ˆ.t; 0/x0 C

Z t

0

ˆ.t; 
/�.
/ d
;

d

dt
ˆ.t; 
/ D F .t/ˆ.t; 
/I ˆ.
; 
/ D I;

F .t/ WD A �
P

i2M Bi R
i
i

�1
B 0

i Ki .t/;

�.t/ WD c.t/ �
P

i2M Bi R
i
i

�1
B 0

i ki .t/:

Remark 6 (Nonexistence and multiplicity of OLNE). Note that the existence of
OLNE for the affine-quadratic differential game hinges on the existence of a solution
to the set of coupled matrix Riccati equations (2.42), since the second differential
equation (2.43) always admits a solution, being linear in ki ’s. Further, the OLNE is
unique, whenever the matrix solution to (2.42) is unique. It is within the realm of
possibility, however, that an OLNE may not exist, just as a Nash equilibrium may
not exist in static quadratic games (reaction planes may not have a common point
of intersection) or there may be multiple OLNEs (using the earlier analogy to static
games, reaction planes may have more than one point of intersection). Note also
that even for the LQDG (i.e., when c � 0), when we have kj � 0; j 2 M , still the
same possibilities (of nonexistence or multiplicity of OLNE) are valid.

An important point to note regarding the OLNE in Theorem 3 above is that
the solution does not depend on all the parameters that define the affine-quadratic
differential game, particularly the matrices fRi

j ; i 6D j; i; j D 1; 2g. Hence, the
OLNE would be the same if gj were replaced by

Qgj .t; x; uj / D �
1

2

�
x0Qj .t/x C u0

j R
j
j .t/uj

�
:

This is in fact not surprising in view of our earlier discussion in Sect. 3.7 on strategic
equivalence. Under open-loop information structure, adding to gj .t; x; u/ of one
game any function of u�j generates another game that is strategically equivalent to
the first one and hence has the same set of OLNE strategies, and in this particular
case, adding the term .1=2/

P
i 6Dj u0

i R
i
j .t/ui to gj generates Qgj . We can now go a

step further, and subtract the term .1=2/
P

i 6Dj u0
i R

i
i .t/ui from Qgj, and assuming also

that the state weighting matrices Qj .�/ and Q
f
j are the same across all players (i.e.,

Q.�/ and Qf , respectively), we arrive at a single-objective function for all players
(where we suppress dependence on t in the weighting matrices):

Jj .u.�/I x0/ DW J .u.�/I x0/ D �
1

2

 Z T

0

.x0QxC
X
i2M

u0
i R

i
i ui / dt Cx.T /0Qf x.T /

!
:

(2.44)

Hence, the affine-quadratic differential game where Qj .�/ and Q
f
j are the same

across all players is strategically equivalent to a team problem, which, being
deterministic, is in fact an optimal control problem. Letting u WD .u1

0; : : : ; u0
m/0,
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B WD .B1; : : : ; Bm/, and R D diag.R1
1; : : : ; Rm

m/, this affine-quadratic optimal
control problem has state dynamics

Px D A.t/x C B.t/u.t/ C c.t/; x.0/ D x0;

and payoff function

J .u.�/I x0/ D �
1

2


Z T

0

.x0Q.t/x C u0R.t/u/ dt C x.T /0Qf x.T /

�
;

where R.�/ > 0. Being strictly concave (and affine-quadratic), this optimal control
problem admits a unique globally optimal solution, given by7

u�.t/ D �R.t/�1B.t/0ŒK.t/x�.t/ C k.t/�; t � 0;

where K.�/ is the unique nonnegative-definite solution of the matrix Riccati
equation:

PK C KA C A0K C Q � KBR�1B 0K D 0; K.T / D Qf; (2.45)

k.�/ uniquely solves

Pk C A0k C Kc � KBR�1B 0k D 0; k.T / D 0; (2.46)

and x�.�/ is generated by (3), with

F .t/ D A � BR�1B 0K.t/; �.t/ D c.t/ � BR�1B 0k.t/; t � 0:

Note that for each block component of u, the optimal control can be written as

��
j .x0; t/ D u�

j .t/ D �R
j
j .t/�1Bj .t/0ŒK.t/x�.t/ C k.t/�; t � 0;j 2 M;

(2.47)

which by strategic equivalence is the unique OLNE. The following corollary to
Theorem 3 summarizes this result.

Corollary 1. The special class of affine-quadratic differential games with open-
loop information structure, where in Definition 6, Qj D Q � 0 8j 2 M and

Q
f
j D Qf � 0 8j 2 M , is strategically equivalent to a strictly concave optimal

control problem and admits a unique OLNE, given by (2.47), where K.�/ is the
unique nonnegative-definite solution of (2.45), k.�/ uniquely solves (2.46), and x�.�/

is the unique OLNE state trajectory as defined above.

7This is a standard result in optimal control, which can be found in any standard text, such as
Bryson et al. (1975).
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Remark 7 (Strategic equivalence and symmetry). A special class of affine-
quadratic differential games which fits into the framework covered by Corollary 1
is the class of symmetric differential games, where the players are indistinguishable
(with Bj ; Qj ; Q

f
j ; R

j
j being the same across all players, that is, index j free).

Hence, symmetric affine-quadratic differential games, with Qj D Q � 0 8j 2 M ,

Q
f
j D Qf � 0 8j 2 M , R

j
j D NR > 0 8j 2 M , and Bj D NB 8j 2 M , admit a

unique OLNE:

��
j .x0; t/ D u�

j .t/ D � NR.t/�1 NB.t/0ŒK.t/x�.t/ C k.t/�; t � 0; j 2 M;

where K.�/ and k.�/ uniquely solve

PK C KA C A0K C Q � mK NB NR�1 NB 0K D 0; K.T / D Qf; (2.48)

and

Pk C A0k C Kc � mK NB NR�1 NB 0k D 0; k.T / D 0;

and x�.�/ is as defined before.

Remark 8 (Zero-sum differential games). A special class of nonzero-sum differen-
tial games is zero-sum differential games, where in the general framework, m D 2

and J2 � �J1 DW J. The (two) players in this case have totally opposing objectives,
and hence what one would be minimizing, the other one would be maximizing. Nash
equilibrium in this case corresponds to the saddle-point equilibrium, and if .��

1 ; ��
2 /

is one such pair of strategies, with player 1 as minimizer (of J ) and player 2 as
maximizer, they satisfy the pair of saddle-point inequalities:

NJ .��
1 ; �2/ � NJ .��

1 ; ��
2 / � NJ .�1; ��

2 /; 8�j 2 �j; j D 1; 2: (2.49)

Affine-quadratic zero-sum differential games are defined as in Definition 6, with
m D 2 and (suppressing dependence on the time variable t )

g2 � �g1 DW g.x; u1; u2; t/

D
1

2
.x0Qx C u0

1R1u1 � u0
2R2u2/; Q � 0; Ri > 0; i D 1; 2;

S2.x/ � �S1.x/ DW S.x/ D
1

2
x0Qf x; Qf � 0:

Note, however, that this formulation cannot be viewed as a special case of two-
player affine-quadratic nonzero-sum differential games with nonpositive-definite
weighting on the states and negative-definite weighting on the controls of the
players in their payoff functions (which makes the payoff functions strictly concave
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in individual players’ controls – making their individual maximization problems
automatically well defined), because here maximizing player (player 2 in this case)
has nonnegative-definite weighting on the state, which brings up the possibility of
player 2’s optimization problem to be unbounded. To make the game well defined,
we have to assure that it is convex-concave. Convexity of J in u1 is readily satisfied,
but for concavity in u2, we have to impose an additional condition. It turns out that
(see Başar and Bernhard 1995; Başar and Olsder 1999) a practical way of checking
strict concavity of J in u2 is to assure that the following matrix Riccati differential
equation has a continuously differentiable nonnegative-definite solution over the
interval Œ0; T �, that is, there are no conjugate points:

POS C OSA C A0 OS C Q C OSB2R�1
2 B 0

2
OS D 0; OS.T / D Qf: (2.50)

Then, one can show that the game admits a unique saddle-point solution in open-
loop policies, which can be obtained directly from Theorem 3 by noticing that K2 D

�K1 DW OK and k2 D �k1 DW Ok, which satisfy

POK C OKACA0 OK CQ � OK.B1R�1
1 B 0

1 �B2R�1
2 B 0

2/ OK D 0; OK.T / D Qf; (2.51)

and

POk C A0 Ok C OKc � OK.B1R�1
1 B 0

1 � B2R�1
2 B 0

2/ Ok D 0; Ok.T / D 0: (2.52)

Under the condition of existence of a well-defined solution to (2.50), the matrix
Riccati differential equation (2.51) admits a unique continuously differentiable
nonnegative-definite solution, and the open-loop saddle-point (OLSP) strategies for
the players, satisfying (2.49), are given by

��
1 .x0; t/ D �R�1

1 B 0
1Œ OK.t/x�.t/ C Ok.t/�;

��
2 .x0; t/ D R�1

2 B 0
2Œ OK.t/x�.t/ C Ok.t/�; t � 0;

where x�.�/ is the saddle-point state trajectory, generated by

Px D .A� .B 0
1R�1

1 B 0
1 �B2R�1

2 B 0
2/ OK/x � .B 0

1R�1
1 B1 �B 0

2R�1
2 B2/ Ok Cc; x.0/ D x0:

Hence, the existence of an OLSP hinges on the existence of a nonnegative-definite
solution to the matrix Riccati differential equation (2.50), which as indicated is
related to the nonexistence of conjugate points in the interval Œ0; T �,8 which in turn
is related to whether the game in the infinite-dimensional function space (Hilbert

8The existence of a conjugate point in Œ0; T / implies that there exists a sequence of policies by the
maximizer which can drive the value of the game arbitrarily large, that is, the upper value of the
game is infinite.
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space in this case) is convex-concave or not, as mentioned earlier. For details, we
refer to Başar and Bernhard (1995).

3.8.2 SFNE
We now turn to affine-quadratic differential games (cf. Definition 6) with state-
feedback information structure. We have seen earlier (cf. Theorem 2) that the CLNE
strategies can be obtained from the solution of coupled HJB partial differential
equations. For affine-quadratic differential games, these equations can be solved
explicitly, since their solutions admit a general quadratic (in x) structure, as we
will see shortly. This also readily leads to a set of SFNE strategies which are
expressible in closed form. The result is captured in the following theorem, which
follows from Theorem 2 by using in the coupled HJB equations the structural
specification of the affine-quadratic game (cf. Definition 6), testing the solution
structure Vj .t; x/ D � 1

2
x0Zj .t/x � x0�j .t/ � nj .t/; j 2 M , showing consistency,

and equating like powers of x to arrive at differential equations for Zj , �j , and nj

(see, Başar and Olsder 1999, pp. 323–324).

Theorem 4. For the m-player affine-quadratic differential game introduced in
Definition 6, with Qj .�/ � 0; Q

f
j � 0 .j 2 M/, let there exist a set of

matrix-valued functions Zj .�/ � 0; j 2 M , satisfying the following m-coupled
matrix Riccati differential equations:

PZj C Zj
QF C QF 0Zj C

P
i2M Zi Bi R

i
i

�1
Ri

j Ri
i

�1
B 0

i Zi C Qj D 0I

Zj .T / D Q
f
j ;

(2.53)

where

QF .t/ WD A.t/ �
X
i2M

Bi .t/R
i
i .t/

�1Bi .t/
0Zi .t/: (2.54)

Then, under the state-feedback information structure, the differential game admits
an SFNE solution, affine in the current value of the state, given by

��
j .x; t/ D �R

j
j .t/�1Bj .t/0ŒZj .t/x.t/ C �j .t/�; j 2 M; (2.55)

where �j .j 2 M/ are obtained as the unique solution of the coupled linear
differential equations

P�j C QF 0�j C
X
i2M

Zi Bi R
i
i

�1
Ri

j Ri
i

�1
B 0

i �i C Zj ˇ D 0I �j .T / D 0; (2.56)
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with

ˇ WD c �
X
i2M

Bi R
i
i

�1
B 0

i �i : (2.57)

The corresponding values of the payoff functionals are

NJ �
j D Vj .x0; 0/ D �

1

2
x00

Zj .0/x0 � x00
�j .0/ � nj .0/; j 2 M; (2.58)

where nj .�/ .j 2 M/ are obtained as unique continuously differentiable solutions of

Pnj C ˇ0�j C
1

2

X
i2M

�0
i Bi R

i
i

�1
Ri

j Ri
i

�1
B 0

i �i D 0I nj .T / D 0: (2.59)

Remark 9. Note that the “nonnegative-definiteness” requirement imposed on Zj .�/

is a consequence of the fact that Vj .x; t/ � 0 8x 2 R
n; t 2 Œ0; T �, this latter feature

being due to the eigenvalue restrictions imposed a priori on Qj .�/, Q
f
j , and Ri

j .�/,
i; j 2 M . Finally, the corresponding “Nash” values for the payoff functionals follow
from the fact that Vj .x; t/ is the value function for player j at SFNE, at any point
.x; t/. We also note that Theorem 4 provides only one set of SFNE strategies for the
affine-quadratic game under consideration, and it does not attribute any uniqueness
feature to this solution set. What can be shown, however, is the uniqueness of SFNE
when the players are restricted at the outset to affine memoryless state-feedback
strategies (Başar and Olsder 1999).

Remark 10. The result above extends readily to more general affine-quadratic
differential games where the payoff functions of the players contain additional terms
that are linear in x, that is, with gj and Sj in Definition 6 extended, respectively, to

gj D �
1

2

 
x0ŒQj .t/x C 2lj .t/� C

X
i2M

u0
j R

j
i ui

!
I Sj .x/ D �

1

2
x0ŒQ

f
j x C 2l

f
j �;

where lj .�/ is a known n-dimensional vector-valued function, continuous on Œ0; T �,

and l
f
j is a fixed n-dimensional vector, for each j 2 M . Then, the statement of

Theorem 4 remains intact, with only the differential equation (2.56) that generates
�j .�/ now reading:

P�j C QF 0�j C
X
i2M

Zi Bi R
i
i

�1
Ri

j Ri
i

�1
B 0

i �i C Zj ˇ C lj D 0I �j .T / D l
f
j :

When comparing SFNE with the OLNE, one question that comes up is whether
there is the counterpart of Corollary 1 in the case of SFNE. The answer is
no, because adding additional terms to gj that involve controls of other players
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generally leads to a different optimization problem faced by player j , since ui ’s for
i 6D j depend on x and through it on uj . Hence, in general, a differential game
with state-feedback information structure cannot be made strategically equivalent
to a team (and hence optimal control) problem. One can, however, address the issue
of simplification of the set of sufficient conditions (particularly the coupled matrix
Riccati differential equations (2.53)) when the game is symmetric. Let us use the
same setting as in Remark 7, but also introducing a common notation OR for the
weighting matrices Ri

j ; i 6D j for the controls of the other players appearing in
player j ’s payoff function, and for all j 2 M (note that this was not an issue in the
case of open-loop information since Ri

j ’s, i 6D j were not relevant to the OLNE),
and focusing on symmetric SFNE, we can now rewrite the SFNE strategy (2.55) for
player j as

��
j .x; t/ D � NR.t/�1 NB.t/0ŒZ.t/x.t/ C �.t/�; j 2 M; (2.60)

where Z.�/ � 0 solves

PZ C Z QF C QF 0Z C Z NB NR�1 NB 0Z C
X

i 6Dj; i2M

Z NB NR�1 OR NR�1 NB 0f ; (2.61)

with (from (2.54))

QF WD A.t/ � m NB.t/ NR.t/�1 NB.t/0Z.t/: (2.62)

Substituting this expression for QF into (2.61), we arrive at the following alternative
(more revealing) representation:

PZ C ZA C A0Z � Z NB NR�1 NB 0Z C Q � .m � 1/Z NB NR�1Œ2 NR � OR� NR�1 NB 0Z

D 0 I Z.T / D Qf: (2.63)

Using the resemblance to the matrix Riccati differential equation that arises in
standard optimal control (compare it with the differential equation (2.48) for K in
Remark 7), we can conclude that (2.63) admits a unique continuously differentiable
nonnegative-definite solution whenever the condition

2 NR � OR > 0; (2.64)

holds. This condition can be interpreted as players placing relatively more weight
on their self-controls (in their payoff functions) than on each of the other individual
players. In fact, if the weights are equal, then NR D OR, and (2.63) becomes equivalent
to (2.48); this is of course not surprising since a symmetric game with NR D OR is
essentially an optimal control problem (players have identical payoff functions), for
which OL and SF solutions have the same underlying Riccati differential equations.
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Now, to complete the characterization of the SFNE for the symmetric differential
game, we have to write down the differential equation for �j in Theorem 4, that
is (2.56), using the specifications imposed by symmetry. Naturally, it now becomes
independent of the index j and can be simplified to the form below:

P� C
h
A0 � Z NB NR�1Œ.2m � 1/ NR � .m � 1/ OR� NR�1 NB 0

i
� C Zc D 0I �.T / D 0:

(2.65)

We following corollary to Theorem 4 now captures the main points of the discussion
above.

Corollary 2. For the symmetric affine-quadratic differential game introduced
above, let the matrix Riccati differential equation (2.63) admit a unique
continuously differentiable nonnegative-definite solution Z.�/. Then the game
admits a CLNE solution, which is symmetric across all players, and given by

��
j .x; t/ D � NR.t/�1 NB.t/0ŒZ.t/x.t/ C �.t/�; t � 0;j 2 M;

where �.�/ is generated uniquely by (2.65). If, furthermore, the condition (2.64)
holds, then Z.�/ exists and is unique.

Remark 11 (Zero-sum differential games with SF information). The counterpart of
Remark 8 on saddle-point equilibrium can also be derived under state-feedback
information structure, this time specializing Theorem 4 to the two-player zero-sum
differential game. Using the same setting as in Remark 8, it follows by inspection
from Theorem 4 that Z2 D �Z1 DW OZ and �2 D �1 DW O�, where the differential
equations satisfied by OZ and O� are precisely the ones satisfied by OK and Ok in the OL
case, that is, (2.51) and (2.52), respectively. Under the condition of the existence
of well-defined (unique continuously differentiable nonnegative-definite) solution
to the matrix Riccati differential equation (2.51), the state-feedback saddle-point
(SFSP) strategies for the players, satisfying (2.49), are given by (directly from
Theorem 4)

��
1 .x; t/ D �R�1

1 B 0
1Œ OK.t/x.t/C Ok.t/�; ��

2 .x; t/ D R�1
2 B 0

2Œ OK.t/x.t/C Ok.t/�; t � 0:

Note that these are in the same form as the OLSP strategies, with the difference
being that they are now functions of the actual current value of the state instead of
the computed value (as in the OLSP case). Another difference between the OLSP
and SFSP is that the latter does not require an a priori concavity condition to be
imposed, and hence whether there exists a solution to (2.50) is irrelevant under
state-feedback information; this condition is replaced by the existence of a solution
to (2.51), which is less restrictive Başar and Bernhard (1995). Finally, since the
forms of the OLSP and SFSP strategies are the same, they generate the same state
trajectory (and hence lead to the same value for J ), provided that the corresponding
existence conditions are satisfied.
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4 Stackelberg Equilibria

In the previous sections, the assumption was that the players select their strategies
simultaneously, without any communication. Consider now a different scenario:
a two-player game where one player, the leader, makes her decision before the
other player, the follower.9 Such a sequence of moves was first introduced by
von Stackelberg in the context of a duopoly output game; see, von Stackelberg
(1934).

Denote by L the leader and by F the follower. Suppose that uL.t/ and uF .t/ are,
respectively, the control vectors of L and F . The control constraints uL.t/ 2 UL

and uF .t/ 2 UF must be satisfied for all t . The state dynamics and the payoff
functionals are given as before by (2.1), (2.2), and (2.3), where we take the initial
time to be t 0 D 0, without any loss of generality. As with the Nash equilibrium, we
will define an open-loop Stackelberg equilibrium (OLSE). We will also introduce
what is called feedback (or Markovian)-Stackelberg equilibrium (FSE), which uses
state feedback information and provides the leader only time-incremental lead
advantage.

4.1 Open-Loop Stackelberg Equilibria (OLSE)

When both players use open-loop strategies, 	L and 	F , their control paths are
determined by uL.t/ D 	L.x0; t/ and uF .t/ D 	F .x0; t/, respectively. Here 	j

denotes the open-loop strategy of player j .
The game proceeds as follows. At time t D 0, the leader announces her control

path uL.�/ for t 2 Œ0; T �: Suppose, for the moment, that the follower believes in this
announcement. The best she can do is then to select her own control path uF .�/ to
maximize the objective functional

JF D

Z T

0

gF .x.t/; uL.t/; uF .t/; t/ dt C SF .x.T //; (2.66)

subject to the state dynamics

Px.t/ D f .x.t/; uL.t/; uF .t/; t/ x.0/ D x0; (2.67)

and the control constraint

uF .t/ 2 UF : (2.68)

9The setup can be easily extended to the case of several followers. A standard assumption is then
that the followers play a (Nash) simultaneous-move game vis-a-vis each other, and a sequential
game vis-a-vis the leader (Başar and Olsder 1999).
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This is a standard optimal control problem. To solve it, introduce the follower’s
Hamiltonian

HF .x.t/; �F .t/; uF .t/; uL.t/; t/

D gF .x.t/; uF .t/; uL.t/; t/ C �F f .x.t/; uF .t/; uL.t/; t/;

where the adjoint variable �F D �F .t/ is an n-vector. Suppose that the Hamiltonian
HF is strictly concave in uF 2 UF , where UF is a convex set. Then the
maximization of HF with respect to uF ; for t 2 Œ0; T �; uniquely determines uF .t/

as a function of t; x; uL; and �F , which we write as

uF .t/ D R.x.t/; t; uL.t/; �F .t//: (2.69)

This defines the follower’s best reply (response) to the leader’s announced time path
uL.�/.

The follower’s costate equations and their boundary conditions in this maximiza-
tion problem are given by

P�F .t/ D �
@

@x
HF ;

�F .T / D
@

@x
Sj .x.T // :

Substituting the best response function R into the state and costate equations yields
a two-point boundary-value problem. The solution of this problem, .x.t/; �F .t// ;

can be inserted into the function R: This represents the follower’s optimal behavior,
given the leader’s announced time path uL.�/.

The leader can replicate the follower’s arguments. This means that, since she
knows everything the follower does, the leader can calculate the follower’s best
reply R to any uL.�/ that she may announce: The leader’s problem is then to
select a control path uL.�/ that maximizes her payoff given F ’s response, that is,
maximization of

JL D

Z T

0

gL .x.t/; uL.t/; R .x.t/; t; uL.t/; �F .t// ; t/ dt C SL.x.T //; (2.70)

subject to

Px.t/ D f .x.t/; uL.t/; R.x.t/; t; uL.t/; �F .t//; t/; x.0/ D x0;

P�F .t/ D �
@

@x
HF .x.t/; uL.t/; R .x.t/; t; uL.t/; �F .t/// ; t/;

�F .T / D
@

@x
SF .x.T // ;
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and the control constraint

uL.t/ 2 UL:

Note that the leader’s dynamics include two state equations, one governing the
evolution of the original state variables x and a second one accounting for the
evolution of �F , the adjoint variables of the follower, which are now treated as
state variables. Again, we have an optimal control problem that can be solved using
the maximum principle. To do so, we introduce the leader’s Hamiltonian

HL .x.t/; uL.t/; R .x.t/; t; uL.t/; �F .t// ; �L.t/; .t//

D gL .x.t/; uL.t/; R .x.t/; t; uL.t/; �F .t//; t/

C �L.t/f .x.t/; uL.t/; R.x.t/; t; uL.t/; �F .t//; t/

C .t/



�

@

@x
HF .x.t/; �F .t/; R .x.t/; t; uL.t/; �F .t// ; uL.t/; t/

�
;

where �L D �L.t/ is the n-vector of costate variables appended to the state
equation for x.t/, with the boundary conditions

�L.T / D
@

@x
SL .x.T // ;

and  D .t/ is the vector of n costate variables appended to the state equation for
�F .t/, satisfying the initial condition

 .0/ D 0:

This initial condition is a consequence of the fact that �F .0/ is “free,” i.e.,
unrestricted, being free of any soft constraint in the payoff function, as opposed
to x.T / which enters a terminal reward term. The following theorem now collects
all this for the OLSE (see, Başar and Olsder 1999, pp. 409–410).

Theorem 5. For the two-player open-loop Stackelberg differential game formu-
lated in this subsection, let u�

L.t/ D 	�
L.x0; t/ be the leader’s open-loop equilibrium

strategy and u�
F .t/ D 	�

F .x0; t/ be the follower’s. Let the solution to the follower’s
optimization problem of maximizing JF given by (2.66) subject to the state
equation (2.67) and control constraint (2.68) exist and be uniquely given by (2.69).
Then,

(i) The leader’s open-loop Stackelberg strategy 	�
L maximizes (2.70) subject to the

given control constraint and the 2n-dimensional differential equation system for
x and �F (given after (2.70)) with mixed boundary specifications.
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(ii) The follower’s open-loop Stackelberg strategy 	�
F is (2.69) with uL replaced by

u�
L.

Remark 12. In the light of the discussion in this subsection leading to Theorem 5,
it is possible to write down a set of necessary conditions (based on the maximum
principle) which can be used to solve for L’s open-loop strategy 	�

L. Note that, as
mentioned before, in this maximization problem in addition to the standard state
(differential) equation with specified initial conditions, we also have the costate
differential equation with specified terminal conditions, and hence the dynamic
constraint for the maximization problem involves a 2n-dimensional differential
equation with mixed boundary conditions (see the equations for x and �F follow-
ing (2.70)). The associated Hamiltonian is then HL, defined prior to Theorem 5,
which has as its arguments two adjoint variables, �L and  , corresponding to
the differential equation evolutions for x and �F , respectively. Hence, from the
maximum principle, these new adjoint variables satisfy the differential equations:

P�L.t/ D �
@

@x
HL .x.t/; uL.t/; R .x.t/; t; uL.t/; �F .t// ; �L.t/; .t/; t/;

�L.T / D
@

@x
SL .x.T //;

P.t/ D �
@

@�F

HL .x.t/; uL.t/; R .x.t/; t; uL.t/; �F .t//; �L.t/; .t/; t/;

.0/ D 0:

Finally, u�
L.t/ D 	�

L.x0; t/ is obtained from the maximization of the Hamiltonian
HL (where we suppress dependence on t ):

u�
L D arg max

uL2UL

HL.x; uL; R.x; uL; �F /; �L; /:

4.2 Feedback Stackelberg Equilibria (FSE)

We now endow both players with state-feedback information, as was done in the
case of SFNE, which is a memoryless information structure, not allowing the players
to recall even the initial value of the state, x0, except at t D 0. In the case of
Nash equilibrium, this led to a meaningful solution, which also had the appealing
feature of being subgame perfect and strongly time consistent. We will see in this
subsection that this appealing feature does not carry over to Stackelberg equilibrium
when the leader announces her strategy in advance for the entire duration of the
game, and in fact the differential game becomes ill posed. This will force us to
introduce, again under the state-feedback information structure, a different concept
of Stackelberg equilibrium, called feedback Stackelberg, where the strong time
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consistency is imposed at the outset. This will then lead to a derivation that parallels
the one for SFNE.

Let us first address “ill-posedness” of the classical Stackelberg solution when the
players use state-feedback information, in which case their strategies are mappings
from R

n � Œ0; T � where the state-time pair .x; t/ maps into UL and UF , for L and F ,
respectively. Let us denote these strategies by �L 2 �L and �F 2 �F , respectively.
Hence, the realizations of these strategies lead to the control actions (or control
paths): uL.t/ D �L.x; t/ and uF .t/ D �F .x; t/; for L and F , respectively. Now, in
line with the OLSE we discussed in the previous subsection, under the Stackelberg
equilibrium, the leader L announces at time zero her strategy �.x; t/ and commits to
using this strategy throughout the duration of the game. Then the follower F reacts
rationally to L’s announcement, by maximizing her payoff function. Anticipating
this, the leader selects a strategy that maximizes her payoff functional subject to the
constraint imposed by the best response of F .

First let us look at the follower’s optimal control problem. Using the dynamic
programming approach, we have the Hamilton-Jacobi-Bellman (HJB) equation
characterizing F ’s best response to an announced �L 2 �L:

�
@

@t
VF .x; t/ D max

uF 2UF

fgF .x; uF .t/; �L.x; t/; t/

C
@

@x
VF .x; t/f .x.t/; uF .t/; �L.x; t/; t/

�
;

where VF is the value function of F , which has the terminal condition VF .x; T / D

SF .x.T //: Note that, for each fixed �L 2 �L, the maximizing control for F on
the RHS of the HJB equation above is a function of the current time and state
and hence is an element of �F . Thus, F ’s maximization problem and its solution
are compatible with the state-feedback information structure, and hence we have
a well-defined problem at this stage. The dependence of this best response on �L,
however, will be quite complex (much more than in the open-loop case), since what
we have is a functional dependence in an infinite-dimensional space. Nevertheless,
at least formally, we can write down this relationship as a best reaction function,
QR W �L!�F , for the follower:

�F D QR.�L/: (2.71)

Now, L can make this computation too, and according to the Stackelberg equi-
librium concept, which is also called global Stackelberg solution (see, Başar and
Olsder 1999), she has to maximize her payoff under the constraints imposed by this
reaction function and the state dynamics that is formally

max
�L2�L

JL.�L; QR.�L//
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Leaving aside the complexity of this optimization problem (which is not an optimal
control problem of the standard type because of the presence of the reaction function
which depends on the entire strategy of L over the full- time interval of the game),
we note that this optimization problem is ill posed since for each choice of �L 2 �L,
JL.�L; QR.�L// is not a real number but generally a function of the initial state x0,
which is not available to L; hence, what we have is a multi-objective optimization
problem, and not a single-objective one, which makes the differential game with
the standard (global) Stackelberg equilibrium concept ill posed. One way around
this difficulty would be to allow the leader (as well as the follower) recall the initial
state (and hence modify their information sets to �.x.t/; x0; t/) or even have full
memory on the state (in which case, � is �.x.s/; s � t I t /), which would make
the game well posed, but requiring a different set of tools to obtain the solution
(see, e.g., Başar and Olsder 1980; Başar and Selbuz 1979 and Chap. 7 of Başar and
Olsder 1999), which also has connections to incentive designs and inducement of
collusive behavior, further discussed in the next section of this chapter. We should
also note that including x0 in the information set also makes it possible to obtain the
global Stackelberg equilibrium under mixed information sets, with F ’s information
being inferior to that of L, such as �L.x.t/; x0; t/ for L and �.x0; t/ for F . Such a
differential game would also be well defined.

Another way to resolve the ill-posedness of the global Stackelberg solution under
state-feedback information structure is to give the leader only a stagewise (in the
discrete-time context) first-mover advantage; in continuous time, this translates
into an instantaneous advantage at each time t (Başar and Haurie 1984). This
pointwise (in time) advantage leads to what is called a feedback Stackelberg
equilibrium (FSE), which is also strongly time consistent (Başar and Olsder 1999).
The characterization of such an equilibrium for j 2 fL; F g involves the HJB
equations

�
�

@

@t
Vj .x; t/

�
j D1;2

D Sta

�
gj .x; ŒuF ; uL�/

C
@

@x
Vj .x; t/f .x; ŒuF ; uL�; t/

�
j D1;2

; (2.72)

where the “Sta” operator on the RHS solves, for each .x; t/, for the Stackelberg
equilibrium solution of the static two-player game in braces, with player 1 as leader
and player 2 as follower. More precisely, the pointwise (in time) best response of F

to �L 2 �L is

OR.x; t I �L.x; t// D

arg max
uF 2UF

�
gF .x; ŒuF ; �L.x; t/�; t/ C

@

@x
VF .x; t/f .x; ŒuF ; �L.x; t/�; t/

�
;
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and taking this into account, L solves, again pointwise in time, the maximization
problem:

max
uL2UL

�
gL.x/; .Œ OR.x; t I uL/; uL�; t/ C

@

@x
VL.x; t/f .x; Œ OR.x; t I uL/; uL�; t/

�
:

Denoting the solution to this maximization problem by uL D O�L.x; t/, an FSE for
the game is then the pair of state-feedback strategies:

�
O�L.x; t/; O�F .x; t/ D OR.x; t I O�L.x; t//

o
(2.73)

Of course, following the lines we have outlined above, it should be obvious that
explicit derivation of this pair of strategies depends on the construction of the value
functions, VL and VF , satisfying the HJB equations (2.72). Hence, to complete the
solution, one has to solve (2.72) for VL.x; t/ and VF .x; t/ and use these functions
in (2.73). The main difficulty here is, of course, in obtaining explicit solutions to
the HJB equations, which however can be done in some classes of games, such as
those with linear dynamics and quadratic payoff functions (in which case VL and
VF will be quadratic in x) (Başar and Olsder 1999). We provide some evidence of
this solvability through numerical examples in the next subsection.

4.3 An Example: Construction of Stackelberg Equilibria

Consider the example of Sect. 3.7 but now with player 1 as the leader (from now on
referred to as player L) and player 2 as the follower(player F ). Recall that player j ’s
optimization problem and the underlying state dynamics are

max
uj

�
Jj D

Z 1

0

e��t



uj .t/



��

1

2
uj .t/

�
�

1

2
'x2.t/

�
dt

�
; j DL; F; (2.74)

Px.t/ D uL.t/ C uF .t/ � ˛x.t/; x.0/ D x0; (2.75)

where ' and � are positive parameters and 0 < ˛ < 1. We again suppress the
time argument henceforth when no ambiguity may arise. We discuss below both
OLSE and FSE, but with horizon length infinite. This will give us an opportunity to
introduce, in this context, also the infinite-horizon Stackelberg differential game.

4.3.1 Open-Loop Stackelberg Equilibrium (OLSE).
To obtain the best reply of the follower to the leader’s announcement of the path
uL.t/, we introduce the Hamiltonian of player F :

HF .x; uL; uF / D uF



� �

1

2
uF

�
�

1

2
'x2 C qF .uL C uF � ˛x/;



98 T. Başar et al.

where qF is the follower’s costate variable associated with the state variable x. HF

being quadratic and strictly concave in uF , it has a unique maximum:

uF D � C qF; (2.76)

where (from the maximum principle) qF satisfies

PqF D �qF �
@

@x
HF D .� C ˛/qF C 'x; lim

t!1
e��t qF .t/ D 0; (2.77)

and with (2.76) used in the state equation, we have

Px.t/ D uL.t/ C � C qF .t/ � ˛x.t/; x.0/ D x0: (2.78)

Now, one approach here would be first to solve the two differential equations (2.77)
and (2.78) and next to substitute the solutions in (2.76) to arrive at follower’s best
reply, i.e., uF .t/ D R.x.t/; uL.t/; qF .t//: Another approach would be to postpone
the resolution of these differential equations and instead use them as dynamic
constraints in the leader’s optimization problem:

max
uL

�
JL D

Z 1

0

e��t



uL



� �

1

2
uL

�
�

1

2
'x2

�
dt

�

PqF D .� C ˛/qF C 'x; lim
t!1

e��t qF .t/ D 0;

Px D uL C � C qF � ˛x; x.0/ D x0:

This is an optimal control problem with two state variables (qF and x) and one
control variable (uL). Introduce the leader’s Hamiltonian:

HL .x; uL; qF ; qL; / D uL



� �

1

2
uL

�
�

1

2
'x2 C  ..� C ˛/qF C 'x/

C qL .uL C � C qF � ˛x/;

where  and qL are adjoint variables associated with the two state equations in the
leader’s optimization problem. Being quadratic and strictly concave in uL, HL also
admits a unique maximum, given by

uL D � C qL;

and we have the state and adjoint equations:

P D � �
@

@qF

HL D �˛ � qL; .0/ D 0;
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PqL D �qL �
@

@x
HL D .� C ˛/qL C ' .x � /; lim

t!1
e��t qL.t/ D 0;

Px D
@

@qL

HL D uL C � C qF � ˛x; x.0/ D x0;

PqF D
@

@
HL D .� C ˛/qF C 'x; lim

t!1
e��t qF .t/ D 0:

Substituting the expression for uL in the differential equation for x, we obtain a
system of four differential equations, written in matrix form as follows:

0
BB@

P

PqL

Px

PqF

1
CCA D

0
BB@

�˛ �1 0 0

�' � C ˛ ' 0

0 1 �˛ 1

0 0 ' � C ˛

1
CCA

0
BB@



qL

x

qF

1
CCAC

0
BB@

0

0

2�

0

1
CCA :

Solving the above system yields .; qL; x; qF /. The last step would be to insert the
solutions for qF and qL in the equilibrium conditions

uF D � C qF ; uL D � C qL;

to obtain the open-loop Stackelberg equilibrium controls uL and uF .

4.3.2 Feedback-Stackelberg Equilibrium (FSE).
To obtain the FSE, we first have to consider the infinite-horizon version of (2.72) and
compute the best response of F to uL D �L.x/. The maximization problem faced
by F has the associated steady-state HJB equation for the current-value function
VF .x/ (with the value function defined as VF .x; t/ D e��tVF .x/):

�VF .x/ D max
uF

�
uF



� �

1

2
uF

�
�

1

2
'x2 C

@

@x
VF .x/ .uL C uF � ˛x/


:

(2.79)

Maximization of the RHS yields (uniquely, because of strict concavity)

uF D � C
@

@x
VF .x/: (2.80)

Note that the above reaction function of the follower does not directly depend on
the leader’s control uL, but only indirectly, through the state variable.

Accounting for the follower’s response, the leader’s HJB equation is

�VL.x/D max
uL�0

�
uL



��

1

2
uL

�
�

1

2
'x2C

@

@x
VL.x/



uLC�C

@

@x
VF .x/ � ˛x

�
;

(2.81)
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where VL.x/ denotes the leader’s current-value function. Maximizing the RHS
yields

uL D � C
@

@x
VL.x/:

Substituting in (2.81) leads to

�VL.x/ D



� C

@

@x
VL.x/

�

� �

1

2



� C

@

@x
VL.x/

��
(2.82)

�
1

2
'x2 C

@

@ x
VL.x/



@

@x
VL.x/ C

@

@x
VF .x/ C 2� � ˛x

�
:

As the game at hand is of the linear-quadratic type, we can take the current value
functions to be general quadratic. Accordingly, let

VL.x/ D
AL

2
x2 C BLx C CL; (2.83)

VF .x/ D
AF

2
x2 C BF x C CF ; (2.84)

be, respectively, the leader’s and the follower’s current-value functions, where the
six coefficients are yet to be determined. Substituting these structural forms in (2.82)
yields

�



AL

2
x2 C BLx C CL

�
D

1

2

�
A2

L � ' C 2 .AF � ˛/ AL

�
x2

C .AL .BL C BF C 2�/ C .AF � ˛/ BL/ x C
1

2

�
�2 C B2

L

�
C .BF C 2�/ BL:

Using (2.79), (2.80), and (2.83)–(2.84), we arrive at the following algebraic equation
for the follower:

�



AF

2
x2 C BF x C CF

�
D

1

2

�
A2

F � ' C 2 .AL � ˛/ AF

�
x2

C .AF .BF C BL C 2�/ C .AL � ˛/ BF / x C
1

2

�
�2 C B2

F

�
C .BL C 2�/ BF :

By comparing the coefficients of like powers of x, we arrive at the following six-
equation, nonlinear algebraic system:

0 D A2
L C .2AF � 2˛ � �/ AL � ';

0 D AL .BL C BF C 2�/ C .AF � ˛ � �/ BL;
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0 D
1

2

�
�2 C B2

L

�
C .BF C 2�/ BL � �CL;

0 D A2
F � ' C .2AL � 2˛ � �/ AF ;

0 D AF .BF C BL C 2�/ C .AL � ˛ � �/ BF ;

0 D
1

2

�
�2 C B2

F

�
C .BL C 2�/ BF � �CF :

The above system generally admits multiple solutions. One can eliminate some
of these based on, e.g., convergence to an asymptotically globally stable steady
state. Let the sextuple

�
AS

L; BS
L; C S

L ; AS
F ; BS

F ; C S
F

�
denote a solution to the above

system, satisfying the additional desirable properties. Then, a pair of FSE strategies
is given by

uF D � C V 0
F .x/ D AS

F x C BS
F ;

uL D � C V 0
L .x/ D AS

Lx C BS
L:

4.4 Time Consistency of Stackelberg Equilibria

When, at an initial instant of time, the leader announces a strategy she will use
throughout the game, her goal is to influence the follower’s strategy choice in a way
that will be beneficial to her. Time consistency addresses the following question:
given the option to re-optimize at a later time, will the leader stick to her original
plan, i.e., the announced strategy and the resulting time path for her control variable?
If it is in her best interest to deviate, then the leader will do so, and the equilibrium is
then said to be time inconsistent. An inherently related question is then why would
the follower, who is a rational player, believe in the announcement made by the
leader at the initial time if it is not credible? The answer is clearly that she would
not.

In most of the Stackelberg differential games, it turns out that the OLSE
is time inconsistent, that is, the leader’s announced control path uL.�/ is not
credible. Markovian or feedback Stackelberg equilibria (SFE), on the other hand, are
subgame perfect and hence time consistent; they are in fact strongly time consistent,
which refers to the situation where the restriction of leader’s originally announced
strategy to a shorter time interval (sharing the same terminal time) is still SFE and
regardless of what evolution the game had up to the start of that shorter interval.

The OLSE in Sect. 4.3 is time inconsistent. To see this, suppose that the leader
has the option of revising her plan at time � > 0 and to choose a new decision rule
uL.�/ for the remaining time span Œ� ; 1/. Then she will select a rule that satisfies
.�/ D 0 (because this choice will fulfill the initial condition on the costate  ).

It can be shown, by using the four state and costate equations
�

Px; PqF ; PqL; P
�

; that

for some instant of time, � > 0; it will hold that .�/ ¤ 0: Therefore, the leader
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will want to announce a new strategy at time � , and this makes the original strategy
time inconsistent, i.e., the new strategy does not coincide with the restriction of the
original strategy to the interval Œ� ; 1/.

Before concluding this subsection, we make two useful observations.

Remark 13. Time consistency (and even stronger, strong time consistency) of FSE
relies on the underlying assumption that the information structure is state feedback
and hence without memory, that is, at any time t , the players do not remember the
history of the game.

Remark 14. In spite of being time inconsistent, the OLSE can still be a useful
solution concept for some short-term horizon problems, where it makes sense to
assume that the leader will not be tempted to re-optimize at an intermediate instant
of time.

5 Memory Strategies and Collusive Equilibria

5.1 Implementing Memory Strategies in Differential Games

As mentioned earlier, by memory strategies we mean that the players can, at any
instant of time, recall any specific past information. The motivation for using
memory strategies in differential games is in reaching through an equilibrium
a desirable outcome that is not obtainable noncooperatively using open-loop or
state-feedback strategies. Loosely speaking, this requires that the players agree
(implicitly, or without taking on any binding agreement) on a desired trajectory
to follow throughout the game (typically a cooperative solution) and are willing
to implement a punishment strategy if a deviation is observed. Richness of an
information structure, brought about through incorporation of memory, enables such
monitoring.

If one party realizes, or remembers, that, in the past, the other party deviated from
an agreed-upon strategy, it implements some pre-calculated punishment. Out of the
fear of punishment, the players adhere to the Pareto-efficient path, which would be
unobtainable in a strictly noncooperative game.

A punishment is conceptually and practically attractive only if it is effective, i.e.,
it deprives a player of the benefits of a defection, and credible, i.e., it is in the best
interest of the player(s) who did not defect to implement this punishment. In this
section, we first introduce the concept of non-Markovian strategies and the resulting
Nash equilibrium and next illustrate these concepts through a simple example.

Consider a two-player infinite-horizon differential game, with state equation

Px.t/ D f .x.t/; u1.t/; u2.t/; t/ ; x.0/ D x0:
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To a pair of controls .u1.t/; u2.t//, there corresponds a unique trajectory x.�/

emanating from x0. Player j ’s payoff is given by

Jj . u1.t/; u2.t/I x0/ D

Z 1

0

e��j t gj .x.t/; u1.t/; u2.t/; t/ dt; j D 1; 2;

where gj .x.t/; u1.t/; u2.t/; t/ is taken to be bounded and continuously differen-
tiable.10 As before, the control set of player j is Uj and the state set X is identical
to R

n.
Heretofore, a strategy has been defined as a mapping from player’s information

space to her control set. Unfortunately, this direct approach poses formidable math-
ematical difficulties in the present context; therefore, we will define a strategy as
an infinite sequence of approximate constructions, called ı-strategies. For player j ,
consider the sequence of times tj D iı; i D 0; 1; : : : ; where ı is a fixed positive
number. For any time interval Œtj ; tiC1/, let U i

j be the set of measurable control
functions uj;i W Œtj ; tiC1/ ! Uj ; and let U i D U i

1 � U i
2 . A ı-strategy for player j is

a sequence �ı
j D

�
�j;i

�
iD0;1;:::;

of mappings

�j;0 2 U0
j ;

�j;i D U0 � U1 � : : : � Ui�1 ! U j
j for j D 1; 2; : : : :

A strategy for player j is an infinite sequence of ı-strategies:

�j D
n
�

ın

j W ın ! 0; n D 1; 2; : : :
o

:

Note that this definition implies that the information set of player j at time t is

f.u1.s/; u2.s// ; 0 � s < tg ;

that is, the entire control history up to (but not including) time t . So when players
choose ı-strategies, they are using, at successive sample times tj , the accumulated

information to generate a pair of measurable controls
�

uı
1.�/; uı0

2 .�/
�

which, in turn,

generate a unique trajectory x
Nı .�/ and thus, a unique outcome wNı D

�
wNı

1; wNı
2

�
2 R

2;

where Nı D .ı; ı0/, and

w
Nı
j D

Z 1

0

e��j t gj .x
Nı.t/; uı

1.t/; uı0

2 .t/; t/ dt:

10This assumption allows us to use the strong-optimality concept and avoid introducing additional
technicalities.
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An outcome of the strategy pair N� is a pair Nw 2 R
2; which is a limit of the

sequence
n
wNın

o
of the outcomes of ı-strategy pairs N�

Nın D
�
�

ın

1 ; �
ı0

n

2

�
when n tends

to infinity. With a strategy pair, the initial state and time are thus associated with a set
v
�
t 0; x0I N�

�
of possible outcomes. (Note that we have used the obvious extension

to a non-zero initial time t 0.) The game is well defined if, for any strategy pair N�

and any initial conditions
�
t 0; x0

�
; the set of outcomes v

�
t 0; x0I N�

�
is nonempty.11

Definition 7. A strategy pair N�� is a Nash equilibrium at
�
t 0; x0

�
if, and only if,

1. the outcome set v
�
t 0; x0I N�

�
reduces to a singleton w� D

�
w�

1 ; w�
2

�
;

2. for all strategy pairs N�.1/ ,
�
�1; ��

2

�
and N�.2/ ,

�
��

1 ; �2

�
, the following holds

for j D 1; 2:

.w1; w2/ 2 v
�
t 0; x0I N�.i/

�
) wj � w�

j :

The equilibrium condition for the strategy pair is valid only at
�
t 0; x0

�
. This

implies, in general, that the Nash equilibrium that was just defined is not subgame
perfect.

Definition 8. A strategy pair N�� is a subgame-perfect Nash equilibrium at
�
t 0; x0

�
if, and only if,

1. given a control pair Nu .�/ W Œt 0; t/ ! U1 � U2 and the state x.t/ reached at time t ,

we define the prolongation of N�� at .t; x.t// as
n
�

0�ın
W ın ! 0; n D 1; 2; : : :

o
defined by

�
0ın �

NuŒt;tCın�; : : : ; NuŒtCiın;tC.iC1/ın�

�

D �
ın �

NuŒ0;ın�; NuŒın;2ın� : : : ; NuŒtCiın;tC.iC1/ın�

�
I

2. the prolongation of N�� at .t; x.t// is again an equilibrium at .t; x.t//.

Before providing an illustrative example, we make a couple of points in the
following remark.

Remark 15. 1. The information set was defined here as the entire control history.
An alternative definition is fx .s/ ; 0 � s < tg, that is, each player bases her
decision on the entire past state trajectory. Clearly, this definition requires less

11Here, and in the balance of this section, we depart from our earlier convention of state-time
ordering .x; t/, and use the reverse ordering .t; x/.



2 Nonzero-Sum Differential Games 105

memory capacity and hence may be an attractive option, particularly when the
differential game involves more than two players. (See Tolwinski et al. 1986 for
details.)

2. The consideration of memory strategies in differential games can be traced
back to Varaiya and Lin (1963), Friedman (1971), and Krassovski and Subbotin
(1977). Their setting was (mainly) zero-sum differential games, and they used
memory strategies as a convenient tool for proving the existence of a solution.
Başar used memory strategies in the 1970s to show how richness of and redun-
dancy in information structures could lead to informationally nonunique Nash
equilibria (Başar 1974, 1975, 1976, 1977) and how the richness and redundancy
can be exploited to solve for global Stackelberg equilibria (Başar 1979, 1982;
Başar and Olsder 1980; Başar and Selbuz 1979) and to obtain incentive designs
(Başar 1985). The exposition above follows Tolwinski et al. (1986) and Haurie
and Pohjola (1987), where the setting is nonzero-sum differential games and the
focus is on the construction of cooperative equilibria.

5.2 An Example

Consider a two-player differential game where the evolution of the state is described
by

Px.t/ D .1 � u1.t// u2.t/; x .0/ D x0 > 0; (2.85)

where 0 < uj .t/ < 1: The players maximize the following objective functionals:

J1.u1.t/; u2.t/I x0/ D ˛

Z 1

0

e��t .ln u1.t/ C x.t// dt;

J2.u1.t/; u2.t/I x0/ D .1 � ˛/

Z 1

0

e��t .ln .1 � u1.t// .1 � u2.t// C x.t// dt;

where 0 < ˛ < 1 and 0 < � � 1=4:

Suppose that the two players wish to implement a cooperative solution noncoop-
eratively by using non-Markovian strategies and threats.

Step 1: Determine Cooperative Outcomes. Assume that these outcomes are given
by the joint maximization of the sum of players’ payoffs. To solve this optimal
control problem, we introduce the current-value Hamiltonian (we suppress the time
argument):

H .u1; u2; x; �/ D ˛ ln u1 C .1 � ˛/ ln .1 � u1/ .1 � u2/ C x C q .1 � u1/ u2;

where q is the current-value adjoint variable associated with the state equa-
tion (2.85). Necessary and sufficient optimality conditions are
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Px D .1 � u1/ u2; x .0/ D x0 > 0;

Pq D �q � 1; lim
t!1

e��t q.t/ D 0;

@H
@u1

D
˛

u1

�
.1 � ˛/

.1 � u1/
� qu2 D 0;

@H
@u2

D �
.1 � ˛/

.1 � u2/
� q .1 � u1/ D 0:

It is easy to verify that the unique optimal solution is given by

�
u�

1 ; u�
2

�
D



˛�;

1 � �

1 � ˛�

�
; x�.t/ D x0 C .1 � �/ t;

J1

�
u�

1 .�/; u�
2 .�/I x0

�
D

˛

�



ln ˛� C x0 C

1 � �

�

�
;

J2

�
u�

1 .�/; u�
2 .�/I x0

�
D

1 � ˛

�



ln .1 � ˛/ � C x0 C

1 � �

�

�
:

Note that both optimal controls satisfy the constraints 0 < uj .t/ < 1; j D 1; 2:

Step 2: Compute Nash-Equilibrium Outcomes. As the game is of the linear-
state variety,12 open-loop and state-feedback Nash equilibria coincide. We therefore
proceed with the derivation of the OLNE, which is easier to solve. To determine this
equilibrium, we first write the players’ current-value Hamiltonians:

H1 .u1; u2; x; q1/ D ˛ .ln u1 C x/ C q1 .1 � u1/ u2;

H2 .u1; u2; x; q2/ D .1 � ˛/ .ln .1 � u1/ .1 � u2/ C x/ C q2 .1 � u1/ u2;

where qj is the costate variable attached by player j to the state equation (2.85).
Necessary conditions for a Nash equilibrium are

Px D .1 � u1/ u2; x .0/ D x0 > 0;

Pq1 D �q1 � ˛; lim
t!1

e��t q1.t/ D 0;

Pq2 D �q2 � .1 � ˛/ ; lim
t!1

e��t q2.t/ D 0;

@

@u1

H1 D
˛

u1

� q1u2 D 0;

12In a linear-state differential game, the objective functional, the salvage value and the dynamics
are linear in the state variables. For such games, it holds that a feedback strategy is constant, i.e.,
independent of the state and hence open-loop and state-feedback Nash equilibria coincide.
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@

@u2

H2 D �
.1 � ˛/

.1 � u2/
� q2 .1 � u1/ D 0:

It is easy to check that the Nash equilibrium is unique and is given by

.Nu1; Nu2/ D



1 � k

2
;

1 C k

2

�
; Nx.t/ D x0 C



1 C k

4

�
t;

J1

�
Nu1 .�/ ; Nu2.�/I x0

�
D

˛

�



ln



1 � k

2

�
C x0 C

1 C k

2�
� 1

�
;

J2

�
Nu1 .�/ ; Nu2.�/I x0

�
D

1 � ˛

�



ln � C x0 C

1 C k

2�
� 1

�
;

where k D
p

1 � 4�: Note that the equilibrium controls satisfy the constraints
0 < uj .t/ < 1; j D 1; 2; and as expected in view of the game structure, they
are constant over time.

Step 3: Construct a Collusive Equilibrium. We have thus so far obtained

�
w�

1 ; w�
2

�
D
�
J1

�
u�

1 .�/; u�
2 .�/I x0

�
; J2

�
u�

1 .�/; u�
2 .�/I x0

��
;

. Nw1; Nw2/ D
�
J1

�
Nu1 .�/ ; Nu2.�/I x0

�
; J2

�
Nu1 .�/ ; Nu2.�/I x0

��
:

Computing the differences

w�
1 � Nw1 D

˛

�



ln



1 � k

2˛�

�
C

1 C �2 � 3� C k

2�

�
;

w�
2 � Nw2 D

1 � ˛

�



ln .1 � ˛/ C

1 � 3� C k

2�

�
;

we note that they are independent of the initial state x0 and that their signs depend
on the parameter values. For instance, if we have the following restriction on the
parameter values:

0 < ˛ < min

0
@ 1 � k

2� exp
�

3��1��2�k

2�

� ; 1 � exp



3� � 1 C k

2�

�1
A ;

then w�
1 > Nw1 and w�

2 > Nw2. Suppose that this is true. What remains to be shown
is then that by combining the cooperative (Pareto-optimal) controls with the state-
feedback (equivalent to open-loop, in this case) Nash strategy pair,

.�1 .x/ ; �2 .x// D .Nu1; Nu2/ D



1 � k

2
;

1 C k

2

�
;
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we can construct a subgame-perfect equilibrium strategy in the sense of Definition 8.
Consider a strategy pair

N�j D
n

N��ın

j W ın ! 0; n D 1; 2; : : :
o

;

where, for j D 1; 2; N��ı
j is defined as follows:

��ı
j D

�
�j;i

�
iD0;1;2;:::;

with

��
j;0 D u�

j;0 .�/ ;

��
j;i D

(
u�

j;i .�/ ; if Nu .s/ D Nu� .s/ for almost s � iı;

'j .x .j ı// D Nuj ; otherwise,

for i D 1; 2; : : : ; where u�
j;i .�/ denotes the restriction truncation of u�

j;.�/ to the
subinterval Œiı; .i C 1/ ı� ; i D 0; 1; 2; : : :, and x .iı/ denotes the state observed at
time t D iı.

The strategy just defined is known as a trigger strategy. A statement of the trigger
strategy, as it would be made by a player, is “At time t , I implement my part of the
optimal solution if the other player has never cheated up to now. If she cheats at t ,
then I will retaliate by playing the state-feedback Nash strategy from t onward.” It
is easy to show that this trigger strategy constitutes a subgame-perfect equilibrium.

Remark 16. It is possible in this differential-game setting to define a retaliation
period of finite length, following a deviation. Actually, the duration of this period
can be designed to discourage any player from defecting. Also, in the above
development and example, we assumed that a deviation is instantaneously detected.
This may not necessarily be the case, and in such situations we can consider a
detection lag. For an example of a trigger strategy with a finite retaliation period
and detection lag, see Hämäläinen et al. (1984).

6 Conclusion

This chapter has provided an overview of the theory of nonzero-sum differential
games formulated in continuous time and without any stochastic elements. Only
noncooperative aspects of the theory have been covered, primarily under two
different solution concepts: Nash equilibrium and Stackelberg equilibrium and
several of their variants. The importance of information structures in such dynamic
games has been emphasized, with special focus on open-loop and state-feedback
information structures. The additional degrees of freedom memory strategies bring
in in inducing specific behavior on the part of the players has also been discussed,



2 Nonzero-Sum Differential Games 109

and several special structures of differential games, such as linear-quadratic (or
affine-quadratic) games, symmetric games, and zero-sum differential games, have
also been covered, with some illustrative examples. The chapter has also emphasized
the important role strategic equivalence plays in solvability of some classes of
differential games.

There are several other issues very relevant to the topic and material of this
chapter, which are covered by selected other chapters in the Handbook. These
involve dynamic games described in discrete time, concave differential games with
coupled state constraints defined over infinite horizon, dynamic games with an
infinite number of players (more precisely, mean-field games), zero-sum differential
games (with more in-depth analysis than the coverage in this chapter), games with
stochastic elements (more precisely, stochastic games), mechanism designs, and
computational methods, to list just a few.
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Başar T (1975) Nash strategies for M-person differential games with mixed information structures.
Automatica 11(5):547–551
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