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Abstract. The firing squad synchronization problem on Cellular
Automata (CA) has been studied extensively for many years, and a
rich variety of synchronization algorithms have been proposed. From
Mazoyer’s paper it is known that a minimal-time solution with 6 states
exists. The firing squad synchronization problem has also been studied
for defective CA where a defective cell can still transmit information
without processing it. In the present paper, we consider defective CA
where the dynamic defects are such that a defective cell totally fails.
The failures are permanent and may occur at any time in the computa-
tion. In this way the array is cut into two parts. The question addressed
is how many cells in each part can still be synchronized and at which
time steps. It is analyzed how many cells are synchronized, where and
when this happens and how these three characteristics are connected
with the position of the defective cell and the time at which the cell fails.
Based on Mazoyer’s 6-state algorithm, a solution for one-dimensional CA
is proposed that synchronizes the maximal possible number of cells in
each part.

1 Introduction

Nowadays it becomes possible to build massively parallel computing systems
that consist of hundred thousands of processing elements. Each single compo-
nent is subject to failure such that the probability of misoperations and loss of
function of the whole system increases with the number of its elements. It was
von Neumann [12] who first stated the problem of building reliable systems out
of unreliable components. Here we consider one-dimensional CA as a model for
homogeneously structured parallel systems as are linear processor arrays. Such
devices of interconnected parallel acting finite-state machines have been studied
from the viewpoint of fault tolerance in several ways. In [2] reliable arrays are
constructed under the assumption that a cell (and not its links) at each time step
fails with a constant probability. Moreover, such a failure does not incapacitate
the cell permanently, but only violates its rule of operation in the step when
it occurs. Under the same constraint that cells themselves (and not their links)
fail (that is, they cannot process information but are still able to transmit it
unchanged with unit speed) fault-tolerant computations have been investigated,
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for example, in [4,13] where encodings are established that allow the correction
of so-called K-separated misoperations, in [5] where the studies are in terms of
syntactical pattern recognition, in [6,7,15,17,20] where the firing squad synchro-
nization problem is considered in defective cellular arrays, and in [1] where the
early bird problem [14] is investigated.

However, in the previous studies defective cells are considered such that cells
still can transmit information without processing it. Here we consider defective
CA where the dynamic defects are such that a defective cell totally fails. The
failures are permanent and may occur at any time in the computation. In this way
the array is cut into two parts. Our study is in terms of the famous Firing Squad
Synchronization Problem (FSSP). It was raised by Myhill in 1957 and emerged
in connection with the problem to start several parts of a parallel machine at
the same time. The first published reference appeared with a solution found by
McCarthy and Minsky in [11]. Roughly speaking, the problem is to set up a
CA such that all cells change to a special state for the first time after the same
number of steps. Many modifications and generalizations of the FSSP have been
investigated. An overview can be found in [18].

From the perspective that a cell totally fails, the question addressed here is
how many cells in each of the parts caused by the failure can still be synchro-
nized and at which time steps. It is analyzed how many cells are synchronized,
where and when this happens and how these three characteristics are connected
with the position of the defective cell and the time at which the cell fails. Based
on Mazoyer’s 6-state algorithm, a solution for one-dimensional CA is proposed
that synchronizes the maximal possible number of cells in each part. Implemen-
tations of the proposed algorithm show that the algorithm has an average of
78 % synchronization success, which means that in some cases a small number
of cells could finally be remain unsynchronized.

2 Preliminaries

Let A denote a finite set of letters. Then we write A∗ for the set of all finite
words (strings) built with letters from A and A+ for the set of all non-empty
words. We use ⊆ for set inclusion and ⊂ for strict set inclusion. For a set S and
a symbol a we abbreviatory write Sa for S ∪ {a}.

A one-dimensional CA is a linear array of identical deterministic finite-state
machines, called cells. Except for the leftmost cell and rightmost cell each one
is connected to its both nearest neighbors. We identify the cells by positive
integers. The state transition depends on the current state of a cell itself and the
current states of its two neighbors, where the outermost cells receive a permanent
boundary symbol on their free input lines.

Definition 1. A cellular automaton (CA) is a system M = 〈S,A, #, δ〉, where S
is the finite, nonempty set of cell states, A ⊆ S is the nonempty set of input
symbols, # /∈ S is the permanent boundary symbol, δ : S# × S × S# → S is the
local transition function.
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A configuration ct of M at time t ≥ 0 is a string of the form #S∗#, that
reflects the cell states from left to right. The computation starts at time 0 in a
so-called initial configuration, which is defined by the input w = a1a2 · · · an ∈
A+. We set c0 = #a1a2 · · · an#. During the course of its computation a CA
steps through a sequence of configurations, whereby successor configurations are
computed according to the global transition function Δ: Let ct be a configuration
reached at time t ≥ 0 in some computation. Then its successor configuration
ct+1 = Δ(ct) is as follows. For 2 ≤ i ≤ n−1, ct+1(i) = δ(ct(i−1)), ct(i), ct(i+1)),
and for the leftmost and rightmost cell we set ct+1(1) = δ(#, ct(1), ct(2)) and
ct+1(n) = δ(ct(n − 1), ct(n), #), for t ≥ 0. Thus, the global transition function Δ
is induced by δ.

Next, we consider CA with dynamic defects. In [5] dynamic defects have been
studied so that a defective cell can still transmit information without processing
it. In this way the array is not cut into pieces. Here we investigate dynamic
defects so that a defective cell totally fails, such failures are permanent and may
occur at any time in the computation. In order to define CA with this type of
defects more formally, a possible failure is seen as a weak kind of nondeterminism
for the local transition function.

Definition 2. A cellular automaton M = 〈S,A, #, δ〉 is a cellular automaton
with (totally) dynamic defects (TDCA), if δ is extended so that it may map any
triple from S# × S × S# to S#, that is, either to a state from S or alternatively
to the boundary symbol #.

If a cell works fine the local transition function maps to a state from S.
Otherwise it maps to #. In the latter case, for the remaining computation the
cell behaves as the boundary to its both neighbors. Since the transition function
is not defined for #, the failure is permanent and the cell can be seen as totally
defective. The time step at which a cell enters the boundary symbol from a
non-boundary symbol is said to be the time step at which the cell fails or its
failure time. We assume that initially all cells are intact and, thus, no cell fails
at time 0.

3 The Firing Squad Synchronization Problem

Roughly speaking, the problem is to set up a CA such that all cells change to
a special state for the first time after the same number of steps. Originally, the
problem has been stated as follows: Consider a finite but arbitrary long chain of
finite automata that are all identical except for the automata at the ends. The
automata are called soldiers, and the automaton at the left end is the general.
The automata work synchronously, and the state of each automaton at time step
t+1 depends on its own state and on the states of its both immediate neighbors
at time step t. The problem is to find states and state transitions such that the
general may initiate a synchronization in such a way that all soldiers enter a
distinguished state, the firing state, for the first time at the same time step. At
the beginning all non-general soldiers are in the quiescent state.
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Definition 3. Let C be the set of all configurations of the form #GQQ · · · Q#.
The Firing Squad Synchronization Problem is to specify a CA 〈S,A, #, δ〉 so that
for all c ∈ C,

1. there is a synchronization time tf ≥ 1 such that Δtf (c) = #FF · · · F#,
2. for all 0 ≤ t < tf , Δt(c) = #X1X2 · · · Xn# with Xi �= F , 1 ≤ i ≤ n, and
3. δ(Q,Q,Q) = δ(#, Q,Q) = δ(Q,Q, #) = Q.

While the first solution of the problem takes 3n time steps to synchronize n
cells [11], Goto [3] was the first who presented a minimal-time solution that uses
several thousand states (see [16,21] for a reconstruction of this algorithm). The
minimal solution time for the FSSP is 2n − 2 [19].

Apart from time optimality there is a natural interest in efficient solutions
with respect to the number of states or the number of bits to be communicated
to neighbors. While there exists a time optimal solution where just one bit of
information is communicated [10], the minimal number of states is still an open
problem. Currently, a 6-state solution is known [9]. In the same paper it is proved
that there does not exist a time-optimal 4-state algorithm. It is a challenging
open problem to prove or disprove that there exists a 5-state solution.

Since the algorithm to be presented here relies on Mazoyer’s solution, we
next sketch the basic idea from [9].

Algorithm 4. The FSSP is solved by iteratively dividing the array of length n
into parts on which the same algorithm is applied recursively (see Fig. 1). First
the array is divided into two parts. Then the process is applied to both parts
in parallel, etc. The cut-points are chosen so that one of the parts is twice as
long as the other (up to the remainder of n modulo 3). Exactly when all cells
are cut-points they enter the firing state synchronously.

In order to divide the array into two parts, the general sends two signals to
the right. One Signal moves with speed 1, that is, one cell per time step, and the
other signal speed 1/2, that is, one cell every other time step. The fast signal is
bounced at the right end and sent back to the left with speed. Both signals meet
at position 2/3 · n (up to the remainder of n modulo 3), where the cell becomes
a general. Now the right part is treated as an array of length (n + i)/3, where
i ∈ {0, 1, 2} so that the synchronization starts with 0, 1, or 2 steps delay.

The next cut-point in the left part, which is at total position (2/3)2, can be
determined by another signal sent at initial time by the general at the left end.
This signal moves with speed 2/7. It meets the bounced signal from above at the
required position. In order to determine the cut-point at total position (2/3)3

in this way, the general has to send a further signal with speed 4/23, and so
on. Altogether, for a solution the general has to send a number of signals that
depends on the length of the array.

In order to send this number of signals with a finite state set, an approach
shown in [19] can be adopted. The idea is rather simple, the additional sig-
nals are generated and moved by trigger signals. The left-moving trigger signals
themselves are emitted by the initial right-moving signal. Whenever a trigger
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123 · · · n
t = 0

t = n

t = 2n − 1

Fig. 1. Scheme of the time-optimal 6-state FSSP solution. The vertical solid lines are
cells in the general state. For the sake of clarity not all signals are depicted.

signal reaches the leftmost cell, a new signal to be triggered is generated. When-
ever a trigger signal reaches a triggered signal, the latter is moved. That way,
the desired behavior is achieved, and a minimal-time solution for the FSSP is
obtained. �

4 Synchronization with a Totally Defective Cell

In this section we turn to consider the effect of a cell becoming totally defective
on Mazoyer’s algorithm that is extended. For non-defective CA, the algorithm
runs in optimal time, that is, in time 2n− 2 where n is the number of cells to be
synchronized. For the case that a cell k with 1 < k < n fails the array is cut into
two independent parts, that is, into the cells 1, 2, . . . , k − 1 on the left and the
cells k + 1, k + 2, . . . , n on the right. The problem is now to synchronize these
two parts independently of each other, if possible at all. However, this may yield
extended synchronization times. The main goal in the sequel is to determine for
a given situation how many cells can still be synchronized, and how many time
steps are needed. The algorithm depends naturally on the time step at which a
cell fails (recall that this is the time step at which it enters the boundary symbol
from a non-boundary state) and its position in the array. For our notation, in
the following we assume that at most one cell k with 1 < k < n fails at time
step td with 0 < td ≤ 2n − 2.

In general, cell k − 1 has to detect that the failure occurred. This means,
it has to distinguish between a boundary symbol to its right that is due to a
failure and a boundary symbol that is initial. On the other hand, this distinction
is irrelevant if the failure occurs when cell k−1 has not received the initial signal.
So, it is sufficient that each cell remembers the information whether or not its
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right neighbor is the boundary symbol when the cell receives the initial signal.
To this end, no further copies of the states are used, but the remembering is
successfully encapsulated in the transition function. In general, since the leftmost
cell is cell 1, the running time of the initial signal to cell k is k − 1 time steps.

4.1 Analysis for the Left Part

When cell k fails at time td, its left neighbor enters a state that may depend on
the fact that a failure occurs at the earliest at time td + 1. The actual behavior
of cell k − 1 at time td + 1 depends on the position of the defective cell, that is,
on k and on td.

Case 1: If td ≤ k − 3, then the initial signal sent by the leftmost cell of the
FSSP still did not arrive at cell k −1 when its neighbor failed. The running time
of this signal to cell k−1 is k−2 time steps. So, cell k acts a boundary cell for the
FSSP that synchronizes all the k−1 cells of the left part in 2(k−1)−2 = 2k−4
steps. This behavior does not apply to the case k − 2 ≤ td. The reason is that
the state of cell k − 1 at time k − 2 is given by the transition function that sees
the quiescent state in cell k at time k − 3. So, if cell k fails at time k − 2, then
the state of cell k − 1 does not reflect the bounced signal.

Case 2: Let k − 2 ≤ td ≤ 2n − k − 1. Then cell k − 1 was already reached by
the initial signal and the synchronization is in progress. Therefore, the algorithm
we consider is set up so that cell k−1 informs the cells of the left part about the
failure and to stop the running FSSP. To this end, it sends a signal to the left.
This signal is started at time td+1 and arrives at time td+1+k−2 = td+k−1.
If the synchronization time 2n − 2 of the running FSSP is after the arrival time
of the signal in cell 1, none of the cells in the left part will fire according to the
running FSSP. This happens if 2n − 2 ≥ td + k − 1 and, thus, td ≤ 2n − k − 1.

Now the algorithm is further extended such that the signal that stops the
running synchronization is additionally the initial signal of a new (mirrored)
FSSP instance where the synchronization is initiated by the rightmost cell of the
array. In particular, this implies that the left part is synchronized in 2(k −1)−2
steps after the signal has been emitted. That is, the synchronization takes place
at time step td + 1 + 2(k − 1) − 2 = td + 2k − 3.

It is worth mentioning that the mirrored FSSP costs extra states. Here we
can trade states for a slowdown as follows. Cell k −1 still sends the signal to the
left in order to stop the running FSSP. If the signal arrives in cell 1 a new (non-
mirrored) FSSP is initiated that synchronizes the left part in further 2(k−1)−2
steps, that is, at time td + 1 + k − 2 + 2(k − 1) − 2 = td + 3k − 5. Since the new
signal requires just one additional state, we trade one state for k − 2 additional
time steps.

Case 3: Let 2n−k ≤ td ≤ 2n−2. In this case, the signal emitted by cell k−1
to stop the running FSSP does not reach all cells of the left part before time
step 2n − 2 at which the running synchronization takes place. However, at time
td +x the signal has affected x cells, where x ≥ 1. Setting 2n−2 = td +x implies
x = 2n−2−td. So, 2n−2−td cells are affected and, thus, not synchronized by the
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Table 1. Summary of synchronization times and cells in the left part, where td denotes
the time of failure, the columns with head cells show the number of cells synchronized,
and tf denotes the time step at which the cells are synchronized.

Left part

td cells tf

[1, . . . , k − 3] All 2k − 4

[k − 2, . . . , 2n− k − 1] All td + 2k − 3

[2n− k, . . . , 2n− 2] td − 2n + k + 1 2n− 2

running FSSP. Conversely, this means that k−1− (2n−2− td) = td −2n+k+1
cells are synchronized at time step 2n − 2.

For example, if td = 2n − k then just one cell is synchronized. This is the
leftmost cell that cannot be reached by the signal in due time. Setting td =
2n− 2 gives k − 1 synchronized cells. These are all cells in the left part since the
synchronization takes place at the time cell k fails.

Table 1 summarizes the results for the left part.

4.2 Analysis for the Right Part

As for the left part, when cell k fails at time td, its right neighbor enters a state
that may depend on the fact that a failure occurs at the earliest at time td + 1.
The actual behavior of cell k + 1 at time td + 1 depends on the position of the
defective cell, that is, on k and on td.

Case 1: If td ≤ k − 1, then the initial signal sent by the leftmost cell of the
FSSP still did not arrive at cell k + 1 when its left neighbor failed. The running
time of this signal to cell k + 1 is k time steps. So, when cell k + 1 is still in the
quiescent state with a boundary to its left, it can start a new instance of a FSSP
that synchronizes the right part. Here we note that a quiescent cell next to the
left boundary does not occur without a failure, since initially the leftmost cell is
in the general state. The new instance is set up when cell k+1 enters the general
state at time td + 1. Then it takes another 2(n − k − 1) − 2 steps to synchronize
all the n − k cells of the right part. That is, the right part is synchronized at
time td + 1 + 2(n − k − 1) − 2 = td + 2n − 2k − 3.

Case 2: Let k ≤ td ≤ n + k − 2. Then cell k + 1 was already reached by the
initial signal and the synchronization is in progress. Therefore, the algorithm we
consider is set up so that cell k + 1 informs all cells of the right part about the
failure and to stop the running FSSP. To this end, it sends a signal to the right.
This signal is started at time td+1 and arrives at time td+1+n−k−1 = td+n−k.
If the synchronization time 2n − 2 of the running FSSP is after the arrival time
of the signal in cell n, none of the cells in the right part will fire according to the
running FSSP. This happens if 2n − 2 ≥ td + n − k and, thus, td ≤ n + k − 2.

Now, as for the left part, the algorithm is extended such that the signal that
stops the running synchronization is additionally the initial signal of a new FSSP
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instance. This implies that the right part is synchronized in 2(n − k − 1) − 2
steps after the signal has been emitted. That is, the synchronization takes place
at time step td + 1 + 2(n − k − 1) − 2 = td + 2n − 2k − 3.

Case 3: Let n + k − 1 ≤ td ≤ 2n − 2. In this case, the signal emitted by
cell k + 1 to stop the running FSSP does not reach all the cells of the right
part before time step 2n − 2 at which the running synchronization takes place.
However, at time td + x the signal has affected x cells, where x ≥ 1. Setting
2n − 2 = td + x implies x = 2n − 2 − td. So, 2n − 2 − td cells are affected
and, thus, not synchronized by the running FSSP. Conversely, this means that
n − k − (2n − 2 − td) = td − n − k + 2 cells are synchronized at time step 2n − 2.

For example, if td = n + k − 1 then just one cell is synchronized. This is
the rightmost cell that cannot be reached by the signal in due time. Setting
td = 2n − 2 gives n − k synchronized cells. These are all cells in the right part
since the synchronization takes place at the the time cell k fails.

Table 2 summarizes the results for the right part.

Table 2. Summary of synchronization times and cells in the right part, where td denotes
the time of failure, the columns with head cells show the number of cells synchronized,
and tf denotes the time step at which the cells are synchronized.

Right part

td cells tf

[1, . . . , k − 1] All td + 2n− 2k − 3

[k, . . . , n + k − 2] All td + 2n− 2k − 3

[n + k − 1, . . . , 2n− 2] td − n− k + 2 2n− 2

5 Graphical Representation of Two Examples

In the first example a CA with 17 cells is considered. Let cell 9 fail at time
step 15. A simulation of the original algorithm from [9] is depicted in the left
part of Fig. 2. The boundary cells are represented in yellow. The cells to the right
of the failure are left unsynchronized and are depicted in red, while the cells to
the left of the failure which are still synchronized are drawn in orange.

At the right hand side of Fig. 2 the extended algorithm is simulated. In par-
ticular, all non-defective cells are synchronized (though the left and the right
part fire independently at different time steps).

In the second example a CA with 26 cells is presented (see Fig. 3) and is
supposed that cell 12 fails at time step 14. Again, at the left hand side of the
figure a simulation of the original algorithm is shown. The colors are as before.
Note, that none of the cells fires. At the right hand side of Fig. 3, a simulation
based on the extended algorithm is presented. As in the first example, now all
non-defective cells are synchronized, where the firing times for the left and right
part necessarily differ.
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Fig. 2. Simulations of the first example. The original algorithm (left) and the extended
algorithm (right). Boundary cells are depicted in yellow, finally synchronized cells in
orange, and non-synchronized cells in red. (Color figure online)

Fig. 3. Simulations of the second example. The original algorithm (left) and the
extended algorithm (right). Boundary cells are depicted in yellow, finally synchronized
cells in orange, and non-synchronized cells in red. (Color figure online)

6 Conclusions

The time-optimal solution of the FSSP by Mazoyer has been considered for
one-dimensional CA where at most one cell may totally fail, that is, it can
neither process nor transmit information any longer. In order to synchronize as
many cells as possible, the algorithm has been extended by several features. The
proposed algorithm divides the initial array into two separated parts, which are
treated independently. The number of cells that still can be synchronized and
the synchronization times naturally depend on the position of the defective cell
and the time at which it fails.

The new algorithm has been implemented with 14 states. It has been tested in
experiments with all array lengths between 4 and 500 and for all possible failure
times and positions. The tests were run on a commercially available Windows
PC and took several days running time. It turned out that the algorithm has an
average of 78 % synchronization success. Finally, by a case-by-case analysis the
number of synchronized cells as well as their synchronization times were derived.
A definition of the minimal time to solve the problem is not that obvious as it
depends on the number of cells that are synchronized. Moreover, a formal proof
would require that the precise configuration of an array at failure time is involved
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in the argumentation. However, it is not hard to see that the algorithm proposed
here works in minimal time for the number of cells that it synchronizes.
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