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Abstract Cloud computing is an emerging computing paradigm that is rapidly gain-

ing attention as an alternative to other traditional hosted application models. The

cloud environment provides on-demand, elastic and scalable services, moreover, it

can provide these services at lower costs. However, this new paradigm poses new

security issues and threats because cloud service providers are not in the same trust

domain of cloud customers. Furthermore, data owners cannot control the underlying

cloud environment. Therefore, new security practices are required to guarantee the

availability, integrity, privacy and confidentiality of the outsourced data. This paper

highlights the main security challenges of the cloud storage service and introduces

some solutions to address those challenges. The proposed solutions present a way

to protect the data integrity, privacy and confidentiality by integrating data auditing

and access control methods.

1 Introduction

Cloud computing can be defined as a type of computing in which dynamically scal-

able resources (i.e., storage, network, and computing) are provided on demand as a

service over the Internet. The service delivery model of cloud computing is the set

of services provided by cloud computing that is often referred to as an SPI model,

i.e., Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure

as a Service (IaaS). In a SaaS model, the cloud service providers (CSPs) install and

operate application software in the cloud and the cloud users can then access the soft-

ware from cloud clients. The users do not purchase software, but rather rent it for use
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on a subscription or pay-per-use model, e.g. Google Docs [1]. The SaaS clients do

not manage the cloud infrastructure and platform on which the application is run-

ning. In a PaaS model, the CSPs deliver a computing platform which includes the

operating system, programming language execution environment, web server and

database. Application developers can subsequently develop and run their software

solutions on a cloud platform. With PaaS, developers can often build web applica-

tions without installing any tools on their computer, and can hereafter deploy those

applications without any specialized system administration skills [2]. Examples of

PaaS providers are Windows Azure [3] and Google App Engine [4]. The IaaS model

provides the infrastructure (i.e., computing power, network and storage resources)

to run the applications. Furthermore, it offers a pay-per-use pricing model and the

ability to scale the service depending on demand. Examples of IaaS providers are

Amazon EC2 [5] and Terremark [6].

Cloud services can be deployed in four ways depending upon the clients’ require-

ments. The cloud deployment models are: public cloud, private cloud, community

cloud and hybrid cloud. In the public cloud (or external cloud), a cloud infrastructure

is hosted, operated, and managed by a third-party vendor from one or more data cen-

ters [2]. The network, computing and storage infrastructures are shared with other

organizations. Multiple enterprises can work simultaneously on the infrastructure

provided. Users can dynamically provide resources through the internet from an off-

site service provider [7]. In the private cloud, cloud infrastructure is dedicated to a

specific organization and is managed either by the organization itself or third party

service provider. This emulates the concept of virtualization and cloud computing on

private networks. Infrastructure, in the community cloud, is shared by several orga-

nizations for a shared reason and may be managed by themselves or a third-party

service provider. Infrastructure is located at the premises of a third party. Hybrid

Cloud consists of two or more different cloud deployment models, bound together

by standardized technology, which enables data portability between them. With a

hybrid cloud, organizations might run non-core applications in a public cloud, while

maintaining core applications and sensitive data in-house in a private cloud [2].

A cloud storage system (CSS) can be considered a network of distributed data

centers which typically uses cloud computing technologies like virtualization, and

offers some kind of interface for storing data [8]. Data may be redundantly stored at

different locations in order to increase its availability. Examples of such basic cloud

storage services are Amazon S3 [9] and Rackspace [10]. One fundamental advantage

of using a CSS is the cost effectiveness, where data owners avoid the initial invest-

ment of expensive large equipment purchasing, infrastructure setup, configuration,

deployment and frequent maintenance costs. Instead, data owners pay for only the

resources they actually use and for only the time they require them. Elasticity is also

a key advantage of using a CSS, as Storage resources could be allocated dynamically

as needed, without human interaction. Scalability is another gain of adopting a CSS

because Cloud storage architecture can scale horizontally or vertically, according to

demand, i.e. new nodes can be added or dropped as needed. Moreover, a CSS offers

more reliability and availability, as data owners can access their data from anywhere
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and at any time. Furthermore, Cloud service providers use several replicated sites

for business continuity and disaster recovery reasons.

Despite the appealing advantages of cloud storage services, they also bring new

and challenging security threats towards users outsourced data. Since cloud service

providers (CSPs) are separate administrative entities, the correctness and the con-

fidentiality of the data in the cloud is at risk due to the following reasons: First,

Since cloud infrastructure is shared between organizations, it is still facing the broad

range of both internal and external threats for data integrity, for example, outages

of cloud services such as the breakdown of Amazon EC2 in 2010 [11]. Second,

users no longer physically possess the storage of their data, i.e., data is stored and

processed remotely. So, they may worry that their data could be misused or accessed

by unauthorized users [12]. For example, a dishonest CSP may sell the confidential

information about an enterprise to the enterprise’s closest business competitors for

profit. Third, there are various motivations for the CSP to behave disloyally towards

the cloud users regarding their outsourced data status. For example, the CSP might

reclaim storage for monetary reasons by discarding data that has not been or is rarely

accessed or even hide data loss incidents to maintain a reputation [13]. In a nutshell,

although outsourcing data to the cloud is economically attractive for long-term large-

scale storage, the data security in cloud storage systems is a prominent problem.

Cloud storage systems do not immediately offer any guarantee on data integrity, con-

fidentiality and availability. As a result, the CSP should adopt data security practices

to ensure that their (clients) data is available, correct and safe from unauthorized

access and disclosure.

Downloading all the data and checking on retrieval is the traditional method for

verifying the data integrity but it causes high transmission costs and heavy I/O over-

heads. Furthermore, checking data integrity when accessing data is not sufficient to

guarantee the integrity and availability of all the stored data in the cloud because

there is no assurance for the data that is rarely accessed. Thus, it is essential to have

storage auditing services that verify the integrity of outsourced data and to provide

proof to data owners that their data is correctly stored in the cloud.

Traditional server-based access control methods such as Access Control List

(ACL) [14] cannot be directly applied to cloud storage systems because data owners

do not fully trust the cloud service providers. Additionally, traditional cryptographic

solutions cannot be applied directly while sharing data on cloud servers because

these solutions require complicated key management and high storage overheads

on the server. Moreover, the data owners have to stay online all the time to deliver

the keys to new users. Therefore, it is crucial to have an access control method that

restricts and manages access to data and ensure that the outsourced data is safe from

unauthorized access and disclosure [15].

In this paper, an extensive survey of cloud storage auditing and access control

methods is presented. Moreover, an evaluation of these methods against different

performance criteria is conducted. The rest of the paper is organized as follows.

Section 2 overviews various cloud storage auditing methods. Section 3 presents some

literature for access control methods in cloud computing. A comparative analysis

of some existing data security methods in cloud computing is provided in Sect. 4.
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Section 5 discusses the limitations of different data security methods in cloud com-

puting and provides some concluding remarks that can be used in designing new

data security practices. Finally, we conclude in Sect. 6.

2 Data Storage Auditing Methods

This section first defines the system model and the security model of data storage

auditing schemes within cloud computing. Then, the existing data storage auditing

methods, that are classified into different categories, are presented.

Data storage auditing can be defined as a method that enables data owners to check

the integrity of remote data without downloading the data or explicit knowledge of

the entire data [16]. Any system model of auditing scheme consists of three entities

as mentioned in [17]:

1. Data Owner: An entity which has large data files to be stored in the cloud and

can be either individual consumers or organizations.

2. Cloud Storage Server (CSS): An entity which is managed by a Cloud Service

Provider (CSP) and has significant storage space and computation resources to

maintain clients data.

3. Third Party Auditor or Verifier (TPA): An entity which has the expertise and

capabilities to check the integrity of data stored on CSS.

In the security model of most data auditing schemes, the auditor is assumed to

be honest-but-curious. It performs honestly during the entire auditing protocol but

it is curious about the received data. So, it is essential to keep the data confidential

and invisible to the auditor during the auditing protocol, but the cloud storage server

could be dishonest and may launch the following attacks [18]:

1. Replace Attack: The server may choose another valid and uncorrupted pair of

data block and data tag (mk, tk) to replace the challenged pair of data block and

data tag (mi, ti), when it has already discarded mi or ti.
2. Forge Attack: The server may forge the data tag of data block and deceive the

auditor if the owners secret tag keys are reused for the different versions of data.

3. Replay Attack: The server may generate the proof from the previous proof or

other information, without retrieving the actual owners data.

As illustrated in Fig. 1, a data auditing scheme should basically consist of five algo-

rithms:

1. Key Generation: It is run by the data owner. It takes as input security parameter

1
𝜆

and outputs a pair of private and public keys (sk, pk).

2. Tag Generation: It is run by the data owner to generate the verification metadata,

i.e., data block tags. It takes as inputs a public key pk, a secret key sk and the file

blocks b. It outputs the verifiable block tags Tb.
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Fig. 1 Structure of an auditing scheme

3. Challenge: It is run by the auditor in order to randomly generate a challenge that

indicates the specific blocks. These random blocks are used as a request for a

proof of possession.

4. Response/Proof: It is run by the CSP, upon receiving the challenge, to generate a

proof that is used in the verification. In this process, the CSP proves that it is still

correctly storing all file blocks.

5. Verify: It is run by the auditor in order to validate a proof of possession. It outputs

TRUE if the verification equation passed, or FALSE otherwise.

The existing data storage auditing schemes can be basically classified into two main

categories:

1. Provable Data Possession (PDP) methods: For verifying the integrity of data

without sending it to untrusted servers, the auditor verifies probabilistic proofs

of possession by sampling random sets of blocks from the cloud service provider

[19].

2. Proof of Retrievability (PoR) methods: A set of randomly-valued check blocks

called sentinels are embedded into the encrypted file. For auditing the data stor-

age, the auditor challenges the server by specifying the positions of a subset of

sentinels and asking the server to return the associated sentinel values [20].
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The existing data storage auditing methods can be further classified into several cat-

egories according to:

i. The type of the auditor/verifier: Public auditing or private auditing.

ii. The distribution of data to be audited: Single-copy or multiple-copy data.

iii. The data persistence: Static or dynamic data.

2.1 Public Auditing Versus Private Auditing

Considering the role of the auditor in the auditing model, data storage auditing

schemes fall into two categories; private auditing and pubic auditing [21]. In private

auditing, only data owners can challenge the CSS to verify the correctness of their

outsourced data [22]. Unfortunately, private auditing schemes have two limitations:

(a) They impose an online burden on the data owner to verify data integrity and (b)

The data owner must have huge computational capabilities for auditing. Examples of

auditing schemes that only support private auditing are [23–26]. In Public auditing

or Third party auditing [27], data owners are able to delegate the auditing task to an

independent third party auditor (TPA), without the devotion of their computational

resources. However, pubic auditing schemes should guarantee that the TPA keeps

no private information about the verified data. Several variations of PDP schemes

that support public auditing such as [17, 24, 25, 28], were proposed under different

cryptographic primitives.

2.2 Auditing Single-Copy Versus Multiple-Copy Data

For verifying the integrity of outsourced data in the cloud storage, various auditing

schemes have been proposed which can be categorized into:

i. Auditing schemes for single-copy data.

ii. Auditing schemes for multiple-copy data.

i. Auditing Schemes for Single-Copy Data

Shacham and Waters [29] proposed two fast PoR schemes based on an homomorphic

authenticator that enables the storage server to reduce the complexity of the auditing

by aggregating the authentication tags of individual file blocks. The first scheme is

built from BLS signatures and allows public auditing. The second scheme is built on

pseudorandom functions and allows only private auditing but its response messages

are shorter than those of the first scheme, i.e., 80 bits only. Both schemes use Reed-

Solomon erasure encoding method [30] to support an extra feature which allows

the client to recover the data outsourced in the cloud. However, their encoding and

decoding are slow for large files.
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Yuan and Yu [31] managed to suppress the need for the tradeoff between commu-

nication costs and storage costs. They proposed a PoR scheme with public auditing

and constant communication cost by combining techniques such as constant size

polynomial commitment, BLS signatures and homomorphic linear authenticators.

On the other hand, their data preparation process requires (s+ 3) exponentiation

operations where s is the block size. However, their scheme does not support data

dynamics.

Xu and Chang [32] proposed a new PDP model called POS. POS requires no

modular exponentiation in the setup phase and uses a smaller number, i.e., about 102

for a 1G file, of group exponentiation in the verification phase. POS only supports

private auditing for static data and its communication cost is linear in relation to the

number of encoded elements in the challenge query.

Ateniese et al. [33] introduced a PDP model supported with two advantages:

Lightweight and robustness. Their challenge/response protocol transmits a small,

and constant amount of data, which minimizes network communication. Further-

more, it incorporates mechanisms for mitigating arbitrary amounts of data corrup-

tion. On the other hand, It relies on Reed-Solomon encoding scheme in which the

time required for encoding and decoding of n-block file is O(n2).

Cao et al. [34] proposed a public auditing scheme that is suitable for distributed

storage systems with concurrent users access. In order to efficiently recover the exact

form of any corrupted data, they utilized the exact repair method [35] where the

newly generated blocks are the same as those previously stored blocks. So, no ver-

ification tags need to be generated on the fly for the repaired data. Consequently, it

relieves the data owner from the online burden. However, their scheme increases the

storage overheads at each server, uses an additional repair server to store the original

packets besides the encoded packets, and does not support data dynamics.

ii. Auditing Schemes for Multiple-Copy Data

Barsoum and Hasan [36, 37] proposed two dynamic multi-copy PDP schemes:

Tree-Based and Map-Based Dynamic Multi-Copy PDP (TB-DMCPDP and MB-

DMCPDP, respectively). These schemes prevent the CSP from cheating and main-

taining fewer copies, using the diffusion property of the AES encryption scheme.

TB-DMCPDP scheme is based on Merkle hash tree (MHT) whereas MB-DMCPDP

scheme is based on a map-version table to support outsourcing of dynamic data.

The setup cost of the TB-DMCPDP scheme is higher than that of the MB-DMCPDP

scheme. On the other hand, the storage overhead is independent of the number of

copies for the MB-DMCPDP scheme, while the storage overhead is linear with

the number of copies for the TB-DMCPDP scheme. However, the authorized users

should know the replica number in order to generate the original file which may

require the CSP reveal its internal structure to the users.

Zhu et al. [38] proposed a co-operative provable data possession scheme (CPDP)

for multi-cloud storage integrity verification along with two fundamental techniques:

Hash index hierarchy (HIH) and homomorphic verifiable response (HVR). Using

the hash index hierarchy, multiple responses of the clients challenges that are com-

puted from multiple CSPs, can be combined into a single response as the final
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result. Homomorphic verifiable response supports distributed cloud storage in a

multi-cloud storage environment, and implements an efficient collision-resistant

hash function.

Wang and Zhang [39] proved that the CPDP [38] is insecure because it does not

satisfy the knowledge soundness, i.e., any malicious CSP or malicious organizer is

able to pass the verification even if they have deleted all the stored data. Additionally,

the CPDP does not support data dynamics.

Etemad and Kupcu [26] proposed a distributed and replicated DPDP (DR-DPDP)

that provides transparent distribution and replication of the data over multiple servers

where the CSP may hide its internal structure from the client. This scheme uses

persistent rank-based authenticated skip lists to handle dynamic data operations more

efficiently, such as insertion, deletion, and modification. On the other hand, DR-

DPDP has three noteworthy disadvantages: First, it only supports private auditing.

Second, it does not support recovery of corrupted data. Third, the organizer looks

like a central entity that may get overloaded and may cause a bottleneck.

Mukundan et al. [24] proposed a Dynamic Multi-Replica Provable Data Posses-

sion scheme (DMR-PDP) that uses the Paillier probabilistic encryption for replica

differentiation so that it prevents the CSP from cheating and maintaining fewer copies

than what is paid for. DMR-PDP also supports efficient dynamic operations such as

block modification, insertion and deletion on data replicas over cloud servers. How-

ever, it supports only private auditing and does not provide any security proofs.

Chen and Curtmola [25] proposed a remote data checking scheme for replication-

based distributed storage systems, called RDC-SR. RDC-SR enables server-side

repair and places a minimal load on the data owner who only has to act as a repair

coordinator. In RDC-SR, each replica constitutes a masked/encrypted version of

the original file in order to support replica differentiation. In order to overcome

the replicate-on-the-fly (ROTF) attack, they make replica creation a more time-

consuming process. However, RDC-SR has three remarkable limitations: First, the

authorized users must know the random numbers used in the masking step in order

to generate the original file. Second, it only supports private auditing. Third, it works

only on static data.

2.3 Static Versus Dynamic Data Auditing

Considering the data persistence, existing auditing schemes can be categorized

into: Auditing schemes that support only static archived data such as; [3, 5, 25]

and auditing schemes that support data dynamics such as; insertion, deletion and

modification. For enabling dynamic operations, existing data storage schemes uti-

lize different authenticated data structures including: (i) Merkle hash tree [40],

(ii) balanced update tree [41], (iii) skip-list [42–44] and (iv) map-version table (index

table) [25, 45] that are illustrated in detail, as follows:
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Fig. 2 Merkle hash tree [40]

i. Merkle Hash Tree

Merkle Hash Tree (MHT) [40] is a binary tree structure used to efficiently verify the

integrity of the data. As illustrated in Fig. 2, the MHT is a tree of hashes where the

leaves of the tree are the hashes of the data blocks. Wang et al. [46] proposed a public

auditing protocol that supports fully dynamic data operations by manipulating the

classic Merkle Hash Tree construction for block tag authentication in order to achieve

efficient data dynamics. They could also achieve batch auditing where different users

can delegate multiple auditing tasks to be performed simultaneously by the third

party auditor (TPA). Unfortunately, their protocol does not maintain the privacy of

the data and TPA could derive users data from the information collected during the

auditing process. Additionally, their protocol does not support data recovery in case

of data corruption.

Lu et al. [47] addressed the security problem of the previous auditing protocol [46]

in the signature generation phase that allows the CSP to deceive by using blocks from

different files during verification. They presented a secure public auditing protocol

based on the homomorphic hash function and the BLS short signature scheme which

is publicly verifiable and supports data dynamics, it also preserves privacy. However,

their protocol suffers from massive computational and communication costs.

Wang et al. [48] proposed a privacy-preserving public auditing scheme using ran-

dom masking and homomorphic linear authenticators (HLAs) [49]. Their auditing

scheme also supports data dynamics using Merkle Hash Tree (MHT) and it enables

the auditor to perform audits for multiple users simultaneously and efficiently. Unfor-

tunately, their scheme is vulnerable to TPA offline guessing attack.
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Fig. 3 Example of balanced update tree operations [41]

ii. Balanced Update Tree

Zhang and Blanton [41] proposed a new data structure called “balanced update tree,”

to support dynamic operations while verifying data integrity. In the update tree, each

node corresponds to a range of data blocks on which an update (i.e., insertion, dele-

tion, or modification) has been performed. The challenge with constructing such a

tree was to ensure that: (i) a range of data blocks can be efficiently located within the

tree and (ii) the tree is maintained to be balanced after applying necessary updates

caused by clients queries, i.e., the size of this tree is independent of the overall file

size as it depends on the number of updates. However, it introduces more storage

overhead on the client. Besides, the auditing scheme requires the retrieval, i.e., down-

loading, of data blocks which leads to high communication costs. Figure 3 illustrates

an example of balanced update tree operations.

iii. Skip List

A skip list [42] is a hierarchical structure of linked lists that is used to store an ordered

set of items. An authenticated skip list [43] is constructed using a collision-resistant

hash function and keeps a hash value in each node. Due to the collision resistance

of the hash function, the hash value of the root can be used later for validating the

integrity. Figure 4 [44] illustrates an example of a rank-based authenticated skip list,

where the number inside the node represents its rank, i.e., the number of nodes at

the bottom level that can be reached from that node. Lu et al. [47] used the skip-list

structure to support data dynamics in their PDP model that reduces the computa-

tional and communication complexity from log(n) to constant. However, the use of

a skip-list creates some additional storage overheads, i.e., about 3.7 % of the origi-

nal file at the CSP-side and 0.05 % at the client-side. Additionally, it only supports

private auditing.

iv. Index Table

A map-version table or an index table is a small data structure created by the owner

and stored on the verifier side to validate the integrity and consistency of all file



Data Storage Security Service in Cloud Computing: Challenges and Solutions 35

Fig. 4 Rank-based authenticated skip list [44]

copies stored by the CSP [36]. The map-version table consists of three columns:

Serial number (SN), block number (BN), and version number (VN). The SN repre-

sents an index to the file blocks that indicates the physical position of a block in a

data file. The BN is a counter used to make logical numbering/indexing to the file

blocks. The VN indicates the current version of file blocks.

Li et al. [50, 51] proposed a full data dynamic PDP scheme that uses a map-

version table to support data block updates. Then, they discussed how to extend their

scheme to support other features, including public auditing, privacy preservation,

fairness, and multiple-replica checking.

Recently, Yang and Xiaohua [18] presented Third-party Storage Auditing Scheme

(TSAS) which is a privacy-preserving auditing protocol. It also supports data

dynamic operations using Index Table (ITable). Moreover, they add a new column to

the index table, Ti, that is the timestamp used for generating the data tag to prevent

the replay attack. They applied batch auditing for integrity verification for multiple

data owners in order to reduce the computational cost on the auditor. However, this

scheme moved the computational loads of the auditing from the TPA to the CSP,

i.e., pairing operation, which introduced high computational cost on the CSP side.

3 Access Control Methods

Despite of the cost effectiveness and reliability of cloud storage services, data owners

may consider them as an uncertain storage pool outside the enterprises. Data owners

may worry that their data could be misused or accessed by unauthorized users as a

reason of sharing the cloud infrastructure. An important aspect for the cloud service

provider is to have in place an access control method to ensure the confidentiality and

privacy of their data, i.e., their data are safe from unauthorized access and disclosure.

Generally, access control can be defined as restricting access to resources/data

to privileged/authorized entities [52]. Various access control models have been
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emerged, including Discretionary Access Control (DAC) [53], Mandatory Access

Control (MAC) [54], and Role Based Access Control (RBAC) [55]. In these mod-

els, subjects (e.g. users) and objects (e.g. data files) are identified by unique names

and access control is based on the identity of the subject, or its roles. DAC, MAC

and RBAC are effective for closed and relatively unchangeable distributed systems

that deal only with a set of known users who access a set of known services where

the data owner and the service provider are in the same trust domain [56].

In cloud computing, the relationship between services and users is more ad hoc

and dynamic, service providers and users are not in the same security domain. Users

are usually identified by their characteristics or attributes rather than predefined iden-

tities [56]. Therefore, the cryptographic solution, such as data encryption before out-

sourcing, can be the trivial solution to keep sensitive data confidential against unau-

thorized users and untrusted CSPs. Unfortunately, cryptographic solutions only are

inefficient to encrypt a file to multiple recipients, and fail to support fine-grained

access control, i.e., granting differential access rights to a set of users and allowing

flexibility in specifying the access rights of individual users. Moreover, traditional

ACL-based access control methods require attaching a list of authorized users to

every data object. When ACLs are enforced with cryptographic methods, the com-

plexity of each data object in terms of its ciphertext size and/or the corresponding

data encryption operation is linear to the number of users in the system, and thus

makes the system less scalable [57].

The following sections overview the existing access control methods and high-

light their main advantages and drawbacks.

3.1 Traditional Encryption

One method for enforcing access control and assuring data confidentiality is to store

sensitive data in encrypted form. Only users authorized to access the data have

the required decryption key. There are two main classes of encryption schemes:

(i) Symmetric key encryption and (ii) Public key encryption [45]. There are several

schemes [58–60] proposed in the area of access control of outsourced data addressing

the similar issue of data access control with conventional symmetric-key cryptog-

raphy or public-key cryptography. Although these schemes are suitable for conven-

tional file systems, most of them are less suitable for fine-grained data access control

in large-scale data centers which may have a large number users and data files. Obvi-

ously, neither of them should be applied directly while sharing data on cloud servers,

since they are inefficient in encrypting a file to multiple recipients in terms of key

size, ciphertext length and computational cost for encryption. Moreover, they fail to

support fine-grained attribute-based access control and key delegation.
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3.2 Broadcast Encryption

In broadcast encryption (BE), a sender encrypts a message for some subset S of users

who are listening on a broadcast channel, so that only the recipients in S can use their

private keys to decrypt the message. The problem of practical broadcast encryption

was first formally studied by Fiat and Naor in 1994 [61]. The BE system is secure

against a collusion of k users, which means that it may be insecure if more than k

users collude.

Since then, several solutions have been described in the literature such as schemes

presented in Halevy and Shamir [62] and Boneh et al. [63] which are the best known

BE schemes. However, the efficiency of both schemes depends on the size of the

authorized user set. Additionally, they also require the broadcaster/sender to refer to

its database of user authorizations.

Delerable et al. [64] proposed a dynamic public-key broadcast encryption that

simultaneously benefit from the following properties: Receivers are stateless; encryp-

tion is collusion secure for arbitrarily large collisions of users and security is tight

in the standard model; new users can join dynamically (i.e. without modification of

user decryption keys and ciphertext size).

Recently, Kim et al. [65] proposed a semi-static secure broadcast encryption

scheme with constant-sized private keys and ciphertexts that improves the scheme

introduced by Gentry and Waters [66]. They reduce the private key and ciphertext

size by half. In addition, the sizes of the public key and the private key do not depend

on the total number of users. Unfortunately, it is only secure against adaptive chosen

plaintext attacks (CPA).

Apparently, a BE system achieves an one-to-many encryption with general perfor-

mance. However, it may not be applied directly while sharing data on cloud servers,

since it fails to support attribute-based access control and key delegation.

3.3 Identity-Based Encryption

Identity-based encryption (IBE) was proposed by Boneh et al. in 1984 [63]. But,

IBE remained an open problem for many years until a fully functional identity based

encryption (IBE) scheme proposed by Halevy and Shamir [62]. It can be defined as a

type of public-key cryptography (PKC), in which any arbitrary string corresponding

to unique user information is a valid public key such as; an email address or a physical

IP address. The corresponding private key is computed by a trusted third party (TTP)

called the private key generator (PKG) as illustrated in Fig. 5 [67]. Compared with

the traditional PKC, the IBE system eliminates online look-ups for the recipients

authenticated public key. However, an IBE system introduces several problems: First,

there is only one PKG to distribute private keys to each user which introduces the key

escrow problem, i.e., the PKG knows the private keys of all users and may decrypt

any message. Second, the PKG is a centralized entity; it may get overloaded and can
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Fig. 5 Example of an identity-based encryption [67]

cause a bottleneck. Third, if the PKG server is compromised, all messages used by

that server are also compromised. Recently, Li et al. [68] proposed a revocable IBE

scheme that handle the critical issue of overhead computation at the Private Key

Generator (PKG) during user revocation. They employ a hybrid private key for each

user, in which an AND gate is involved to connect and bound the identity component

and the time component. At first, the user is able to obtain the identity component

and a default time component, i.e., PKG can issue his/her private key for a current

time period. Then, unrevoked users needs to periodically request on a key-update for

the time component to a newly introduced entity named Key Update Cloud Service

Provider (KU-CSP) which introduces further communication costs.

3.4 Hierarchical Identity-Based Encryption

Horwitz and Lynn [69] introduced the concept of a Hierarchical identity-based

encryption (HIBE) system in order to reduce the workload on the root PKG. They

proposed a two-level HIBE scheme, in which a root PKG needs only to generate pri-

vate keys for domain-level PKGs that, in turn generates private keys for all the users

in their domains at the next level. That scheme has a chosen ciphertext security in the

random oracle model. In addition, it achieves total collusion resistance at the upper

levels and partial collusion resistance at the lower levels.

Gentry and Halevi [70] proposed a HIBE scheme with total collusion resistance

at an arbitrary number of levels, which has chosen ciphertext security in the random

oracle model under the BDH assumption and key randomization. It is noteworthy

that their scheme has a valuable feature which is one-to-many encryption, i.e., an
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Fig. 6 Hierarchical identity-based encryption [71]

encrypted file can be decrypted by a recipient and all his ancestors, using their own

secret keys, respectively. However, the length of ciphertext and private keys, as well

as the time of encryption and decryption, grows linearly with the depth of a recipient

in the hierarchy.

Figure 6 [71] illustrates an example of HIBE in which the root PKG generates

the system parameters for the HIBE system and the secret keys for the lower-level

PKGs, which, in turn generate the secret keys for the entities in their domains at the

bottom level. In other words, a user public key is an ID-tuple, which consists of the

users identity (ID) and the IDs of the users ancestors. Each PKG uses its secret keys

(including a master key and a private key) and a user public key to generate secret

keys for each user in its domain. Liu et al. [72] utilized the ‘one-to-many’ encryption

feature of [70] and proposed an efficient sharing of the secure cloud storage services

scheme. In their scheme, a sender can specify several users as the recipients for an

encrypted file by taking the number and public keys of the recipients as inputs of

a HIBE system. Using their scheme, the sender needs to encrypt a file only once,

and store only one copy of the corresponding ciphertext regardless of the number of

intended recipients. The limitation of their scheme is that, the length of ciphertexts

grows linearly with the number of recipients, so that it can only be used in the case

of a confidential file involving a small set of recipients.

Recently, Mao et al. [73] presented a new HIBE system where the ciphertext sizes

as well as the decryption costs are independent of the hierarchy depth, i.e., constant

length of ciphertext and a constant number of bilinear map operations in decryption.

Moreover, their scheme is fully secure in the standard model. The HIBE system

obviously achieves key delegation and some HIBE schemes achieve one-to-many

encryption with adequate performance. However, it may not be applied directly while

sharing data on cloud servers because it fails to efficiently support fine-grained access

control.
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3.5 Attribute-Based Encryption

An Attribute-Based Encryption (ABE) scheme is a generalization of the IBE scheme.

In an IBE system, a user is identified by only one attribute, i.e., the ID. While, in

an ABE scheme, a user is identified by a set of attributes, e.g. specialty, department,

location, etc. Sahai and Waters [74] first introduced the concept of the ABE schemes,

in which a sender encrypted a message, specifying an attribute set and a number d, so

that only a recipient who has at least d attributes of the given attributes can decrypt

the message. Although their scheme, which is referred to as a threshold encryption,

is collusion resistant and has selective-ID security, it has three drawbacks: First, it is

difficult to define the threshold, i.e., the minimum number of attributes that a recipi-

ent must have to decrypt the ciphertext. Second, revoking a user requires redefining

the attribute set. Third, it lacks expressibility which limits its applicability to larger

systems.

As an extension of the ABE scheme, two variants are proposed in the literature: (i)

the Key-Policy based ABE (KP-ABE) scheme and (ii) the Ciphertext-Policy based

ABE (CP-ABE) scheme.

i. Key-Policy Attribute-Based Encryption

A key-policy attribute-based encryption (KP-ABE) scheme was first proposed by

Goyal et al. [75] which supports any monotonic access formula consisting of AND,

OR, or threshold gates. Their scheme is considered a fine-grained and expressive

access control. KP-ABE is a scheme in which the access structure or policy is speci-

fied in the users’ private keys, while ciphertexts are associated with sets of descriptive

attributes.

As stated in [76], any monotonic access structure can be represented as an access

tree over data attributes. For example, Fig. 7 presents an access structure and attribute

sets that can be generated in a healthcare application [77]. The data owner encrypts

the data file using a selected set of attributes (e.g., diabetes, A, asian, etc.) before

Fig. 7 Key policy attribute-based encryption in a healthcare system [77]



Data Storage Security Service in Cloud Computing: Challenges and Solutions 41

uploading it to the cloud. Only users, whose access structure specified in their private

keys matching the file attributes can decrypt the file, In other words, user with access

structure as follows: diabetes (asian V white) A can decrypt the data file encrypted

under the attributes diabetes, A, Asian. In recent times, [77, 78] proposed a user pri-

vate key revocable Key Policy Attribute Based Encryption (KP-ABE) scheme with

non-monotonic access structure, which can be combined with the XACML policy

[79] to address the issue of moving the complex access control process to the cloud

and constructing a security provable public verifiable cloud access control scheme.

All of the prior work described above assume the use of a single trusted authority

(TA) that manages, e.g., add, issue, revoke, etc., all attributes in the system domain.

This assumption not only may create a load bottleneck, but also suffers from the key

escrow problem as the TA can decrypt all the files, causing a privacy disclosure.

Thus, Chase [80] provided a construction for a multi-authority ABE scheme which

supports many different authorities operating simultaneously, and each administer-

ing a different set of domain attributes, i.e., handing out secret keys for a different set

of attributes [81]. However, his scheme is still not ideal because there are three main

problems: first, there is a central authority that can decrypt all ciphertexts because

it masters the system secret keys and thus a key-escrow problem is aroused; sec-

ond, it is very easy for colluding authorities to build a complete profile of all of the

attributes corresponding to each global identifier (GID); third, the set of authorities

is pre-determined.

Chase and Chow [82] proposed a more practical multi-authority KP-ABE sys-

tem, which removes the trusted central authority to preserve the user’s privacy. Their

scheme allows the users to communicate with AAs via pseudonyms instead of hav-

ing to provide their GIDs. Moreover, they prevent the AAs from pooling their data

and linking multiple attribute sets belonging to the same user.

Yu et al. [77] exploited the uniquely combined techniques of ABE, proxy

re-encryption (PRE) [60], and lazy re-encryption (LRE) [83] to allow the data owner

to delegate most of the computation tasks involved in user revocation to untrusted

CSPs without disclosing the underlying data contents. PRE eliminates the need of

direct interaction between the data owner and the users for decryption key distrib-

ution, whereas LRE allows the CSP to aggregate the computation tasks of multiple

user revocation operations. For example, once a user is revoked, the CSP just record

that. If only there is a file data access request from a user, the CSP then re-encrypts

the requested files and updates the requesting users secret key.

Recently, Li et al. [84] propose an expressive decentralizing KP-ABE scheme

with a constant ciphertext size, i.e., the ciphertext size is independent of the number

of attributes used in the scheme. In their construction, there is no trusted central

authority to conduct the system setup and the access policy can be expressed as any

non-monotonic access structure. In addition, their scheme is semantically secure in

so-called Selective-Set model based on the n-DBDHE assumption.

Hohenberger and Waters [85] proposed a KP-ABE scheme in which ciphertexts

can be decrypted with a constant number of pairings without any restriction on the

number of attributes. However, the size of the user’s private key is increased by a

factor of number of distinct attributes in the access policy. Furthermore, there is a
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trusted single authority that generates private keys for users which violates the user

privacy and causes a key-escrow problem.

Unfortunately, in all KP-ABE schemes, the data owners have no control over who

has access to the data they encrypt, except by their choice of the set of descriptive

attributes for the data. Rather, they must trust that the key-issuer issues the appropri-

ate keys to grant or deny access to the appropriate users. Additionally, the size of the

user’s private key and the computation costs in encryption and decryption operations

depend linearly on the number of attributes involved in the access policy.

ii. Ciphertext Policy Attribute-Based Encryption

In the ciphertext policy ABE (CP-ABE) introduced by Bethencourt et al. [86], the

roles of the ciphertexts and keys are reversed in contrast with the KP-ABE scheme.

The data owner determines the policy under which the data can be decrypted, while

the secret key is associated with a set of attributes.

Most proposed CP-ABE schemes incur large ciphertext sizes and computation

costs in the encryption and decryption operations which depend at least linearly on

the number of attributes involved in the access policy. Therefore, Chen et al. [87]

proposed two CP-ABE schemes, both have constant-size ciphertext and constant

computation costs for an access policy containing AND-Gate with wildcard. The

first scheme is provably CPA-secure in standard model under the decision n-BDHE

assumption while the second scheme is provably CCA-secure in a standard model

under the decision n-BDHE assumption and the existence of collision-resistant hash

functions.

Zhu et al. [88, 89] proposed a comparison-based encryption scheme that support

a complete comparison relation, e.g.,<,>,≤,≥, in policy specification to implement

various range-constraints on integer attributes, such as temporal and level attributes.

They combined proxy re-encryption (with CP-ABE to support key delegation and

reduce computational overheads on lightweight devices by outsourcing the majority

of decryption operations to the CSP. Their scheme provides O(1) size of private-key

and ciphertext for each range attribute. Additionally, it is also provably secure under

the RSA and CDH assumption. However, their scheme depends on a central single

authority to conduct the system setup and manage all attributes. And, they do not

provide a mechanism for efficient user revocation.

Zhang and Chen [90] proposed the idea of “Access control as a service” for public

cloud storage, where the data owner controls the authorization, and the PDP (Pol-

icy Decision Point) and PEP (Policy Enforcement Point) can be securely delegated

to the CSP by utilizing CP-ABE and proxy re-encryption. However, it incurs high

communication and setup costs.

The main limitations of most traditional CP-ABE schemes are: First, compromis-

ing the users privacy since the access structure is embedded in the ciphertext that

may reveal the scope of data file and the authorized users who have access. The

obvious solution to this problem as proposed by Nishide et al. [91], is to hide cipher-

text policy, i.e., hidden access structure. Subsequently, there are various efforts to

improve the traditional CP-ABE scheme and to support privacy-preserving access

policy such as in [92–94]. The other limitation of the traditional CP-ABE schemes is
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depending on a single central authority for monitoring and issuing user’s secret keys.

Recently, many CP-ABE schemes consider multi-authority environments [94–96].

To achieve fine-grained and scalable data access control for personal health

records (PHRs), Li et al. [95] utilized CP-ABE techniques to encrypt each patients

PHR file while focusing on the multiple data owner scenario. Moreover, they adopted

proxy encryption and lazy-revocation to efficiently support attribute and user revo-

cation. However, the time costs of the key generation, encryption, and decryption

processes are all linear with the number of attributes.

3.6 Hierarchical Attribute-Based Encryption

The Hierarchical Attribute-Based Encryption (HABE) model, as described in [97,

98], integrates properties in both a HIBE model [71] and an ABE model [74]. As

illustrated in Fig. 8, it consists of a root master (RM) and multiple domains, where

the RM functions as the TTP, and the domains are enterprise users. More precisely,

a domain consists of many domain masters (DMs) corresponding to the internal

trusted parties (ITPs) and numerous users corresponding to end users. The RM,

whose role closely follows the root PKG in a HIBE system, is responsible for gener-

ation and distribution of system parameters and domain keys. The DM, whose role

integrates both the properties of the domain PKG in a HIBE system and the AA in

an ABE system, is responsible for delegating keys to the DMs at the next level and

distributing secret keys to users.

Wang et al. [99] proposed fuzzy and precise identity-based encryption (FPIBE)

scheme that supports the full key delegation and requires only a constant number of

bilinear map operations during decryption. The FPIBE scheme is able to efficiently

Fig. 8 Hierarchical attribute-based encryption model [98]
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achieve a flexible access control by combining the HIBE system and the CP-ABE

system. Using the FPIBE scheme, a user can encrypt data by specifying a recipient

ID set, or an access control policy over attributes, so that only the user whose ID

belongs to the ID set or attributes satisfying the access control policy can decrypt

the corresponding data. However, the ciphertext length is proportional to the number

of authorized users and encryption time. As well as, the size of a user’s secret key is

proportional to the depth of the user in the hierarchy.

For supporting compound and multi-valued attributes in a scalable, flexible, and

fine-grained access control, Wan et al. [100] proposed hierarchical attribute-set-

based encryption (HASBE) by extending the ciphertext policy attribute-set-based

encryption (CP-ASBE) with a hierarchical structure of users. HASBE employs mul-

tiple value assignments for access expiration time to deal with user revocation more

efficiently. However, the granting access operation is proportional to the number of

attributes in the key structure.

Chen et al. [101] proposed a new hierarchical key assignment scheme, called

CloudHKA, that addresses a cryptographic key assignment problem for enforcing

a hierarchical access control policy over cloud data. CloudHKA possesses many

advantages: (1) Each user only needs to store one secret key, (2) Each user can be

flexibly authorized the access rights of Write or Read, or both, (3) It supports a

dynamic user set and access hierarchy, and (4) It is provably-secure against collusive

attacks. However, the re-key cost in the case of user revocation is linear in the num-

ber of users in the same security class. CloudHKA does not consider the expressive

user attributes, so it can be considered coarse-grained access control scheme.

Wang et al. [102] recently extended the hierarchical CP-ABE scheme [97, 98] by

incorporating the concept of time to perform automatic proxy re-encryption. More

specifically, they proposed a time-based proxy re-encryption (TimePRE) scheme to

allow a user’s access right to expire automatically after a predetermined period of

time. In this case, the data owner can be offline in the process of user revocations.

Unfortunately, TimePRE scheme has two drawbacks: first, It assumes that there is

a global time among all entities. Second, the user secret key size is O(mn), where

m is the number of nodes in the time tree corresponding to the user’s effective time

period and n is the number of user attributes.

3.7 Role-Based Access Control

In a Role-Based Access Control (RBAC) system, access permissions are assigned to

roles and roles are assigned to users/subjects [103]. Roles can be created, modified

or disabled according to the system requirements. Role-permission assignments are

relatively stable, while user-role assignments change quite frequently (e.g., personnel

moving across departments, reassignment of duties, etc.). So, managing the user-role

permissions is significantly easier than managing user rights individually [104].

Zhou et al. [105] proposed a role-based encryption (RBE) scheme for secure cloud

storage. This scheme specifies a set of roles assigned to the users, each role having
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a set of permissions. Roles can be defined in a hierarchy, which means a role can

have sub-roles (successor roles). The owner of the data can encrypt the private data

to a specific role. Only the users in the specified role or predecessor roles are able

to decrypt that data. The decryption key size still remains constant regardless of the

number of roles that the user has been assigned to. However, the decryption cost is

proportional to the number of authorized users in the same role.

4 Comparative Analysis of Security Methods on Cloud
Data Storage

This section evaluates the performance of auditing and access control methods, that

were presented in the previous sections, against different performance criteria.

4.1 Performance Analysis of Data Storage Auditing Methods

This section assesses the different characteristics of some existing data storage audit-

ing schemes such as auditor type, supporting dynamic data, replication/multiple-

copy and data recovery, as illustrated in Table 1. In addition, it evaluates their per-

formance in terms of computational complexity at the CSP and the auditor, storage

overheads at the CSP and the auditor, communication complexity between the audi-

tor and the CSP, as illustrated in Table 3.

As shown in Table 1, most auditing schemes focus on a single copy of the file and

provide no proof that the CSP stores multiple copies of the data owners file. Although

data owners many need their critical data to be replicated on multiple servers across

multiple data centers to guarantee the availability of their data. only few schemes

[26, 37, 38] that support auditing for multiple replicas of data owners file.

Table 2 gives more notations for cryptographic operations used in the different

auditing methods. Let r, n, k denote the number of replicas, the number of blocks

per replica and the number of sectors per block (in case of block fragmentation),

respectively. s denotes the block size. c denotes the number of challenged blocks.

Let 𝜆 be the security parameter which is usually the size of key. Let p denote the

order of the groups and 𝜙(N) denotes the Euler Function on the RSA modulus N.

As shown in Table 3, MAC-based schemes [29] require storage overheads of

metadata, i.e., block tags, as long as each data block size. On the other hand, they

have efficient computational complexity at the CSP and the auditor. The homomor-

phic tags based on BLS signatures [19, 29] are much shorter than the RSA-based

homomorphic tags [29]. While the verification cost, i.e., the computational cost at

the auditor in the BLS-based auditing schemes is higher than that of RSA-based

auditing schemes due to the bilinear pairing operations which consume more time

than other cryptographic operations.
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Table 1 Characteristics of data storage auditing schemes

Scheme Auditor type Dynamic data Replication Data recovery

Liu et al. [17] Public Yes No No

Yang and Xiaohua [18] Public Yes No No

Ateniese et al. [19] Public No No No

Wang et al. [48] Public Yes No No

Shacham and Waters [29]

(BLS)

Public No No Yes

Shacham and Waters [29]

(RSA)

Public No No Yes

Shacham and Waters [29]

(MAC)

Private No No Yes

Yuan and Yu [31] Public No No Yes

Xu and Chang [32] Public No No Yes

Barsoum and Hasan [37] Public Yes Yes No

Zhu et al. [38] Public No Yes No

Etemad and Kupcu [26] Private Yes Yes No

Table 2 Notation of

cryptographic operations
Notation Cryptographic operation

MUL Multiplication in group G

ADD Addition in group G

EXP Exponentiation in group G

H Hashing into group G

Pairing Bilinear pairing; e(u, v)

SEncr Stream Encryption

MOD Modular operation in zN

To reduce the storage overheads, the data owner can store the tags together with

the data blocks only on the CSP. Upon challenging the CSP, the CSP generates the

data proof and the tag to the auditor instead of only the data proof. But this solution

will increase the communication cost between the CSP and the auditor. In fact, there

is a tradeoff between the storage overheads at the auditor and the communication

costs between the CSP and the auditor.

The scheme of Yuan and Yu [31] omits the tradeoff between communication costs

and storage costs. The message exchanged between the CSP and the auditor during

the auditing procedure consists of a constant number of group elements. However, it

requires 4 Bilinear pairing operations for proof verification that result in high com-

putational cost at the auditor. The communication cost can be reduced by using short

homomorphic tags such as BLS tags [6, 24, 26] that enable the CSP to reduce the

communication complexity of the auditing by aggregating the authentication tags of
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individual file blocks into a single tag. Batch auditing [18, 48] can further reduce

the communication cost by allowing the CSP to send the linear combination of all

the challenged data blocks whose size is equal to one data block instead of sending

them sequentially.

Auditing schemes that support dynamic data [17, 18, 26, 37, 48] add more stor-

age overheads at the auditor. MHT-based schemes [48] keep the metadata at the

auditor side (i.e. the root of the MHT) smaller than schemes that utilize the index-

table [18, 37], as the total number of index table entries is equal to the number of file

blocks. On the contrary, the computational and communication costs of the MHT-

based schemes are higher than those of the table-based schemes. During the dynamic

operations of the MHT-based schemes, the data owner sends a modification request

to the CSP and receives the authentication paths. The CSP updates the MHT accord-

ing to the required dynamic operations, regenerates a new directory root and sends

it to the auditor. On the other hand, for the table-based schemes, the data owner

only sends a request to the CSP and updates the index table without usage of any

cryptographic operations. However, auditing schemes based on the index table [18,

37] suffer a performance penalty during insertion or deletion operations, i.e. O(n)

in the worst case, because the indexes of all the blocks after the insertion/deletion

point are changed, and all the tags of these blocks should be recalculated. While the

complexity of insertion or deletion operations when using skip lists [26] is O(log n).

4.2 Performance Analysis of Access Control Methods

This section presents an evaluation of different access control methods in terms of

the ciphertext size, user’s secret key size, decryption cost, user revocation cost and

the existence of multiple authorities. Table 4 evaluates the performance of different

access control methods.

As illustrated in Table 4, user revocation is a very challenging issue in access con-

trol methods that requires re-encryption of data files accessible to the revoked user,

and may need updates of secret keys for all the non-revoked users. So the user revoca-

tion requires a heavy computation overhead on the data owner and may also require

him/her to be always online. Access control methods that utilize the proxy encryp-

tion can efficiently perform the user revocation operation such as [90, 95, 96, 101].

To further improvement on the complexity of user revocation, hierarchical access

control methods such as [100, 105] use the concept of key delegation. Ciphertext

and secret key sizes are other challenging issues in current access control methods

that may cause high storage overhead and communication cost. Ciphertext and secret

key sizes usually grow linearly with the number of attributes in the system domain.

Methods of [90, 92, 100, 101, 105] have constant ciphertext sizes while only the

methods of [92, 105] achieve constant secret key size.

In most of the access control methods, decryption cost scales with the complexity

of the access policy or the number of attributes which is infeasible as in case of
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lightweight devices such as mobiles. Some access control methods such as [85,

90, 92, 96, 99] have constant decryption costs. Some access control methods, e.g.

[85, 90, 92], assume the use of a single trusted authority (TA) that manages (e.g.,

add, issue, revoke, etc.,) all attributes in the system domain. This assumption not

only may create a load bottleneck, but also suffers from the key escrow problem as

the TA can decrypt all the files, causing a privacy disclosure. Instead, recent access

control methods, such as [99–101], consider the existence of different entities, called

attribute authorities (AAs), responsible for managing different attributes of a person,

e.g. the Department of Motor Vehicle Tests whether you can drive, or a university can

certify that you are a student, etc. Each AA manages a disjoint subset of attributes,

while none of them alone is able to control the security of the whole system.

5 Discussions and Concluding Remarks

From the extensive survey in the previous sections, we conclude that data security

in cloud is one of the major issues that is considered as a barrier in the adoption

of cloud storage services. The most critical security concern is about data integrity,

availability, privacy and confidentiality.

For validating data integrity and availability in cloud computing, many audit-

ing schemes have been proposed under different security levels and cryptographic

assumptions. Most auditing schemes are provably secure in the random oracle model.

The main limitations of existing auditing schemes can be summarized as follows: (1)

Dealing only with archival static data files and do not consider dynamic operations

such as insert, delete and update, (2) Relying on spot checking that can detect if a

long fraction of the data stored at the CSP has been corrupted but it cannot detect

corruption of small parts of the data, (3) Relying on Reed-Solomon encoding scheme

to support data recovery feature in case the data is lost or corrupted. It leads to ineffi-

cient encoding and decoding for large files, (4) Supporting only private auditing that

impose computational and online burdens on the data owners for periodically audit-

ing their data, (5) verifying only single copy data files and not considering replicated

data files, and (6) Incurring high computational costs and storage overheads.

Therefore, to overcome the prior limitations, an ideal auditing scheme should have

the following features:

1. Public auditing: To enable the data owners to delegate the auditing process to a

TPA in order to verify the correctness of the outsourced data on demand.

2. Privacy-preserving assurance: To prevent the leakage of the verified data dur-

ing the auditing process.

3. Data dynamics: To efficiently allow the clients to perform block-level operations

on the data files such as: insertion, deletion and modification while maintaining

the same level of data correctness assuring and guaranteeing data freshness.

4. Robustness: To efficiently recover an arbitrary amount of data corruptions.

5. Availability and reliability: To support auditing for distinguishable multi-replica

data files to make sure that the CSP is storing all the data replicas agreed upon.
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6. Blockless verification: To allow TPA to verify the correctness of the cloud data

on demand without possessing or retrieving a copy of challenged data blocks.

7. Stateless verification: Where the TPA is not needed to maintain a state between

audits.

8. Efficiency: To achieve the following aspects:

(a) Minimum computation complexity at the CSP and the TPA.

(b) Minimum communication complexity between the CSP and the TPA.

(c) Minimum storage overheads at the CSP and the TPA.

For ensuring data confidentiality in the cloud computing, various access control

methods were proposed in order to restrict access to data and guarantee that the

outsourced data is safe from unauthorized access. However, these methods suffer

many penalties such as: (1) Heavy computation overheads and a cumbersome online

burden towards the data owner because of the operation of user revocation, (2) Large

ciphertext and secret key sizes as well as high computation costs in the encryption

and decryption operations which depend at least linearly on the number of attributes

involved in the access policy, (3) Compromising the users privacy by revealing some

information about the data file and the authorized users in the access policy, and (4)

Relying on single authority for managing different attributes in the access policy

which may cause a bottleneck and a key escrow problem.

Consequently, we propose that the ideal access control methods should satisfy the

following requirements:

1. Fine-grained: Granting different access rights to a set of users and allowing flex-

ibility and expressibility in specifying the access rights of individual users.

2. Privacy-preserving: Access policy does not reveal any information to the CSP

about the scope of data file and the kind or the attributes of users authorized to

access.

3. Scalability: the number of authorized users cannot affect the performance of the

system.

4. Efficiency: The method should be efficient in terms of: ciphertext size, user’s

secret key size, and the costs of encryption, decryption, and user revocation.

5. Forward and backward security: The revoked user should not be able to decrypt

new ciphertexts encrypted with the new public key. And, the newly joined users

should be able to decrypt the previously published ciphertexts encrypted with the

previous public key if they satisfy the access policy.

6. Collusion resistant: Different users cannot collude each other and combine their

attributes to decrypt the encrypted data.

7. Multiple authority: To overcome the problems of load bottleneck and key

escrow problems, there should be multiple authorities that manage the user

attributes and issue the secret keys, rather than a central trusted authority.
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6 Conclusion

Cloud storage services have become extremely promising due to its cost effectiveness

and reliability. However, this service also brings many new challenges for data secu-

rity and privacy. Therefore, cloud service providers have to adopt security practices

to ensure that the clients’ data is safe. In this paper, the different security challenges

within a cloud storage service are introduced and a survey of the different methods to

assure data integrity, availability and confidentiality is presented. Comparative eval-

uations of these methods are also conducted according to various pre-defined perfor-

mance criteria. Finally, we suggest the following research directions for data security

within cloud computing environments: (1) Integrate attribute-based encryption with

role-based access control models such that the user-role and role-permission assign-

ments can be separately constructed using access policies applied on the attributes

of users, roles, the objects and the environment. (2) Develop a context-aware role-

based control model and incorporate it to the Policy Enforcement Point of a cloud,

and enable/activate the role only when the user is located within the logical positions

time intervals and under certain platforms in order to prevent the malicious insiders

from disclosing the authorized user’s identity. (3) Integrate efficient access control

and auditing methods with new hardware architectural and virtualization features

that can help protect the confidentiality and integrity of the data and resources. (4)

Incorporate the relationship between auditing and access control for guaranteeing

secure cloud storage services. (5) Extend current auditing methods with data recov-

ery features.
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