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Abstract Data summarization by quantified sentences of natural language simu-
lates human reasoning in summing up from the data. Linguistic summaries are
focused either on a whole data set, or on a part of a data set delimited by the flexible
restrictions expressed as fuzzy sets. First, the paper examines influences of t-norms
in compound predicates merged by the and connective and constructed fuzzy sets
on the validity (truth value) of summaries. Further, linguistic summaries with
restriction may express mined knowledge from the outliers and therefore be of low
quality, even though the validity of summary could be high. The main aim of this
paper is building a quality measure based on validity and coverage. Finally,
additional possibilities related to the suggested measure and perspective topics for
future research are outlined.
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1 Introduction

Nowadays, mining summarized information from data sets is a topic of interest for
researchers and practitioners. Data summarization can be efficiently realized by
statistical methods which however, are understandable for rather small group of
specialists. This observation is expressed in [1] as: “summarization would be
especially practicable if it could provide us with summaries that are not as terse as
the mean”. Graphical interpretation is a valuable way of summarization but cannot
be always effective [2]. Linguistics is an interesting alternative when data is hard to
show graphically [3]. A linguistically summarized sentence can be read out by a
text-to-speech synthesis system. It especially holds when the visual attention should
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not be disturbed [4]. These advantages hold when the resulting summarization is of
a high quality.

People tend to summarize by terms of natural language. But, literally unlimited
variations of linguistic terms and their modifications for expressing summaries
exist. In order to put together mathematical formalization and people’s preferred
way, quantified sentences of natural language, i.e. Linguistic Summaries (LSs) were
introduced in [5]. Since then LSs have been intensively researched in, e.g. [6–15].

Generally, LSs summarize the whole data set or a restricted part. In the former,
LSs are of the structure Q entities are (have) S, where Q is a quantifier, and S is a
summarizer. One example of such a summary is: most of houses have high gas
consumption. In the latter, LSs are of the structure Q R entities are (have) S, where
R puts some restriction on data sets. One example of such a summary is: most of old
houses have high gas consumption. In addition, R and S can be consisted of several
atomic predicates merged by the and connective [7, 8] which is usually modelled by
t-norms [16]. The truth value of LSs (also called validity) gets value form the [0, 1]
interval by agreement. Hence, validity is influenced by selected t-norm and con-
structed fuzzy sets.

LSs with restriction may be trapped into outliers due to possible very low
coverage of tuples in R and S parts, even though the validity is high. Hence, this
problem of the LSs quality should not be neglected. Hirota and Pedrycz [17]
suggested five quality measures: validity, generality, usefulness, simplicity and
novelty. These measures are further examined for LSs with the restriction part in
[15] for the purpose of converting mined summaries into fuzzy rules. Further set of
measures was introduced in [18, 19].

The main goal of this paper is focused on building outlier measure expressed by
coverage and validity [15, 17]. Preliminary results in this direction were published
in [20]. Furthermore, this paper extends discussion to the influence of t-norms and
fuzzy sets to the validity of LSs. The reminder of this chapter is organized as
follows. Section 2 gives some preliminaries of LSs which are used as a basis for the
next sections. In Sect. 3 influences of different t-norms in R and S parts on validity
are examined. Impact of constructed fuzzy sets is examined in Sect. 4. Section 5 is
devoted to building a new quality measure related to outliers, discussion supported
by illustrative example and future challenges. Section 6 gives a short note to dif-
ferent applications. Finally, Sect. 7 concludes this work.

2 Linguistic Summaries in Brief

LSs summarize knowledge from the data into the concise and easily understandable
way for people. LS for summarizing the whole data set is of the structure Q entities
in database are (have) S, where Q is a relative quantifier and S is a summarizer.
Both are expressed by linguistic terms (fuzzy sets). The validity of summary is
computed in the following way [5]:
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where n is the number of tuples in a data set (cardinality), 1
n ∑

n

i=1
μSðxiÞis the pro-

portion of tuples in a data set that satisfy predicate S and µQ is the membership
function of chosen relative quantifier.

LS with restriction has the form Q R entities in database are (have) S, where R is
a restriction (expressed by fuzzy set) focusing on a part of data set relevant for the
summarization task. The validity is computed in the following way [14]:

vðQxðPxÞÞ= μQ

∑
n

i=1
tðμSðxiÞ, μRðxiÞÞ

∑
n

i=1
ðμRðxiÞ

ð2Þ

where ∑n
i=1 tðμSðxiÞ, μRðxiÞÞ

∑n
i=1 μRðxiÞ is the proportion of tuples in a data set that satisfy S and

belong to R, t is a t-norm and µQ is the membership function of chosen relative
quantifier.

Linguistic terms such as medium (around m), small and high used in S and R can
be expressed by triangular or trapezoidal fuzzy sets, L fuzzy set and linear gamma
fuzzy set consequently (Fig. 1) ensuring the smooth transition between relevant and
non-relevant tuples.

Fig. 1 Fuzzy sets for restrictions and summarizers
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Summarizer and restriction may contain several atomic predicates merged by the
and connective [7, 8]. These connectives are usually modelled by t-norms [16].
Four basic t-norms are:

• minimum t–norm:

tmðμA1
ðxÞ, μA2

ðxÞÞ=minðμA1
ðxÞ, μA2

ðxÞÞ ð3Þ

• product t-norm:

tpðμA1
ðxÞ, μA2

ðxÞÞ= μA1
ðxÞ ⋅ μA2

ðxÞ ð4Þ

• Łukasiewicz t-norm:

tLðμA1
ðxÞ, μA2

ðxÞÞ=maxðμA1
ðxÞ, μA2

ðxÞ− 1, 0Þ ð5Þ

• drastic product

tdðμA1
ðxÞ, μA2

ðxÞÞ= minðμA1
ðxÞ, μA2

ðxÞÞ maxðμA1
ðxÞ, μA2

ðxÞÞ=1
0, otherwise

�
ð6Þ

where µAj(x) (j = 1, 2) denotes the membership degree to the j-th fuzzy set for
element x.

The validity of LS is computed by the relative quantifiers such as few, about,
half, most of. The most of quantifier, plotted in Fig. 2, is often used because users
are interested to see which summaries are met by the majority of tuples.

We can say that the linguistic summary is

a more or less accurate textual description (summary) of a data set

This simple definition hides many challenges: construction of fuzzy sets for
summarizers, restrictions and quantifiers, selecting appropriate t-norms, sufficient
coverage of data, simplicity, usefulness, accuracy, summarizing from the outliers
instead from the regular data and the like. The influences of t-norms, construction of
fuzzy sets, coverage and outliers to quality of LSs are examined in the next sections.

Fig. 2 Relative quantifier
most of
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3 Impact of T-Norms in Restriction and Summarizer
to Validity

For LSs with restriction the quality is measured for each data point xi (i = 1,…, n) by
t-norm in the numerator of (2) [2]. This section is focused on searching for suitable
t-norms not only for merging restriction and summarizer but also for conjunction of
atomic predicates inside restriction and summarizer. Two examples of such queries
are: most high polluted and low situated (altitude) municipalities have a high
number of respiratory diseases, and most middle aged customers have high turnover
and small payment delays.

When restriction or summarizer consists of several atomic conditions (predi-
cates P) connected by the and operator, t-norms come to the stage. All t-norms
meet all axiomatic properties explained in e.g. [22], but differ in satisfying algebraic
properties. Let us recall the following three algebraic properties [16]:

• The t-norm is an idempotent one if for ∀a∈ ½0, 1�, tða, aÞ= a
• The t-norm is a nilpotent one if there exists some n∈N such that tðnÞðaÞ=0
• The t-norm has a limit property if for ∀a∈ ð0, 1Þ, lim

n→∝
tðnÞðaÞ=0

LSs express proportion of tuples which meet atomic or compound predicate in
S and/or R. For instance, when each atomic predicate Pj (j = 1, …, n) is satisfied
with degree of 0.48, then the tuple should participate in S with degree of 0.48. This
requirement meets idempotent t-norm. The only idempotent t-norm is the minimum
one (3). Furthermore, this t-norm is not nilpotent and does not have limit property.
Łukasiewicz t-norm (5) meets the second property causing that tuple participates in
proportion with value of 0. Product t-norm (4) meets third property causing
decreasing tuples participation in the proportion, when the number of atomic
predicates increases. When j = 2, tuple participates with degree of 0.2304; but
when j = 4, tuple participates in summary with degree of 0.05308.

For the basic structure of LSs (1) when S is a compound predicate selecting the
suitable t-norm is a pivotal task for obtaining LS of a high quality. Concerning the
LS with restriction (2), selecting appropriate t-norm influences quality but further
quality aspects should be considered.

To summarize, the only suitable t-norm is the minimum one (3), because it does
not unnaturally reduce the proportion of tuples in a data set that satisfy LS.
Interestingly, in the Sect. 5 the situation regarding suitable t-norms is opposite.
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4 Influence of Constructed Fuzzy Sets to Validity
and Coverage

The subjectivity in constructing fuzzy sets may influence quality of summarized
information. It especially holds for the sufficient coverage and outliers which are
examined later on.

The domains of attributes are, during the database design phase, defined in a way
that all theoretically possible values can be stored. For instance, for the attribute
monitoring frequency of an activity during a year the domain is the [0, 365] interval
of integers. In practice, collected values can be far from the lower and upper limits
of the domain. In the constructing fuzzy sets this fact should be considered [23],
because users are not always aware of collected attributes’ values. The situation
plotted in Fig. 3a, where L and H are the lowest and the highest values in the
current content of attributes, respectively, and Dmin and Dmax are the lower and
upper limit of domains, respectively, might appear. The truth value equal to 1 in
Fig. 3a may express summary on outliers and therefore, is of a low quality.

Fig. 3 Fuzzy sets for
restriction and summarizer:
a fuzzy sets do not reflect
stored data; b fuzzy sets
reflect stored data
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Moreover, one should be very careful when no tuple meets the R part because it
leads to dividing by zero in (2).

In order to mitigate this problem, we should construct membership functions
considering only parts of domains that contain data [23]. The validity equal to 1 in
Fig. 3b can be relevant summary. But it does not hold automatically.

The shapes of membership functions have adopted several conventions [24].
Generally, the membership functions are convex and normalized piecewise linear
functions. Figure 4 shows the situation where the family of fuzzy sets consists of
three sets to cover terms small, medium and high. The flat segments of these fuzzy
sets (β) express no uncertainty in belonging to sets, whereas parameter α expresses
the uncertainty in belonging to a set. When α = 0, the domain is partitioned into
crisp sets. If a requirement for finer granulation exists, more fuzzy sets (e.g. five
sets: very small, small, medium, high, very high) can be straightforwardly con-
structed adjusting parameters α and β. These concepts can be defined by nonlinear
functions as well. Concerning practical applications and the simplicity for end
users, linear functions are often preferable.

Even though fuzzy sets are constructed on parts of domains where data are
recorded, the data distribution far from the uniform one might cause that LSs
express relations detected in outliers. For example, let only 20 of 5 ⋅ 106 tuples fully
meet the R and the same tuples fully meet the S, then the validity (2) gets the value
of 1, leading us to the false conclusion.

5 Quality Measure Focused on Outliers and Coverage

Keeping the aforementioned in mind, we can say that if LSs with restriction have
high validity v (2), it does not straightforwardly mean that these LSs are suitable for
expressing summarized information, even though suitable t-norm is applied and
care was taken during the construction of fuzzy sets. Thus, quality measures should
be applied in order to mitigate vagueness of calculated validity. Five quality
measures: validity, generality, usefulness, novelty and simplicity were suggested in
[17] and further examined in [15]. Four measures: coverage, brevity (or shortness),
specificity and accuracy mainly for non-quantified linguistic summaries are
examined in [18]. All these measures get values from the [0, 1] interval.

Fig. 4 Fuzzy sets uniformly
distributed in the part of
attribute domain covered by
data
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The novelty measure means that unexpected summaries represent valuable
knowledge, if they do not express knowledge mined from the outliers [15] (errors in
observations or existence of few very different tuples). Therefore, for calculating the
novelty measure outliers should be recognized and measured. Furthermore, outliers
and coverage are related. The outlier’s measure is examined in this section.

5.1 Outliers

Wu et al. [15] explained that outliers appear if the validity degree v is very small or
very high and the sufficient coverage C must be very small. Therefore this measure
can be expressed as

O=minðmaxðv, 1− vÞ, ð1−CÞÞ ð7Þ

where C is the coverage, which is defined later. If coverage is small (C → 0), then
outlier measure O is near the value of 1 (if v gets value near 1 or 0). If coverage is
high (C → 1), then the outlier measure is near the value of 0. In a general way (7)
can be expressed as:

O= tðsðv, 1− vÞ, ð1−CÞÞ ð8Þ

where t is a t-norm and s is a s-norm.
The non-outlier measure is calculated as the negation of (8) by De Morgan’s law,

i.e.:

1−O= sðtð1− v, vÞ,CÞ ð9Þ

when the standard fuzzy negation is used.
We can say that LSs are of a high quality if validity and non-outliers are high.

This observation is formally written as

Qc = tðv, 1−OÞ= tðv, sðtð1− v, vÞ,CÞÞ ð10Þ

From the properties of t-norms holds: t(1 − v, v) ≤ 0.5. If we define quality as
significant, when coverage is higher or equal 0.5, then from (10) yields:

Qc =
tðv,CÞ C≥ 0.5
0 otherwise

�
ð11Þ

where C = 0.5 is considered as a threshold value of coverage.
The next task is calculating coverage in a way that it meets the requirement (11).
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Coverage

Concerning the basic structure of LS (1), the whole data set is covered due to
appearance of the variable n (cardinality of a data set) in the denominator, i.e.
coverage is implicitly calculated. If the coverage is low, then it directly influences
the validity. Regarding the LS with restriction (2), coverage should be calculated
explicitly. The following coverage index for LSs of structure (2) is created [25]:

iC =
∑
n

i=1
tðμSðxiÞ, μRðxiÞÞ

n
ð12Þ

where n is the number of tuples in a data set. Other variables have the same
meaning as in (2). The coverage index ic explains how many records’ membership
degrees influence the validity of a LS. In practice, the coverage index is a small
number, because LSs with restriction usually cover relatively small subset of the
considered data set [15]. Therefore, the mapping which converts ic (12) into the
coverage C (used in (7–11)) yields [15]:

C= f ðiCÞ=

0, ic ≤ r1
2 ic − r1

r2 − r1

� �2
, r1 ≤ ic < r1 + r2

2

1− 2 r2 − ic
r2 − r1

� �2
, r1 + r2

2 ≤ ic < r2
1, ic ≥ r2

8>>>><
>>>>:

ð13Þ

where r1 = 0.02 and r2 = 0.15. Anyway, parameters r1 and r2 can be set according
to user preferences in a same way as for other fuzzy sets: for S and R (Figs. 1 and 4)
and quantifiers (Fig. 2). When R is more restrictive, i.e. several atomic predicates
merged by the and connective, then parameters r1 and r2 can be smaller.

Naturally, the question which t-norm in (11) is the suitable one appears. Let us
have calculated values of validity and coverage for two LSs shown in Table 1.

The minimum t-norm (3) says that ls1 and ls2 are indistinguishable. Hence, we
need t-norm which considers all attributes, not only attributes bearing minimal
value. The solution provides product t-norm (4) stating that ls1 is of higher quality
than ls2 (Table 1). It is the opposite observation than for aggregating atomic
predicates by the and connective in S (1), (2) and R (2) parts of LSs (Sect. 3).
Instead of product t-norm, we can apply another non-idempotent t-norm: a Łuka-
siewicz one, but it further decreases measure (11).

Table 1 Merging validity
and coverage of LSs by
product and minimum
t-norms in (11)

LS Validity Coverage Qc(v, C)
by (4)

Qc (v, C)
by (3)

ls1 0.75 0.95 0.7125 0.75
ls2 0.75 0.75 0.5625 0.75
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The quality measure regarding the outliers can be also expressed as

Qc = f ðv, 1−CÞ ð14Þ

In this case, we do not consider coverage (13) but its negation. This equation
represents a bipolar relation because v is a positive predicate and (1 − C) is a
negative one.

Furthermore, if the requirement for a high quality is the full coverage (13), i.e.
C = 1, then the non-continuous drastic t-norm (6) is a rational option for merging
validity and coverage:

Qc = dpðv,CÞ=
v, C=1
C, v=1
0, otherwise

8<
: ð15Þ

The validity of the LS is taken into account only if C = 1. All summaries which
pass this filter can be ranked downwards form the best one according to the validity
degree. Summaries are evaluated by their respective validities, as is the case in (2),
but only when they pass this simple filter.

Illustrative Example

In order to mine all relevant summaries, user has defined set of attributes, quanti-
fiers and linguistic terms for attributes appearing in restriction and summarizer. For
simplicity, mined LSs are written as ls1 (i=1,…,9) and shown in Table 2.

When coverage is fully satisfied the same result is obtained by (11) and (15). The
latter is a filter and expressed as first meet coverage and then validity. This approach
is suitable when coverage is a sharp condition. Otherwise, product t-norm is the
option. The drawback of drastic product is in its sharpness. When both validity and
coverage are close to 1, the result is 0.

However, in measuring quality by drastic product (15) we have the second
option: when v = 1, the result is C (the last record in Table 2). This option may be
either excluded or used as an alternative: if validity is fully satisfied, then preferable
summary is one with higher coverage degree.

Table 2 Quality of mined LSs

LS Validity Coverage Qc(v, C) (11) by product t-norm Qc (15)

ls1 0.80 0.80 0.6400 0.00
ls2 0.75 0.85 0.6375 0.00
ls3 0.65 1.00 0.6500 0.65
ls4 0.93 1.00 0.9300 0.93
ls5 0.81 0.24 0.0000 0.00
ls6 0.12 1.00 0.1200 0.12
ls7 0.23 0.14 0.0000 0.00
ls8 0.95 0.95 0.9025 0.00
ls9 1.00 0.58 0.5800 0.58
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Mining LSs from the Data

Generally, two ways for mining summaries exist:

• User defines all relevant linguistic terms for quantifiers, restrictions and sum-
marizers and all attributes of interest.

• User defines term sets for quantifiers, summarizers and restrictions without
selecting relevant attributes.

In both cases an application reveals all summaries for which validity (1) or (2) is
higher than 0, or higher than the defined threshold value. The difference is in mined
summaries. In the first way, only summaries of a clear interest are mined. In the
next step quality measure (11) can be applied. In the second way, the usefulness of
mined summaries is a further measure which should be considered, i.e. high validity
and coverage of a quantified sentence: most territorial units with high percentage of
public greenery have small unemployment, presumably is irrelevant for analysing
reasons for high unemployment and building related rule base.

Some Perspectives for Further Research

The first perspective is aggregating quality measures mentioned in [15, 18] and
measure suggested in this work. But it is not an easy task because we need to
aggregate several measures which may be partially redundant and conflicting [25].

For instance, the simplicity measure [15] concerns the syntactic and semantic
complexity of the LSs. This measure expresses how many attributes in restriction
and summarizer in a summary exist. Complex summaries are less legible for users.
Hence, the simplicity measure can be expressed as [15]:

Sim =22− l ð16Þ

where 1 is a total number of atomic predicates in restriction and summarizer.
Evidently, Sim gets values from the unit interval. The example of a summary
having Sim = 1 is: most young customers have a small payment delay.

Regarding the basic structure of LS (1), Eq. (16) yields:

Sim =21− l ð17Þ

ensuring that the simplest structure (one atomic predicate inside the summarizer,
e.g. most customers are middle aged) has simplicity equal to 1.

The second perspective is the focus on quantified restrictions and summarizers.
A structure of LSs with restriction (2) can be also expressed as

Q ∧ n
i = 1RiðxÞ

� �
are ∧ m

j = 1SjðxÞ
� �

ð18Þ

where Ri and Sj are atomic predicates in restriction and summarizer consequently.
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When i = j = 1 we obtained the structure frequently examined in the literature.
It is obvious that when n and m are larger numbers the sentence becomes very
restrictive. The structure (18) can be relaxed to the following structure:

ð19Þ

This structure corresponds with the structure of quantified queries [26], where
tuples which meet the majority of atomic predicates are selected.

The benefit is a less restrictive summary concerning all atomic predicates.
A tuple which meets four atomic predicates with degrees 0.2, 0.1, 0.25, 0.2 has a
lower impact than a tuple which meets these predicates with degrees 1, 0.95, 0.9, 0.
Drawback lies in the fully non-satisfied predicate. Attribute’s value might be very
far from the acceptable value or very close. Apparently, this is a challenge for future
research where the cardinalities of tuples which are in predicates’ neighbourhoods
should be measured. The calculation of validity is not as complex task as coverage,
because validity is directly calculated from (19).

6 Short Note to Applications

LSs are applicable in a variety of tasks. Three of them are mentioned in this section.
Presumably, the first attempt to apply LSs with restriction in data imputation related
to the item non-response was discussed in [27]. For this purpose we need to
calculate validity (2) by the more restrictive quantifier most of. The restriction is
realized by adjusting parameters of the quantifier shown in Fig. 2 in the following
way: m > 0.5 and n = 1 yielding the quantifier almost all. Further, when validity is
significant but not sufficiently high we should focus on a more restrictive part of a
database. One option is the conjunction of initial and additional atomic predicates in
the R part. Hence, the care should be taken when constructing fuzzy sets. Further, a
minimum t-norm should be used for merging atomic predicates. Finally, quality
measures should be applied. Regarding quality measures, validity and coverage are
more important than simplicity. A more restrictive part of a database may have
strong relation between attributes (high values of validity and coverage) but the
simplicity measure (16) is low. Therefore, in the terms of bipolar approaches
validity and coverage (11) are restrictions and simplicity is desire. In this way LSs
might be competitive to other data imputation approaches but definitely further
research is required.

The second method of application is converting mined LSs into fuzzy if-then
rules [15, 23]. The research of quality measures was influenced by this task,
because fuzzy rules should be of a high quality due to their broad applicability in,
e.g. control and classification. Therefore, the aforementioned aspects of an LSs
quality should not be neglected. Furthermore, less complex rules are preferred.
Hence, the simplicity measure (16) has in this field higher importance than in the
data imputation field.
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The third kind of applications is mining “abstracts” from the data for informative
purposes and to support decision and policy making processes. In the former, the
less restrictive quantifier majority of can be applied. It corresponds with the most of
quantifier defined in [9] as m = 0.3 and n = 0.85 (Fig. 2). Other quality aspects
should be also considered depending of the type of LS. Contrary to the two
aforementioned types of tasks, in these tasks both types of LSs (basic structure and
structure with restriction) are applicable. In this field reading LSs by a
text-to-speech synthesis system is a suitable way for distributing mined information
to users. Thus, the simplicity is a measure which should have similar importance as
validity and coverage.

Although these three kinds of tasks are used for different purposes (from data
collection through data analysis to data dissemination), they share quality issues but
different relevance of particular quality measures.

7 Concluding Remarks

LSs play a pivotal role in summarizing information from the data when uncertainty
related to the semantic meaning of the phenomena (fuzziness) is included in the
task. The validity of the LS may be influenced by constructed fuzzy sets, or selected
t-norm function, or may explain relational knowledge in outliers. The last obser-
vation holds for LSs with restriction part (2). Outliers appear due to the measure-
ment and observational errors and when very few tuples has significantly different
values than the high majority of tuples. At any rate, before accepting LSs, it is
advisable to filter them by quality measure(s).

In this chapter, we have created a simplified outlier measure that consists of
coverage and validity merged by t-norm. LS is of a sufficient quality if it has high
validity and high coverage. The suggested quality measure (11) can be used as a
standalone one when non-outlier coverage and validity are sufficient. Furthermore,
this measure can be part of the set of quality measures. As a connective in this
measure the minimum t-norm should be avoided. Suitable t-norms are those which
take into consideration both attributes and do not meet idempotency property.
Hence, the option is product t-norm. In cases when the full coverage (C = 1) is
required, the suitable connective can be obtained by drastic t-norm. In this case all
summaries which pass this simple filter can be ranked according to the validity
degree.

Concerning the and connective in compound restriction and summarizer, we
believe that the only suitable t-norm is the minimum t-norm, because the proportion
of tuples which contribute to the summary is not unnaturally decreased.

In the future activities, we will focus on aggregating quality measures into the
compound one and on developing quality measures for summaries consisted of
quantified restriction and summarizer.
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