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Abstract The new concept of multiaspect text categorization (MTC), recently

introduced in a series of our papers, may be viewed as a combination of the clas-

sic and well-known text categorization (TC) and some kind of sequential data clas-

sification. The first aspect of the problem, i.e., the assignment of a document to a

category, may be addressed using one of the well-known techniques such as, e.g.,

the k-nearest neighbors method. The second aspect is, however, less standard and

boils down to the assignment of a document to one of the sequences, called cases, of

documents maintained within a category. Cases cannot be treated in the same way

as categories as, first, they contain an ordered—by the time of arrival—set of docu-

ments, and second, they are usually represented in a training dataset by a (relatively)

small number of documents. Moreover, it is assumed that new cases can emerge

during the document collection lifetime. Hence, the assignment of a document to a

case is a challenging task by itself, and then the deciding if a document starts a new

case is even more difficult. In this paper, we deal with the latter problem, discussing

it in the broader perspective of sequential data mining and comparing a number of

approaches to solve it.

1 Introduction

Text categorization (TC) [1] is among the most important tasks defined in the frame-

work of the class (textual) information retrieval (IR) [2]. It plays an important role

in the automatic handling of large document collections as it, basically, boils down
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to the assignment of documents to some predefined categories. There are many dif-

ferent variants of this basic task which may be distinguished depending, e.g., on fol-

lowing aspects (cf., e.g., [1]). Documents to be classified may be available all at once

(off-line categorization) or they are to be classified one by one when they appear on

the input of the system (on-line categorization). The structure of categories may be

flat (one level) or there may be a hierarchy of them (hierarchical text categorization).

Each document may be assigned to at most one category (single-label categorization)

or to many categories (multi-label categorization). Analogously to the general task of

classification, a special case is when there are just two categories among which usu-

ally one is of interest (single-class categorization)—this may be confronted with the

general case when the number of categories is a larger number (multi-class catego-

rization), of course of a reasonable value, for comprehensiveness. The very nature of

categories also makes a difference: a canonical variant of text categorization refers

to the thematic (topical) categories while in other cases there may be essentially

different criteria deciding on the grouping of documents into categories (e.g., the

type of a business document in a company meant as one of the memo, advertise-

ment brochure, meeting announcement etc.) Finally, the text categorization may be

carried out: manually by an expert or a group of experts (an option viable only for

small document collections); automatically, using some hand crafted rules (in the

vein of knowledge engineering) or the whole process can be fully automated, i.e.,

some machine learning techniques can be used to automatically derive classifiers

based on the set of training data.

In a number of papers [3–9] we have introduced the new concept of the

multiaspect text categorization (MTC) and some approaches to solve it. The MTC

problem may be seen as a special case of the general text categorization problem.

Referring to the aspects of the TC mentioned earlier, it may be characterized as a

TC problem which is on-line, hierarchical, single-label, multi-class, and with mixed

types of categories, and for which a fully automatic solution is sought. The formu-

lation of the MTC is motivated by a practical problem of managing collections of

documents dealt with within an organization, notably a public institution in Poland,

which has to follow some formal legal regulations. Namely, on the first level, the doc-

uments have to be arranged according to a hierarchy of prespecified thematic/topical

categories. On the second level, each document has to be assigned within its category

to a sequence of documents, referred to as a case. The cases will usually correspond

to some business processes carried out by a company. For example, the process of

the purchase of some accessories will be usually initialized with a formal request

from a department in need of them, which may be followed by a call for tender, in

turn followed by the offers from prospective suppliers, etc. Thus, besides a hierarchy

of thematic categories we have to deal with a different kind of hierarchy relating a

thematic category and cases belonging to this category.

The classification of documents on the first level alone may be directly dealt with

using techniques known in the classic text categorization (TC) [1]. The second-level

classification is, however, more difficult. The cases may be considered as categories,

similarly to the situation at the first level, but the problem is implied, basically, by a

limited number of training documents representing such a category and, moreover,



The Problem of First Story Detection in Multiaspect Text Categorization 5

by the fact that only a part of such categories (cases) is known in advance. Any

incoming document may turn out to be initiating a new case. Thus, an important

part of a successful solution to the MTC problem is the detection if this takes place.

In this paper we deal exactly with this problem.

In the next section, we remind the formal statement of the multiaspect text cate-

gorization problem. Then, we review the related work. Next, we propose the use of

a number of techniques to solve the problem of the first story detection and, finally,

we report the results of the computational experiments aimed at comparing these

techniques.

2 The MTC Problem

The multiaspect text categorization (MTC) problem may be illustrated with an exam-

ple of a public administration institution dealing with various affairs. One of the

aspects of its activity is a proper organization of documents concerning particular

efforts and yielded in the course of a business process carried out by this institu-

tion. An example of such a business process may be arranging a public tender for

the purchase of office equipment. The related documents include the announcement

of the tender, offers incoming from companies responding to the tender and offer-

ing the equipment, minutes of meetings of a committee responsible for carrying out

the process, etc. Usually, there is specified a list of categories of affairs which are

dealt with. Sometimes these categories are arranged in a hierarchy (in this paper we

assume a flat, one level, list of categories but an interested reader may consult our

another paper [10] as well as the literature therein on the hierarchical text categoriza-

tion). The accomplishment of an instance of a business process will be referred to as

a case and the institution has to store together and in a proper order all documents

related to a given case.

Thus, we consider the MTC problem in the following context. There are many

on-going cases belonging to various categories and our aim is to build an automatic

system which will assist a human operator in assigning a new incoming document to

a proper case, i.e., to a case which is related (possibly to a high extent) to a business

process instance to which this document actually belongs. We assume that the system

takes into account only the content of the document and does not use, e.g., metadata

accompanying this document. Such an assumption may be more or less justified in

various practical scenarios but it guarantees a broader applicability of the designed

system.

What is very important is the fact that, if it is justified, a new document can initiate

a new instance of a business process and thus can originate a case of which it becomes

the first document. In this paper, we are interested in finding a way to automatically

decide if a new incoming document really starts a new case in view of its contents

and the contents of all documents stored so far, and their organization in categories

and cases.
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Let us now formally describe the above characterized problem. We assume that a

collection D of documents is given:

D = {d1,… , dn} (1)

These documents are assigned to some predefined categories from the set C:

C = {c1,… , cm} (2)

in such a way that each document d ∈ D is assigned to exactly one category c ∈ C.

The documents are further arranged within each category into sequences 𝜎 ∈ 𝛴,

rank ordered with respect to the time of arrival, which are referred to as cases:

𝜎k =< dk1 ,… , dkl > (3)

𝛴 = {𝜎1,… , 𝜎p} (4)

Again, each document d ∈ D belongs to exactly one case 𝜎 ∈ 𝛴.

The goal is to build a system, usingD as the training collection, which will support

a human user in deciding how to add a new incoming document d∗ to the collection

D. Thus, a document d∗ has to be assigned to a category c ∈ C and to a case 𝜎 ∈ 𝛴

within this category.

Various strategies may be adopted to obtain a proper classification. A two-level

approach may be applied in which, first, a category is assigned and then the case.

The motivation is that the classification to a category may be relatively easier and

the classic text categorization techniques should be effective and efficient enough to

do this. Then, when a category is already selected, one can expect that it should be

easier to assign the document to a proper case within this category. The reason is

that local characteristic features of cases in a given category may be employed and,

moreover, the number of candidate cases will be much lower in such a scenario; cf.,

e.g., our papers [6, 8, 9] for examples of such an approach in the framework of the

MTC or the paper by Yang et al. [11] for a related approach in another context. It is

worth noting that it is also possible to skip the assignment of a category to a document

d∗ and to focus on the choice of a proper case as such a choice directly implies also a

category c to which the case 𝜎 belongs. However, this way the extra information on

the category of the document d∗ is ignored when choosing the case, provided that the

category assignment is successful. Finally, the decisions concerning the assignment

of d∗ to a category and to a case may be combined with the hope that both decisions

will mutually support each other. An example of such an approach is given in our

paper [5].

To summarize, the MTC problem may be characterized as a text categorization

problem with two levels of broadly defined categories. At the upper level, these may

be assumed to be typical prespecified thematic categories, represented in the training

collection d with a sufficiently large number of examples. At the lower level, these

are cases the number of which is dynamically changing and which may be poorly, or

even not at all, represented in the training collection of the documents, D.
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3 Related Works

The task considered in this paper refers mainly to the context of the multiaspect text

categorization problem (MTC) recently proposed in our earlier work; cf., e.g., [4],

and formally presented in the previous section. A similar problem known in literature

is the Topic Detection and Tracking (TDT) [12].

The TDT was a part of the DARPA Translingual Information Detection, Extrac-

tion, and Summarization (TIDES) program, closely related to the well-known Text

REtrieval Conferences (TREC). Research on TDT started in 1997 [13] and was fol-

lowed by regular workshops during the next 7 years. The topic of detection and track-

ing is considered in the context of processing of a stream of news coming from vari-

ous sources and concerning some events/topics. It is assumed that events evolve over

time and some new news stories related to them are incoming. However, new events

are happening which are also represented in the stream of incoming news stories.

The basic task is here to group together news stories concerning the same events and

describing their development over time, various aspects etc.

An individual piece of news in TDT is referred to as a story and corresponds to a

document in our new MTC problem definition. Stories in TDT describe events and

some major events together with interrelated minor events are referred to as topics
and correspond to both categories and cases in MTC with an emphasis on the latter.

Topics, similarly to cases, are not predefined and new topics have to be detected in

the stream of stories and then tracked, i.e., all subsequent stories dealing with the

same major event have to be recognized and classified to a topic detected earlier.

A number of specific tasks are distinguished within the TDT. From our perspective

the most important are topic detection and first story detection. The former may be

identified with the classification of documents to the cases in our MTC: starting

with a set of groups of stories forming particular topics—which may be empty in the

beginning—a new incoming document has to be assigned to one of these topics or

to form a new topic. The latter task is, in fact, a part of the former and consists in

recognizing if a document belongs to one of the earlier detected topics or is the first

story of a new topic. It is however distinguished due to its importance and difficulty

[14].

The main differences between the TDT and MTC may be briefly stated as:

1. categories and cases are considered in the MTC as opposed to topics only in the

TDT,

2. cases are sequences of documents while topics are basically just sets of stories;

even if stories are timestamped, their possible temporal type relations are not

analyzed and the timestamps are only used to discount the information related to

older stories,

3. there is a different practical inspiration for the TDT and MTC which implies

further differences in assumptions adopted in both cases (besides the two aspects

mentioned above).

For a further analysis of relations of the multiaspect categorization problem and the

topic detection and tracking problem the reader is referred to our earlier paper [7].
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In the current paper, we are concerned with a counterpart of the first story detec-

tion (FSD) task present in our multiaspect text categorization problem. Thus, it is

worthwhile to briefly review a few techniques that have been proposed to solve the

FSD in the framework of the TDT.

Approaches to first story detection are often based on the similarity of the incom-

ing document d∗ with respect to all or a part of the documents collected earlier. A

threshold is assumed and if the similarity of a document d∗ with respect to, e.g.:

∙ any of the earlier collected documents, or

∙ any of k recently collected documents, or

∙ any centroid of documents belonging to particular topics earlier recognized,

exceeds the assumed threshold, then document d∗ is deemed to be related to some

earlier seen topic and is assigned to it. Otherwise it is treated as starting a new topic

and becomes its first story.

Another idea consists in the monitoring of term distribution over time and a new

topic is recognized in case an abrupt change in this distribution is detected for a

given story. Another strategy in this vein refers to the solution of another TDT task,

namely that of topic tracking. This task consists in deciding if an incoming story d∗
belongs to a given topic represented by a (small) number of stories. Assuming that

the tool for topics tracking is available it may be immediately used to solve also first

story detection problem. Namely, if an incoming document d∗ is not indicated as

belonging to any tracked topic then it has to be the first story of a new topic.

Yang et al. [11] propose a relatively simple, and effective and efficient approach

to the FSD problem which is, moreover, very relevant to our MCT problem and the

detection of the first document of a new case. Namely, they group the topics into

a higher level of categories (originally, in [11], topics are referred to as events and

categories as topics but we will keep here the terminology consistent with the previ-

ously introduced one for the TDT problem). An incoming story is first classified to a

category and only then to a topic within that category. If the latter classification fails,

i.e., the similarity of a new document to its closest neighbor within given category

is lower than some threshold value, then such a story is qualified as a first story of

a new topic. This resembles very much our two-level approach to assigning a doc-

ument to a case within an earlier chosen category; cf., e.g., our [6]. The motivation

for the Yang et al. [11] approach is that it makes it possible to use different features

(keywords) while classifying a story to a category and to a topic. Thus, the features

shared by first stories of topics with all other stories belonging to a given category

may be taken into account while classifying a document to a category but they may

be ignored (treated as stopwords) while classifying this document to a topic. Thanks

to that, an actual first story may be properly recognized as such because it may turn

out not to be similar to other stories in a given category even if it shares a number of

features with them. The important points of this approach are the following:

∙ different representation of stories for their classification at the levels of categories

and topics via a separate feature selection at each level;

∙ enhancing the basic vector space model representation of stories with named enti-

ties.
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For the top-level classification of the stories Yang et al. [11] use the Rocchio-style

classifier, popular in the framework of the TDT [15]. The recognition of the first story

at the lower level of classification is based on the similarity to a nearest neighbor, as

mentioned earlier.

The problem of first story detection may be considered in a broader framework

of the novelty detection problem [16]. The concept of novelty detection, in general,

refers to recognizing that an object under consideration belongs to a class which

has not yet been represented in a training dataset. In the MTC context we face this

problem in an even more intense form as if we treat cases as classes then:

∙ evidently, we should expect incoming documents belonging to new cases, i.e., new

classes, and moreover,

∙ even for cases (classes) represented in the training dataset, very often this repre-

sentation will be very limited, i.e., a case will be often 1–2 document long.

The novelty detection approaches address directly the first of the above problems but

usually take into account also the sparsity of the training data in which the examples

of novel data are scarce.

The statistical approaches to novelty detection often consider the problem as a

binary classification task aiming at distinguishing novel data from the rest, “nor-

mal” data [16, 17]. Popular solutions are based on estimating the probability density

for the data belonging to the “normal” class and deciding on the novelty of incoming

data objects if they fall in regions of low density. Examples of the approaches in this

vein, specifically meant for the novelty detection in the textual information process-

ing context, include those presented in the papers by Hofmann et al. or Hansen et al.

[18, 19]. Recent surveys on novelty detection are papers by de Faria et al. [17, 20].

Some other related concepts discussed in the literature are also relevant for the

FSD problem definition and solution. These include anomaly detection and rare

events mining; cf., e.g., [21]. This is due to the fact that if a standard binary classi-

fication approach is adopted to solve the FSD problem, then one class, of the first

stories, will be usually an order of magnitude smaller than another class of non-first

stories.

Our task may also be studied from a broader perspective of applying machine

learning methods to the sequential data [22]. Namely, the main idea of an intelligent

approach to classifying a document to a proper sequence calls for understanding the

mechanism behind the forming of document sequences within a given collection

or a part of it (category). Knowing this mechanism, we can decide if a document

under consideration fits an existing sequence or rather should be treated as starting

a new sequence. In our earlier works [4, 23], we propose to employ, first of all, tools

and technique of the hidden Markov models (HMMs) to get such an understanding

of sequences of documents within categories. Hidden states may then be identified

with stages of a business process which produce a given sequence of documents

(a case). If these stages may be explicitly identified, then a broader repertoire of

models/techniques for sequential data processing may be considered as helpful [22]

such as, e.g., the conditional random fields (CRF).
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4 A Direct Approach for Solving the FSD
as a Classification Problem

In our approach reported in this paper we adopt an approach to the FSD task solv-

ing differently from most of those proposed in the framework of the TDT. Namely,

the latter approaches employ a topic tracking technique and declare a story as a first

story when it does not fit any of the topics recognized so far; cf. Sect. 3. This obser-

vation applies also to the approach proposed by Yang et al. [11], even if it introduces

a two-level classification schema. Our approach is an attempt to solve the FSD prob-

lem using directly a binary classification. Thus, we start with a collection of training

documents which are organized in cases (sequences) according to the definition of

the MTC problem. The first documents of all cases present in the collection are pos-

itive examples while the remaining documents form the set of negative examples.

Then, we employ some variants of a number of well-known machine learning algo-

rithms and compare their effectiveness.

The algorithms we started with are the following:

1. a variant of the k-nearest neighbors algorithm,

2. the random forests,

3. logistic regression,

4. linear discriminant analysis,

5. an approach based on modeling the probability density of selected keywords in

positive and negative examples,

6. support vector machine.

We have also tested a feature selection technique as well as two schemes of training

the classifiers:

∙ locally, a separate individual classifier for each category,

∙ globally, one classifier for the whole collection.

In the tests we carried out, the feature selection techniques did not improve the results

for most of the considered algorithms. On the other hand, most of the algorithms

produced much better results for the global variant mentioned above, i.e., when one

classifier is constructed for recognizing first stories based on the whole training col-

lection. Thus, in the next section we report the results of our experiments only for the

case where stories are represented using all considered features (keywords) and for

the global approach. Now, we will briefly describe the algorithms and justify their

use in our experiments.

The k-nearest neighbors technique (k-nn)-based algorithms proved to be effective

and efficient in our earlier approaches to the MTC problem. In [6, 9] we use a variant

of k-nn to assign a category and a case to a document. It is also widely used by the

TDT community (cf., e.g., [24]). We use it here in the version proposed by Yang

et al. [24] (cf. also [9]) which is referred to as kNN.avg2. It is based on a function

defined as follows:
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r(d∗, kp, kn,D) =
1

|Ukp |

∑

d∈Ukp

sim(d∗, d) − 1
|Vkn |

∑

d∈Vkn

sim(d∗, d) (5)

The value of this function is computed for the document d∗ to be checked for being a

first story with respect to the training dataset D. There are two parameters kp and kn
which determine the cardinality of the sets Ukp and Vkn , respectively. The former set

comprises the kp positive examples (i.e., first stories in the training data set D) most

similar to the document d∗ while the latter set comprises kn negative examples (i.e.,

non-first stories in the training data set D) most similar to d∗. In our experiments

we use the kNN.avg2 algorithm with the parameters set as follows: kp = kn = 1. The

similarity is computed using a function denoted by sim which is identified with the

classic cosine measure in [24] and with the complement to the Euclidean distance in

[9] (vectors representing documents are assumed to be normalized and, thus, there is

a well-defined maximal possible Euclidean distance between two documents). Thus,

the value of the function r for a document d∗ is its average similarity to kp most

similar first stories reduced by its average similarity to the kn most similar non-first

stories. If there are less than kp positive documents in D then all positive documents

in D are employed. The same applies to the negative documents (even if this can

rarely happen).

The document d∗ is recognized as the first story if:

r(d∗, kp, kn,D) > 0

and as the non-first story otherwise, for the chosen values of the parameters kp and kn.

As compared to the standard k-nn technique, the kNN.avg2 version is more suitable

for the first story detection problem solving as it addresses the problem of imbalance

between the positive and negative classes (usually there will be much less first stories

than non-first stories in the training data set) using a fixed number of the nearest

positive and negative examples. At the same time it also takes into account how

similar the nearest examples actually are.

The algorithm of random forests [25] is used in the experiments in the version

implemented as the randomForest function in the package randomForest
using standard parameters. In particular, the number of trees to grow is set to 500.

The model is constructed to distinguish first stories using all keywords used to rep-

resent the documents in the collection. This is one of the algorithms deemed to be

highly effective and efficient in the machine learning community. It has a sophisti-

cated built in mechanism for feature selection which should help recognize the first

stories which, as argued earlier, are by definition very similar to other documents in

a given category but are expected to be less similar with respect to some subset of

specific keywords.

The logistic regression algorithm [26] is used in the experiments using the glm
standard function of the R environment. The binomial distribution over the positive

(first stories) and negative (non-first stories) classes is modeled via the logit link

function using again the weights of all keywords as independent variables in the
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linear regression analysis. This algorithm also belongs to the most popular discrim-

inative classification techniques [27].

The fourth algorithm employed is the one based on linear discriminant analysis

[28]. One of the classic techniques which, basically, requires class conditional nor-

mal distributions. In our case, the multidimensional distributions of the documents

characterized by keywords weights are far from normal within the classes of both the

first stories and non-first stories due to, e.g., a high sparsity of the document-term

matrices. However, this technique is known to be robust and in our computational

experiments it has also proved to be good.

The fifth algorithm used is a simple attempt to apply an aggressive dimension

reduction technique combined with a straightforward probabilistic approach which

boils down to the naive Bayes approach with the kernel density estimation [28].

Namely, first a number of keywords t ∈ T with the highest mean in the representa-

tions of the first stories present in a training dataset are selected. Then, those whose

mean is significantly higher than in the non-first stories are preserved and form a set

Ts ⊂ T . The t-test is used to assess the significance with p-value equal 0.05. Their

standard deviation in the first stories is also recorded. Then, two probability density

functions are constructed using a kernel-based method [29], for each of these key-

words: in the first stories and in the non-first stories of the training dataset. Then, the

following function is used to discriminate first stories from non-first stories:

g(d) = log(
P(fs|d)
P(nfs|d)

) =

= log(
P(fs)

1 − P(nfs)
) +

∑

t∈TS

(log(f tfs(d[t])) − log(f tnfs(d[t])) (6)

where d[t] denotes the weight of a keyword t in the representation of a document d,

f tfs and f tnfs are approximated conditional probability density functions of the partic-

ular keywords t ∈ Ts in the first stories and non-first stories of the training dataset,

respectively, and P(fs), P(nfs) are a priori probabilities of a document being a first

story and non-first story, respectively. The latter a priori probabilities are estimated

on the training data set. However, in our experiments reported in Sect. 5 the assump-

tion of the a priori probability equal 0.5 for both classes produced much better results

and, thus, we adopted this strategy. The function g(d) corresponds therefore to the

logarithm of the odds of a document to be the first story, assuming the conditional

independence of the keywords in documents of both classes. Thus, if g(d) > 0, then

the document d is classified as the first story and, otherwise, as the non-first story.

A variant of formula (6) is also employed:

g′(d) =
∑

t∈TS

𝜎

′(t)(log(f tfs(d[t])) − log(f tnfs(d[t])) (7)

where 𝜎
′(t) = 1 − 𝜎(t)

maxs 𝜎(s)
, 𝜎(t) denotes the standard deviation of the weights of key-

words in the first stories of the training dataset. This variant is meant to differentiate
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the influence of particular keywords t ∈ Ts on the classification decision, i.e., the

keywords with a higher standard deviation have a lower influence. In the formula (7)

we assume the a priori probabilities equal 0.5, as mentioned earlier, and thus here

we dropped the first component of the formula (6).

The purpose of this approach is a direct selection of keywords that are relatively

highly frequent in the first stories and less frequent in the non-first stories. In our

experiments, it was most often possible to spot such keywords. In case it was not

possible, all keywords were taken into account. The approach is similar to the linear

discriminant analysis (LDA) but explicitly drops the assumption on the normality of

distributions required by the LDA.

Finally, the sixth algorithm employed is a powerful and very popular support vec-

tor machine (SVM) method [30]. We experimented with various kernels and other

parameters and finally decided to use the RBF kernel. The SVM technique perfectly

fits in its original form the binary problem of distinguishing first stories from non-

first stories.

5 Computational Experiments

We have tested the approaches presented in the previous section using a data collec-

tion which we have used also in our previous work [5, 6, 8, 9]. The starting point is

the set of articles on computational linguistics available in the framework of the ACL

Anthology Reference Corpus (ACL ARC) [31]. We use a subset of 113 papers. The

papers are originally partitioned into sections and the idea is to treat each article as a

case and its sections as documents of such a case. What is missing is the grouping of

documents/cases into categories. Thus, to do this, we first use the k-means algorithm

to partition the set of articles into 7 clusters which play the role of categories. This

number of clusters has been chosen experimentally in order to secure a reasonable

number of categories and their cardinalities.

The articles and, later on, the resulting documents are represented using the vec-

tor space model (cf., e.g., [2]) and standard preprocessing techniques such as the

removal of the punctuation, numbers, and multiple white spaces; stemming; chang-

ing all characters to the lower case; dropping stopwords and words shorter than 3

characters. The tf × IDF scheme is employed to compute the weights of particu-

lar keywords in documents. The obtained document-term matrix is very sparse and,

thus, the keywords present in less than 10% of the papers are further removed. As

a result 125 keywords are employed. The vectors representing particular documents

are normalized by dividing each coordinate by the Euclidean norm of the whole

vector and thus the Euclidean norm of each vector equals 1.

Finally, we obtain a collection of 113 cases comprising 1453 documents which

is then split into the training and testing datasets. A number of cases are randomly

chosen and a cut-off point in each of them is again randomly selected. All documents

at positions starting from the cut-off point are removed from the case and form the

test dataset (in the experiments reported here we used the datasets composed of only
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the documents located at the cut-off points). All remaining documents from the col-

lection serve as the training dataset. This way, if a cut-off point corresponds to the

first position in a case we obtain a first story in the test data set.

All computations are carried out using the R platform [32] with the help of the

packages: tm [33], FNN [34], randomForest [35], kernlab [30], MASS [36]

and our own R scripts.

We have tested the algorithms for first story detection mentioned in Sect. 4 in two

configurations:

1. for each category separately, i.e., we assumed that the incoming document d∗ has

been first properly assigned a category and only then it is checked as a candidate

for being a first story based on the training data set confined to this category; this

is the case referred by Yang et al. as the simple case (cf Table 2 in [11];

2. for the whole collection at once, i.e., the incoming document d∗ is first checked

for being a first story using the whole training data set; this is referred as the

baseline case in [11].

All algorithms have proved to give better results for the second configuration. We

have expected that for different categories different keywords may be better at dis-

tinguishing between first stories and non-first stories. However, this potential cannot

be exploited due to a limited number of training documents representing first sto-

ries when considered for each category separately. The similar conclusions follow

from the experiments reported in [11], even if a slightly different context of the TDT

is considered there. Thus, in what follows we will present the results only for the

second strategy.

We have run a series of 200 experiments and their results are presented in Table 1.

In each run we randomly select 56 cases (i.e., 50% of all cases) as on-going, i.e., those

in which randomly a cut-off point is selected as earlier described. In order to evaluate

the results obtained using particular approaches we use the F1 measure and the cost-

based measure COfsd (in its normalized version) employed by Yang et al. [11]. These

Table 1 The results of 200 runs of the compared algorithms given in terms of the F1 and COfsd
measures. The mean values and standard deviations of both measures are reported. Notice that for

the second measure lower values indicate better results

The algorithm F1 COfsd

Mean sd Mean sd

k-nn 0.1705 0.1349 0.9912 0.2425

Random forests 0.2319 0.2278 0.9426 0.1890

Logistic regression 0.4063 0.1847 0.6789 0.2483

Linear discriminant analysis 0.4427 0.2094 0.6571 0.2684

Naive Bayes with kernel density estimation 0.26 0.1727 0.8735 0.2320

As above with standard deviation based

keywords weighting

0.3384 0.1730 0.7356 0.2636

Support vector machine 0.3441 0.2195 0.8169 0.2407
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measures are defined as follows, denoting the elements of the standard contingency

table as TP, FP, TN, and FN, i.e., the true positives, false positives, true negatives,

and false negatives, respectively:

F1 = 2 ∗ TP
2 ∗ TP + FP + FN

(8)

COfsd =
COm ∗ Pm ∗ Pt + COf ∗ Pf ∗ Pnt

min(COm ∗ Pt,COf ∗ Pnt)
(9)

where COm and COf are costs of the miss and false alarm, respectively, i.e., the

former is the cost of classifying a first story as the non-first story while the latter

is the cost of classifying a non-first story as the first story; Pm = FN
TP+FN

and Pf =
FP

TN+FP
, i.e., are the false negative rate (miss) and the false positive rate (fall-out),

respectively; Pt and Pnt = 1 − Pt are probabilities of a first story and non-first story

occurrence, respectively.

Thus, (9) expresses the expected cost of the error to be made by the first story

detection system. It is normalized by the cost of the better of two trivial algorithms

which would classify all stories as first stories or as non-first stories, respectively.

We set COm = 1.0 and COf = 0.1 after [11], adopting the justification given there

that a miss may be easier recognized as a mistake by the human operator assisted by

our system. On the other hand, we set PT = 0.1 for the whole collection and for each

category separately as this is the average frequency of first stories therein.

The results shown in Table 1 indicate the linear discriminative analysis and logis-

tic regression as the best algorithms in detecting first stories. Due to the Wilcoxon

two-sided test the former is significantly better than the latter in terms of both the

F1 and COfsd measures. The second group form the Algorithms 6 (naive Bayes with

kernel density estimation and standard deviation based keywords weighting) and 7

(support vector machines). Both are not significantly different concerning their effec-

tiveness in terms of F1 measure but the latter is better in terms of COfsd measure. The

latter effect is due to a very high number of false alarms (false positives) produced

by Algorithm 6 compared to Algorithm 7, even if the former produced also slightly

more true positives than the latter.

Summarizing, the effectiveness of the best of the tested methods is not fully satis-

factory but taking into account the well-known difficulty of the first story detection

problem it is not that bad. Yang et al. [11] report better results in terms of the COfsd
measure but for a different dataset and using a richer representation of documents.

The fact that we obtained the best results using linear discriminant analysis is

interesting in itself. The method is based on a rather strong assumptions which are

not satisfied in our experiments and is fairly simple at the same time. It could be

expected that Algorithm 5 should better fit the problem in question. However, it turns

out that it performs rather poorly and only if combined with an extra weighting of the

keywords produces relatively as good results as Algorithm 6. It should be however

noted that both Algorithms 5 and 6 operate on a highly reduced set of keywords.
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6 Conclusion

We have addressed the crucial problem of first story detection (FSD) in the frame-

work of the multiaspect text categorization (MTC), a new problem class introduced

in our former papers. The adopted approach is a rather straightforward one and

boils down to formulating the FSD as a classic binary classification problem. Then,

we have employed a number of standard classification algorithms, proposing some

extensions in case of some of them. The best results have been obtained using the

standard linear discriminant analysis. It should be noted that we have used a sim-

ple vector space model based representation of the documents. Our conclusions are

based on computational experiments carried out on a dataset used in our previous

work. Thus, our plans for a further research comprise both the search for a more

sophisticated documents representation and more extensive tests on larger and more

numerous datasets.

Our approach, though relatively straightforward and intuitively appealing, is still

not that popular in the context of topic detection and tracking (TDT) in which the

FSD problem is quite similar to the FSD considered in the context of our MTC prob-

lem. The approaches proposed by the TDT community usually base their approaches

to the FSD problem on the same algorithm which is used for the TDT. Namely, a doc-

ument is classified as the first story if it does not qualify as belonging to one of the

recognized topics so far. The latter decision is in turn based on checking its similarity

to the previously seen documents or their representatives (e.g., centroids of the doc-

uments related to the same topic) against some threshold value. Such an approach

has been failing so far in case of our algorithms for the MTC problem and that is the

motivation for our search for another solution.
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