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Preface

Information Technology (IT)—highly sophisticated information processing—forms
the intellectual basis at the forefront of the current, third scientific–technical rev-
olution. The first, generally placed at the turn of the eighteenth and nineteenth
centuries, created the foundations for replacing muscle power with that of steam,
and—as a consequence—manual production started to be displaced by industrial
mass production. The second, which took place at the turn of the nineteenth and
twentieth centuries, was brought about by the large number of groundbreaking
concepts and inventions occurring, thanks to the new energy carrier—electricity.
This third scientific–technical revolution, rooted in the fifties, is of a different
character from the previous ones in that it is nonmaterial. In essence it constitutes
the collection, treatment, and transmission of data, and so the subject of research
and operation is here abstract, unreal objects. The dominant discipline for inno-
vative development and progress became Information Technology as it is widely
understood.

If therefore the crux of the changes does not consist of creating new machines or
devices, but of the radical transformation of preexisting essence and character, then
the spectrum of research and practical interests is unusually broad, even unlimited
in the framework of contemporary science and applicational fields. Techniques used
can be divided into different, partially intersecting groups. Generally, the first group
consists of disciplines, which actually originated within the context of and for the
needs of IT: computational intelligence and data analysis (especially exploratory).
The second is the application of new technologies for tasks appropriate to distinct
practical problems; a typical example of this is image processing. The third com-
prises support for basic sciences, dedicated to describing the world’s reality, mainly
physics and mathematics. This subject of this edited book has a similar division;
each of its parts represents one of these groups.

The opening part concerns Intelligent Computing and Data Analysis. The first
(Zadrożny, Kacprzyk, Gajewski) and second (Kulczycki, Kowalski) chapters deal
with the classification of text and interval data, respectively. In turn, fuzzy logic
was used in the third chapter (Pósfai, Magyar, Kóczy) to synthesize a recommender
system for social networks, and in the fourth (Nicolau, Andrei) for predictive

v



diagnosis via sophisticated clustering. Finally, the last chapter (Hudec) investigates
quality measure of data summaries, related to outliers.

The second part is devoted to Information Systems and Image Processing as they
are broadly understood. The opening sixth chapter (Rolik, Halushko, Kolesnik)
concerns management of service of corporate IT infrastructures. Next, the authors
of the seventh chapter (López de Luise, Bel, Mansilla, Lobatos, Blanc, Malca la
Rosa) use statistical and heuristic tools to investigate the prediction of risk asso-
ciated with traffic accidents. The subject of considerations of the next chapter
(Andrei, Nicolau) is the task of robustness of wireless communication systems. The
subject of the ninth chapter (Krivá, Handlovičová) is evaluation of gradient norms
on a deformed quadtree grid. In the tenth chapter (Grigorescu, Macesanu) a robust
facial features detector is considered. And finally, the last in this part, the eleventh
chapter (Świebocka-Więk), is devoted to aspects of medical diagnosis based on
analysis of tomographic images.

Finally, the subject of the third part constitutes tasks of basic sciences—
computational physics and applied mathematics. In the twelfth chapter (Kozik,
Łużny) of this edited book, genetic algorithms were used to determine the structure
of crystals. The next text (Poliński, Stęgowski) considers the computational fluid
dynamics method to model flow behavior in a photoreactor. In turn, the authors
of the fourteenth chapter (Palutkiewicz, Wołoszyn, Spisak) deal with transport
characteristics of semiconductor nanowire transistors. Closing this book, the
material of the fifteenth chapter (Mesiar, Kolesárová) investigates new methods for
constructing bivariate copulas which provide a mathematical apparatus to aggregate
available knowledge.

The subject choice of particular parts of this edited book was determined through
discussions and reflection arising during the Congress on Information Technology,
Computational and Experimental Physics (CITCEP 2015), 18–20 December 2015,
Kraków, Poland. The authors of selected papers were invited to present extended
descriptions of their research as part of this post-conference publication.

We would hereby like to express our heartfelt thanks to the technical associate
editors of this book, Dr. Piotr A. Kowalski and Dr. Szymon Łukasik, as well as the
co-organizers of the above conference, Dr. Joanna Świebocka-Więk and Artur
Nowosielski, as well as all participants of this interesting interdisciplinary event.

Kraków/Warsaw, Poland Piotr Kulczycki
Győr/Budapest, Hungary László T. Kóczy
Bratislava, Slovakia Radko Mesiar
Warsaw, Poland Janusz Kacprzyk
April 2016
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The Problem of First Story Detection
in Multiaspect Text Categorization

Sławomir Zadrożny, Janusz Kacprzyk and Marek Gajewski

Abstract The new concept of multiaspect text categorization (MTC), recently

introduced in a series of our papers, may be viewed as a combination of the clas-

sic and well-known text categorization (TC) and some kind of sequential data clas-

sification. The first aspect of the problem, i.e., the assignment of a document to a

category, may be addressed using one of the well-known techniques such as, e.g.,

the k-nearest neighbors method. The second aspect is, however, less standard and

boils down to the assignment of a document to one of the sequences, called cases, of

documents maintained within a category. Cases cannot be treated in the same way

as categories as, first, they contain an ordered—by the time of arrival—set of docu-

ments, and second, they are usually represented in a training dataset by a (relatively)

small number of documents. Moreover, it is assumed that new cases can emerge

during the document collection lifetime. Hence, the assignment of a document to a

case is a challenging task by itself, and then the deciding if a document starts a new

case is even more difficult. In this paper, we deal with the latter problem, discussing

it in the broader perspective of sequential data mining and comparing a number of

approaches to solve it.

1 Introduction

Text categorization (TC) [1] is among the most important tasks defined in the frame-

work of the class (textual) information retrieval (IR) [2]. It plays an important role

in the automatic handling of large document collections as it, basically, boils down
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4 S. Zadrożny et al.

to the assignment of documents to some predefined categories. There are many dif-

ferent variants of this basic task which may be distinguished depending, e.g., on fol-

lowing aspects (cf., e.g., [1]). Documents to be classified may be available all at once

(off-line categorization) or they are to be classified one by one when they appear on

the input of the system (on-line categorization). The structure of categories may be

flat (one level) or there may be a hierarchy of them (hierarchical text categorization).

Each document may be assigned to at most one category (single-label categorization)

or to many categories (multi-label categorization). Analogously to the general task of

classification, a special case is when there are just two categories among which usu-

ally one is of interest (single-class categorization)—this may be confronted with the

general case when the number of categories is a larger number (multi-class catego-

rization), of course of a reasonable value, for comprehensiveness. The very nature of

categories also makes a difference: a canonical variant of text categorization refers

to the thematic (topical) categories while in other cases there may be essentially

different criteria deciding on the grouping of documents into categories (e.g., the

type of a business document in a company meant as one of the memo, advertise-

ment brochure, meeting announcement etc.) Finally, the text categorization may be

carried out: manually by an expert or a group of experts (an option viable only for

small document collections); automatically, using some hand crafted rules (in the

vein of knowledge engineering) or the whole process can be fully automated, i.e.,

some machine learning techniques can be used to automatically derive classifiers

based on the set of training data.

In a number of papers [3–9] we have introduced the new concept of the

multiaspect text categorization (MTC) and some approaches to solve it. The MTC

problem may be seen as a special case of the general text categorization problem.

Referring to the aspects of the TC mentioned earlier, it may be characterized as a

TC problem which is on-line, hierarchical, single-label, multi-class, and with mixed

types of categories, and for which a fully automatic solution is sought. The formu-

lation of the MTC is motivated by a practical problem of managing collections of

documents dealt with within an organization, notably a public institution in Poland,

which has to follow some formal legal regulations. Namely, on the first level, the doc-

uments have to be arranged according to a hierarchy of prespecified thematic/topical

categories. On the second level, each document has to be assigned within its category

to a sequence of documents, referred to as a case. The cases will usually correspond

to some business processes carried out by a company. For example, the process of

the purchase of some accessories will be usually initialized with a formal request

from a department in need of them, which may be followed by a call for tender, in

turn followed by the offers from prospective suppliers, etc. Thus, besides a hierarchy

of thematic categories we have to deal with a different kind of hierarchy relating a

thematic category and cases belonging to this category.

The classification of documents on the first level alone may be directly dealt with

using techniques known in the classic text categorization (TC) [1]. The second-level

classification is, however, more difficult. The cases may be considered as categories,

similarly to the situation at the first level, but the problem is implied, basically, by a

limited number of training documents representing such a category and, moreover,
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by the fact that only a part of such categories (cases) is known in advance. Any

incoming document may turn out to be initiating a new case. Thus, an important

part of a successful solution to the MTC problem is the detection if this takes place.

In this paper we deal exactly with this problem.

In the next section, we remind the formal statement of the multiaspect text cate-

gorization problem. Then, we review the related work. Next, we propose the use of

a number of techniques to solve the problem of the first story detection and, finally,

we report the results of the computational experiments aimed at comparing these

techniques.

2 The MTC Problem

The multiaspect text categorization (MTC) problem may be illustrated with an exam-

ple of a public administration institution dealing with various affairs. One of the

aspects of its activity is a proper organization of documents concerning particular

efforts and yielded in the course of a business process carried out by this institu-

tion. An example of such a business process may be arranging a public tender for

the purchase of office equipment. The related documents include the announcement

of the tender, offers incoming from companies responding to the tender and offer-

ing the equipment, minutes of meetings of a committee responsible for carrying out

the process, etc. Usually, there is specified a list of categories of affairs which are

dealt with. Sometimes these categories are arranged in a hierarchy (in this paper we

assume a flat, one level, list of categories but an interested reader may consult our

another paper [10] as well as the literature therein on the hierarchical text categoriza-

tion). The accomplishment of an instance of a business process will be referred to as

a case and the institution has to store together and in a proper order all documents

related to a given case.

Thus, we consider the MTC problem in the following context. There are many

on-going cases belonging to various categories and our aim is to build an automatic

system which will assist a human operator in assigning a new incoming document to

a proper case, i.e., to a case which is related (possibly to a high extent) to a business

process instance to which this document actually belongs. We assume that the system

takes into account only the content of the document and does not use, e.g., metadata

accompanying this document. Such an assumption may be more or less justified in

various practical scenarios but it guarantees a broader applicability of the designed

system.

What is very important is the fact that, if it is justified, a new document can initiate

a new instance of a business process and thus can originate a case of which it becomes

the first document. In this paper, we are interested in finding a way to automatically

decide if a new incoming document really starts a new case in view of its contents

and the contents of all documents stored so far, and their organization in categories

and cases.
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Let us now formally describe the above characterized problem. We assume that a

collection D of documents is given:

D = {d1,… , dn} (1)

These documents are assigned to some predefined categories from the set C:

C = {c1,… , cm} (2)

in such a way that each document d ∈ D is assigned to exactly one category c ∈ C.

The documents are further arranged within each category into sequences 𝜎 ∈ 𝛴,

rank ordered with respect to the time of arrival, which are referred to as cases:

𝜎k =< dk1 ,… , dkl > (3)

𝛴 = {𝜎1,… , 𝜎p} (4)

Again, each document d ∈ D belongs to exactly one case 𝜎 ∈ 𝛴.

The goal is to build a system, usingD as the training collection, which will support

a human user in deciding how to add a new incoming document d∗ to the collection

D. Thus, a document d∗ has to be assigned to a category c ∈ C and to a case 𝜎 ∈ 𝛴

within this category.

Various strategies may be adopted to obtain a proper classification. A two-level

approach may be applied in which, first, a category is assigned and then the case.

The motivation is that the classification to a category may be relatively easier and

the classic text categorization techniques should be effective and efficient enough to

do this. Then, when a category is already selected, one can expect that it should be

easier to assign the document to a proper case within this category. The reason is

that local characteristic features of cases in a given category may be employed and,

moreover, the number of candidate cases will be much lower in such a scenario; cf.,

e.g., our papers [6, 8, 9] for examples of such an approach in the framework of the

MTC or the paper by Yang et al. [11] for a related approach in another context. It is

worth noting that it is also possible to skip the assignment of a category to a document

d∗ and to focus on the choice of a proper case as such a choice directly implies also a

category c to which the case 𝜎 belongs. However, this way the extra information on

the category of the document d∗ is ignored when choosing the case, provided that the

category assignment is successful. Finally, the decisions concerning the assignment

of d∗ to a category and to a case may be combined with the hope that both decisions

will mutually support each other. An example of such an approach is given in our

paper [5].

To summarize, the MTC problem may be characterized as a text categorization

problem with two levels of broadly defined categories. At the upper level, these may

be assumed to be typical prespecified thematic categories, represented in the training

collection d with a sufficiently large number of examples. At the lower level, these

are cases the number of which is dynamically changing and which may be poorly, or

even not at all, represented in the training collection of the documents, D.
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3 Related Works

The task considered in this paper refers mainly to the context of the multiaspect text

categorization problem (MTC) recently proposed in our earlier work; cf., e.g., [4],

and formally presented in the previous section. A similar problem known in literature

is the Topic Detection and Tracking (TDT) [12].

The TDT was a part of the DARPA Translingual Information Detection, Extrac-

tion, and Summarization (TIDES) program, closely related to the well-known Text

REtrieval Conferences (TREC). Research on TDT started in 1997 [13] and was fol-

lowed by regular workshops during the next 7 years. The topic of detection and track-

ing is considered in the context of processing of a stream of news coming from vari-

ous sources and concerning some events/topics. It is assumed that events evolve over

time and some new news stories related to them are incoming. However, new events

are happening which are also represented in the stream of incoming news stories.

The basic task is here to group together news stories concerning the same events and

describing their development over time, various aspects etc.

An individual piece of news in TDT is referred to as a story and corresponds to a

document in our new MTC problem definition. Stories in TDT describe events and

some major events together with interrelated minor events are referred to as topics
and correspond to both categories and cases in MTC with an emphasis on the latter.

Topics, similarly to cases, are not predefined and new topics have to be detected in

the stream of stories and then tracked, i.e., all subsequent stories dealing with the

same major event have to be recognized and classified to a topic detected earlier.

A number of specific tasks are distinguished within the TDT. From our perspective

the most important are topic detection and first story detection. The former may be

identified with the classification of documents to the cases in our MTC: starting

with a set of groups of stories forming particular topics—which may be empty in the

beginning—a new incoming document has to be assigned to one of these topics or

to form a new topic. The latter task is, in fact, a part of the former and consists in

recognizing if a document belongs to one of the earlier detected topics or is the first

story of a new topic. It is however distinguished due to its importance and difficulty

[14].

The main differences between the TDT and MTC may be briefly stated as:

1. categories and cases are considered in the MTC as opposed to topics only in the

TDT,

2. cases are sequences of documents while topics are basically just sets of stories;

even if stories are timestamped, their possible temporal type relations are not

analyzed and the timestamps are only used to discount the information related to

older stories,

3. there is a different practical inspiration for the TDT and MTC which implies

further differences in assumptions adopted in both cases (besides the two aspects

mentioned above).

For a further analysis of relations of the multiaspect categorization problem and the

topic detection and tracking problem the reader is referred to our earlier paper [7].
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In the current paper, we are concerned with a counterpart of the first story detec-

tion (FSD) task present in our multiaspect text categorization problem. Thus, it is

worthwhile to briefly review a few techniques that have been proposed to solve the

FSD in the framework of the TDT.

Approaches to first story detection are often based on the similarity of the incom-

ing document d∗ with respect to all or a part of the documents collected earlier. A

threshold is assumed and if the similarity of a document d∗ with respect to, e.g.:

∙ any of the earlier collected documents, or

∙ any of k recently collected documents, or

∙ any centroid of documents belonging to particular topics earlier recognized,

exceeds the assumed threshold, then document d∗ is deemed to be related to some

earlier seen topic and is assigned to it. Otherwise it is treated as starting a new topic

and becomes its first story.

Another idea consists in the monitoring of term distribution over time and a new

topic is recognized in case an abrupt change in this distribution is detected for a

given story. Another strategy in this vein refers to the solution of another TDT task,

namely that of topic tracking. This task consists in deciding if an incoming story d∗
belongs to a given topic represented by a (small) number of stories. Assuming that

the tool for topics tracking is available it may be immediately used to solve also first

story detection problem. Namely, if an incoming document d∗ is not indicated as

belonging to any tracked topic then it has to be the first story of a new topic.

Yang et al. [11] propose a relatively simple, and effective and efficient approach

to the FSD problem which is, moreover, very relevant to our MCT problem and the

detection of the first document of a new case. Namely, they group the topics into

a higher level of categories (originally, in [11], topics are referred to as events and

categories as topics but we will keep here the terminology consistent with the previ-

ously introduced one for the TDT problem). An incoming story is first classified to a

category and only then to a topic within that category. If the latter classification fails,

i.e., the similarity of a new document to its closest neighbor within given category

is lower than some threshold value, then such a story is qualified as a first story of

a new topic. This resembles very much our two-level approach to assigning a doc-

ument to a case within an earlier chosen category; cf., e.g., our [6]. The motivation

for the Yang et al. [11] approach is that it makes it possible to use different features

(keywords) while classifying a story to a category and to a topic. Thus, the features

shared by first stories of topics with all other stories belonging to a given category

may be taken into account while classifying a document to a category but they may

be ignored (treated as stopwords) while classifying this document to a topic. Thanks

to that, an actual first story may be properly recognized as such because it may turn

out not to be similar to other stories in a given category even if it shares a number of

features with them. The important points of this approach are the following:

∙ different representation of stories for their classification at the levels of categories

and topics via a separate feature selection at each level;

∙ enhancing the basic vector space model representation of stories with named enti-

ties.
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For the top-level classification of the stories Yang et al. [11] use the Rocchio-style

classifier, popular in the framework of the TDT [15]. The recognition of the first story

at the lower level of classification is based on the similarity to a nearest neighbor, as

mentioned earlier.

The problem of first story detection may be considered in a broader framework

of the novelty detection problem [16]. The concept of novelty detection, in general,

refers to recognizing that an object under consideration belongs to a class which

has not yet been represented in a training dataset. In the MTC context we face this

problem in an even more intense form as if we treat cases as classes then:

∙ evidently, we should expect incoming documents belonging to new cases, i.e., new

classes, and moreover,

∙ even for cases (classes) represented in the training dataset, very often this repre-

sentation will be very limited, i.e., a case will be often 1–2 document long.

The novelty detection approaches address directly the first of the above problems but

usually take into account also the sparsity of the training data in which the examples

of novel data are scarce.

The statistical approaches to novelty detection often consider the problem as a

binary classification task aiming at distinguishing novel data from the rest, “nor-

mal” data [16, 17]. Popular solutions are based on estimating the probability density

for the data belonging to the “normal” class and deciding on the novelty of incoming

data objects if they fall in regions of low density. Examples of the approaches in this

vein, specifically meant for the novelty detection in the textual information process-

ing context, include those presented in the papers by Hofmann et al. or Hansen et al.

[18, 19]. Recent surveys on novelty detection are papers by de Faria et al. [17, 20].

Some other related concepts discussed in the literature are also relevant for the

FSD problem definition and solution. These include anomaly detection and rare

events mining; cf., e.g., [21]. This is due to the fact that if a standard binary classi-

fication approach is adopted to solve the FSD problem, then one class, of the first

stories, will be usually an order of magnitude smaller than another class of non-first

stories.

Our task may also be studied from a broader perspective of applying machine

learning methods to the sequential data [22]. Namely, the main idea of an intelligent

approach to classifying a document to a proper sequence calls for understanding the

mechanism behind the forming of document sequences within a given collection

or a part of it (category). Knowing this mechanism, we can decide if a document

under consideration fits an existing sequence or rather should be treated as starting

a new sequence. In our earlier works [4, 23], we propose to employ, first of all, tools

and technique of the hidden Markov models (HMMs) to get such an understanding

of sequences of documents within categories. Hidden states may then be identified

with stages of a business process which produce a given sequence of documents

(a case). If these stages may be explicitly identified, then a broader repertoire of

models/techniques for sequential data processing may be considered as helpful [22]

such as, e.g., the conditional random fields (CRF).
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4 A Direct Approach for Solving the FSD
as a Classification Problem

In our approach reported in this paper we adopt an approach to the FSD task solv-

ing differently from most of those proposed in the framework of the TDT. Namely,

the latter approaches employ a topic tracking technique and declare a story as a first

story when it does not fit any of the topics recognized so far; cf. Sect. 3. This obser-

vation applies also to the approach proposed by Yang et al. [11], even if it introduces

a two-level classification schema. Our approach is an attempt to solve the FSD prob-

lem using directly a binary classification. Thus, we start with a collection of training

documents which are organized in cases (sequences) according to the definition of

the MTC problem. The first documents of all cases present in the collection are pos-

itive examples while the remaining documents form the set of negative examples.

Then, we employ some variants of a number of well-known machine learning algo-

rithms and compare their effectiveness.

The algorithms we started with are the following:

1. a variant of the k-nearest neighbors algorithm,

2. the random forests,

3. logistic regression,

4. linear discriminant analysis,

5. an approach based on modeling the probability density of selected keywords in

positive and negative examples,

6. support vector machine.

We have also tested a feature selection technique as well as two schemes of training

the classifiers:

∙ locally, a separate individual classifier for each category,

∙ globally, one classifier for the whole collection.

In the tests we carried out, the feature selection techniques did not improve the results

for most of the considered algorithms. On the other hand, most of the algorithms

produced much better results for the global variant mentioned above, i.e., when one

classifier is constructed for recognizing first stories based on the whole training col-

lection. Thus, in the next section we report the results of our experiments only for the

case where stories are represented using all considered features (keywords) and for

the global approach. Now, we will briefly describe the algorithms and justify their

use in our experiments.

The k-nearest neighbors technique (k-nn)-based algorithms proved to be effective

and efficient in our earlier approaches to the MTC problem. In [6, 9] we use a variant

of k-nn to assign a category and a case to a document. It is also widely used by the

TDT community (cf., e.g., [24]). We use it here in the version proposed by Yang

et al. [24] (cf. also [9]) which is referred to as kNN.avg2. It is based on a function

defined as follows:
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r(d∗, kp, kn,D) =
1

|Ukp |

∑

d∈Ukp

sim(d∗, d) − 1
|Vkn |

∑

d∈Vkn

sim(d∗, d) (5)

The value of this function is computed for the document d∗ to be checked for being a

first story with respect to the training dataset D. There are two parameters kp and kn
which determine the cardinality of the sets Ukp and Vkn , respectively. The former set

comprises the kp positive examples (i.e., first stories in the training data set D) most

similar to the document d∗ while the latter set comprises kn negative examples (i.e.,

non-first stories in the training data set D) most similar to d∗. In our experiments

we use the kNN.avg2 algorithm with the parameters set as follows: kp = kn = 1. The

similarity is computed using a function denoted by sim which is identified with the

classic cosine measure in [24] and with the complement to the Euclidean distance in

[9] (vectors representing documents are assumed to be normalized and, thus, there is

a well-defined maximal possible Euclidean distance between two documents). Thus,

the value of the function r for a document d∗ is its average similarity to kp most

similar first stories reduced by its average similarity to the kn most similar non-first

stories. If there are less than kp positive documents in D then all positive documents

in D are employed. The same applies to the negative documents (even if this can

rarely happen).

The document d∗ is recognized as the first story if:

r(d∗, kp, kn,D) > 0

and as the non-first story otherwise, for the chosen values of the parameters kp and kn.

As compared to the standard k-nn technique, the kNN.avg2 version is more suitable

for the first story detection problem solving as it addresses the problem of imbalance

between the positive and negative classes (usually there will be much less first stories

than non-first stories in the training data set) using a fixed number of the nearest

positive and negative examples. At the same time it also takes into account how

similar the nearest examples actually are.

The algorithm of random forests [25] is used in the experiments in the version

implemented as the randomForest function in the package randomForest
using standard parameters. In particular, the number of trees to grow is set to 500.

The model is constructed to distinguish first stories using all keywords used to rep-

resent the documents in the collection. This is one of the algorithms deemed to be

highly effective and efficient in the machine learning community. It has a sophisti-

cated built in mechanism for feature selection which should help recognize the first

stories which, as argued earlier, are by definition very similar to other documents in

a given category but are expected to be less similar with respect to some subset of

specific keywords.

The logistic regression algorithm [26] is used in the experiments using the glm
standard function of the R environment. The binomial distribution over the positive

(first stories) and negative (non-first stories) classes is modeled via the logit link

function using again the weights of all keywords as independent variables in the
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linear regression analysis. This algorithm also belongs to the most popular discrim-

inative classification techniques [27].

The fourth algorithm employed is the one based on linear discriminant analysis

[28]. One of the classic techniques which, basically, requires class conditional nor-

mal distributions. In our case, the multidimensional distributions of the documents

characterized by keywords weights are far from normal within the classes of both the

first stories and non-first stories due to, e.g., a high sparsity of the document-term

matrices. However, this technique is known to be robust and in our computational

experiments it has also proved to be good.

The fifth algorithm used is a simple attempt to apply an aggressive dimension

reduction technique combined with a straightforward probabilistic approach which

boils down to the naive Bayes approach with the kernel density estimation [28].

Namely, first a number of keywords t ∈ T with the highest mean in the representa-

tions of the first stories present in a training dataset are selected. Then, those whose

mean is significantly higher than in the non-first stories are preserved and form a set

Ts ⊂ T . The t-test is used to assess the significance with p-value equal 0.05. Their

standard deviation in the first stories is also recorded. Then, two probability density

functions are constructed using a kernel-based method [29], for each of these key-

words: in the first stories and in the non-first stories of the training dataset. Then, the

following function is used to discriminate first stories from non-first stories:

g(d) = log(
P(fs|d)
P(nfs|d)

) =

= log(
P(fs)

1 − P(nfs)
) +

∑

t∈TS

(log(f tfs(d[t])) − log(f tnfs(d[t])) (6)

where d[t] denotes the weight of a keyword t in the representation of a document d,

f tfs and f tnfs are approximated conditional probability density functions of the partic-

ular keywords t ∈ Ts in the first stories and non-first stories of the training dataset,

respectively, and P(fs), P(nfs) are a priori probabilities of a document being a first

story and non-first story, respectively. The latter a priori probabilities are estimated

on the training data set. However, in our experiments reported in Sect. 5 the assump-

tion of the a priori probability equal 0.5 for both classes produced much better results

and, thus, we adopted this strategy. The function g(d) corresponds therefore to the

logarithm of the odds of a document to be the first story, assuming the conditional

independence of the keywords in documents of both classes. Thus, if g(d) > 0, then

the document d is classified as the first story and, otherwise, as the non-first story.

A variant of formula (6) is also employed:

g′(d) =
∑

t∈TS

𝜎

′(t)(log(f tfs(d[t])) − log(f tnfs(d[t])) (7)

where 𝜎
′(t) = 1 − 𝜎(t)

maxs 𝜎(s)
, 𝜎(t) denotes the standard deviation of the weights of key-

words in the first stories of the training dataset. This variant is meant to differentiate
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the influence of particular keywords t ∈ Ts on the classification decision, i.e., the

keywords with a higher standard deviation have a lower influence. In the formula (7)

we assume the a priori probabilities equal 0.5, as mentioned earlier, and thus here

we dropped the first component of the formula (6).

The purpose of this approach is a direct selection of keywords that are relatively

highly frequent in the first stories and less frequent in the non-first stories. In our

experiments, it was most often possible to spot such keywords. In case it was not

possible, all keywords were taken into account. The approach is similar to the linear

discriminant analysis (LDA) but explicitly drops the assumption on the normality of

distributions required by the LDA.

Finally, the sixth algorithm employed is a powerful and very popular support vec-

tor machine (SVM) method [30]. We experimented with various kernels and other

parameters and finally decided to use the RBF kernel. The SVM technique perfectly

fits in its original form the binary problem of distinguishing first stories from non-

first stories.

5 Computational Experiments

We have tested the approaches presented in the previous section using a data collec-

tion which we have used also in our previous work [5, 6, 8, 9]. The starting point is

the set of articles on computational linguistics available in the framework of the ACL

Anthology Reference Corpus (ACL ARC) [31]. We use a subset of 113 papers. The

papers are originally partitioned into sections and the idea is to treat each article as a

case and its sections as documents of such a case. What is missing is the grouping of

documents/cases into categories. Thus, to do this, we first use the k-means algorithm

to partition the set of articles into 7 clusters which play the role of categories. This

number of clusters has been chosen experimentally in order to secure a reasonable

number of categories and their cardinalities.

The articles and, later on, the resulting documents are represented using the vec-

tor space model (cf., e.g., [2]) and standard preprocessing techniques such as the

removal of the punctuation, numbers, and multiple white spaces; stemming; chang-

ing all characters to the lower case; dropping stopwords and words shorter than 3

characters. The tf × IDF scheme is employed to compute the weights of particu-

lar keywords in documents. The obtained document-term matrix is very sparse and,

thus, the keywords present in less than 10% of the papers are further removed. As

a result 125 keywords are employed. The vectors representing particular documents

are normalized by dividing each coordinate by the Euclidean norm of the whole

vector and thus the Euclidean norm of each vector equals 1.

Finally, we obtain a collection of 113 cases comprising 1453 documents which

is then split into the training and testing datasets. A number of cases are randomly

chosen and a cut-off point in each of them is again randomly selected. All documents

at positions starting from the cut-off point are removed from the case and form the

test dataset (in the experiments reported here we used the datasets composed of only
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the documents located at the cut-off points). All remaining documents from the col-

lection serve as the training dataset. This way, if a cut-off point corresponds to the

first position in a case we obtain a first story in the test data set.

All computations are carried out using the R platform [32] with the help of the

packages: tm [33], FNN [34], randomForest [35], kernlab [30], MASS [36]

and our own R scripts.

We have tested the algorithms for first story detection mentioned in Sect. 4 in two

configurations:

1. for each category separately, i.e., we assumed that the incoming document d∗ has

been first properly assigned a category and only then it is checked as a candidate

for being a first story based on the training data set confined to this category; this

is the case referred by Yang et al. as the simple case (cf Table 2 in [11];

2. for the whole collection at once, i.e., the incoming document d∗ is first checked

for being a first story using the whole training data set; this is referred as the

baseline case in [11].

All algorithms have proved to give better results for the second configuration. We

have expected that for different categories different keywords may be better at dis-

tinguishing between first stories and non-first stories. However, this potential cannot

be exploited due to a limited number of training documents representing first sto-

ries when considered for each category separately. The similar conclusions follow

from the experiments reported in [11], even if a slightly different context of the TDT

is considered there. Thus, in what follows we will present the results only for the

second strategy.

We have run a series of 200 experiments and their results are presented in Table 1.

In each run we randomly select 56 cases (i.e., 50% of all cases) as on-going, i.e., those

in which randomly a cut-off point is selected as earlier described. In order to evaluate

the results obtained using particular approaches we use the F1 measure and the cost-

based measure COfsd (in its normalized version) employed by Yang et al. [11]. These

Table 1 The results of 200 runs of the compared algorithms given in terms of the F1 and COfsd
measures. The mean values and standard deviations of both measures are reported. Notice that for

the second measure lower values indicate better results

The algorithm F1 COfsd

Mean sd Mean sd

k-nn 0.1705 0.1349 0.9912 0.2425

Random forests 0.2319 0.2278 0.9426 0.1890

Logistic regression 0.4063 0.1847 0.6789 0.2483

Linear discriminant analysis 0.4427 0.2094 0.6571 0.2684

Naive Bayes with kernel density estimation 0.26 0.1727 0.8735 0.2320

As above with standard deviation based

keywords weighting

0.3384 0.1730 0.7356 0.2636

Support vector machine 0.3441 0.2195 0.8169 0.2407
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measures are defined as follows, denoting the elements of the standard contingency

table as TP, FP, TN, and FN, i.e., the true positives, false positives, true negatives,

and false negatives, respectively:

F1 = 2 ∗ TP
2 ∗ TP + FP + FN

(8)

COfsd =
COm ∗ Pm ∗ Pt + COf ∗ Pf ∗ Pnt

min(COm ∗ Pt,COf ∗ Pnt)
(9)

where COm and COf are costs of the miss and false alarm, respectively, i.e., the

former is the cost of classifying a first story as the non-first story while the latter

is the cost of classifying a non-first story as the first story; Pm = FN
TP+FN

and Pf =
FP

TN+FP
, i.e., are the false negative rate (miss) and the false positive rate (fall-out),

respectively; Pt and Pnt = 1 − Pt are probabilities of a first story and non-first story

occurrence, respectively.

Thus, (9) expresses the expected cost of the error to be made by the first story

detection system. It is normalized by the cost of the better of two trivial algorithms

which would classify all stories as first stories or as non-first stories, respectively.

We set COm = 1.0 and COf = 0.1 after [11], adopting the justification given there

that a miss may be easier recognized as a mistake by the human operator assisted by

our system. On the other hand, we set PT = 0.1 for the whole collection and for each

category separately as this is the average frequency of first stories therein.

The results shown in Table 1 indicate the linear discriminative analysis and logis-

tic regression as the best algorithms in detecting first stories. Due to the Wilcoxon

two-sided test the former is significantly better than the latter in terms of both the

F1 and COfsd measures. The second group form the Algorithms 6 (naive Bayes with

kernel density estimation and standard deviation based keywords weighting) and 7

(support vector machines). Both are not significantly different concerning their effec-

tiveness in terms of F1 measure but the latter is better in terms of COfsd measure. The

latter effect is due to a very high number of false alarms (false positives) produced

by Algorithm 6 compared to Algorithm 7, even if the former produced also slightly

more true positives than the latter.

Summarizing, the effectiveness of the best of the tested methods is not fully satis-

factory but taking into account the well-known difficulty of the first story detection

problem it is not that bad. Yang et al. [11] report better results in terms of the COfsd
measure but for a different dataset and using a richer representation of documents.

The fact that we obtained the best results using linear discriminant analysis is

interesting in itself. The method is based on a rather strong assumptions which are

not satisfied in our experiments and is fairly simple at the same time. It could be

expected that Algorithm 5 should better fit the problem in question. However, it turns

out that it performs rather poorly and only if combined with an extra weighting of the

keywords produces relatively as good results as Algorithm 6. It should be however

noted that both Algorithms 5 and 6 operate on a highly reduced set of keywords.
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6 Conclusion

We have addressed the crucial problem of first story detection (FSD) in the frame-

work of the multiaspect text categorization (MTC), a new problem class introduced

in our former papers. The adopted approach is a rather straightforward one and

boils down to formulating the FSD as a classic binary classification problem. Then,

we have employed a number of standard classification algorithms, proposing some

extensions in case of some of them. The best results have been obtained using the

standard linear discriminant analysis. It should be noted that we have used a sim-

ple vector space model based representation of the documents. Our conclusions are

based on computational experiments carried out on a dataset used in our previous

work. Thus, our plans for a further research comprise both the search for a more

sophisticated documents representation and more extensive tests on larger and more

numerous datasets.

Our approach, though relatively straightforward and intuitively appealing, is still

not that popular in the context of topic detection and tracking (TDT) in which the

FSD problem is quite similar to the FSD considered in the context of our MTC prob-

lem. The approaches proposed by the TDT community usually base their approaches

to the FSD problem on the same algorithm which is used for the TDT. Namely, a doc-

ument is classified as the first story if it does not qualify as belonging to one of the

recognized topics so far. The latter decision is in turn based on checking its similarity

to the previously seen documents or their representatives (e.g., centroids of the doc-

uments related to the same topic) against some threshold value. Such an approach

has been failing so far in case of our algorithms for the MTC problem and that is the

motivation for our search for another solution.
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A Metaheuristic for Classification
of Interval Data in Changing
Environments

Piotr Kulczycki and Piotr A. Kowalski

Abstract The Bayes approach is arguably the classification method most used in
unspecialized applications, thanks to its robustness, simplicity, and interpretability. The
main problem here is establishing proper probability values. This paper deals with
adapting the above method for cases where the classified data is of interval type, with
changing environments (evolving data stream, concept drift, nonstationarity). The
probability values are estimated using nonparametric methods, thanks to which the
procedure becomes independent of characteristics of learning subsets representing
particular classes. They can also be supplemented with new, current observations,
added while performing the algorithm. The investigated process also removes elements
with negligible or even negative impact on accuracy of results, which increases the
effectiveness of adaptation in conditions of changing reality. It is possible to differ-
entiate the meanings of particular classes. The method allows any number of them. The
particular attributes of data elements may be continuous, categorical, or both.

Keywords Data analysis ⋅ Classification ⋅ Interval data ⋅ Changing
environment ⋅ Adaptation

1 Introduction

One of the main tasks of contemporary data analysis is classification [2, 5]. Suppose
that we have a data set, whose particular elements are assigned labels explicitly,
indicating membership of particular, previously defined subsets, constituting
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specific classes. Such a label should be forecast for another element submitted for
testing which does not already have one. This procedure of mapping a label sug-
gesting membership to a class, to an investigated element is called a classifier.1 If
the concept of the classifier is based on a rough method, giving no strict guarantee
of finding the best or even a correct solution, it can be categorized as heuristic [23],
while if a few different concepts combine, where some act as servants to others,
then it becomes metaheuristic. Finally, when computational intelligence method-
ology [11] is used, the data set mentioned at the beginning becomes a learning set.
Its subsets assigned to particular classes are referred to as patterns.

This publication concerns the classification of data given in interval form [10],
including also the multidimensional case. The fundamental benefit of this type of
data is its simplicity, transparency, and possibility of using well-developed math-
ematical apparatus. Besides actual interval analysis, the case investigated here also
includes a probabilistic approach with uniform distribution as well as fuzzy logic
for a rectangular membership function. On the other hand in this publication,
patterns consist of elements which are uniquely determined (including single-point
distribution or crisp numbers for probabilistic and fuzzy approaches, respectively).
This corresponds to many situations occurring in practice, for instance when pat-
terns are formed from elements precisely measured some time ago (e.g., exchange
rates, outside temperature), but the forecast, ambiguous in nature, is classified and
presented in interval form [17].

Changeability in time of analyzing data is assumed here. Literature terms this a
changing environment [21], occasionally also evolving data stream [3], concept
drift [29], nonstationarity [19], or relates it with the adaptation process [4]. Such a
problem is most commonly connected to permanent supplementation of a data set
with new elements, which are naturally the most up to date and therefore the most
valuable. In the methodology presented below, each of the patterns’ element
receives coefficients proportional to their influence on correct results. Those ele-
ments with smallest coefficients are removed, although an exception is made for
those with successively growing values, as their character is in accordance with the
trend of changes in the environment.

The metaheuristic proposed here will construct Bayes classifier [5], with a
deservedly high opinion among researchers. It possesses a range of advantages,
both theoretical (ensuring minimum expectation value of losses resulting from
classification errors, albeit for incompletely fulfilled assumption of the attributes’
independence) and practical (the idea is simple, robust, and being easy to interpret,
is easy to modify). This method allows any number of classes and enables to
differentiate their meaning from a practical perspective. The probability values
existing in the classifier will be established by means of the nonparametric kernel
estimators methodology [16]. Patterns can therefore be of any shape, including
consisting of separate parts. Particular attributes of processed data may be

1Sometimes this procedure performs the function of reflecting reality with mathematics and
information technology, which explains why it is occasionally called a model.
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continuous, categorical, or a combination of both. It is worth noting that, thanks to
the correctly chosen measure of similarity, it is possible to treat categorical vari-
ables as multivalued, including binary. The fixing and adaptation of estimators’
parameters are carried out based on optimization procedures [12] and a sensitivity
analysis known from the artificial neural networks technique [30].

The initial sections, Sects. 2–5, shortly present a theoretical basis applied later in
the Sect. 6, the main section, to create the classification procedure for use in
changing environments. Conclusions with numerical verification, followed by final
comments, are the subject of Sect. 7.

The concept worked out here connects research for the interval stationary case
with the deterministic nonstationary, which are accessible in the papers [18, 19],
respectively. Initial results were described in the publication [20]. The specific
aspects of using neural networks in the methodology proposed here are the subject
of the articles [14, 15], currently in press.

2 Kernel Estimators

The nonparametric method of statistical kernel estimators enables the establishment
of characteristics—mainly density of distribution—without any prior knowledge
concerning its type. Thus, let an n-dimensional continuous random variable be
given. Suppose that its distribution has a density, denoted by f. Having the random
sample

x1, x2, . . . , xm ð1Þ

one can obtain its kernel estimator [16, 26, 28] defined as

f ð̂xÞ= 1
mhn

∑
m

i=1
K

x− xi
h

� �
, ð2Þ

whereas the function K: Rn → ½0,∞Þ, named a kernel, is measurable, symmetrical
with respect to zero, has a weak global maximum at this point, and fulfills the
condition

R
Rn KðxÞ dx=1; the constant h>0 is called a smoothing parameter.

The generalized one-dimensional Cauchy kernel

KðxÞ= 2

π ðx2 + 1Þ2 , ð3Þ

will be used in the following. This type of kernel lends itself especially well to the
classification problem, thanks to the presence of so-called “heavy tails”, valuable in
areas of potential division into particular classes, actually lying on peripheries of
distributions associated with them. For the multidimensional case, the product
approach will be used. The kernel is then defined as
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KðxÞ=K

x1
x2
⋮
xn

2664
3775

0BB@
1CCA=K1ðx1ÞK2ðx2Þ . . . KnðxnÞ, ð4Þ

where K1, K2, . . . ,Kn represent one-dimensional kernels (3). Note that the
expression hn must be substituted in definition (2) by h1 ⋅ h2 ⋅ . . . ⋅ hn, i.e., the
product of smoothing parameters for consecutive coordinates. Observe also that
thanks to the continuity of the kernel (3)–(4), the estimator f ̂defined by equality (2)
is also continuous.

Due to the planned correction in the smoothing parameter h, for calculation of its
value the so-called simplified method is enough [16—Sect. 3.1.5; 28—Sect. 3.2.1].
In the one-dimensional case, as well as for particular coordinates in the multidi-
mensional case, the smoothing parameter can be then calculated from a simple
formula:

h=
WðKÞ
UðKÞ2

8
ffiffiffi
π

p
3m

 !1 5̸bσ, ð5Þ

while WðKÞ= RR KðxÞ2 dx, UðKÞ= RR x2KðxÞ dx, and bσ is an (one-dimensional)
estimator of standard deviation obtained on the basis of sample (1). For the Cauchy
kernel (3) one has WðKÞ=1 and UðKÞ=5 4̸π.

Kernel estimators are fully presented in the classic monographs [16, 26, 28], also
including among others comments on the choice of kernel type [16—Sect. 3.1.3;
28—Sects. 2.7 and 4.5], algorithms for calculation of the smoothing parameter
[16—Sect. 3.1.5; 28—Chap. 3 and Sect. 4.7], and additional concepts for fitting
this type of estimator to specific conditions (e.g., boundary of random variable
support) and procedures generally increasing its quality. In this latter group, it is
worth highlighting the procedure for a smoothing parameter modification
[16—Sect. 3.1.6; 26—Sect. 5.3.1], narrowing of particular kernels in dense areas
(which enables better characterization of individual features of distribution), and
also “flattening” them in sparse regions to additionally smooth the estimator on the
peripheries (“tails”) of distribution. The potential addition of this aspect to the
material presented below is obvious and has been described in detail in the
paper [19].

Kernel estimators can also be constructed for different than continuous types of
attributes, in particular categorical (nominal and ordered), which through the
appropriate selection of similarity measure offers a wide range of generalizations to
multivalued variables, including binary. Various compositions of the above types
are also possible. The explanations for this topic can be found in the publications [7,
22, 24]. The supplementation of this aspect to the considerations presented in this
work is obvious.
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3 Bayes Classification

The classification process consists of creating a decision rule, which will map to the
tested element an additional label, demonstrating supposed membership to one of the
earlier defined classes. These classes are represented by patterns, i.e., sets of elements
already possessing such labels. At the beginning consider a continuous random
variable. First, the one-dimensional case (relating to the previous section: n=1) will
be investigated. Consider therefore the tested quantity, given in the formof the interval

½x, x�, ð6Þ

while x≤ x ̄. Note that when x= x ̄, it becomes precise (i.e., deterministic or sharp).
Let also J classes of the sizes m1, m2, . . . , mJ be represented by patterns composed
of real numbers:

x11, x
1
2, . . . , x1m1

ð7Þ

x21, x
2
2, . . . , x

2
m2

ð8Þ

⋮

xJ1, x
J
2, . . . , x

J
mJ
. ð9Þ

(Note that the upper index in the notations (7)–(9) denotes membership to a fixed
class). Bayes classification consists of mapping the tested element (6) to the j-class
(j=1, 2, . . . , J) if the largest is the j-th value among

m1f1ðx ̃Þ, m2f2ðx ̃Þ, . . . , mJfJðx ̃Þ, ð10Þ

where f1, f2 , . . . , fJ denote probability density with the condition of its member-
ship to the class 1, 2, . . . , J, respectively. In the metaheuristic investigated here,
these densities will be defined by kernel estimators methodology, described in
Sect. 2, where successive patterns (7)–(9) will be used as samples (1). Suppose
therefore such estimators of the above densities as f 1̂, f 2̂, . . . , f Ĵ . Then expressions
(10) take the form

m1f 1̂ðx ̃Þ,m2f 2̂ðx ̃Þ, . . . , mJf Ĵðx ̃Þ. ð11Þ

In turn for interval type of data, denoted in the form of element (6), one can
conclude that it belongs to the j-class when the biggest is the j-th value from among

m1

x− x

Zx
x

f 1̂ðxÞ dx,
m2

x− x

Zx
x

f 2̂ðxÞ dx, . . . ,
mJ

x− x

Zx
x

f ĴðxÞ dx. ð12Þ
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If one uses the continuous kernel K, then formula (12) becomes the generalization
of (11). In fact, here the kernel estimator f ĵ is also continuous, therefore for any
fixed x ̃∈ ½x, x�, if the length of interval (6) is reduced to 0 by x→ x ̃ and x→ x ̃, then
one obtains

lim
x→ x ̃
x ̄→ x ̃

1
x− x

Zx
x

f ĵðxÞ dx= f ĵðx ̃Þ for j=1, 2, . . . , J. ð13Þ

The expressions (12) transform into (11).
Furthermore, the positive expression 1 ð̸x− xÞ can be removed as having no

influence on which factor in formula (12) is the largest. Then it becomes equivalent
to

m1

Zx
x

f 1̂ðxÞ dx, m2

Zx
x

f 2̂ðxÞ dx, . . . , mJ

Zx
x

f ĴðxÞ dx. ð14Þ

Moreover, for every j=1, 2, . . . , J we have

Zx
x

f ð̂xÞ dx= bFðxÞ− bFðxÞ ð15Þ

with

bFðxÞ= Zx
−∞

f ð̂yÞ dy. ð16Þ

Substituting to the above dependency the definition for kernel estimator (2) (for
n=1) with Cauchy kernel (3) and removing once again the positive constant 1 m̸π
irrelevant here, one can obtain the following analytical formula:

bFðxÞ= ∑
m

i=1

ðx2 − 2xxi + x2i + h2Þ arctg x− xi
h

� �
+ hðx− xiÞ

x2 − 2xxi + x2i + h2
+

π

2

� �
. ð17Þ

In summary: the tested element (6) should be mapped to the j-class
(j=1, 2, . . . , J) if the j-th value is the largest from expressions (14). The integrals
appearing there can be calculated using formula (15) with substitution of depen-
dence (17). This completes the classification algorithm in the one-dimensional case.
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Now consider the multidimensional case, i.e., n>1, when the interval vector

½x1, x1�
½x2, x2�

⋮
½xn, xn�

2664
3775 ð18Þ

is tested, while elements of patterns (7)–(9) belong to the space Rn. Then expres-
sions (14) are

m1

Z
E

f 1̂ðxÞ dx, m2

Z
E

f 2̂ðxÞ dx, . . . , mJ

Z
E

f ĴðxÞ dx, ð19Þ

where E= ½x1, x1�× ½x2, x2�×⋯× ½xn, xn�. To calculate the above integrals, observe
that for the product kernel (4), the following is true:Z

E

KðxÞ dx= ½I1ðx1Þ− I1ðx1Þ�½I2ðx2Þ− I2ðx2Þ� . . . ½InðxnÞ− InðxnÞ�, ð20Þ

where Ii means the primitive function of the one-dimensional kernel Ki for
i=1, 2, . . . , n. Equalities (15) and (17) provide analytical formulas for obtaining
the values of these integrals, which completes the procedure for classification of
interval data in the continuous random variable case.

The above material can be easily transposed from continuous to categorical
variables. Here, an interval element should be understood to be the set sum of
several categories. In this situation, testing an element of such type, one should add
the kernel estimators values for all categories belonging to the created sum (or their
combinations if there are a number of categorical attributes), and then apply cri-
terion (11). The procedure is similar for a combination of continuous and cate-
gorical attributes: for fixed categories belonging to the set one should—using the
above-presented methodology—calculate kernel estimator values for continuous
attributes, add them, and finally apply criterion (11).

Finally, generalize expressions existing in (11) and (19), introducing the coef-
ficients z1, z2, . . . , zJ >0 in the following manner:

z1m1

Zx
x

f 1̂ðxÞ dx, z2m2

Zx
x

f 2̂ðxÞ dx, . . . , zJmJ

Zx
x

f ĴðxÞ dx ð21Þ

z1m1

Z
E

f 1̂ðxÞ dx, z2m2

Z
E

f 2̂ðxÞ dx, . . . , zJmJ

Z
E

f ĴðxÞ dx, ð22Þ
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respectively. Taking as standard values z1 = z2 = . . . = zJ =1, formula (21) brings
us to (14), and (22) to (19). By appropriately changing the value zi, one can
appropriately influence the probability of assigning elements from the i-th class to
other wrong classes, although potentially at the cost of increasing the total number
of misclassifications. This concept can be applied in such situations where partic-
ular classes are associated with phenomena of different significance to the inves-
tigated task, or diverse conditioning. In the case of changing environments, moving
patterns represent a much more difficult scenario. They may contain elements which
are no longer current, or have already appeared, but will only become typical in the
future. The adaptation procedure for such patterns is significantly less efficient than
for unchanging patterns, where instead of the necessity for updating they can be
successively improved by removing less effective elements. In the presented
problem, the coefficient zi values should be, respectively, proportional to the speed
of changes of the i-th classes. The value, 1.25 can be proposed as initial; generally
for the most applicational tasks z1, z2, . . . , zJ ∈ ½1, 1.5�.

Bayes classification is highly regarded among practitioners. It is uncomplicated,
easily interpretable, and often provides results better than many more refined
procedures. Together with kernel estimators, with a very small value of the
smoothing parameter, it is reminiscent of the nearest neighbor algorithm, whereas
when it is large, it is similar to average (mean) linkage. Thanks to the proper choice
of the smoothing parameter, it seems possible to obtain better results than in the
case of those two effective methods. Within the proposed metaheuristic, this aspect
is reflected in the optimal correction of the above parameter, presented in the next
section.

More details concerning Bayes classification is included in the publications [1,
5]; see also [9, 13]. A somewhat broader presentation of the material of the above
section can be found in the paper [18].

4 Correction for Smoothing Parameters

With the aim of improving quality of results as well as creating the possibility of
keeping up with environment changes, the metaheuristic investigated here applies a
correction procedure to the smoothing parameters values, using optimizing algo-
rithms, suiting the value (5) to the classification problem.

Thus, suppose n correcting coefficients b1, b2, . . . , bn >0, which will be used to
multiply the particular smoothing parameters h1, h2, . . . , hn calculated using for-
mula (5), respectively. Note that the case b1 = b2 = . . . = bn =1 means a lack of
correction. Assume the natural performance index

Jðb1, b2, . . . , bnÞ=# incorrect classificationsf g, ð23Þ

where # denotes here the number of elements, and the task of minimization of its
value. First, on the grid created for the values bj =0.25, 0.5, . . . , 1.75 for every
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coordinate j=1, 2, . . . , n, one should calculate the values of the above index, and
then choose the best five. Next, treating these points as initial, static optimization
methods in the space Rn ought to be used. The value of index (23) can be calculated
by the classic leave-one-out method. Due to these values being integers, a modified
Hook–Jeeves procedure [12], with initial step taken as 0.2, was applied. Other
conceptions are described in the survey paper [27]. After finishing the above five
“runs” of the Hook–Jeeves procedure, one should select one of these values of the
correcting coefficients b1, b2 , . . . , bn for which functional (23) value for the end
point is the smallest.

However, the above-presented correction of the smoothing parameters procedure
is not necessary, it increases classification accuracy, enhances adaptation, and
furthermore enables the use of a simplified method for calculating smoothing
parameters values (5), based on the square criterion, which is not always beneficial
to the classification task [8]. Its influence could have particular significance in
abrupt or atypical changes of environment. When applying the modification pro-
cedure for the smoothing parameter (see the penultimate paragraph of Sect. 2), the
above action undergoes moderate generalization in accordance with the concept
described in the paper [19].

5 Pattern Size Reduction

In practical tasks, several elements of patterns (7)–(9) might be unimportant, and in
some cases may even have negative influence for classification quality. Their proper
selection and removal can improve the correctness of results, and also—thanks to a
reduction in pattern sizes—significantly accelerate calculations. To this end, we
shall generalize the definition of kernel estimator (2) to the following form:

f ð̂xÞ= 1
mhn

∑
m

i=1
wiK

x− xi
h

� �
, ð24Þ

where the coefficients w1, w2, . . . , wm ≥ 0 introduced above are normed such that

∑
m

i=1
wi =m. ð25Þ

In the special case wi ≡ 1, formula (24) reduces to its initial definition (2). The
parameters wi are intended to characterize the influence of the respective i-th ele-
ments of the patterns on the accuracy of results. In order to calculate their values,
the sensitivity analysis, familiar from the theory of artificial neural networks [6, 30],
will be applied. Its aim is to define—after the learning phase—the influence of the
particular inputs ui of a neural network on its output value y, described in the natural
way by the quantity
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Si =
∂ yðx1, x2, . . . , xmÞ

∂xi
for i=1, 2, . . . ,m, ð26Þ

and then to aggregate information in the form of the coefficients

Si =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
P

p=1
ðSðpÞi Þ2

P

vuuut
for i=1, 2, . . . ,m, ð27Þ

where SðpÞi with p=1, 2, . . . ,P denotes the value (26) for particular iterations.
A detailed description of the sensitivity method, together with the appropriate
formulas, is presented in the publications [6, 30]. The configuration of neural
networks and specific aspects associated with this topic are presented in the separate
papers [14, 15]. To every class characterized by patterns (7)–(9) an individual
network is assigned. For the sake of simplified notation, the index j=1, 2, . . . , J
of particular classes will be fixed hereinafter.

In order to define the values of the parameters introduced in definition (24), first
calculate auxiliary quantities

w̃i = 1−
Si

∑
m

j=1
Sj

0BBB@
1CCCA, ð28Þ

finally normed—in consideration of condition (25)—to

wi =m
w̃i

∑
m

i=1
w̃i

. ð29Þ

The concept of the above formulas stems from the fact that neural networks are
most sensitive to redundant and atypical elements which, from a classification point
of view, are mainly of negative significance, therefore they receive the values w̃i

and in consequence wi should be proportionately small. Note also that due to the
shape of formulas (26)–(27), in practice not all coefficients Si are equal to zero,
which guarantees the nominator in dependence (28) is not equal to zero.

Finally, those elements of patterns (7)–(9) for which wi <1 are removed. The
limit value 1 results from the fact that, thanks to the form of normalization (29), the
arithmetic mean of parameters equals 1. Empirical research carried out confirmed
this theoretically conditioned point of view [14, 15].
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6 Classification Metaheuristic

This crucial section collates the material presented in this paper. Procedures pre-
sented earlier in Sects. 2–5, will be joined in the classifying metaheuristic designed
for the changing environment case. An illustration is provided in Fig. 1. Blocks
drawn with a continuous line denote operations performed on all elements of
patterns, with a dashed line—on particular classes, while a dotted line symbolizes
operations for each element of those patterns.

To start, one should fix the so-called reference sizes of patterns (7)–(9), denoted
hereinafter as m*

1, m
*
2, . . . ,m*

J . They are the sizes of patterns defined during the
reduction procedure presented in Sect. 5. Of course, initial patterns must be of a
size no smaller than the reference ones. These values may be changed, with the
natural boundary that their increase cannot be smaller than the amount of new
elements. To begin one can propose m*

1 =m*
2 =⋯=m*

J =25 ⋅ 2n. Greater values
may cause an increase in calculation time, while smaller a drop in accuracy of
results.

Initial patterns (7)–(9) constitute preliminary data submitted for investigated
procedure. First, the values of the smoothing parameters h1, h2 , . . . , hn are cal-
culated according to the material of Sect. 2. This action is denoted in Fig. 1 as
block A. The subsequent block B symbolizes computation for the coefficients b1,
b2 , . . . , bn values, realizing a correction of the smoothing parameters, worked out
in Sect. 4.

The next step, described in Sect. 5 (block C in Fig. 1), consists of the calculation
of the parameters wi values, carried out separately for particular classes. After that,
these parameters are sorted within each class (block D in Fig. 1). Any sorting
procedure [25] can be used here. Following this, shown in Fig. 1 as block E, the m*

1,
m*

2, . . . ,m*
J elements corresponding to the largest values wi are the basis of the

principal phase of the investigated procedure—Bayes classification (block F in
Fig. 1), which will be discussed in the subsequent paragraph. On the other hand,
elements corresponding to smaller values wi are sent to block U, during which the
derivative w

0
i is calculated individually for each of them. Newton’s interpolation

polynomial for the last three observations can be proposed here; its description,
together with formulas as well as similar methods are presented in the survey paper
[27]. (If for some element, three previous values wi are not available, then they can
be filled with zeroes, artificially increasing a derivative, while at the same time
securing such elements against premature removal.) Later the values w

0
i are sorted

separately for specific classes (block V in Fig. 1), after which—within block W—

elements of each pattern in the number

qm*
1, qm

*
2, . . . , qm*

J , ð30Þ

respectively, with the largest positive derivative values, return to block A at the
beginning. The leftover elements are finally removed, as is shown in block Z.
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Fig. 1 Classification metaheuristic
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The positive parameter q introduced above in formula (30) implies the part played
in further tests of elements with small, but successively increasing significance,
therefore preceding trends of environment changes, as it were. The initial value
q=0.2 is proposed; generally q∈ ½0.1, 0.25� depending on intensity and uniformity
of changes. Bigger values may improve the adaptation process but lengthen cal-
culation time, while smaller ones bring contrary effects.

Let us return to Bayes classification, the essence of the procedure presented here.
As mentioned at the top of the previous paragraph, this stage sees the arrival of
those patterns’ elements which have the greatest influence on accurate results. First
the parameters’ wi values are once more calculated, in accordance with Sect. 5
(block F in Fig. 1). Then within block G those elements for which wi <1 are
excluded from further processing and sent at the beginning to block A, while those
with wi ≥ 1 are prescribed to block H, where they form the basis for Bayes clas-
sification, described in Sect. 3 (block H in Fig. 1). Testing can be performed on
many interval data of type (6) or (18). Next all patterns’ elements join block A at
the beginning.

The presented procedure can be repeated as soon as new elements are provided
to block A. In addition, there are also applied the previously used m*

1, m
*
2, . . . ,m*

J
elements with the largest values wi as the most valuable for accuracy of results, as
well as approximately qm*

1
, qm*

2
, . . . , qm*

J
ones having the greatest positive

derivative w
0
i, as not having yet big influence but successively increasing their

significance as the environment changes.
The expanded description of the procedure presented above can be found in the

paper [19].

7 Verification and Final Comments

The correctness of the method described in this paper underwent comprehensive
numerical verification. In particular, it was shown that the classification developed
here offers correct results also in cases of nonseparated classes with composite
multisegment and multimodal patterns. The character of changing environment may
increase successively, abruptly, or also periodically, although the best results are
found in the first case. The standard values proposed in this text for the parameters
used were obtained as deductions from simulations carried out.

The results differed little in nature from those obtained in the basic case where an
element which is uniquely defined, e.g., deterministic or crisp, undergoes testing. It
proves proper averaging introduced by formulas (14) and (19).

As an example, presented in Fig. 2, let us consider the illustratory
two-dimensional case with two classes, one of which is invariable, with the other
also unchanging at the beginning, after the 18th step it starts to change its place, and
then—after describing a full orbit around the first class—stops in the 54th step at its
initial location. The remaining parameters are accepted in the form proposed above
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in this text. One can see in Fig. 2 that the number of misclassifications increases
sharply at times when the environment changes its character, i.e., in steps 18 and
54. The prediction function is then ineffective by nature. In the periods of non-
stationarity, i.e., before the 18th and after the 54th step, the rate of errors stabilizes
at a value of 0.08, whereas in the period of constant changes between the 18th and
54th steps, at the higher 0.105. This is still lower than the maximums values 0.12,
which would be maintained without the influence of the adaptation function
designed here.

Further research was undertaken on the influence of size of imprecision of
classified data—represented by the length of intervals—on accuracy of results. In
this aspect also the effects showed themselves to be fully satisfactory. If the interval
length was less than the generally understood distance between centers of specific
patterns (a condition usually fulfilled in practice), then its growth did not cause an
increase in the mean value of incorrect classifications, but in fact the results
underwent some stabilization—the variance of misclassifications decreased. Again
averaging, introduced by formulas (14) and (19), proves to have a positive
influence.

A broader description of particular aspects of the above simulations can be found
in the papers [14, 15, 18, 19].

The metaheuristic proposed in this paper was compared with other classification
methods based on computational intelligence, e.g., Support Vector Machine, as
well as natural, e.g., counting components of patterns which are included in the
tested element. Unfortunately, no method has been found to allow exactly the same
conditionings: uniquely defined patterns elements, interval form of tested element,
changing environment, any number of classes and patterns shapes, categorical
attributes. For this reason, it was possible only to compare with simplifications
fitting suitable methodologies, and so offer the results presented below purely in a
qualitative aspect. The advantage of the metaheuristic proposed in this paper mainly
lies in the smaller number of misclassifications for stabilized variability of envi-
ronment, which in Fig. 2 appears as a significant decrease in errors between 30 and

Fig. 2 Number of
misclassifications at particular
steps of the representative run
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55 steps. Better results are also achieved here in areas between particular patterns,
which are always troublesome for classification, as well as for long intervals rep-
resenting specific attributes of tested elements. Thanks to the calculational com-
plexity of particular procedures of the metaheuristic under investigation, the
proposed method is especially destined for those cases where slow learning is
permitted, but the classification process itself must be fast. This is achieved in great
part by obtaining an analytical form of formulas (15)–(17). The computational
complexity of the classification phase alone amounts to OðnJ mÞ, and therefore is
linear with respect to dimensionality of space, number of classes, and size of their
patterns.
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A Fuzzy Information Propagation Algorithm
for Social Network Based Recommender
Systems

Gergely Posfai, Gabor Magyar and Laszlo T. Koczy

Abstract Web-based services that have become prevalent in people’s everyday life

generate huge amounts of data, which makes it hard for the users to search and dis-

cover interesting information. Therefore, tools for selecting and delivering person-

alized contents for users are crucial components of modern web applications. Social

recommender systems suggest items to users assuming the knowledge of the users’

social network. This new approach can alleviate the common weaknesses of tradi-

tional recommender systems, which completely ignore the users’ personal relation-

ships in the recommendation process. In this paper, a social network based fuzzy

recommendation technique is presented, which propagates information through the

users’ social network and predicts how users would probably like a certain prod-

uct in the future. Experimental results on a public dataset show that the proposed

method can significantly outperform popular and widely used recommendation sys-

tem methods in terms of recommendation coverage while maintaining prediction

accuracy and performs especially well for cold start users, that have only rated a few

items or no item at all previously.

1 Introduction

Nowadays, the growing popularity of web-based services and applications resulted in

the generation of enormous amounts of data. The dramatically increasing volume of

information makes it difficult for the applications to provide relevant, personalized,
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engaging contents for their users. Recommender systems emerged to deal with this

information overload problem and have become extremely common in recent years.

Recommender systems are software tools and techniques that seek to predict the

rating that a user would give to an item [1]. That is, typically, in a recommender

system, we have a set of users and a set of items, and each user rates a subset of

items on a certain scale of rating values. In order to suggest items to users they would

probably like, a recommender system tries to predict how users would rate the non-

rated items. Applications of recommender systems include recommender systems for

movies (imdb), music (last.fm), jobs (LinkedIn), friends (Facebook), search queries

(Google), products in general (Amazon, Ebay), etc.

Traditional recommender systems typically can be classified into two groups—

content-based and collaborative filtering recommender systems [2]. Content-based

methods recommend items to users that are similar to the ones that the user has

already liked [3]. Similarity between items is computed based on the set of fea-

tures associated with items. Collaborative filtering techniques leave the properties

of items out of the consideration and only take the users’ past ratings into account.

Such methods recommend items to users that similar users have already liked [4–6].

The underlying idea of collaborative filtering is that if a user in the past agreed with

other users, then other recommendations coming from these similar users should be

relevant as well. Similarity between users is calculated based on the users’ rating

history.

Collaborative filtering is the most widely used recommender system method and

has been successfully employed in many applications. In most cases it is very effi-

cient and can be applied in any domain as it relies only on the users’ past ratings

and does not use the features of items as opposed to content-based recommender

systems. Despite the prevalence and popularity of collaborative filtering systems,

they have some significant limitations [7–9]. Collaborative filtering performs very

poorly for so-called cold start users, who only rated a few items in the past and there-

fore their similarity with other users cannot be estimated accurately. Additionally,

traditional recommender systems does not incorporate information from the users’

personal relationships in the recommendation process, although, in real life, when

people make decisions—e.g., choose a restaurant to go to, a movie to watch, a prod-

uct to buy—they often rely on the opinion of friends, family, or colleagues.

The widespread expansion of social network based services propelled the explo-

sion of data available regarding the users’ personal relationships, which provides

possibility for deeper analysis and exploitation of such information. Social and trust-

aware recommender systems aim to overcome the weaknesses of collaborative filter-

ing and content-based recommendations by leveraging the users’ social network and

producing recommendations for users based on the preferences of their neighbors

[7–16]. Therefore, in a social recommender system setup the users’ social network

is assumed to be known explicitly or implicitly. We focus on the case when users

explicitly establish friendships between each other, however, in many cases such

information is not available and relationships have to be inferred implicitly.

In order to solve the mentioned problems of collaborative filtering we intro-

duce a novel, social network based fuzzy recommender system method called SNF,



A Fuzzy Information Propagation Algorithm for Social Network . . . 37

which produces recommendations by propagating known ratings along the friend-

ships of the users’ social network and uses fuzzy sets and fuzzy operations to take

into account the uncertain nature of how friends influence each other. In this paper,

we focus on the rarely studied recommender system setup, when there is only a single

item of interest that users rate (e.g., a service, a political candidate, a new product),

and given an initial set of known ratings on the item and the friendship network of

users, the recommender system provides rating predictions for other users.

The remainder of this paper is organized as follows. Section 2 provides an

overview of existing approaches to social and trust-aware recommender systems.

In Sect. 3, we introduce our novel social network based fuzzy recommender system

method. The results of an experimental evaluation and comparisons with other meth-

ods are presented in Sect. 4, followed by the conclusion and possible directions of

future research in Sect. 5.

2 Related Work

Social and trust-aware recommender systems both aim to leverage the users’ per-

sonal relations in the recommendation process in order to improve recommendations

[7–16]. Trust-aware methods utilize the users’ web of trust, while social recom-

mender systems utilize the users’ friendship network during recommendation. In the

web of trust edges indicate directed trust relationships, while the edges of friend-

ship networks represent bidirectional friendships. As a consequence trust-aware and

social recommender systems have a few differences [15], however, they are essen-

tially the same, and often they are not even distinguished [9]. In this paper, we intro-

duce a method which relies on the users’ friendship network, therefore we propose

a social recommender system method. However, as many other social recommender

system method, ours can also be applied to trust networks too by assigning directions

to the edges of the friendship network in both directions.

Many of the earliest trust-aware recommendation methods belong to Masa and

Avesani. In [7] they provide a trust-aware method, which computes recommenda-

tions in two steps. First, they extend the existing direct trust relationships, and com-

pute indirect trust values between distant users by propagating trust values along the

edges of the web of trust. Then they use the direct and inferred trust values in the sec-

ond step to give more weight to trusted users in the calculation of recommendations.

Their method also uses the mean values of the users’ previous ratings, which is not

available in our setting, since we focus on the case when there is only a single item

that users rate, however, the dataset used in our experiments (see Sect. 4.1) makes it

possible to retrieve the users’ mean rating values, therefore we included the method

proposed by Masa and Avesani as a trust-aware benchmark in our experiments.

Matrix factorization is extensively used for model based collaborative filtering.

These methods transform both items and users to the same latent factor space in a

way to minimize an objective function, then the computed latent feature vectors are

used to compute the final recommendations [1]. Social and trust-aware methods are
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also frequently built on matrix factorization [9, 13–15] as it can be efficiently used to

minimize the distance between the latent feature vectors of connected users. Addi-

tionally, more refined recent models also incorporate the notion of trust propagation

in the recommendation process [9, 15]. A significant drawback of matrix factoriza-

tion models is that the latent feature vectors have to be recomputed when a new

rating becomes available, which can be very resource demanding [9]. Since matrix

factorization-based approaches heavily rely on the user-item matrix, they cannot be

applied in our setup.

In [17], Andersen et al. pose a set of axioms of desirable characteristics for trust-

aware recommender systems and introduce a few recommendation strategies that are

in compliance with certain subsets of the introduced axioms. One of their recommen-

dation methods is based on random walks and works by propagating known ratings

from source users to others along the edges of random walks in the users’ web of

trust. In accordance with our experiments, they also focus on the case, when there

is only one single item that users rate. In their model ratings can be either positive

(voters), negative (nonvoters) or neutral. Unfortunately, the paper lacks of empirical

evaluations, therefore it is difficult to determine the efficiency of the proposed meth-

ods, so we included a slightly modified version of their random walk-based method

in our analysis (see Sect. 4.2).

In [16], Bharadwajk and Al-Shamri propose a fuzzy computational trust and rep-

utation model. While trust describes an individual relation between two users, rep-

utation is a global attribute of users that can be defined as what is generally said

or believed about a person’s standing. In their model Bharadwajk and Al-Shamri

compute reputation values in two steps. First, individual reputation scores are com-

puted according to the beta reputation model [18], and second, the OWA [19] fuzzy

operator is used to compute the users’ overall reputation scores by aggregating the

individual scores. In order to assess trust values two fuzzy subsets are applied (satis-

fied and unsatisfied) to describe the users’ global trust values from which they infer

individual trust values for pairs of users. They also propose a way to incorporate

the assessed reputation and trust values in a recommender system in order to restrict

the set of participating users in the recommendation process to the most trustworthy

and most similar users. An empirical analysis showed that their procedure outper-

formed other well-known methods like the eBay reputation model. Unfortunately

their method is not appropriate for our setup as it leverages the user-item matrix and

uses a symmetric trust scale where distrust can also be expressed along with trust,

whereas in our analysis we only have friendships that can be considered as fully

positive trust statements.

3 Methodology

In this section, we present our novel social network based fuzzy recommender sys-

tem called SNF, which computes personalized recommendations for users by prop-

agating information along the edges of the users’ friendship network. The proposed
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method is an enhanced and optimized version of the preliminary recommender sys-

tem introduced in [20].

We denote the users’ social network by the undirected graph G < U,E >, where

U = {u1, u2,… , uN} is the set of users and E ⊆ U × U is the set of friendships.

The discrete set of possible rating values is denoted by V = {v1, v2,… , vM} and

ru represents the rating value given by user u. We have an initial set of users

U0 = {ur1 , ur2 ,… , urP} with observed ratings R0 = {rur1 , rur2 ,… , rurP } and another

set of users U1 ⊆ U ⧵ U0 with unknown ratings R1. Our goal is to determine as many

elements of R1 as accurately as possible based on knowledge of R0 and G < U,E >.

For each possible rating value we define a fuzzy subset on the set of users:

Wvi ∶ U → [0, 1] , i = 1, 2,… ,M, (1)

where Wvi(uj) is the membership value of user j in Wvi which is the fuzzy subset cor-

responding to the vi rating value. The membership values of a certain user describe

the user’s—known or predicted—rating, that is, the membership value of a given

rating value’s fuzzy subset represents that how likely the user would give that rat-

ing value for the item. Obviously, for known ratings the membership degree of the

actual rating value’s fuzzy subset is 1 and all the other membership values are 0. All

the membership degrees of the predicted ratings can take any value from the [0, 1]
interval. The final prediction value for a user is computed by weighting the possible

rating values by the user’s membership values in the corresponding fuzzy subsets

and calculating their weighted arithmetic mean. That is, the prediction for user u is

given as

pu =
∑

i∈M Wvi(u)vi
∑

i∈M Wvi (u)
. (2)

The membership values of users who do not have known rating are determined

by an information propagation procedure, which propagates the membership values

of known ratings from the users who issued the rating over all paths of the friend-

ship network to a given maximum path length. That is, we propagate the member-

ship values that belong to users with known ratings (U0) to users who do not have

known rating ((U ⧵ U0)). The membership values of user u ∈ (U ⧵ U0) are calculated

according to the following formula:

Wvi (u) = ∨1
q∈Uvi

s(∨2
p∈Pq,u,d

w(lp)) , (3)

where Uvi ⊆ U0 is the set users who rated the item with value vi, while Pv,u,d denotes

the set of paths from user v to user u with length equal or less than d, which is an

independent parameter determining the maximum distance of the propagation. Addi-

tionally, lp denotes the length of path p and w is the weight function, which lowers

the propagated membership value as the length of the path increases, s denotes a

transformation function which rescales the membership value gained from a single
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source user before it is aggregated with the membership values gained from other

source users, ∨1
and ∨2

denote fuzzy t-conorm functions used to aggregate mem-

bership values gained from different source users and different propagation paths

coming from the same source user, respectively.

The following weight function was applied in (3):

w(l) = ∧l
i=1𝛼 , (4)

where ∧ denotes a fuzzy t-norm operation, while 𝛼 is an independent parameter. The

underlying idea of the weight function is that in real life people usually rely more on

the opinion of close friends, than the opinion of barely known or unknown people.

Therefore, the effect of known ratings should decrease as they are propagated far

away from the source users [21]. Hence, the more far a rating is propagated the less

it will influence the predictions.

As the ratings might be propagated along a huge number of paths in the social net-

work the aggregated membership values retrieved by applying the∨1
fuzzy t-conorm

can be very high and can easily reach 1.0, which would deteriorate the effectiveness

of the ∨2
operation. Therefore, it is necessary to rescale the propagated membership

values between the application of the ∨1
and ∨2

fuzzy t-conorms, so we defined the

following scaling function which was applied in the formula of (3):

s(x) = 𝛽x , 𝛽 ∈ [0, 1], (5)

where 𝛽 is an independent parameter.

We also define a confidence value c for each prediction, which is obtained by

taking the fuzzy t-conorm of the user’s membership values, that is, the confidence

of the rating prediction for user u is calculated as:

cu = ∨3
i∈MWvi (u) , (6)

where ∨3
is an independent parameter.

Finally, at the end of the recommendation process we keep only the recommenda-

tions that have confidence values greater than or equal to 𝜃, which is an independent

parameter functioning as a confidence threshold. That is, the final set of rating pre-

dictions and their corresponding set of users are given as

Rp = {pu|u ∈ (U − U0) ∧ cu ≥ 𝜃} , (7)

Up = {u|u ∈ (U − U0) ∧ cu ≥ 𝜃} , (8)

where Rp is the set of produced rating predictions and Up is the set of users for which

we have rating predictions.
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Table 1 Selected parameter

values for the SNF method
Parameter SNF

d 3

𝛼 0.2

𝛽 0.01

∧ Algebraic product t-norm [22]

∨1
Yager t-conorm [23] (2.5)

∨2
Dombi t-conorm [24] (0.8)

∨3
Zadeh t-conorm [25]

𝜃 0.004

Based on extensive experiments we used the parameter settings presented in

Table 1 in our final model. The values enclosed in parentheses describe the chosen

hyperparameter values.

4 Experimental Results

This section describes the empirical evaluation of our method. First, we introduce the

dataset used for the analysis. Then we present a set of benchmark methods to which

we compared the performance of the SNF method, and also describe the metrics we

used to evaluate the performance of recommendation techniques. Then we assess

the impact of various parameters of SNF on the recommendation performance, and

finally, we present the comparisons with the benchmark methods.

4.1 Dataset

We used the Flixster dataset [9] in our empirical analysis, which is publicly avail-

able at http://www.cs.ubc.ca/~jamalim/datasets/. Flixster
1

is a social movie rating

website, where users can rate movies on a [0.5, 5] discrete scale with step size 0.5,

and also can establish friendships with other users. The dataset consists of ratings

and friendships. Each rating includes a user and a movie id, a rating value and a

timestamp, while the undirected friendships are identified by two user ids.

As mentioned earlier, we focus on the recommender system setup where there is

only a single item that users rate, therefore, when producing recommendations for a

movie the SNF method does not rely on ratings given to other movies. On the other

hand, since the Flixster dataset contains ratings on many movies, it is possible to

evaluate other types of recommendation techniques such as ones that leverage the

1
http://www.flixster.com.

http://www.cs.ubc.ca/~jamalim/datasets/
http://www.flixster.com
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Table 2 Datasets used in the empirical analysis

Dataset Statistic Value

Original ratings # Users with rating 147,612

# Items 48,794

# Ratings 8,196,077

Filtered observed ratings # Users with rating 19,407

# Items 1,500

# Ratings 84,212

Extended observed ratings # Users with rating 21,286

# Items 39,310

# Ratings 1,759,244

Filtered test ratings # Users with rating 10,147

# Items 1,500

# Ratings 31,215

Social network # Users 787,213

# Users with friend 1,500

# Undirected friendships 5,897,324

Network density 0.000019

Clustering coefficient 0.03299

user-item matrix. These methods then can be used as reference methods to which we

can compare the SNF method.

We created a known and a test dataset for the evaluation. Ratings between 06/01/

2008 and 06/01/2009 constitute the known or observed dataset, while ratings after

06/01/2009 constitute the test set. Since the original dataset is huge, we randomly

selected 1,500 items for our analysis, which make up the filtered observed and filtered

test datasets. We also created an extended version of the filtered observed dataset

by adding the remaining ratings of both the observed and test datasets’ users from

06/01/2008 to 06/01/2009. This additional dataset only serves for the evaluation of

benchmark methods that use the user-item matrix.

A few statistics of the various datasets are shown in Table 2.

4.2 Benchmarks

To assess the performance of the SNF method compared to well-known, popular rec-

ommendation methods, we included the following reference methods in our analysis:

∙ Item Mean (IM): As a rudimentary method, we included the mean value of the

movies’ observed ratings for each movie.

∙ Collaborative Filtering (CF): We also evaluated Resnick’s standard formula [4],

which is an extremely popular collaborative filtering method [7–9, 11, 12]. We
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used the Pearson correlation coefficient for the similarity metric between users.

Note that this approach utilizes the user-item matrix.

∙ Trust-aware (TA): As a trust-aware technique, we evaluated the method presented

by Massa and Avesani in [7] using the users’ friendship network as the web of trust

and assigning directions for every edge in both ways. Note that the method also

uses the users’ mean rating value on other items. We set the maximum distance of

trust propagation to 3, which is the same value we used in our method to restrict

the maximum distance of information propagation (see Table 1).

∙ RandomWalk (RW): As a social recommender system method, we included the

random walk-based method presented in [17]. We slightly altered their algorithm

to process ratings from the [0.5, 5.0] scale, and calculated the prediction for a user

as the mean of the rating values that were reached by the random walks started

from the current user. We generated 20,000 random walks for each user without

known rating that were terminated after either reaching a user with known rating

or reaching a maximum path length of 5,000 steps. Note that the RW method is

the only benchmark that utilizes exactly the same input data as the SNF method.

4.3 Metrics

The following two metrics were used in our analysis to assess the performance of

various recommendation strategies:

∙ Root Mean Squared Error (RMSE): Frequently used metric [8, 9, 15] to mea-

sure the error in recommendations, defined as:

RMSE =

∑
u∈(Up∩U1) |pu − ru|

|Up ∩ U1|
. (9)

∙ Coverage: The percentage of unknown ratings in the test dataset for which pre-

diction was provided:

Coverage =
|Up ∩ U1|

|U1|
⋅ 100% . (10)

4.4 Impact of Confidence Parameters

In this subsection, we examine how the value of 𝜃 and ∨3
influence the predic-

tion error and coverage. While 𝜃 controls how confidence values are used, ∨3
con-

trols how the confidence values are computed. Figure 1 shows the impact of the

two parameters. Each line corresponds to a fuzzy operation used as the value of

∨3
and describes how the RMSE and coverage change if we vary the value of 𝜃.
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Fig. 1 The impact of the

indepent parameter 𝜃 on the

MAE and coverage. By

choosing the value of 𝜃, we

determine the trade-off

between MAE and coverage

(quality and quantity)

The values in parentheses after the name of the operators indicate the used hyperpa-

rameter value of the corresponding fuzzy operator.

𝜃 is used as a confidence threshold to filter the final set of predictions. Increasing

the value of 𝜃 decreases coverage, as less predictions will be accepted. However,

it also improves accuracy (i.e. RMSE) as higher 𝜃 means we accept only higher

confidence values. Hence by setting the value of 𝜃 we can adjust the trade-off between

RMSE and coverage, i.e., prediction quality and quantity. In our final model we set

𝜃 to 0.004, which results in obtaining 70% coverage and a reasonable RMSE.

We tried four different fuzzy t-conorm operators for ∨3
in our experiments: alge-

braic sum [22], Dombi [24], Yager [23] and Zadeh [25] t-conorms. As can be seen on

Fig. 1 the performance of the various operators were close to each other, however, the

Zadeh t-conorm apparently outperformed the other operators under 30% coverage in

terms of RMSE, so in the final model we used the Zadeh t-conorm as ∨3
.

4.5 Impact of Information Propagation Fuzzy Operators

The process of information propagation in the SNF method is vitally affected by

the three fuzzy operators ∧, ∨1
and ∨2

, which determine how ratings are transitioned

and aggregated during the propagation, therefore it is very important to choose these

parameters carefully. We investigated the performance of the following fuzzy oper-

ators in our experiments:

∙ t-norms: algebraic product [22], bounded subtraction [22], Dombi [24], drastic

[22], Dubois [26], Hamacher [27], Schweizer and Sklar [28], Yager [23], Zadeh

[25],

∙ t-conorms: algebraic sum [22], bounded sum [22], Dombi [24], drastic [22],

Dubois [26], Hamacher [27], Schweizer and Sklar [28], Yager [23], Zadeh [25].
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Table 3 Most efficient combinations of fuzzy operators

∧t-norm ∨1
t-conorm ∨2

t-conorm RMSE at 70%

coverage

Algebraic product Yager (2.5) Dombi (0.8) 1.0867
Algebraic product Schweizer and Sklar

(-5.0)

Dombi (0.8) 1.0884

Schweizer and Sklar

(-2.0)

Yager (2.5) Dombi (0.8) 1.0893

Dombi (2.0) Yager (2.5) Dombi (0.8) 1.0899
Schweizer and Sklar

(-2.0)

Schweizer and Sklar

(-5.0)

Dombi (0.8) 1.0906

Table 3 shows the most efficient combinations of the ∧, ∨1
and ∨2

operators

regarding the achieved RMSE at 70% coverage based on our empirical analysis. The

values in parentheses indicate the applied hyperparameter of the corresponding para-

meter. The combination of the algebraic product t-norm, and the Yager and Dombi

t-conorms obtained the lowest RMSE, although, other combinations were also able

to perform almost as well. An interesting outcome of the experiments is the notable

prevalence of the Dombi t-conorm, which was unexceptionally used as the ∨2
para-

meter in the top combinations, which might be due to the peculiarity that with the

proper choice of its hyperparameter the characteristics of the Dombi t-conorm oper-

ator is quite unique and significantly differ from all the other tested t-conorms.

4.6 Comparisons

Figure 2 shows the obtained RMSE and coverage values of the SNF and the reference

methods.

As can be seen, the SNF method obtained the lowest RMSE noticeably outper-

forming all the benchmark methods. It is followed by the CF method which was

able to approximate the performance of SNF. The remainder methods performed

substantially poorer. The TA method attained only slightly lower RMSE than the

rudimentary IM method, while the RW method attained by far the worst accuracy.

The IM method achieved 100% due to the data sampling methodology (see

Sect. 4.1), during which only those items were selected into the test dataset that had

at least one rating in the observed dataset. Despite the IM method being able to pro-

duce recommendations for every item that has at least one observed rating, it has

very poor accuracy; it obtained the second worst RMSE. Besides the IM method,

the SNF method had the highest coverage obtaining more than 70% and dramat-

ically exceeding the other reference methods, including the CF method. The RW

method performed worst in terms of coverage too surprisingly underachieving the

other methods.
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Fig. 2 Comparison of

RMSE values
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(b) Comparison of coverages.

Based on the empirical analysis it could be inferred that with the exception of the

IM method’s coverage the SNF method was able to considerably outperform all the

reference methods both in terms of prediction quality and quantity, i.e., RMSE and

coverage. In terms of RMSE only the performance of the CF method was comparable

to the SNF method, however, it is important to note that the CF method relies on

a completely different type of input data, as it uses the user-item matrix to produce

recommendations. Only the RW method uses exactly the same input data as the SNF

method, but that method achieved very poor results, and was significantly exceeded

by the SNF method.
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5 Conclusion

Nowadays recommender systems have become a fundamental part of online applica-

tions and are used extensively to handle the information overload problem posed by

the huge amounts of generated data. The most popular and widely used technique for

recommender systems is collaborative filtering, which is extremely efficient in many

cases, although, it has a few major drawbacks, therefore new approaches required

to alleviate these deficiencies. Social recommender systems represent a new type

of strategy that aims to incorporate the users’ friendships in the recommendation

process to improve recommendation accuracy and coverage.

In this paper, we proposed a novel information propagation based fuzzy recom-

mender system for social networks called SNF. We focused on the recommender

system setup when there is only a single item for users to rate. An empirical analy-

sis showed that the SNF was able to significantly outperform the popular and widely

used standard collaborative filtering technique and also other reference methods both

in terms of prediction accuracy and coverage. Since the SNF method does not rely

on ratings of more than one item it can be of great use especially for cold-start users

who have issued only very few or no ratings at all in the past.

Our empirical analysis showed compelling results and allows for many directions

for further research. In future work, we will investigate how the dynamics of the

friendship network influence the users’ ratings, since the people’s friendships usually

change as time passes and are not static, therefore friendship dynamics should be

accounted for in the recommendation process.

We also want to explore how the SNF method can be enhanced by incorporating

additional data in the recommendation process. That is, e.g., how we can improve

predictions by leveraging the user-item matrix as many other recommender systems

do, or how we can cluster the users by taking into consideration their position in the

social network and then use these clusters to produce more accurate recommenda-

tions. Finally, as many social applications allow users to express negative reviews on

other users, i.e., express distrust, it also seems to be worth to extend the SNF method

to be able to handle distrust relationships between users.
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Abstract In predictive diagnosis of a system, the operating point clusters, which
characterize different functioning states, can have more complex nonspherical
shapes, especially for systems functioning in outdoor industrial environments. In
such cases, clustering algorithms based on potential functions, using a measure of
similarity to characterize the membership of a point to a group of points, are more
suitable than algorithms based on the distance of a point to the prototype vectors,
such as k-means and ISODATA. Potential function-based algorithms (PFBA) make
no implicit assumptions on the cluster shapes and do not use any prototype vectors
of the clusters. In addition, the parameter of potential function can be used to
generic characterize the shape of the clusters: more compact, oblong, or irregular.
Hence, the selecting process of the function parameter values has direct influence
on clustering performance, and can reduce the seeking process. In this paper,
aspects of function parameter estimation using fuzzy logic are presented, so that the
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1 Introduction

Diagnostic and monitoring techniques can be used to optimize maintenance prac-
tices and normal operation. The diagnosis must be predictive in order to follow the
evolution of the system from one mode to another one [1].

In predictive diagnosis of a system, the operating point clusters, which charac-
terize different functioning states, can have more complex nonspherical shapes,
especially for systems functioning in outdoor industrial environments.

For example, oil motor pumps working outdoor are affected by perturbations
with different influences on their operating point, depending on the time horizon
which is considered: long-, medium-, or short-term time period [2]. The most
important factor is the temperature, which affects the oil viscosity and mechanical
friction. On medium-term, during a one-year period, the mean value of normal
operating point has a cyclic movement. In addition, during the life cycle, the mean
value of operating point is slowly changing from normal to abnormal states. As a
result, the shapes of operating point clusters characterizing functioning states can be
irregular.

In such cases, clustering algorithms based on potential functions, using a mea-
sure of similarity to characterize the membership of a point to a group of points, are
more suitable than algorithms based on the distance of a point to the prototype
vectors, such as k-means and ISODATA.

Clustering a set of experimental data can be done in two main ways: hierarchical
and partitive approaches. Density-based methods and distance-based methods are
the most important classes of partitive algorithms. These methods are better than
hierarchical ones in the sense that they do not depend on previously found clusters.

In general, the distance-based methods are used for unsupervised clustering
problems. The methods include algorithms based on distance of a point to the
prototype vectors and algorithms based on potential functions. The first type of
algorithms, such as k-means and ISODATA, uses a measure of dissimilarity, which
is the distance between the points of the data set and the prototype vectors. The
main drawback of these algorithms is that they need prototype vectors and they try
to find spherical clusters, when Euclidean distance is chosen. In addition, for better
performance, the number of clusters is usually predefined.

The potential function-based algorithms (PFBA) use a measure of similarity
created with a function between two points of the data set, called potential function
[3]. PBFA are capable of clustering a set of data, making no implicit assumptions
on the cluster shapes and without knowing in advance the number of clusters. In
addition, they do not use any prototype vectors of the clusters, and the computing
time is predictable, depending on the number of vectors in the data set.
Although PFBA are known for a long time, they were used recently, due to their
intensive computational need, which is not a real problem for modern computers.

The parameter of potential function can be used to generic characterize the shape
of the clusters: more compact, oblong, or irregular. Hence, the selecting process of
the function parameter has direct influence on clustering performance, and can
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reduce the efforts of seeking process. It is important to understand the essence of
PBFA and to generate expert rules for developing more efficient algorithms.
A knowledge base can be used in selecting process of clustering parameter values
or to generate a fuzzy classifier.

Fuzzy logic has proved its efficiency in system monitoring and diagnosis [4].
Fuzzy clustering techniques have been used extensively, with different algorithms
such as fuzzy c-means (FCM) [5], kernel-based methods [6], fuzzy support vector
clustering [7], volume criteria [8], fuzzy covariance matrix [9], and modified dis-
tance measures [10].

In this paper, aspects of function parameter estimation using fuzzy logic are
presented, so that the best clustering to be obtained with less seeking efforts.
A fuzzy estimator for parameter tuning of PFBA is proposed, based on intrinsic
properties and clustering tendency of potential function-based algorithms. Com-
parative simulation results are presented for oblong and irregular operating point
clusters.

The paper is organized as follows. Section 2 describes the potential
function-based algorithms. In Sect. 3, selection aspects of potential function
parameter are presented, based on intrinsic properties of PFBA. In Sect. 4, a fuzzy
system for parameter tuning is proposed. Simulation results are illustrated in Sect. 5
and conclusions are presented in Sect. 6.

2 Potential Function-Based Clustering Algorithms

The potential function-based clustering algorithms work well for complex cluster
shapes. In contrast, the algorithms based on the distance of a point to the prototype
vectors, such as k-means and ISODATA, are sensitive to the cluster shapes and give
good results just for spherical well-separated clusters.

Consider a data set S of N input vectors into a d-dimensional space:

S= xijxi = x1i, x2i, . . . , xdið ÞT ∈ ℜd, i=1,N
� � ð1Þ

A potential function K(xi, xk) associated with the vector xi ∈ S defines a
positive value, called potential of the point xi to the reference point xk ∈ Rd. The
potential depends on distance between the points xi and xk, denoted dik = d(xi, xk),
and it is a nonincreasing function with dik.

Two potential functions are commonly used:

K1 xi, xkð Þ= 1
1+ α ⋅ d2ik

,K2 xi, xkð Þ= exp − α ⋅ d2ik
� � ð2Þ

where parameter α controls the slope of the function. The potential values belong to
range (0, 1] and the maximum value is obtained for dik = 0.
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The distance dik can be the general Minkovski distance:

dðx, yÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
d

i=1
xi − yij jpp

s
, x, y ∈ ℜd ð3Þ

where for p = 2 Euclidean distance is obtained, which is considered in this paper.
The function variations with dik for different values of α-parameter are illustrated

in Fig. 1. The potential functions K2 are represented with continuous lines, and K1

are represented with dotted lines.
It can be observed that for the same constant value of α-parameter, if distances

between the points are small, the two potential functions have similar values. In this
case, the potential values are high and the clustering performances are similarly for
both functions. Therefore, if the input data sets are normalized, the distances are
smaller than unity value and the potential functions produce similar clustering
performances.

A constant potential value to a reference point xk ∈ Rd is obtained by the
potential function K(xi, xk) associated with the points xi ∈ Rd for which the distance
dik is constant. All points xi generate a constant potential surface, whose shape
depends on distance definition. For Euclidean distance, the constant potential sur-
face has spherical shape around the reference point xk ∈ Rd. The α-parameter
affects the constant potential surface, different α values generating different
potential surfaces, but their shapes are similar around the reference point. If α value
increases, the potential surface is moving nearer to the reference point.

Similar, a potential value of a point xi to a group of reference points M = {xk1,
xk2,…, xkm} can be defined as the average of the potential values of the point xi to
all reference points xkj. In this case, a constant potential value to the group M
generates a potential surface, which also depends on distance definition. The
constant potential surfaces surround the reference points, but their shapes are
affected by α-values and reference point positions.

A potential function-based clustering algorithm uses a measure of similarity,
which characterizes the membership of a point to a group of points, based on a
potential function [3]. Consider a group of points M from S, M ⊂ S and a point

1=α

5=α

20=α

Fig. 1 Potential functions for
three values of α
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xi ∈ S, xi ∉M. A similarity measure of xi to M can be defined as the average Ai of
the potential values of the point xi to all points of the group M:

Ai =A xi,Mð Þ= 1
NM

⋅ ∑
xj ∈M

Kðxi, xjÞ ð4Þ

where NM represents the number of points in M.
Using this measure of similarity, the points of the data set S can be arranged in a

certain order, starting from a specified starting point, pursuant to the following rule
[11]:

∙ select the starting point, let it be x1 ∈ S, form the first group M1 = {x1} and
denote A1 = 1, which represents the maximum potential value;

∙ find in S/M1 the point x2 with the maximum measure of similarity to M1 in the
meaning of (4):

A2 =A x2,M1
� �

= max
x∈ S M̸1

ðAðx,M1ÞÞ ð5Þ

Form a new group M2 = {M1, x2} = {x1, x2}.
∙ repeat the previous step until all the points of the data set S are assigned:

Ak =A xk,Mk− 1
� �

= max
x∈ S M̸k− 1

ðAðx,Mk− 1ÞÞ ð6Þ

Form the groups Mk = {Mk-1, x
k}. In this way, the set S is ordered, S = {x1, x2,

…, xN} and a new series with N elements is obtained: A1, A2,…, AN.
All potential function-based algorithms compute the new series A1 … AN, which

contains the necessary information for clustering. The analysis of this series differs
from algorithm to algorithm. An example with PFBA stages are presented in [12].

For example, the algorithm which is considered in this paper [11] has the fol-
lowing stages:

• Select the starting point. It can be arbitrarily selected;
• Arrange the points of the data set S, using the rule described above;
• Compute the ratios R1,…, RN, where

R1 = 1, Rk =
Ak− 1

Ak
, k=2,N ð7Þ

• Compute the mean value mR and the standard deviation σR of the ratios Rk;
• Consider a threshold p = r . c . σR, where r = 1…20 and c ∈ [0.3, 1];
• The clustering decision is made comparing the difference Rk-Rk-1 with p and a

new cluster begin if Rk-Rk-1 > p;
• Compute new partitions for different threshold values, by increasing r, until

p > Rk-Rk-1 for all differences.
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The clustering result is considered the partition, which remains unchanged for
the greatest number of r-values.

In general, optimal clustering means partitioning a data set into a set of clusters,
which minimizes distances within and maximizes distances between clusters.
However, within- and between-cluster distances can be defined in several ways.

To select the best one from many partitions, a validity index can be used to
evaluate them. Different validity indices can be defined, depending on which dis-
tances are considered [13]. For example, the Davies–Bouldin index uses centroid
distance dC as within-cluster, and centroid linkage DC as between-cluster distance:

1
C

⋅ ∑
C

i=1
max
i≠ k

dcðQiÞ+ dcðQkÞ
DcðQi,QkÞ

� �
ð8Þ

where C is the number of clusters.

3 Selecting Process of Function Parameter

To define the distance range where the two potential functions are similarly, the
relative variation between them (ΔK) is computed, by imposing a maximum value
of its tolerance (tol):

ΔKðdikÞ= K1ðdikÞ−K2ðdikÞ
K1ðdikÞ ≤ tol ð9Þ

An analytical condition of (9) can be obtained if the exponential function K2 is
approximated by a rational function, such as Pade approximation. For practical
situations, the approximation relative error is smaller than 1%.

Computing the inequality (9) with K2 replaced by its Pade approximation, it
results the condition for the distance dik:

α ⋅ d2ik ≤
tol+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tol ⋅ ð8+ tolÞp
2

. ð10Þ

It can be observed that the distance range which verifies the condition (10)
depends on the value of α parameter. If all the distances between the points (dik) are
small enough to verify the condition (10), then the relative variation of potential
functions is smaller than selected tolerance (tol) and the clustering performances are
similarly for both functions.

Clustering results depend on the α-parameter value of potential functions. For
optimum value of α-parameter, the distance dik corresponding to the maximum
variation of potential functions must be computed. For the two potential functions,
it results:
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K ′′

1 ðdikÞ=0⇒ d1 =

ffiffiffiffiffiffiffiffi
1

3 ⋅ α

r
⇒K1ðd1Þ=0.75, ð11Þ

K ′′

2 ðdikÞ=0⇒ d2 =

ffiffiffiffiffiffiffiffi
1

2 ⋅ α

r
⇒K2ðd2Þ=0.6. ð12Þ

It is desired to obtain maximum variation of potential functions for most dis-
tances between the points.

If the input data set is a priori known, an optimum α-parameter value can be
computed, based on average distance between data points (dav), so that the sensi-
bility of potential function with distance to be maximized. For that, the average
distance is used in (11) and (12) instead of d1 and d2, resulting in:

α1 =
1

3 ⋅ d2av
, α2 =

1
2 ⋅ d2av

ð13Þ

If the input data set is not a priori known, as in many practical clustering
applications, some expert rules of clustering algorithms can be used instead, based
on their intrinsic properties and clustering tendency.

In addition, if a priori information about clusters in the data set is known, it can
be used to adjust the parameters of clustering algorithms, so that the best clustering
to be obtained faster and with less seeking efforts. The clustering process is more
reliable and it can be automated.

For PFBA, the constant potential surface to a group of points M tends to take
similar shape as the one of the cluster when α increases, even for more complex
clusters. As potential value decreases, the shape tends to the one generated by the
chosen Minkovski distance.

The influence of α values on constant potential surface is illustrated for two
different α values, using the potential function K2. Increasing α value, the constant
potential surface will be closely to the cluster points and the new cluster will be
oblong. Thus, the parameter α can be used to characterize the shape of the clusters:
more compact or oblong.

Consider a complex cluster M with 199 points and a new point x200, which has
the measure of similarity to M denoted A200. The value of the constant potential
surface was chosen equal to A200, which is useful to compare new additional points
with x200. For α = 25, the constant potential value is A200 = 0.055 and the constant
potential surface is illustrated with gray color in Fig. 2.

Similarly, for α = 80, the constant potential value is A200 = 0.029 and the
constant potential surface is illustrated with gray color in Fig. 3.

The points of the cluster are marked with ‘+’ and the last point placed on the
constant potential surface is marked with ‘o’. Additional points placed outer
potential surface have measure of similarity to M smaller than A200 and the points
are ordered after x200. By contrary, any additional point placed into potential
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surface is ordered before x200. For example, in Figs. 2 and 3, the point at the (0.45,
0.45) coordinates is marked with ‘.’. This point is ordered before x200 if α = 25, and
it is ordered after x200 if α = 80.

Fig. 2 Constant potential
surface for α = 25

Fig. 3 Constant potential
surface for α = 80

cluster-shape (3)

cluster-separation (3)

average-dist (3)

System FSPT: 3 inputs, 1 outputs, 15 rules

alpha-parameter (3)

FSPT

(mamdani)

15 rules

Mamdani

Fig. 4 Structure of fuzzy
system for parameter tuning
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Concluding, the cluster boundaries depend on the α-parameter of the potential
function, and the α-parameter can be used to characterize the shape of the clusters:
more compact or oblong. The function parameter must be selected at the beginning
of each clustering process.

4 Fuzzy System for Parameter Tuning

In this paper, a fuzzy system for α-parameter tuning (FSPT) is proposed. The
proposed fuzzy system, with three inputs and one output, is represented in Fig. 4. It
is a Mamdani type fuzzy system, and it generates the α parameter for PFBA. Each
input of FSPT and the output have three membership functions, which are illus-
trated in Fig. 5.

The inputs give information about cluster shape (cluster shape), separation
possibilities of clusters (cluster separation), and average distance between first data
point and the other points of data set (average dist). The output of FSPT represents
function parameter (alpha parameter).

Fig. 5 Membership functions of FSPT inputs and output
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The ranges of membership functions are chosen based on examples in the next
section, for oblong and irregular clusters, respectively.

The first input (cluster shape) characterizes the shape of the clusters, on a scale
from 0 to 10. It has three membership functions, denoted: compact, oblong, and
complex.

The second input (cluster separation) characterizes how far away are the clusters
to each other, on a scale from 0 to 10. It has three membership functions, denoted:
small (S), medium (M) and big (B).

The third input (average dist) characterizes how far away to each other are the
points of the data set. The membership functions are also denoted: small, medium,
and big.

The output of FSPT (alpha parameter) indicates the α-value, on a scale from 0 to
100, with the same type of membership functions: small, medium, and big.

The knowledge base is generated using the expert rules, which describes the
influence of fuzzy inputs over function parameter. The complete rule base has 27
fuzzy rules, and it is represented in Table 1.

The output of FSPT is moving on surfaces generated by combination of inputs.
Projections of output surface on 2-dimensional input space with medium values of
the third input are represented in Fig. 6.

5 Simulation Results

The potential function-based algorithms work well for complex cluster shapes. By
contrast, the algorithms based on distance to the prototype vectors are sensitive to
the cluster shapes and give good results just for spherical, well-separated and
comparable in dimension clusters.

Without FSPT, the best clustering can be obtained by running the potential
function-based clustering algorithm several times, with different values of
α-parameter.

Table 1 Rule base of the
fuzzy system

Cluster-
separation

Cluster shape Average
distCompact Oblong Complex

Small B B B Small
B B B Medium
M M B Big

Medium M M B Small
M M M Medium
S M M Big

Big S M M Small
S S S Medium
S S S Big
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Fig. 6 Projections of FSPT
output surface on
2-dimensional input space
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By using fuzzy system for α-parameter estimation, a good clustering is obtained
by running PFBA only once. In this way, the solution may not be the optimal one,
but it is obtained faster and with less seeking efforts.

To illustrate the importance of parameter selection, different data sets are used in
clustering process with PFBA. The data sets are generated in 2-dimensional space
with normalized input vectors. Knowing a priori information about clusters in data
set, the best clustering can be obtained with less seeking efforts. The cluster
boundaries depend on α value, which is generated by FSPT.

First data set contains 150 points, which are arranged into two oblong clusters
with parallel main directions, and it is illustrated in Fig. 7. The clusters have 50 and
100 points, which are marked with ‘+’ and ‘o’, respectively.

Using the FSPT, the α-parameter value is computed, resulting α = 60. Applying
the value in potential function K2 and running the potential function-based clus-
tering algorithm, the ordered set of the original data set I is obtained, as illustrated
in Fig. 8. The ordered data set is obtained starting arbitrary from the point x70 in the
original data set I, which is marked distinctly.

Fig. 7 Data set I: two oblong
clusters

Fig. 8 The ordered data set I,
starting from x70
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In Fig. 8, the points are marked with ‘+’. In addition, lines are drawn between
every two consecutive points in the ordered data set, to highlight the arrangement
tendency of the points. It can be observed that the points are ordered in successive
layers around the first-ordered points.

After analyzing the Ak series, the clusters are well identified with PFBA, as
shown in Fig. 9.

The cluster boundaries are illustrated, as constant potential surface. They cor-
respond to constant potential surfaces of last point in the ordered data set in each
cluster. It can be observed that the clusters are well identified along with their
boundaries. In addition, the computed separation line between clusters is repre-
sented. It contains points with the same potential value to the clusters, which are
determined for the input data space.

Without fuzzy system parameter tuning, the potential function-based clustering
algorithm must be run many times, by manually selecting of α-parameter value. The
best clustering results are obtained empirically.

The clustering results of data set I, for manual selection of α-parameter using 10
different values, are represented in Table 2. For every value of α-parameter, the
final number of clusters (correct or erroneous) considered by PFBA to be the best
results is represented, along with their probability of good clustering.

By using fuzzy system for α-parameter estimation, the FSPT result is α = 60,
and a good clustering is obtained by running PFBA only once, marked in gray color
in Table 2.

Fig. 9 Clustering results
using PFBA for data set I

Table 2 Manual clustering results of data set I

Data set I—manual selection of α-parameter
α 10 20 30 40 50 60 70 80 90 100

No. of clusters 3-err 2-err 2 2 2 2 2 2 2 2
Probability 0.09 0.15 0.25 0.68 0.82 0.87 0.88 0.91 0.92 0.92

Fuzzy System for Parameter Estimation … 63



Using ISODATA, the clusters cannot be well identified, because the algorithm
attempts to separate spherical clusters. The best clustering results are illustrated in
Fig. 10.

To avoid point mixture, the cluster dimensions must be reduced. As a result, the
number of clusters is bigger. It can be observed that the number of cluster is five to
avoid clusters with points from the two original ones. The points from first cluster
are considered included into three smaller clusters, and for the second cluster, the
points are included into two smaller clusters. It should be mentioned that the best
clustering is obtained empirically, by running the algorithm many times with dif-
ferent values of parameters.

The second data set contains two irregular clusters, which are more difficult to
separate due to their positions, as shown in Fig. 11. In data set II, the clusters have
also 50 and 100 points, which are marked with ‘+’ and ‘o’, respectively.

Using the FSPT, the α-parameter value is computed, resulting α = 80. Applying
the value in potential function K2 and running the potential function-based clus-
tering algorithm, the ordered set of the original data set II is obtained, as illustrated

Fig. 10 Best clustering of
data set I using ISODATA

Fig. 11 Data set II: two
irregular clusters
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in Fig. 12. The ordered data set is obtained starting from the first point x1, which is
marked distinctly.

Again, after analyzing the Ak series, the clusters are well identified with PFBA,
as shown in Fig. 13. The cluster boundaries are illustrated, as constant potential
surface. It can be observed that the clusters are well identified along with their
boundaries. Also, the computed separation line between clusters is represented.

Without fuzzy system parameter tuning, the best clustering results are obtained
empirically. The clustering results of data set II for manual selection of α-parameter
using 10 different values are represented in Table 3. For every value of
α-parameter, the final number of clusters (correct or erroneous) considered by
PFBA to be the best results is represented, along with their probability of good
clustering.

By using fuzzy system for α-parameter estimation, the FSPT result is α = 80.
Therefore, a good clustering is obtained by running potential function-based clus-
tering algorithm only once, marked in gray color in Table 3.

Using ISODATA, the clusters cannot be well identified, because the algorithm
attempts to separate spherical clusters. To avoid point mixture, the cluster

Fig. 12 The ordered data set
II, starting from x1

Fig. 13 Clustering results
using PFBA with α-parameter
estimated by FSPT
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dimensions must be reduced. As a result, the number of clusters is bigger. The best
clustering results are illustrated in Fig. 14.

It can be observed that the number of cluster is six to avoid clusters with mixed
points from both original clusters. The points from every original cluster are con-
sidered included into three smaller clusters. Again, the best clustering is obtained
empirically. As the algorithm is running, in every stage, the prototype vectors of the
considered clusters are shifted dynamically in the input data space.

An application example of using PFBA for complex clustering tasks is the
printed circuit board (PCB) quality control, for online diagnosis of good or faulty
PCBs copper tracks.

In quality control of PCBs, an automated system based on video inspection
should be able to identify different states of good or faulty PCBs [14]. Copper
tracks have complex shapes, which are close to each other, making analyzing
process more difficult. In addition, clustering techniques must deal with unwanted
copper material between conductive tracks, which affects dynamic behavior of the
circuit.

Simulation results are presented for two circuit segments with parallel main
directions, obtained from image processing system. They are two oblong clusters of
copper tracks, which are not well separated. Simulations take into account also the
measurement noise, referring to camera resolution, segmentation performance, etc.

A faulty PCB is analyzed, with some copper material placed between the tracks,
which is close enough but contactless with them. PFBA are able to identify the
complex shapes of copper tracks in good PCBs, and also work well in heavy

Table 3 Manual clustering results of data set II

Data set II—manual selection of α-parameter
α 10 20 30 40 50 60 70 80 90 100

No. of clusters 4-err 3-err 2-err 2-err 2 2 2 2 2 2
Probability 0.09 0.15 0.23 0.25 0.33 0.65 0.80 0.86 0.91 0.92

Fig. 14 Best clustering
results using ISODATA
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classifying process of the unwanted copper clusters placed very close to conductive
tracks.

The data set III refers to a faulty PCB. It contains two oblong clusters of copper
tracks with a faulty drop of copper material, between but contactless with the
conductive tracks, as shown in Fig. 15. The goal is to correctly identify the
unwanted drop of copper material with an automated inspection system.

The data set III has 520 points. The two oblong clusters of copper tracks have
250 points each. The third cluster has 20 points, and it is close enough but con-
tactless with the each copper track.

Fig. 15 Data set III with a
faulty drop of copper material

Fig. 16 Clustering results of
data set III using FSPT and
PFBA
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The clustering process for the data set III is far more complicated than the first
two data sets, so that the membership functions of the output of FSPT should have
much wider value ranges. For this case, the maximum value for FSPT output was
selected 1000.

Using fuzzy system for α-parameter estimation, the FSPT result is α = 700. The
parameter of potential function is selected with big value, so that the constant
potential surfaces to be close to cluster points. With this value, the PFBA deter-
mines the correct number of clusters, and cluster points are well identified, by
running the clustering algorithm only once. The results include three different
clusters, which are illustrated in Fig. 16. Their points are marked with ‘+’, ‘x’, and
‘o’. Also, the cluster boundaries, as constant potential surfaces, are represented with
gray color.

6 Conclusions

The algorithms based on potential functions are intensive computational. The
selecting process of clustering parameter values is very important, having direct
influence on clustering performance. A knowledge base is generated and a fuzzy
system is proposed for parameter tuning of PFBA, so that the best clustering to be
obtained with less seeking efforts. The fuzzy system gives good results, according
with cluster shapes. The complex shape clusters are well identified along with their
boundaries by running PFBA only once. An application example of using FSPT
and PFBA is presented for automated video inspection and online diagnosis of good
or faulty of PCBs copper tracks.
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Merging Validity and Coverage
for Measuring Quality of Data Summaries

Miroslav Hudec

Abstract Data summarization by quantified sentences of natural language simu-
lates human reasoning in summing up from the data. Linguistic summaries are
focused either on a whole data set, or on a part of a data set delimited by the flexible
restrictions expressed as fuzzy sets. First, the paper examines influences of t-norms
in compound predicates merged by the and connective and constructed fuzzy sets
on the validity (truth value) of summaries. Further, linguistic summaries with
restriction may express mined knowledge from the outliers and therefore be of low
quality, even though the validity of summary could be high. The main aim of this
paper is building a quality measure based on validity and coverage. Finally,
additional possibilities related to the suggested measure and perspective topics for
future research are outlined.

Keywords Linguistic summaries ⋅ Validity ⋅ Quality ⋅ Outliers ⋅ T-norms ⋅
Fuzzy sets

1 Introduction

Nowadays, mining summarized information from data sets is a topic of interest for
researchers and practitioners. Data summarization can be efficiently realized by
statistical methods which however, are understandable for rather small group of
specialists. This observation is expressed in [1] as: “summarization would be
especially practicable if it could provide us with summaries that are not as terse as
the mean”. Graphical interpretation is a valuable way of summarization but cannot
be always effective [2]. Linguistics is an interesting alternative when data is hard to
show graphically [3]. A linguistically summarized sentence can be read out by a
text-to-speech synthesis system. It especially holds when the visual attention should
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not be disturbed [4]. These advantages hold when the resulting summarization is of
a high quality.

People tend to summarize by terms of natural language. But, literally unlimited
variations of linguistic terms and their modifications for expressing summaries
exist. In order to put together mathematical formalization and people’s preferred
way, quantified sentences of natural language, i.e. Linguistic Summaries (LSs) were
introduced in [5]. Since then LSs have been intensively researched in, e.g. [6–15].

Generally, LSs summarize the whole data set or a restricted part. In the former,
LSs are of the structure Q entities are (have) S, where Q is a quantifier, and S is a
summarizer. One example of such a summary is: most of houses have high gas
consumption. In the latter, LSs are of the structure Q R entities are (have) S, where
R puts some restriction on data sets. One example of such a summary is: most of old
houses have high gas consumption. In addition, R and S can be consisted of several
atomic predicates merged by the and connective [7, 8] which is usually modelled by
t-norms [16]. The truth value of LSs (also called validity) gets value form the [0, 1]
interval by agreement. Hence, validity is influenced by selected t-norm and con-
structed fuzzy sets.

LSs with restriction may be trapped into outliers due to possible very low
coverage of tuples in R and S parts, even though the validity is high. Hence, this
problem of the LSs quality should not be neglected. Hirota and Pedrycz [17]
suggested five quality measures: validity, generality, usefulness, simplicity and
novelty. These measures are further examined for LSs with the restriction part in
[15] for the purpose of converting mined summaries into fuzzy rules. Further set of
measures was introduced in [18, 19].

The main goal of this paper is focused on building outlier measure expressed by
coverage and validity [15, 17]. Preliminary results in this direction were published
in [20]. Furthermore, this paper extends discussion to the influence of t-norms and
fuzzy sets to the validity of LSs. The reminder of this chapter is organized as
follows. Section 2 gives some preliminaries of LSs which are used as a basis for the
next sections. In Sect. 3 influences of different t-norms in R and S parts on validity
are examined. Impact of constructed fuzzy sets is examined in Sect. 4. Section 5 is
devoted to building a new quality measure related to outliers, discussion supported
by illustrative example and future challenges. Section 6 gives a short note to dif-
ferent applications. Finally, Sect. 7 concludes this work.

2 Linguistic Summaries in Brief

LSs summarize knowledge from the data into the concise and easily understandable
way for people. LS for summarizing the whole data set is of the structure Q entities
in database are (have) S, where Q is a relative quantifier and S is a summarizer.
Both are expressed by linguistic terms (fuzzy sets). The validity of summary is
computed in the following way [5]:

72 M. Hudec



vðQxðPxÞÞ= μQ
1
n
∑
n

i=1
μSðxiÞ

� �
ð1Þ

where n is the number of tuples in a data set (cardinality), 1
n ∑

n

i=1
μSðxiÞis the pro-

portion of tuples in a data set that satisfy predicate S and µQ is the membership
function of chosen relative quantifier.

LS with restriction has the form Q R entities in database are (have) S, where R is
a restriction (expressed by fuzzy set) focusing on a part of data set relevant for the
summarization task. The validity is computed in the following way [14]:

vðQxðPxÞÞ= μQ

∑
n

i=1
tðμSðxiÞ, μRðxiÞÞ

∑
n

i=1
ðμRðxiÞ

ð2Þ

where ∑n
i=1 tðμSðxiÞ, μRðxiÞÞ

∑n
i=1 μRðxiÞ is the proportion of tuples in a data set that satisfy S and

belong to R, t is a t-norm and µQ is the membership function of chosen relative
quantifier.

Linguistic terms such as medium (around m), small and high used in S and R can
be expressed by triangular or trapezoidal fuzzy sets, L fuzzy set and linear gamma
fuzzy set consequently (Fig. 1) ensuring the smooth transition between relevant and
non-relevant tuples.

Fig. 1 Fuzzy sets for restrictions and summarizers
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Summarizer and restriction may contain several atomic predicates merged by the
and connective [7, 8]. These connectives are usually modelled by t-norms [16].
Four basic t-norms are:

• minimum t–norm:

tmðμA1
ðxÞ, μA2

ðxÞÞ=minðμA1
ðxÞ, μA2

ðxÞÞ ð3Þ

• product t-norm:

tpðμA1
ðxÞ, μA2

ðxÞÞ= μA1
ðxÞ ⋅ μA2

ðxÞ ð4Þ

• Łukasiewicz t-norm:

tLðμA1
ðxÞ, μA2

ðxÞÞ=maxðμA1
ðxÞ, μA2

ðxÞ− 1, 0Þ ð5Þ

• drastic product

tdðμA1
ðxÞ, μA2

ðxÞÞ= minðμA1
ðxÞ, μA2

ðxÞÞ maxðμA1
ðxÞ, μA2

ðxÞÞ=1
0, otherwise

�
ð6Þ

where µAj(x) (j = 1, 2) denotes the membership degree to the j-th fuzzy set for
element x.

The validity of LS is computed by the relative quantifiers such as few, about,
half, most of. The most of quantifier, plotted in Fig. 2, is often used because users
are interested to see which summaries are met by the majority of tuples.

We can say that the linguistic summary is

a more or less accurate textual description (summary) of a data set

This simple definition hides many challenges: construction of fuzzy sets for
summarizers, restrictions and quantifiers, selecting appropriate t-norms, sufficient
coverage of data, simplicity, usefulness, accuracy, summarizing from the outliers
instead from the regular data and the like. The influences of t-norms, construction of
fuzzy sets, coverage and outliers to quality of LSs are examined in the next sections.

Fig. 2 Relative quantifier
most of
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3 Impact of T-Norms in Restriction and Summarizer
to Validity

For LSs with restriction the quality is measured for each data point xi (i = 1,…, n) by
t-norm in the numerator of (2) [2]. This section is focused on searching for suitable
t-norms not only for merging restriction and summarizer but also for conjunction of
atomic predicates inside restriction and summarizer. Two examples of such queries
are: most high polluted and low situated (altitude) municipalities have a high
number of respiratory diseases, and most middle aged customers have high turnover
and small payment delays.

When restriction or summarizer consists of several atomic conditions (predi-
cates P) connected by the and operator, t-norms come to the stage. All t-norms
meet all axiomatic properties explained in e.g. [22], but differ in satisfying algebraic
properties. Let us recall the following three algebraic properties [16]:

• The t-norm is an idempotent one if for ∀a∈ ½0, 1�, tða, aÞ= a
• The t-norm is a nilpotent one if there exists some n∈N such that tðnÞðaÞ=0
• The t-norm has a limit property if for ∀a∈ ð0, 1Þ, lim

n→∝
tðnÞðaÞ=0

LSs express proportion of tuples which meet atomic or compound predicate in
S and/or R. For instance, when each atomic predicate Pj (j = 1, …, n) is satisfied
with degree of 0.48, then the tuple should participate in S with degree of 0.48. This
requirement meets idempotent t-norm. The only idempotent t-norm is the minimum
one (3). Furthermore, this t-norm is not nilpotent and does not have limit property.
Łukasiewicz t-norm (5) meets the second property causing that tuple participates in
proportion with value of 0. Product t-norm (4) meets third property causing
decreasing tuples participation in the proportion, when the number of atomic
predicates increases. When j = 2, tuple participates with degree of 0.2304; but
when j = 4, tuple participates in summary with degree of 0.05308.

For the basic structure of LSs (1) when S is a compound predicate selecting the
suitable t-norm is a pivotal task for obtaining LS of a high quality. Concerning the
LS with restriction (2), selecting appropriate t-norm influences quality but further
quality aspects should be considered.

To summarize, the only suitable t-norm is the minimum one (3), because it does
not unnaturally reduce the proportion of tuples in a data set that satisfy LS.
Interestingly, in the Sect. 5 the situation regarding suitable t-norms is opposite.
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4 Influence of Constructed Fuzzy Sets to Validity
and Coverage

The subjectivity in constructing fuzzy sets may influence quality of summarized
information. It especially holds for the sufficient coverage and outliers which are
examined later on.

The domains of attributes are, during the database design phase, defined in a way
that all theoretically possible values can be stored. For instance, for the attribute
monitoring frequency of an activity during a year the domain is the [0, 365] interval
of integers. In practice, collected values can be far from the lower and upper limits
of the domain. In the constructing fuzzy sets this fact should be considered [23],
because users are not always aware of collected attributes’ values. The situation
plotted in Fig. 3a, where L and H are the lowest and the highest values in the
current content of attributes, respectively, and Dmin and Dmax are the lower and
upper limit of domains, respectively, might appear. The truth value equal to 1 in
Fig. 3a may express summary on outliers and therefore, is of a low quality.

Fig. 3 Fuzzy sets for
restriction and summarizer:
a fuzzy sets do not reflect
stored data; b fuzzy sets
reflect stored data
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Moreover, one should be very careful when no tuple meets the R part because it
leads to dividing by zero in (2).

In order to mitigate this problem, we should construct membership functions
considering only parts of domains that contain data [23]. The validity equal to 1 in
Fig. 3b can be relevant summary. But it does not hold automatically.

The shapes of membership functions have adopted several conventions [24].
Generally, the membership functions are convex and normalized piecewise linear
functions. Figure 4 shows the situation where the family of fuzzy sets consists of
three sets to cover terms small, medium and high. The flat segments of these fuzzy
sets (β) express no uncertainty in belonging to sets, whereas parameter α expresses
the uncertainty in belonging to a set. When α = 0, the domain is partitioned into
crisp sets. If a requirement for finer granulation exists, more fuzzy sets (e.g. five
sets: very small, small, medium, high, very high) can be straightforwardly con-
structed adjusting parameters α and β. These concepts can be defined by nonlinear
functions as well. Concerning practical applications and the simplicity for end
users, linear functions are often preferable.

Even though fuzzy sets are constructed on parts of domains where data are
recorded, the data distribution far from the uniform one might cause that LSs
express relations detected in outliers. For example, let only 20 of 5 ⋅ 106 tuples fully
meet the R and the same tuples fully meet the S, then the validity (2) gets the value
of 1, leading us to the false conclusion.

5 Quality Measure Focused on Outliers and Coverage

Keeping the aforementioned in mind, we can say that if LSs with restriction have
high validity v (2), it does not straightforwardly mean that these LSs are suitable for
expressing summarized information, even though suitable t-norm is applied and
care was taken during the construction of fuzzy sets. Thus, quality measures should
be applied in order to mitigate vagueness of calculated validity. Five quality
measures: validity, generality, usefulness, novelty and simplicity were suggested in
[17] and further examined in [15]. Four measures: coverage, brevity (or shortness),
specificity and accuracy mainly for non-quantified linguistic summaries are
examined in [18]. All these measures get values from the [0, 1] interval.

Fig. 4 Fuzzy sets uniformly
distributed in the part of
attribute domain covered by
data
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The novelty measure means that unexpected summaries represent valuable
knowledge, if they do not express knowledge mined from the outliers [15] (errors in
observations or existence of few very different tuples). Therefore, for calculating the
novelty measure outliers should be recognized and measured. Furthermore, outliers
and coverage are related. The outlier’s measure is examined in this section.

5.1 Outliers

Wu et al. [15] explained that outliers appear if the validity degree v is very small or
very high and the sufficient coverage C must be very small. Therefore this measure
can be expressed as

O=minðmaxðv, 1− vÞ, ð1−CÞÞ ð7Þ

where C is the coverage, which is defined later. If coverage is small (C → 0), then
outlier measure O is near the value of 1 (if v gets value near 1 or 0). If coverage is
high (C → 1), then the outlier measure is near the value of 0. In a general way (7)
can be expressed as:

O= tðsðv, 1− vÞ, ð1−CÞÞ ð8Þ

where t is a t-norm and s is a s-norm.
The non-outlier measure is calculated as the negation of (8) by De Morgan’s law,

i.e.:

1−O= sðtð1− v, vÞ,CÞ ð9Þ

when the standard fuzzy negation is used.
We can say that LSs are of a high quality if validity and non-outliers are high.

This observation is formally written as

Qc = tðv, 1−OÞ= tðv, sðtð1− v, vÞ,CÞÞ ð10Þ

From the properties of t-norms holds: t(1 − v, v) ≤ 0.5. If we define quality as
significant, when coverage is higher or equal 0.5, then from (10) yields:

Qc =
tðv,CÞ C≥ 0.5
0 otherwise

�
ð11Þ

where C = 0.5 is considered as a threshold value of coverage.
The next task is calculating coverage in a way that it meets the requirement (11).
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Coverage

Concerning the basic structure of LS (1), the whole data set is covered due to
appearance of the variable n (cardinality of a data set) in the denominator, i.e.
coverage is implicitly calculated. If the coverage is low, then it directly influences
the validity. Regarding the LS with restriction (2), coverage should be calculated
explicitly. The following coverage index for LSs of structure (2) is created [25]:

iC =
∑
n

i=1
tðμSðxiÞ, μRðxiÞÞ

n
ð12Þ

where n is the number of tuples in a data set. Other variables have the same
meaning as in (2). The coverage index ic explains how many records’ membership
degrees influence the validity of a LS. In practice, the coverage index is a small
number, because LSs with restriction usually cover relatively small subset of the
considered data set [15]. Therefore, the mapping which converts ic (12) into the
coverage C (used in (7–11)) yields [15]:

C= f ðiCÞ=

0, ic ≤ r1
2 ic − r1

r2 − r1

� �2
, r1 ≤ ic < r1 + r2

2

1− 2 r2 − ic
r2 − r1

� �2
, r1 + r2

2 ≤ ic < r2
1, ic ≥ r2

8>>>><
>>>>:

ð13Þ

where r1 = 0.02 and r2 = 0.15. Anyway, parameters r1 and r2 can be set according
to user preferences in a same way as for other fuzzy sets: for S and R (Figs. 1 and 4)
and quantifiers (Fig. 2). When R is more restrictive, i.e. several atomic predicates
merged by the and connective, then parameters r1 and r2 can be smaller.

Naturally, the question which t-norm in (11) is the suitable one appears. Let us
have calculated values of validity and coverage for two LSs shown in Table 1.

The minimum t-norm (3) says that ls1 and ls2 are indistinguishable. Hence, we
need t-norm which considers all attributes, not only attributes bearing minimal
value. The solution provides product t-norm (4) stating that ls1 is of higher quality
than ls2 (Table 1). It is the opposite observation than for aggregating atomic
predicates by the and connective in S (1), (2) and R (2) parts of LSs (Sect. 3).
Instead of product t-norm, we can apply another non-idempotent t-norm: a Łuka-
siewicz one, but it further decreases measure (11).

Table 1 Merging validity
and coverage of LSs by
product and minimum
t-norms in (11)

LS Validity Coverage Qc(v, C)
by (4)

Qc (v, C)
by (3)

ls1 0.75 0.95 0.7125 0.75
ls2 0.75 0.75 0.5625 0.75
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The quality measure regarding the outliers can be also expressed as

Qc = f ðv, 1−CÞ ð14Þ

In this case, we do not consider coverage (13) but its negation. This equation
represents a bipolar relation because v is a positive predicate and (1 − C) is a
negative one.

Furthermore, if the requirement for a high quality is the full coverage (13), i.e.
C = 1, then the non-continuous drastic t-norm (6) is a rational option for merging
validity and coverage:

Qc = dpðv,CÞ=
v, C=1
C, v=1
0, otherwise

8<
: ð15Þ

The validity of the LS is taken into account only if C = 1. All summaries which
pass this filter can be ranked downwards form the best one according to the validity
degree. Summaries are evaluated by their respective validities, as is the case in (2),
but only when they pass this simple filter.

Illustrative Example

In order to mine all relevant summaries, user has defined set of attributes, quanti-
fiers and linguistic terms for attributes appearing in restriction and summarizer. For
simplicity, mined LSs are written as ls1 (i=1,…,9) and shown in Table 2.

When coverage is fully satisfied the same result is obtained by (11) and (15). The
latter is a filter and expressed as first meet coverage and then validity. This approach
is suitable when coverage is a sharp condition. Otherwise, product t-norm is the
option. The drawback of drastic product is in its sharpness. When both validity and
coverage are close to 1, the result is 0.

However, in measuring quality by drastic product (15) we have the second
option: when v = 1, the result is C (the last record in Table 2). This option may be
either excluded or used as an alternative: if validity is fully satisfied, then preferable
summary is one with higher coverage degree.

Table 2 Quality of mined LSs

LS Validity Coverage Qc(v, C) (11) by product t-norm Qc (15)

ls1 0.80 0.80 0.6400 0.00
ls2 0.75 0.85 0.6375 0.00
ls3 0.65 1.00 0.6500 0.65
ls4 0.93 1.00 0.9300 0.93
ls5 0.81 0.24 0.0000 0.00
ls6 0.12 1.00 0.1200 0.12
ls7 0.23 0.14 0.0000 0.00
ls8 0.95 0.95 0.9025 0.00
ls9 1.00 0.58 0.5800 0.58
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Mining LSs from the Data

Generally, two ways for mining summaries exist:

• User defines all relevant linguistic terms for quantifiers, restrictions and sum-
marizers and all attributes of interest.

• User defines term sets for quantifiers, summarizers and restrictions without
selecting relevant attributes.

In both cases an application reveals all summaries for which validity (1) or (2) is
higher than 0, or higher than the defined threshold value. The difference is in mined
summaries. In the first way, only summaries of a clear interest are mined. In the
next step quality measure (11) can be applied. In the second way, the usefulness of
mined summaries is a further measure which should be considered, i.e. high validity
and coverage of a quantified sentence: most territorial units with high percentage of
public greenery have small unemployment, presumably is irrelevant for analysing
reasons for high unemployment and building related rule base.

Some Perspectives for Further Research

The first perspective is aggregating quality measures mentioned in [15, 18] and
measure suggested in this work. But it is not an easy task because we need to
aggregate several measures which may be partially redundant and conflicting [25].

For instance, the simplicity measure [15] concerns the syntactic and semantic
complexity of the LSs. This measure expresses how many attributes in restriction
and summarizer in a summary exist. Complex summaries are less legible for users.
Hence, the simplicity measure can be expressed as [15]:

Sim =22− l ð16Þ

where 1 is a total number of atomic predicates in restriction and summarizer.
Evidently, Sim gets values from the unit interval. The example of a summary
having Sim = 1 is: most young customers have a small payment delay.

Regarding the basic structure of LS (1), Eq. (16) yields:

Sim =21− l ð17Þ

ensuring that the simplest structure (one atomic predicate inside the summarizer,
e.g. most customers are middle aged) has simplicity equal to 1.

The second perspective is the focus on quantified restrictions and summarizers.
A structure of LSs with restriction (2) can be also expressed as

Q ∧ n
i = 1RiðxÞ

� �
are ∧ m

j = 1SjðxÞ
� �

ð18Þ

where Ri and Sj are atomic predicates in restriction and summarizer consequently.
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When i = j = 1 we obtained the structure frequently examined in the literature.
It is obvious that when n and m are larger numbers the sentence becomes very
restrictive. The structure (18) can be relaxed to the following structure:

ð19Þ

This structure corresponds with the structure of quantified queries [26], where
tuples which meet the majority of atomic predicates are selected.

The benefit is a less restrictive summary concerning all atomic predicates.
A tuple which meets four atomic predicates with degrees 0.2, 0.1, 0.25, 0.2 has a
lower impact than a tuple which meets these predicates with degrees 1, 0.95, 0.9, 0.
Drawback lies in the fully non-satisfied predicate. Attribute’s value might be very
far from the acceptable value or very close. Apparently, this is a challenge for future
research where the cardinalities of tuples which are in predicates’ neighbourhoods
should be measured. The calculation of validity is not as complex task as coverage,
because validity is directly calculated from (19).

6 Short Note to Applications

LSs are applicable in a variety of tasks. Three of them are mentioned in this section.
Presumably, the first attempt to apply LSs with restriction in data imputation related
to the item non-response was discussed in [27]. For this purpose we need to
calculate validity (2) by the more restrictive quantifier most of. The restriction is
realized by adjusting parameters of the quantifier shown in Fig. 2 in the following
way: m > 0.5 and n = 1 yielding the quantifier almost all. Further, when validity is
significant but not sufficiently high we should focus on a more restrictive part of a
database. One option is the conjunction of initial and additional atomic predicates in
the R part. Hence, the care should be taken when constructing fuzzy sets. Further, a
minimum t-norm should be used for merging atomic predicates. Finally, quality
measures should be applied. Regarding quality measures, validity and coverage are
more important than simplicity. A more restrictive part of a database may have
strong relation between attributes (high values of validity and coverage) but the
simplicity measure (16) is low. Therefore, in the terms of bipolar approaches
validity and coverage (11) are restrictions and simplicity is desire. In this way LSs
might be competitive to other data imputation approaches but definitely further
research is required.

The second method of application is converting mined LSs into fuzzy if-then
rules [15, 23]. The research of quality measures was influenced by this task,
because fuzzy rules should be of a high quality due to their broad applicability in,
e.g. control and classification. Therefore, the aforementioned aspects of an LSs
quality should not be neglected. Furthermore, less complex rules are preferred.
Hence, the simplicity measure (16) has in this field higher importance than in the
data imputation field.
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The third kind of applications is mining “abstracts” from the data for informative
purposes and to support decision and policy making processes. In the former, the
less restrictive quantifier majority of can be applied. It corresponds with the most of
quantifier defined in [9] as m = 0.3 and n = 0.85 (Fig. 2). Other quality aspects
should be also considered depending of the type of LS. Contrary to the two
aforementioned types of tasks, in these tasks both types of LSs (basic structure and
structure with restriction) are applicable. In this field reading LSs by a
text-to-speech synthesis system is a suitable way for distributing mined information
to users. Thus, the simplicity is a measure which should have similar importance as
validity and coverage.

Although these three kinds of tasks are used for different purposes (from data
collection through data analysis to data dissemination), they share quality issues but
different relevance of particular quality measures.

7 Concluding Remarks

LSs play a pivotal role in summarizing information from the data when uncertainty
related to the semantic meaning of the phenomena (fuzziness) is included in the
task. The validity of the LS may be influenced by constructed fuzzy sets, or selected
t-norm function, or may explain relational knowledge in outliers. The last obser-
vation holds for LSs with restriction part (2). Outliers appear due to the measure-
ment and observational errors and when very few tuples has significantly different
values than the high majority of tuples. At any rate, before accepting LSs, it is
advisable to filter them by quality measure(s).

In this chapter, we have created a simplified outlier measure that consists of
coverage and validity merged by t-norm. LS is of a sufficient quality if it has high
validity and high coverage. The suggested quality measure (11) can be used as a
standalone one when non-outlier coverage and validity are sufficient. Furthermore,
this measure can be part of the set of quality measures. As a connective in this
measure the minimum t-norm should be avoided. Suitable t-norms are those which
take into consideration both attributes and do not meet idempotency property.
Hence, the option is product t-norm. In cases when the full coverage (C = 1) is
required, the suitable connective can be obtained by drastic t-norm. In this case all
summaries which pass this simple filter can be ranked according to the validity
degree.

Concerning the and connective in compound restriction and summarizer, we
believe that the only suitable t-norm is the minimum t-norm, because the proportion
of tuples which contribute to the summary is not unnaturally decreased.

In the future activities, we will focus on aggregating quality measures into the
compound one and on developing quality measures for summaries consisted of
quantified restriction and summarizer.
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Decomposition-Compensation Method
for IT Service Management

Oleksandr Rolik, Valerii Kolesnik and Dmytro Halushko

Abstract A novel approach for service level management of corporate IT infras-
tructures is considered. Decomposition-compensation method of service level
management of corporate IT infrastructures is proposed in this work. The method
assumes the decomposition of tasks related to service level management and the
compensation of negative impact of various factors by allocating extra resources for
critical applications. The approach is based on the interaction of three integrated
hierarchical processes—matching the level of services, resource planning, and
service level management.

Keywords IT infrastructure ⋅ Cloud management ⋅ Resource allocation ⋅
Two-level management systems ⋅ Service level management ⋅ Resource plan-
ning ⋅ SLA management

1 Introduction

Business considers the information technologies (IT) toolkit as a means for
improvement their productivity and competitiveness. The efficiency of business
processes significantly depends on the IT operation services. An increasing number
of IT services required for business technology automation, complexity of appli-
cations and the increasing number of IT infrastructure components leads to a
decrease in effectiveness of IT departments and increasing the cost of maintaining a
regular operation mode of the IT infrastructure. The IT department provides the
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maintenance of IT services, included to the catalog. Provision of IT services is
regulated by the service level agreement (SLA), signed between the business units
and the IT department. The SLA defines key performance indicators (KPI) and key
quality indicators (KQI) which are a limited set of objectively measured parameters
for assessing the quality of IT services. For support of KPI values and KQI level,
agreed in the SLA, administrators provide continuous operation of the IT infras-
tructure; carry out maintenance and repairs using the automatic, automated, and
manual control [1].

To improve performance of the IT infrastructure and automation of the serving
processes there are created the IT departments of IT infrastructure (DITI), which are
used for development of IT infrastructure management systems (MS) [2].
Increasing business demand for IT services, a variety of IT, as well as the con-
tinuous improvement of business processes and the consequent need for the
development and implementation of new IT lead to excessive complexity of MS,
which is the product of system integration of different approaches and incompatible
solutions from different manufacturers. Increasing complexity of managing IT
infrastructure, accompanied by increase on operations costs, makes it necessary to
search for new approaches to the management of IT infrastructure.

Currently, the development of IT is strongly influenced by factors such as
consolidation and virtualization of resources, cloud computing revolution, con-
vergence of telecommunication technologies and services. Due to influence of these
factors in the informational industry can be seen intense process of globalization of
information and communication technologies, which leads to new IT environment,
that provides a promising means for doing business. Revolutionary transformations
in IT contribute to the progress of the business technologies; however, the effec-
tiveness of IT brings the delay in the progress on management technologies of IT
infrastructure [3].

The high cost of ownership in the functional IT infrastructure at corporate-level
and significant dependence of business success on the quality of IT services make
important scientific and applied problems of creation the information technology for
management of the corporate IT infrastructure. The complexity here is connected
with the constraints put on IT infrastructure: IT infrastructure aims are the main-
taining of agreed level of IT services when resources should be used rationally in
terms of virtualization, clustering, and consolidation with taking into account sig-
nificant dynamic of user requests.

2 General Problem Statement

Significant influence of IT to achieve business goals not only underlines the
importance of IT services, but also emphasizes the management of these services.
Leading position in the area of IT service management belongs to the ITSM [4],
what is recognized around the world approach that is also implemented everywhere.
This approach also evidenced by the emergence of ISO/IEC 20000 [5, 6]
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international standard. The standard ISO/IEC 20000 is the first international stan-
dard on IT services management. It includes the requirements for management,
documenting, competence, awareness and training of staff; requirements to the
monitoring, measurement, evaluation and improvement of processes; principles of
the management plan for services and the application of the Deming Cycle for IT
service management. That standard had made changes and additions to the process
model by moving from the set of processes to creation of an integrated IT service
management system. Moreover, it had provided 13 processes, divided into 5 groups
and 2 domains of top-level management.

Requirements for IT service management and management system are defined in
ISO/IEC 20000-1, and the guidelines for the organization of activity on IT service
management are in ISO/IEC 20000-2. In accordance with the standard, MS with
policies and structured approach should implement embedding and effective
management of all IT services. In this case, it deals only with process management,
when operational issues on IT infrastructure, whose state and functioning has the
most impact on service level, are not considered.

However, processes of operational management of level of IT services in IT
infrastructure are missing among ITSM processes and in the ISO/IEC 20000. The
reason for this is the management of IT services is relatively new and actively
developing field of management. The possibility and necessity of IT service
management is recognized throughout the world and as evidenced by the emer-
gence of the standard, while the consideration of IT infrastructure as a control
object during management of IT services is still not fully realized.

At the same time, the consideration of IT infrastructure as a control object to
maintain the quality of IT services provisioning at an acceptable level within the
change of an IT infrastructure components’ state and taking into account dynamics
of the user requests is not only possible, but also necessary.

Thus, questions of process management of service level are well-researched and
standardized, and issues on management of services level through operational
management of IT infrastructure is still not giving sufficient attention. Therefore, in
this work attention is paid to the aspect of management of IT infrastructure, which
connected with the importance of receiving IT services with a consistently high
quality and without irregularities in the work.

The aim of this work is to develop such approach to management of IT
infrastructure, which guarantee that the quality of provided IT services correspond
to the specified value, which was agreed with the business-department level.

3 Basic Management Model

From the point of view of IT infrastructure management, three management loops
can be distinguished: outer, inner, and operational. Figure 1 depicts these man-
agement loops, which shows the basic model of management of the IT
infrastructure.
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The outer loop provides designation and implementation of business processes
with following control on efficiency of the processes execution. Thus, informational
management system (IMS) is the basis for effective running of business. Inner loop
provides a mapping of business processes to IT services with the definition of target
values, established in the SLA, and the control of the quality of IT services.
Decomposition of IT services defines the tasks of operational loop, which are
reduced to the continuous maintenance of the level of services on agreed level with
minimal effort.

Business processes (management, operation, and support) or production pro-
cesses are using criteria of business efficiency during decision-making.

IMS is a system, which combines business management staff and IT infras-
tructure. IMS is responsible for making decisions, which ensures the fulfillment of
business criteria.

At the same time, service level management loop (SLML) is a union of IT
infrastructure, its support staff (IT staff), and technical, software and informational
tools for maintenance in the form of system for IT infrastructure management
(SIM). SLML ensures the provision of IT service for business units on an agreed
level of quality with a reasonable usage of resources.

IT Infrastructure

SU
SIM

Business processes,
Production
processes

Business management 
staff

Input Output

Disturbing
impact

IMS

SLML

State
information

Control
Impact

IT staff

Fig. 1 Basic management model of IT infrastructure
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As the input signal, IT infrastructure receives a flow of request. The IT infras-
tructure responds with the flow of results. Disturbing impacts affect IT infrastruc-
ture from outside. The SIM analyzes current state of IT infrastructure and selects a
management impact, at which the maximum management efficiency is achieved.

In accordance to Fig. 1. IT infrastructure is a common component of the
interaction-based components: the IMS and the SLML. Respectively, there are two
large-scale management objects: business processes (production processes) with IT
infrastructure, and two control systems: the IMS and the SIM. In management loops
of these systems, there are business management staff and IT infrastructure man-
agement staff respectively.

For effective business, there are should be formed coordinated integral system of
the processes of the three management loops with differentiating following process.
In the outer loop: forecasting → development planning → accounting → esti-
mation by the criterion yield/quality → control → development plans correction.
On inner loop, as a rule, the Deming cycle is used: planning → execu-
tion → verification → actions for the implementation of the plan. On operational
management: monitoring → state analysis → management → system optimiza-
tion → development planning. Timeliness and accuracy of execution of integrated
complex of processes on three management loops achieves business goals.

For support of closed management loops, in IT DITI operational management
aspect integrates with an aspect of the coordinated interaction of the components of
the management system of a company. Coordination contributes to reaching the
goal of functioning of the IT DITI as a component of company’s management
system. Thus, there are should be ensured coordinated interaction and exchange of
information between the management loops with the corresponding generalization
of information in each of them to make decisions. In this case, the role of IT DITI is
enhanced, which resulted in a shift of emphasis of IT infrastructure management
from support of informational and communication technologies and equipment to
the maintenance of the level of IT services.

Thus, the management of IT infrastructure cannot be considered in separately
from business management, while a central role for improving the efficiency of the
functioning of the SLML with orientation on maintenance an agreed level of IT
services belongs to IT DITI.

In operational loop there appears measurement tasks, analysis, assessment,
accounting, control, forecasting, planning and management tasks, quality evalua-
tion tasks [7], what raises the need for development of the relevant models and
methods for solving these problems. Before developing these models and methods,
should be decided the general approach to solving problems of the operational loop
with consideration of its complex nature and need of interaction and coordination
with outer and inner management loops [8].

Managing of the IT department, which focuses IT staff in it, means first orga-
nizational forms of management, which are well developed in the ITSM [9] on the
ISO/IEC 20000, whereas the IT DITI presenting tools to automate management of
IT department.
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Management mechanisms of the SIM are laid at design stage and are mainly
including a change in configuration and self-diagnostics.

IT department performs IT infrastructure management with the use of automatic,
automated, and manual control.

4 The Problem Definition of IT Infrastructure
Management Conducted With Service Level
Management

For such a control object as an IT infrastructure, it is very difficult to define and
formalize a unified management task. That is why the decomposition of the general
problem of IT infrastructure management is made, which is based on the choice of
such permissible control, that maximizes the value of the control effectiveness
ðKðUÞ→ max

U ∈U
Þ. In the result separate tasks with further formalization is obtained.

IT infrastructure intends to be a provider of IT services for users. In this case,
management efficiency can be evaluated on the quality Q of provided services and
management costs. With the operational management of IT infrastructure, the
quality management task is to maintain a given level of quality of the services with
a minimal amount of used resource. Then the maximum management efficiency
achieved by the choice of such control, in which the actual level of service cor-
responds to the agreed level with a business department Qagr and is achieved with
minimal effort:

Expenses(QðUÞ→QagrÞ→ min
U ∈U

. ð1Þ

The quality Q of services is determined by the quality Qj, j=1,N of all IT
services:

Q= f ðQ1, . . . ,QNÞ, ð2Þ

Therefore, control impacts should maintain a specific level of the quality of each
service using for this purpose the minimum number of resources:

Expenses(QjðUÞ→Qagr
j Þ→ min

U ∈U
, j=1,N, ð3Þ

where Qagr
j , j=1,N is the agreed level of the j-th service.

In contrast to the process management, whose aim is constant improvement of
service quality, operational management aimed to maintain quality of service on the
agreed level by the cheapest way, while management should be such that be
ensured next
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qk, j − q*k, j → 0, ∀ j, k, ð4Þ

where qk, j and q*k, j are respectively, target and actual values of the k-th indicator of
quality of j-th service.

From the point of view of the criterion of effectiveness of business-efficiency
management of IT infrastructure, while ensuring the quality of the j-th service may
be the choice of the management impact U ∈U, at which the minimum actual
processing time of i-th request to the application Aj, j=1,N is reached, N—number
of applications

min
∀i, j

ðTAci, j = ðtRi, j − tAi, jÞÞ, ð5Þ

where tAi, j is the admission time of i-th user request of j-th service tRi, j is the
admission time of response to i-th user request to the application Aj.

With use of the criterion (5) from IT DITI, it would be impossible to achieve the
processing time, equals to 0. As for the quality of services provisioning, the IT DITI
has to manage and strive to minimize the difference between the target TTj and the
actual time TAcj of the query to the j-th application, measured on the user side using
the least amount of resources

T Ac Ac Tmin( ) min( ), when .
j j j jjjj

T T T T T
∀∀

− = Δ > ð6Þ

In case when TAcj − TTj >0, the cause of which may be an increase in the number
of user requests, fulfilling the criteria (5) or (6) is possible by allocating additional
information and computing resources to the application Aj, and/or prioritized
transfer of user data of application Aj over the telecommunication network.

5 The Approach to Operational Management of the Level
of IT Services

The essence of the approach to the operative management of the level of IT ser-
vices. The main purpose of business is getting the maximum profit. Maximum
profit due to IT is accessible when a business offers a set S= fsig, i=1,K of
required IT services with maximum quality Q and a minimum expense C.

Service level management in corporate IT infrastructures is implemented by
integrated interaction of three processes: the agreement of services level, the
planning of resources and management of service level (Fig. 2).

Business managers initiates the launch of the process of agreement the level of
service, and this process ends by the creation or updating of the elements of the set
S and the matrix Q= qkik k, element qki, k=1,Mi, i=1,K, which corresponds to an
agreed value of k-th indicator of quality of the i-th service. Business allocates
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r amount of resources to the services S. The resulting resource support in the form
of system

<Q, r> ð7Þ

is the basis for solving the problems in the lower located level.
The planning process is based on allocation and consolidation for each service si,

i=1,K part of the resources R1, …, Rm of IT infrastructure. Such allocation of
resources allows to maintain the services, while r1,…,rm are amount of resource
R1, …, Rm, and c1, …, cm are unit cost of the resource R1, …, Rm respectively.

Then the amount of total resource is calculated as follows:

r= ∑
m

j=1
rj. ð8Þ

In addition, the cost c of resources is determined by next equation:

c= ∑
m

j=1
rj ⋅ cj. ð9Þ

Using the resources by services is defined by a matrix P= ρij
�� ��, where ρij is

equal to the number of dedicated resource Rj, j=1,m to service si, or 0 if the
resource is not required.

The process of management of the service level is managing the IT infrastruc-
ture, so that the actual values q*ki, k=1,Mi, i=1,K, of indicators of values

Business

Coordination of the level of service

Resource planning

Service’s level management

Required quality Required resources

Coordinated quality Resource distribution

Allocated resources Used resources

IT infrastructure

Management Monitoring

!
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No

NoYes

NoYes

Additional 
resources

NoYes

New levels’ 
values

Problem escalation
(request for re-coordination)

Request for level change

Request for additional 
resources

An attempt of independent 
solution

Fig. 2 Interaction of processes in the management of service level
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respectively, would correspond to agreed values of matrix Q, so that the equality
fulfills.

qki − q*ki =0, k=1,Mi, i=1,K. ð10Þ

The essence of the approach to the management of level of services is the next.
In terms of non-compliance, condition (10) identifies the elements of the matrix

of the actual values of the quality indicators Q* = q*
ki

�� �� for which
q*ki < qki, k=1,Mi, i=1,K. IT DITI trying to solve a problem on the lower level
(see Fig. 1) by changing the values of the functioning parameters of IT infras-
tructure elements or by redistributing the resources between applications so to
increase the value q*ki in the result.

If in the result of the recovery measures, it was possible to ensure the equality
(10) is true, then functioning of IT infrastructure continues with the new settings. If
the authority of lower level is not sufficient for the achieving (10), the escalation of
the problem is carried out at the level of resource planning.

During the process of resource planning are made attempts to solve the problem
of allocation of additional resources R1, …, Rm for si service, for which the con-
dition q*ki < qki. is true. If additional resources are allocated, then the matrix

P′ = ρ′ij
��� ��� formed with new values of elements, moreover ρ′ij > ρij, j=1,m or result

is equal to zero if the j-th resource is not required. If additional resources are
missing, then at the level of resource planning there are conducts the attempts to
perform a redistribution of resources between the services by allocating the
resources to more important services due to less important. If the problem is solved,

the values of the matrix P′ = ρ′ij
��� ���, with a new plan of resource allocation go to the

lower level. If it is unable to resolve the problem at the level of planning the
resources then the escalation of the problem to a higher level is done.

The planning process initiates the process of agreement of services level to
review first the value qki for which q*ki < qki, and then, perhaps, the values of all
elements qki, k=1,Mi, i=1,K of the matrix of service quality Q in descending
order. If it is possible to form a matrix Q′ = q′ki

�� �� with the new values of quality
indicators, then it is transferred to the lower level, which produces the release of
resources and the allocation of them to services with following condition q*ki < qki,
k=1,Mi, i=1,K. If the process of agreement the service level does not have
permissions to the procedure of forming the matrix Q′ = q′ki

�� ��, then produced an
escalation of the problem to the level of business. This level must either generate a
matrix Q′ = q′ki

�� �� with the new values, or increase the total amount of resources,
which leads to an increase of the values of r1, …, rm. Otherwise accept the actual
level of services is the last option.

Let us consider the processes implemented through agreement of service level,
planning the resources and the management of service level.
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The process of agreement of service level in the corporate IT infrastruc-
tures. Requirements for maximizing ðmaxQÞ the quality of services and mini-
mizing the associated expenses ðminCÞ can be extracted from a usual conflict,
which leads to the need of establishing an economically reasonable level of services
with taking into account the company’s capabilities, and achieved level and cus-
tomer expectation in the industry.

If D ̂ are business revenues from IT, and C ̂ are expenses on IT infrastructure, then
the business together with the process of agreement about service level is trying to
achieve

maxðD̂−C ̂Þ. ð11Þ

In an effort to continually improve the quality, business and IT within ITSM
must execute an analytical assessment of dependency of the quality of service from
the cost of resources Q ̂= f1ðcÞ; business losses L̂ from poor quality of service with
taking into account the risks M0 and uncertainties N0 (Fig. 3). Right after that, the
departments should take into account the level of quality achieved by the industry
and determine accessible values of the level of service Q= qkik k, which have not
yet led to losses at the runtime of business operations. Thus, the system

< D̂,C ̂, L̂,Q ̂,Mo,N0 > ð12Þ

defines the task of the formation of the pair (7).
If the received values, with considering risks, exceed the achieved level by

industry, then there is a cause for optimism, and business development. Otherwise,

Quality

Cost /
losses

Business losses due 
to low-quality service

Expenses 
for quality 
of serviceRisks

Level achieved
in industry

Fig. 3 Search for the optimal relation of quality level of service and a cost of achieving this
quality
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business faced up with a problem of the delivered quality what can be the basis for
the collapse of business in their relative areas.

Business is delivered with options for service implementation with cost, tech-
nical, organizational, and time indicators (Fig. 4). Business determines the optimum
ratio of profitability/(quality of IT services). For such case losses are estimated
depending on the reduction of the level of services and the cost of delivering of a
high quality services, then the point of the minimum accessible quality is found.
After that the business endorses one of the variants or adjusts the requirements for a
new IT service, basing on the importance of service, benchmarking, experience and
so on. The agreed services’ levels are scripted in the SLA or service catalog.

IT board prepares the plan of the implementation of new services considering the
financial and resource support for their provision and management. This problem is
more preferable to solve with the use of methods for effective management of
resources of IT infrastructure.

Coordination of service level is running under conditions of excess or shortage
of resources. The excess of resources initiates the iterative procedure for agreement
of the level of service. At the same time on the basis of (8) the planning process
determines the values qki, k=1,Mi, i=1,K, then the resulted indicators in the form
of matrix Q are presented to business. If values of matrix elements do not satisfy the
business, then made redistribution of resources between services and starts a new
cycle of defining the qki, k=1,Mi values, when for a given resource consolidation
plan of R1, …, Rm resources for services si, i=1,K is being determined the
expected quality Q.

During solving the problems of coordination the level of service can be used
methods of mathematical programming, operations research, decision theory,
methods of game theory, methods of solution the tasks with multiple criteria,
decision-making under conditions of non-certainty and risk, methods of artificial
intelligence, balance models, and so on.

The process of resource planning. At the level of resource planning problems
are solved in the interests of the process of service level agreement, also is made a

Catalogue of IT services

Exploitation 
rules

Business 
processes

Business 
operations

Required IT 
services

Business
IT services

IT board
IT service description

Choice from 
the available

Development

Purchase

From the cloud

Requirements 
for IT services

Cost +
characteristics +

release terms

Set of agreed IT 
services Requirements for 

maintenance

Fig. 4 The process of forming the catalog of IT services
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determination of required amount of resources, and distribution with binding of
resources for service si, i=1,K.

Services si, i=1,K are supported by applications from the set A= fAlg, l=1, I,
where I is the number of applications, where each service si, i=1,K is supported by
one or several applications, while each application Al, l=1, I supports one or more
services.

We introduce the concept of the degree of service’s support. Service support si
means the interaction of multiple resources assured applications from the set A,
directed to achieving a common result that is workability of service si. Let suppose
that resources Rj, j=1,m are used to support si, i=1,K services [3]. First, let us
consider the boolean variable xi, i=1,K which defines the level of support for the i-
th service and takes the following values:

xi =
1, if i − th service gets entire support;
0, if i − th service gets no support.

�
ð13Þ

Let the users of si service are forming an average number of requests ali to the Al

application for time unit. Then the number of client requests to application Al is
determined as follows:

al = ∑
K

i=1
ali ⋅ xi, ð14Þ

and the number of requests to applications Al, l=1, I we will present as vector
a ̂= fal, l=1, Ig.

Application Al needs resources of type j which is given by

rjl = bjlal + djl ð15Þ

where bjl is the average amount of resources of the type j, used by application Al to
process one client request; djl is the amount of resources of the type j, used by
application Al regardless to the number of client requests.

Then the total amount of resources r, which are necessary to maintain all the
services from the S, defining by the expression:

r= ∑
m

j=1
∑
I

l=1
rjl = ∑

m

j=1
∑
I

l=1
ðbjlal + djlÞ. ð16Þ

Planning tasks essentially depend on the constraints on the budget of the IT
department. With the absence of financial constraints, when the criterion minC is
not taken into account, it is planned and projected in the IT infrastructure, whose
resources would be sufficient for maintenance of applications fAlg with the required
values of quality indicators of services qki, k=1,Mi, i=1,K with maximally
allowed values of vector a ̂. Moreover, the most important resources are duplicating
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or reserving ðrr >0Þ and accounted possible increase of the number of requests ali
beyond the bounds.

With a limited budget for the creation and development of IT infrastructure the
lack of resources can be laid at the stage of design. It can even arise during the
usage, and developed IT infrastructure cannot ensure the fulfillment of condition
(10). Despite this, the IT infrastructure, which was designed with a lack of
resources, can deliver services effectively if provided the support for the most
critical applications a priori. To do this, IT DITI redistributes resources on the
runtime in accordance to the defined regulations of resource usage.

Thus, planning and resource management problems need to be solved within
both conditions whether excess or lack of resources. In each case, some of the
specific features of the allocation of resources must be considered.

After calculating the need of resource with the expression (16) and comparing it
with the available resources we will get the problem of managing the service level
with a lack of resources if emergencies in the IT infrastructure, increase of the
intensity of client requests and other factors lead to failure of equality (10).

In this case, for making decisions for resource allocation should be considered
the additional information.

We introduce the concept of the importance wi of service si, i=1,K which will
be used in the solution of services level coordination tasks in conditions when there
is a lack of resources.

The problem of service level agreement is reduced to the definition of values of
the matrix Q within an assigned amount of resources:

Q=F1ðS, r,Wp,ZsÞ, ð17Þ

where Wp = fwiji=1,Kg; Zs = fziji=1,Kg; zi is planned level of support for the i-
th service. Here, the standard value of client requests number considered in the
value of r, and the value zi, i=1,K, in contrast to (13), is a continuous variable,
that takes values from the interval [0, 1].

Nevertheless, if after the calculation of the need for resources and further
comparison with the available resources, the amount of available resources is
greater than needed, then we get the problem of managing service level in resource
abundance. Particularly, can be allocated a reserved amount of resources rr and the
number of resources r ̂ increases. These resources r ̂ are allocated to support all of the
services S, and are defined by the expression

r ̂= r+ rr. ð18Þ

Then the resources r is determined by the values of the elements of the matrix Q,
and the value of rr is determined by the probability of occurrences of emergency
situations and bound values of ali.
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In this case, there are two distinct problems of service level agreement. The
problem of the first kind is similar to (17) and is to determining the values of quality
indicators for a known amount of resources allocated:

Q=F2ðS, r ̂, rr,CÞ. ð19Þ

The objective of the second kind is to determine the necessary resources to
ensure the specified values of quality indicators:

r=F3ðS,Q,CÞ. ð20Þ

During solving the problems (17), (19), and (20) may use the methods of
queuing theory [10], reliability theory, the theory of fractals, simulation modeling
and analysis, particularly with application of queuing theory methods and artificial
intelligence methods.

The process of management of the service level. After agreement of the level of
services and planning of resources, the process of management is carried out so that
the following criteria is fulfilled:

minðqki − q*kiÞ, k=1,Mi, i=1,K, when q*ki < qki ð21Þ

or

minC ̂, when q*ki > qki, k=1,Mi, i=1,K. ð22Þ

In this case, for the cost savings, there are made reductions of allocated resources
to applications fAlg and unused resources are released. Such problems are solved in
[11]. Moreover, the paper [12] describes possible methods and detailed problem
statement for related issues.

Criteria (21) and (22) are applied only when k=1,Mi and i=1,K, and by
comparing the values q*ki and qki the condition “only not more” or “only not less”
fulfills. Otherwise, resources between applications fAlg, can be redistributed so that
for the applications for which next is correct q*ki < qki, there would be allocated the
resources by the applications, for which fulfills next q*ki > qki, k=1,Mi, i=1,K.

If by use of lower level facilities, it is impossible to ensure equality q*ki = qki
when q*ki < qki, then is executed an iterative procedure in which the upper levels are
utilized (see Fig. 2). In this case, on the upper levels the management system
allocates additional quantum of resources Δr for application A*

l ∈A, which fulfills
next condition q*ki < qki. Then execute the check of fulfillment the condition (10). If
everything remains the same q*ki < qki, then infrastructure provides another quantum
of resources Δr. The procedure repeats until the condition (10) fulfills. In the
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absence of resources in IT infrastructure, there are two possible situations during
the management of service level:

(1) Beginning of the revision of values in matrix Q;
(2) Allocation of quantum of the resource Δr by application from the set fAlg with

consideration of importance Wp of services.

The dependence of the values of quality indicators qki, k=1,Mi, i=1,K, from
the resources r without the loss of generality can be provided as follows:

q= fqrðrÞ, ð23Þ

where q—quality of services. For increasing the value of q to the corresponding
application from the set, fAlg it is necessary to allocate additional resources. Then

q′ = fqrðr+ΔrÞ. ð24Þ

If Δr>0, then q′ ≥ q, what allows to make the assumption of monotonous
character of the function fqr.

Similarly, it can be assumed that the function

q= fqaða ̂Þ, ð25Þ

is also monotonous.
Then, if the functions (23) and (25) are monotonous, then the function

q= fqðr, a ̂Þ ð26Þ

will also be monotonous [13].
Let the control u+ ∈U, where the U is set of control impacts, is the allocation of

additional resources to application A*
l ∈A. Furthermore, for this application the

actual quality qa is worse than target one qt, qa < qt, and u− ∈U is the management
impact which withdraws resources from the application A*

l ∈A if qa > qt.
With taking into account the monotonous nature of the dependence between qki,

k=1,Mi, i=1,K and r, lets prove necessary statements, but making the following
suggestions.

The use of resources by applications is set as a matrix P ̂= ρ̂lj
�� ��, l=1, I, j=1,m,

where

ρ̂lj =
nljΔrj, if l − th appliction uses j − th resource;
0, if l − th application does not use j − th resource,

�
ð27Þ
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where nlj—the number of quants of j-th resource allocated to l-th application; Δrj is
the size of the quantum of j-th resource. In such case, the next restrictions must be
fulfilled:

Δrj ∑
I

l=1
nlj ≤ rj, j=1,m. ð28Þ

Then we can define the following mapping:

Q ̂=U ×P× a ̂̄→Q, ð29Þ

where a ̂̄= fa ̂g is the set of vectors a ̂∈ a ̂̄.
Whereas

U ̂=Q* × P× a ̂̄→U. ð30Þ

Proposition 1 For a given value qki, k=1,Mi, i=1,K in the case when q*ki < qki,
there are exists such management impact u+ ∈U, which allows to provide q*ki = qki
at the minr for maintenance the level of service.

This follows from the monotony of the functions (23)–(26), a finiteness of sets
Q*, P and a ̂̄, and comparability of processes’ objectives in Fig. 2.

Management u+ ∈U is found iteratively.
To prove the following statement, we introduce a mapping:

F̂=Q× a ̂̄→R. ð31Þ

Proposition 2 If the condition (18) fulfilled when q*ki < qki, if values a ̂ are known,
then control impact u+ ∈U, allowing to restore equality q*ki = qki, k=1,Mi,
i=1,K, can be found without the use of iterative procedures.

Proof For fixed values of the vector a ̂, basing on (31), there are dependencies
qt → r, q1 → r1 and q2 → r2. Then, similarly to q1 − q2 → r1 − r2 =Δr12 when
q*ki < qki to enforce the fulfillment of equality q*ki = qki it is necessary to allocate
additionally Δρ̂lj, i=1,K, l=1, I, j=1,m to the l-th application, maintaining the
i-th service with taking into account (27). Moreover, value Δρ̂lj can be defined
based on Δqki = qki − q*ki →Δρ̂lj. In general, the allocation of additional resources
with consideration of (28) without iterations may only be done if condition (18) is
fulfilled, which proves the proposition.

Consequence. If the q*ki < qki and i-th service is supported by the application
A*
l ∈A, and due to applications from the set A, for which qa > qt, there are resources

which can be freed ˆ вΔρ then the management impact u+ ∈U within the resource
deficit conditions allows to restore the level of the i-th service, maintained with l-th
application in one pass. Also, ˆ ˆв ljΔρ ≥ Δρ , where Δρ̂lj is additional amount of
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resources, which is needed by l-th application for fulfillment of the equality
q*ki = qki.

The implementation of the lower level, which is directly carried out the opera-
tional management of the level of services, is advisable to run based on the coor-
dinator [13, 14]. Also, we propose to use neural network with the coordinator to
achieve better results [15].

The research of proposed decomposition-compensation approach to managing
the service levels not only confirmed its performance, but also showed the ability to
increase the effectiveness of using the resources. The proposed approach was
compared with the method of full reservation of resources and the method of node
extension by resource efficiency qE, defined as:

и
E

в

r ,q
r

= ð32Þ

where rи is the amount of actually used resources, and rв is the amount of reserved
and allocated resources.

The most common practical method of the full reservation involves the deter-
mining the amount of resources rmax, l with expression (15) for the maximum
number of user amax, l of l-th service agreed in the SLA. The resources rmax, l

assigned to the application Al does not change during the operation. If the actual
number of client requests al < amax, l then resources are used inefficiently. When
al > amax, l quality of services is reduced, the management impact to improve the
level of services is not carried out, and users should be satisfied with the actual
quality of services.

The method of maintaining the quality of services by increasing the node during
the horizontal scale tracks not the level of services, but the percentage of utilization
of allocated resources. If you exceed the degree of involvement of the individual
resources of a predetermined threshold then happens the increase of the amount of
resources allocated to the application by one node. During this process, the increase
of amount of all kinds of resources is performed, regardless of the actual need in
increasing the amount of only some of the resources. In this case, the unused
resources cannot be used by other applications.

The dependence of the efficiency of resource use qE on the ratio al a̸max, l are
shown on the graphs, Fig. 5 shows the proposed approach (curve 1), the method of
full reservation of resources (curve 2) and the method of increasing the nodes
(curve 3) with different amount dl of resources used by the application Al, is
independent of the number of user requests. For research, the value of the quantum
of resources was set at the level of 10% from node size.

Analysis of the graphs in Fig. 5 shows that the proposed approach allows using
the resources of corporate IT infrastructure much more efficiently, whereas effi-
ciency of resource use increases due to decreasing value of the relation al a̸max, l.

Decomposition-Compensation Method for IT Service Management 105



6 Conclusion

Effective management of the level of service for corporate IT infrastructures is
possible with application of the proposed decomposition-compensation approach,
involving decomposition of tasks for service level management and compensation
of negative impact of different factors by allocation of additional resources to
critical applications. The approach is based on the integrated interaction of three
hierarchical processes—agreement of the level of service, resource planning and the
management of the level of services with consideration of a hierarchy of IT
infrastructure. It makes possible to create a hierarchy of decisions for management
or maintenance on agreed service level by taking into account the existing resource
restrictions and levels of authority. This is possible by the use of mechanisms and
capacities of higher levels of the hierarchy for selection of the control impact which
makes it impossible to implement management at lower levels.
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Risk Prediction Based on Time and GPS
Patterns
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Abstract Traffic produces not only pollution but also many incidents resulting in
material lost and human injuries or even persons dead. But not all the incidents
involve two cars, it may be pedestrian and any type of cycles (motorcycles, bicy-
cles, tricycles, etc.). Most of the approaches try to model traffic accidents using
traditional information and avoiding others, such as environmental elements, driver
profile, weather, regulations, eventual circumstances like strikes with roadblocks,
street reparations, railroads crossings, etc. This paper presents a model for risk
prediction, and the impact of varying geographical information details on the
precision of the underlying Inference System (a Soft Computing model with a ruled
Expert System and a Harmonic System focused on time patterns of events). Its
flexibility and robustness has a price: certainly minimal to apriori knowledge. This
work outlines the working model implemented as a prototype named KRONOS,
and a statistical evaluation of its sensibility to dynamic GPS information. Traffic
risk requires this type of flexible and adaptive model due to the high number of
alternatives to consider. The model would also be improved by adding certain
specific Fuzzy Logic for pattern management during the matching process. The
model would also be improved by adding certain specific Fuzzy Logic for pattern
management during the matching process.
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1 Introduction

One of the most compelling problems in the current world is traffic accidents, and
the consequences [1, 2] involve materials lost, injuries and even death [3, 4]. But an
effective evaluation of the risk must include information on the environment,
context details, vulnerability of the individual, biomechanical resistance to sudden
forces [5], etc.

Although there are many studies and statistics, any model representing this type
of risk become apparent unless it covers a representative number of hidden factors
that are indirect cause or bias. For instance, pedestrian injuries increase with a
higher speed of traffic, status of footpath, availability of adequate crossing facilities,
pedestrian crossing opportunities, number of lanes to cross, complexity of traffic
movements at intersections, etc.

Furthermore, current and past statistics and proposals are statically defined in
advance, considering just most meaningful and logical variables, but there is a lack of
flexibility to append new factors dynamically. This is important, because technology
evolves, society changes and therefore variables change as well. Just to mention a few
of the variables, there may be the age of the pedestrians [6], subtle tips like crowd
management [6], pedestrian attitudes [7], pedestrian crossings [8], etc. The prototype
in this paper was tested with an initial knowledge that combine, many of these
mentioned items and others. A few traffic risk models are in this line, like the Traffic
Management Hazard Identification & Risk Assessment Control Form [9], that checks
relevant causes and related events and G20/OECD, that is a framework for risk
assessment [3]. Other proposals are still waiting for implementation and evaluation.

For pedestrian risk there are also some further alternatives. Among others can be
mentioned the proposal to assess the risk of collision related to a pedestrian-based
scenario [10], a Case-control approach [11], Micro-simulation Model with SSAM
(Surrogate Safety Assessment Model, developed by FHWA, US) [12], a
tailor-made statistical tool [13], Journey Risk Management [14], etc.

The authors in [15, 16] suggests modifying the physical environment, but to be
aware of how this should be accomplished it is necessary to understand better which
are all the main factors in most of the cases.

Although many experts in the field [17, 18] consider education and prevention
initiatives is the most effective way to decrease mortality, it is still necessary to develop
a tuned and dynamic model to keep track of and overcome statistical obsolescence.

From a Data Mining (DM) perspective, risk can be thought as a derivation of a
set of variables heuristically selected as the best describing accident origin. When
this is properly studied it is possible to predict not only a disaster but also its
characteristics [19–21].

Many approaches in DM are used to predict events and find out its current and/or
subsequent facts, like in [22, 23], etc.

Instead of that, this paper combines two reasoning systems: Expert Systems
(ES) and Harmonics Systems (HS). The first one derives from the well-known
technology started in 1980s but the second is quite a new technology presented in [24].
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While Expert Systems (ES) remains focused on explicit rules of expert knowl-
edge related to statistical prediction of the risk, the Harmonics System (HS) takes a
heuristic data-driven approach. In HS, the information of interest is not the complex
data produced along the development of an event, but only its timing patterns as a
consequence of deep variables relationship during the process of an accident. This
perspective is here performed by Harmonics Systems (HS), using combinations of
variables (selected by an Expert System) as patterns. HS is a type of mining focused
on rhythm, accelerations, static periods, and others aspects related to time features
of selected patterns. HS also allow real-time processing, which is well fitted for
applications that require prompt answers upon data collecting (that is the case of a
driver o pedestrian collecting environmental data during displacement from one
point to another). It is also included preliminary statistical results from real cases
taken from [25]. Taking an Expert Systems in combination with HS [1], the tra-
ditional risk knowledge from the typical problems can be enhanced with dynamical
timing patterns derived from previous activity and its variables. This kind of plastic,
flexible, and self-trained learning model may serve from data. A resonance in this
context can be thought of as a pattern matching with weighted features and chaining
patterns. This modeling approach is being applied as the KRONOS prototype, to
evaluate pedestrian and car risk. As a prototype is partially implemented, statical
evaluation does not fully include HS add-ons or Fuzzy Logic at the pattern’s
matching process.

In the following, we shall present the basics for ES (Sect. 2), Harmonic systems
(Sect. 3), the global architecture of KRONOS prototype that implements it as the
core of its Expert System (Sect. 4) and a test application with real data (Sect. 5)
followed by Conclusions and future work.

2 Expert System (ES)

This section presents a summary of ES as used in this project and its main
characteristics.

2.1 ES Goal

The ES is used to reflect long-term expert knowledge and reasoning. The rules in
KRONOS are defined using the variables and knowledge presented in [26]. Table 1
shows a reduced set of rules.

It is important to note that rules are not probabilistic or fuzzy. They fire just
using the traditional approach.
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2.2 ES Architecture

As any other ES, the prototype implements a core using the modules shown in
Fig. 1.

3 Harmonic Systems (HS)

This section presents a summary of HS presented previously in [24, 26–28].

Table 1 Some of the rules in the ES

IF THEN

(individual.alcohol < 0.15) and
(car.time > weather.sunset)

car.risk.level = LOW
individual.alcohol.level = LOW
individual.risk.description = “You’re perfects
conditions”
individual.risk.type = 0

(individual.alcohol > 0.15) and
(car.time > weather.sunset)

car.risk.level = LOW
individual.alcohol.level = LOW
individual.risk.description = “You experimented a
decreased reflexes”
individual.risk.type = 1

(individual.alcohol > 0.20) and
(car.time > weather.sunset)

car.alcohol.level = LOW
individual.alcohol.level = LOW
individual.alcohol.description = “Decreased reflexes,
dysmetria and velocity underestimation”
car.alcohol.type = 1

Fig. 1 ES architecture
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3.1 HS Goal

Once a problem has two characteristics: Real-time requirement and complex time
behavior, HS can be applied. One reason is its lightweight algorithm and simple
evaluation.

The other main reason is the production of meta-data generated as a part of
model, reflecting change in time (as opposed to those models created through
mining) while preserving other information related to the identity of the problem.
When data results are processed it can be done in one of more patterns with the
same or a different time variation.

An extra practical feature is the optional preprocessing with filters, to select
specific time subsequence and ignore the rest of the data. This reduces significantly
the amount of data being processed.

3.2 HS Problems

As the focus of HS is time and its change, it is suitable for problems that require a
model of changes in time. Of course it demands one or more variables with specific
patterns: co-occurrences, mutual exclusions, sequences, etc. One restriction in
applicability is that variables must have a numerable finite data domain.

Taking into account the mentioned tips, HS can be used to test specific patterns
of interest (for instance production failures, software/hardware faults, hang out of
processes, deadlocks, etc.) while the main system works. As a consequence it can
react to changes of behavior upon those patterns.

3.3 HS Functioning

Here there is a very short description of HS functioning. Since HS is out of the
scope of this paper, readers interested in details may find them in [24].

Let a problem R consisting of a set of variables {vi} each one with a specific
numerable finite data domain Di.

Let any relevant event e represented by one o more patterns Mj, each one a
combination of any subset of {vi} with specific values {v’i}:vi ∈ Di.

Then, the HS model to approximate consists of the union ∪ i{Mi}, for all the
events j whose patterns are being analyzed. And Mi defined as

Uk =Uk +ηu½Uk −ΠlP0ðtljMiÞ�
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Where Uk stands for time behavior model for pattern Mi, tl is the time elapsed
from a previous occurrence of patterns feature l, ηu is a elasticity parameter for
model Uk, P0(tl|Mi) is the Poisson distribution probability for (tl|Mi).

A set of additional parameters for Mi are {λl} where

λl = λl + ηðtl − λlÞ

with η being a global parameter for all the model that represents a global adaptation
coefficient for all the λl parameters.

In this context, an harmonic is the occurrence in time tl of certain combination of
properties that are of interest, and is referred to as pattern Mi. For example a pattern
may be the one represented in Table 2.

In the table, PROC is a variable representing a software process of a complex
system, A is a specific procedure, USR is an user ID that is being running that
procedure, and t1, t2, t3 are the typical time elapsed between them (in this example
they are set of λ1, λ2, λ3, respectively, as an initialization procedure). Another point
of view of this problem is to model the sequence t1, t2, t3, occurrence and variations.
It may be used for instance to trigger actions while the sequence is happening or
after it. When events match the pattern (a harmonic is found) there is a resonance,
and the model may learn any variation in critical parameters.

A resonance has the following steps:

• Pattern detection: Patterns are evaluated against current data (In example 1:
Property-1 = A, Property-2 = 034), compare the probability of the pattern
against its threshold U (0.3 for example).

• Resonance: when there is resonance, the model parameters are updated.
• Fire an activity (optional) to produce meta-data and tracking data.
• Time information is processed (t1, t2, and t3 in the example) as time-stamp shifts

of the events.
• The size n is compared against a certain cut-off threshold nc (i.e., nc = 80).

When n < nc, small (n) is true, otherwise it is false. When small (n) gives true,
the Binomial dispersion of harmonics is assumed, otherwise it is considered to
be Poisson.

3.4 HS Combined with FL

Harmonics may be implemented as data vectors with a predefined timing. But those
times are the leading factor for the pattern to be in resonance or not. Thus, whenever

Table 2 Pattern 1 T Property-1 Property-1

t1 = λ1 PROC = A USR = 034
t2 = λ2 PROC = C USR = 035
t3 = λ3 PROC = A USR = 035
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time may relax and the relevant feature of the pattern is the set and organization of
variables, then time may be considered not as sharp, but as a fuzzy number.

This Fuzzy Harmonic System (HFS) may be considered as a new approach, and
takes traditional Fuzzy Logic (FL) as a shortcut to improve model stability when the
patterns have many fluctuations in time. That way, for a narrow set of problems, it
is possible to define a self-tuning set of λi parameters that converge asymptotically
to a static value.

The reason to consider FL is historical. FL is usually considered an extension of
classical logic. It can also be thought from the set theory as a sharp set with a fuzzy
boundary. In NLP it is usually applied to model semantics and subjective infor-
mation [29]. Computational Intelligence usually applies FL to a variety of prob-
lems, usually with complex and imprecise values.

Among others, additional benefits of fuzzy logic are its simplicity and its flex-
ibility. The main reason to choose Fuzzy logic is not its ability to handle incomplete
data, but the possibility to undertake problems with imprecise data, to model
nonlinear functions of arbitrary complexity.

Fuzzy logic models are usually called fuzzy inference systems. They consist of a
number of conditional “if-then” rules. For the designer who understands the system,
these rules are easy to write, and as many rules as necessary can be supplied to
describe the system adequately.

The main characteristic in fuzzy logic, unlike standard conditional logic, is that
the truth of any statement has a degree. The conditions are usually coded as
inference rules of the form A - > B (A implies B). But in FL, it can be said as (0.2 *
A) - > (0.5 * B).

For example: the rule

A− >B

with

A: module A takes 34 Mb
B: the weather daemon is on

can be restated as

if (module A takes 34 Mb)
then (the weather daemon must be started)

Here are two variables: memory consumption for module A, and weather dae-
mon status.

Both can relate to ranges of values (the first in Megabytes and the second a set of
possible status).

Fuzzy inference systems rely on membership functions that represents to the
computer how to calculate the correct value, between 0 and 1. It is often said that
the degree to which any fuzzy statement is true is the denoted by a value between 0
and 1.
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Another perspective for the same approach is the Fuzzy Set Theory. It was
formalized by Professor Lofti Zadeh at the University of California (1965). Zadeh
proposed this paradigm with successful application worldwide. In this case, there is
a set of rules and regulations that define boundaries and depict the best solution to
solve problems restricted to those boundaries. The use of Fuzzy Set Theory from
conventional bivalent, sharp sets theory is also considered a paradigm shift.

The use of FL will allow the system to pay attention to boundary events and
contexts that have complex resolution. This extra flexibility will pay the cost known
as the Non-Free-Lunch theorem [30]. Although there are many speculations
regarding it, in general sense it describes that the best an algorithm solves a type of
problems, the worse it performs in general. Taking that into account, FL processes
facts in a proper way to overcome transient alterations in the system [31, 32].

Figure 2 shows the architecture of the FHS proposal. It has the previous ES with
the same components, coordinated with HS. As earlier, both receive the input
information from an Access Manager (a module to interface a global controller
focused on compatibility with external devices and systems.

The key difference is the set of furry rules that are now biasing the pattern
matching process inside the HS. Thus the entire process’ performance is being
altered.

3.5 HS Specific Features

Harmonics may be implemented as data vectors with a predefined threshold of
tolerance for diverges. But some other characteristics of this approach are

Fig. 2 ES architecture with Module Fuzzy Logic
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• There is no precise time but relative: Time is the duration of certain event,
opposed to classic techniques [33] where the value of a certain property is
compared at time ti respective to ti-1, and the magnitude of a property associated.
As a consequence there is no comparison between length series or corrections in
them due to a different length. Therefore there is no normalization.

• No corrections required: Since no component alignment is required between
patterns, distance has no need for corrective techniques such as dynamic time
warping, longest common subsequence similarity, local scaling functions, glo-
bal scaling function, etc.

• Flexibility: HS manages properties being measured as a pattern, which identifies
the components in a time series, and models the time dispersion instead of the
set of properties inside the pattern.

KRONOS models patterns’ time features, and could be analogous to proba-
bilistic similarity measure where methods are model based (they can incorporate
prior knowledge into the similarity measure). However, it is not clear whether other
problems such as a time series indexing, information retrieval, and clustering can
perform efficiently. They use a general similarity approach involving a transfor-
mation rules language [1], and hundreds of algorithms from DM to classify, cluster,
segment, and index time series.

3.6 HS Filters

Certain problems have too much information throughput, generating an extensive
dataset, and making it very hard to perform efficient analysis. In these cases the
model may be extended to go through one or more data and/or pattern filters. The
effect of this preliminary step is biasing information to focus on specific harmonics.
There are three types of filters [24]:

• High-pass filters: They leave the data that are beyond a certain distance (δ) that
(ti+δ < tactual|pattern). Since the pattern’s property p1..pi is met, ti exceeds the
model value.

• Low-pass filters: They leave the data that are closer than a certain distance
(ti-δ > tactual|pattern). Since the pattern’s property p1..pi is met, ti is lower than
the model value.

• Band-pass filters: They leave the data that are within a certain distance range
(ti+δ > tactual|pattern > ti-δ). Since the pattern’s property p1..pi is met, ti is
within the model value with a certain distance.
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4 The KRONOS Prototype

This section presents a summary of KRONOS presented as a proposal in [26–28].

4.1 Architecture

Kronos is a prototype that implements a model for time predictions. After collecting
data from many sources, an Expert System interacts with a Knowledge Base and an
intelligent HS subsystem. Its goal is to evaluate any traffic and pedestrian risks. The
global design is able to interact with diverse and mobile devices, other information
systems, user data, and Internet (Fig. 3).

Main components are

• Web: It is a source of information and requests. A web server, web service, a
local server, or other host may connect with the prototype using a proper
interface represented in the picture with this module.

• Host: The prototype has a rule-based Expert System for data prediction [24], to
evaluate risks based on expert knowledge, inputs and historical statistics. It
interacts with the HS subsystem to dynamically build a more precise model.

• Input Device: Information regarding current position, status, and requests may
be provided to the prototype by one or more mobile devices, sensors, etc. Each
one requires a specific interface.

• Output Device: As it may be used by pedestrians and drivers, it is expected to
output information upon requests though mobile devices’ interfaces.

• External System: Already existent systems may interact with the prototype
using the interface represented here as this module.

Fig. 3 KRONOS architecture
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• DBMS: it is a Postgres database with a set of store procedures and triggers that
automatically check and transform data.

4.2 Characteristics of Time Mining

Data may be collected from many sources and converted to be compatible with
internal and DBM’s requirements. They have the following characteristics:

• Belong to an external entity.
• Have a time stamp with a least date, time, minutes, and seconds.
• May be associated with a cyclic and complex event producing a measurable set

of features.
• The source of the data is one or more identifiable and distinguishable sources.
• Events are well defined and limited in time.
• Their duration is variable or constant but they start and end at a defined point in

time.
• They may undergo duration and frequency changes, but not changes in iden-

tifying characteristics.

5 Test and Evaluation

As mentioned previously, the prototype partially implements the model. The ES
core is functional, it has many rules according to expert recommendations. The
interfaces to user, DBMS, Maps, DBMS, are working and also part of the Har-
monics system. The tests in this section use ES knowledge but not the Harmonics
system, since the goal of this paper is to provide the improvement acquired by
considering GPS in the risk inference.

5.1 Database

The test set are risk situations evaluated post-Morten to be able to find the accuracy
of the results.

All the dataset belongs to real situations of traffic in Concepción del Uruguay
city (Entre Ríos, Argentina). Figure 4 shows the map of the city.

As can be seen the map has a grid. Each cell represents a zone, described in the
Database as follows: (ID-Zone, Description, Latitude, Longitude, Risk). ID-Zone is
an integer that identifies the cell. Description outlines the zone. Table 3 describes
the reference values and the labels in Fig. 4.
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The testing resulting in the results summarized in Table 4.
In Table 4, column Desc. (Description field), has the values: (c)enter, (r)ound-

about, c(o)untry road, country (z)one. Column S (Subject) has the values: (d)river,
(p)edestrian.

To assess the impact of considering GMT (Zone) information, the dataset was
reevaluated avoiding that variable from the rules. Then, the predictions were
compared to expert predictions. The number of hits and errors are in Table 5.

The legend (∼G) means without GMT information, and (G) means with GMT
information. Results indicate higher accuracy (94% vs. 42%). Also the system
trends to underestimate risk. Analyzing these three test cases, the deviation occurs
for drivers that do not use helmet/belt and are in a safe zone of the city, during the
daylight hours but when weather has reduced visibility. Figure 5 shows results test
by test.

The (E)xpert prediction is the darkest curve. Without GMT information (∼ G)
the ES prediction results are more erratic.

Fig. 4 City map

Table 3 Zone labeling Risk Risk Type Label

0 No N
1 High A
2 High A
3 Medium M
4 Low None
5 Low None
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Table 4 Testing results

Risk
P/G

Dd/mm/yy Time Weather Desc. S km/h Belt/helmet Alc.
(g/l)

0 01/05/15 13:55 Sunny C D 40 Si 0.9
0 22/05/15 12:10 Sunny R D 90 No 0
0 12/06/15 22:29 Sunny O D 40 No 0.3
0 24/11/15 08:32 Foggy O D 30 No 0
0 01/05/15 13:56 Sunny C P 0.3
0 08/05/15 11:30 Cloudy Z P 1
1 12/06/15 22:29 Cloudy Z D 122 No 0
1 28/06/15 17:43 Cloudy C D 140 No 0.4
1 12/06/15 23:44 Cloudy C P 0.2
1 12/06/15 23:45 Cloudy C P 0.5

1 23/11/15 23:32 Cloudy C D 190 No 0
1 23/11/15 23:50 Cloudy C D 230 No 0.9
1 12/06/15 22:20 Cloudy Z D 130 No 0.5
3 12/06/15 23:03 Cloudy C D 100 No 0
3 12/06/15 23:13 Cloudy Z D 100 No 0.2
3 08/09/15 21:45 Cloudy C D 150 No 0.1
3 02/10/15 19:21 Sunny C D 190 No 0.9
3 02/10/15 19:48 Sunny C D 190 No 0.9
3 12/06/15 23:44 Cloudy C P 0.51
3 12/06/15 23:44 Cloudy C P 1.25
0 25/11/15 11:41 cloudy C P 0
0 25/11/15 12:36 Fog Z P 2
0 25/11/15 19:36 Sunny C P 1.9
0 25/11/15 02:36 Sunny C P 1.9
0 25/11/15 02:36 Sunny Z P 1.5
1 25/11/13 13:53 Sunny C D 120 1
1 12/08/15 19:30 Cloudy Z D 140 0.19
1 17/08/10 19:30 Cloudy Z D 140 0.16
1 17/08/10 19:30 Cloudy Z D 125 0.18
1 17/08/10 20:30 Cloudy Z D 125 0.25
2 25/11/15 20:14 Cloudy C D 90 1
2 25/11/15 14:21 Cloudy C D 40 2
2 25/11/15 14:21 Cloudy C D 50 2
2 25/11/15 14:21 Cloudy C D 50 2
2 25/11/15 14:21 Cloudy C D 60 2
3 25/11/15 14:36 Sunny Z D 40 0.1
3 25/11/15 20:36 Sunny Z D 40 0.1
3 25/11/15 20:36 Sunny Z D 60 0.1
3 25/11/15 20:36 Sunny Z D 90 0.1

(continued)
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6 Conclusion and Future Work

This paper presents an outline of the KRONOS project, a prototype of a model with
a dual risk evaluation mainly using statistical and heuristic approaches respectively.
The key features of each one were presented as well as basic statistical information
regarding how the statistical inferences can be improved using GPS information.

Table 4 (continued)

Risk
P/G

Dd/mm/yy Time Weather Desc. S km/h Belt/helmet Alc.
(g/l)

3 25/11/15 14:36 Sunny Z D 35 1
5 31/05/11 23:22 Cloudy C P 0.13
5 04/05/15 23:22 Cloudy C P 0.1
5 25/11/15 15:24 Sunny C P 0.1
5 25/11/15 20:00 Sunny C P 0.14
5 25/11/15 20:00 Sunny C P 0.1
5 09/07/14 23:48 Sunny C P 0.11
5 09/07/14 23:48 Sunny C P 0.1
5 09/07/14 23:48 Sunny C P 0.05
5 09/07/14 23:48 Sunny C P 0.03
5 09/07/14 23:48 Sunny C P 0.09

Table 5 Results with and
without GMT

Error (G) % Error (G) %

Overestimated 11 22.00 0 00.00
Underestimated 18 36.00 3 06.00
OK 21 42.00 47 94.00

Fig. 5 Risk according Expert (E), ES without GMT (∼G) and with GMT (G)
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The comparison between the accuracy acquired in previous work has increased to
52%, and it is possible to say that GPS information has a good impact in the results.
This trend must be verified with a larger number of test cases.

As a future work it remains to test HS as it was performed with ES, and find out
how both perspectives may be combined to provide better results. Also a FL
treatment for patterns is pending for implementation and statistical evaluation.
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Performance Aspects of Alamouti STBC
for MIMO Channels Affected by Impulsive
Noise

Mihaela Andrei and Viorel Nicolau

Abstract In general, wireless communications are affected by noise and by
time-varying characteristics of propagation environment. Space-time block codes
are an effective method to combat fading and also to provide spatial diversity.
Besides fading and additive white Gaussian noise (AWGN), we considered two
types of impulsive noise described by Middleton Class-A (AWCN) and symmetric
α-stable (SαS) distributions. The AWCN model was used to highlight the Alamouti
code diversity, compared with the situation when the channel is only affected by
AWGN. Even in the presence of non-Gaussian noise, the diversity at both the
reception and transmission has decreased the number of errors. Alamouti 2 × 2
performances for all three types of aforementioned noise are presented; the eval-
uation was performed considering the Bit Error Rate (BER) curves depending on
signal-to-noise ratio. We have also used this code in image transmission in the
presence of SαS noise. For all simulations, data was binary phase-shift keying
(BPSK) modulated and the fading was Rayleigh type. Different values of the
parameters that describe the noise models were considered.
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1 Introduction

Wireless communication systems are currently in the spotlight, due to their high
usage in human activities. The safety of data transmitted by such systems, on
channels affected by fading, is considerably improved by using space-time block
code (STBC).

STBCs ensure protection, especially at high speeds [1], and furthermore, they
accomplish transmission diversity [2]. The simplest scheme is that proposed by
Alamouti, with two emitting antennas [3]. This scheme is an important accom-
plishment in the field of communications, because it leads to good performances, in
spite of having a simple decoder.

In general, any process is affected by various additive or multiplicative distur-
bances. In communication systems, the perturbations are additive. These are gen-
erated by various sources at different points of time and space and then are
propagated through communication channels to the receivers, where they arrive as a
combination of noise signals, independent or correlated. The noise that could affect
the data transmission on multiple-input multiple-output (MIMO) channels can be
additive white Gaussian noise or non-Gaussian (impulsive noise). Impulsive noise
is an additive disturbance, independent of background noise, active at different
moments of time, as very short pulses. In addition, it is a non-stationary process,
whose statistical parameters may vary in time.

The main characteristic of this type of noise is high value of instantaneous power
and average power ratio. As a result, impulsive noise is a significant source of errors
if the pulses occur frequently and their amplitudes are much higher than back-
ground noise [4]. There are various sources that can produce non-Gaussian noise
such as: automotive ignition, refrigerators, printers, microwave ovens [5], or net-
work interference [6].

Most of the space-time block code receptors were designed for the AWGN case.
That is why, in the presence of impulsive noise, their performance drops signifi-
cantly, compared to the AWGN case, especially for high values of signal-to-noise
ratio (SNR) [7].

Because this type of noise is often present, communications research required
the development of statistical models enable to characterize it. So, in [8] Hall
proposed an exogenous model, where impulsive noise is generated as a product of
two independent random processes. Shao and Nikias established a symmetric stable
distribution, characterized by an exponent term α and known as symmetric α-stable
(SαS) distribution [9]. In many applications, for impulsive noise a canonical model
is used, proposed by Middleton [4]. In this paper, Middleton Class-A and SαS
distributions were considered.

In the case of MIMO communication channels with multiple receivers, the
Middleton Class-A impulsive noise models are multivariable extensions of the
monovariable distributions (valid for channels with a single receiver). Based on the
sources of interference spatial distribution relative to the receivers, there are three
types of multivariable models for Middleton Class-A impulsive noise [10]:
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(a) the impulsive noises from the receivers are considered random variables,
independent in space and time and evenly distributed. In this case, the noise
sources are independent and each antenna receives an independent impulsive
noise, generated by a monovariable probability density function (pdf). Often,
the same parameters are used for all the probability densities of the random
variables;

(b) the impulsive noises from the receivers are considered temporal-independent
random variables, but spatially dependent and correlated between the receiving
antennas. In this case, all the receiving antennas are under the influence of the
same set of noise sources. Furthermore, the spatial dependency implies that the
distance between the interference sources and the antennas is much greater than
the distances between the antennas. As such, there is no difference between the
distances from a source of interference to each antenna, and practically, the
antennas receive impulsive noises that are more or less the same. The multi-
variable model uses a monovariable pdf, extended by the noise covariance
matrix. This is the case considered in our paper.

(c) the impulsive noises from the receivers are considered temporal-independent
random variables, but spatially dependent and uncorrelated.

When analyzing the behavior of communication systems in various situations
and conditions, the Middleton Class-A noise model is used very often. Some of the
results target wireless communication systems, like: IEEE 802.11a and IEEE
802.11b [11], other the power line communication [12]. In both cases, the system
performances on a channel affected by non-Gaussian noise are significantly lower
against AWGN for high signal-noise ratio (SNR) values. In a MIMO power line
communication system, if the noise gets more impulsive, the Bit Error Rate
(BER) increases [12]. For a MIMO system with orthogonal space-time coding
(OSTBC), QPSK and 16QAM modulations, a coding gain of about 6 dB was
obtained in the case of AWCN channel compared to AWGN, for low SNR [13]. If
the SNR increases, the situation reverses.

In the case of the SαS distribution the situation is similar to Middleton Class-A,
i.e., the non-Gaussian noise effects on MIMO systems worsen their performances.
However, until now, there is no closed-form expression for the error probability
[14], except for the optimal linear receivers in a single-input single-output system
[15]. For space-time codes over a channel affected by fading and impulsive noise
modeled SαS, [16] used Monte–Carlo simulations to compare the performance of
the different decoders. The maximum-likelihood (ML) receiver leads the best
performances.

This paper analyzes the Alamouti code spatial diversity on a channel affected by
Middleton Class-A impulsive noise compared with an AWGN channel, for varying
degrees of impulsivity: from almost Gaussian to strongly impulsive noise, given by
the model parameters. It investigates the performances of Alamouti STBC with two
transmitting and two receiving antennas over a channel affected impulsive noise
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with SαS distribution, for a ML receiver and different values of the exponent
parameter α. This type of noise was used in image transmission with the afore-
mentioned code. In all cases, the fading was considered to be of Rayleigh type and
data was BPSK modulated.

The paper is organized as follows. In Sect. 2, the impulsive noise models for the
two types of noise are described and Sect. 3 presents the system model. Simulation
results are presented in Sect. 4 and Sect. 5 concludes the paper.

2 Impulsive Noise Models

2.1 Symmetric-Alpha Stable (SαS) Distribution

First, we assume the SαS model to represent the impulsive noise. Some sources of
impulsive noise are: underwater acoustics, low-frequency atmospheric noises and
many more man-made noises [17]. Its characteristic function is [18]:

φðtÞ= expfjδγ − jσtjαð1− jβsignðtÞ ⋅wðt, αÞÞg, ð1Þ

where

wðt, αÞ= tanðπα ̸2Þ, α≠ 1
− 2

π log jtj, α=1

�
ð2Þ

The significance of variables in (1) is as follows [17]:

• α Є (0, 2]—is the characteristic exponent. This parameter is the one who
influences the thickness of the distribution tail. When α = 2, the process
becomes Gaussian.

• γ—represents the dispersion parameter. It is analogous to the variance from the
Gaussian case.

• μ—is the location parameter and its corresponding parameter in the normal
distribution is the mean.

• σ Є (0, ∞) is the scale;
• β Є [−1; 1]—determines the distribution symmetry. Thus, if β = 0, the distri-

bution is symmetrical about μ, if β < 0 the distribution is skewed to the left, and
if β > 0—to the right.

So far, no expression has been set for the probability density function that
describes the SαS distribution. However, there are two exceptions: Gaussian (if
α = 2) and Cauchy (if α = 1) [19].
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2.2 Middleton Class-A Model

The Middleton Class-A distribution statistically models the sum of electromagnetic
interferences from multiple noise sources, spatially spread in an annular area around
the receiver, following a Poisson distribution pattern for magnitude and uniform
distribution, within the [0, 2π] interval for phase [20]. Unlike the SαS distribution,
the Middleton Class-A can also include the white noise from the receiver, without
changing the nature of distribution [10].

A sample of Middelton Class-A impulsive noise is given by: n = ng + ni, where
ng represents the Gaussian component and ni is the impulsive component [21], with
their variances: σg

2 and σi
2, respectively. Non-Gaussian type impulsive noise that

follows the aforementioned distribution has the probability density function [22]:

pðnÞ= ∑
∞

m=0

Ame−Affiffiffiffiffi
2π

p
m!σm

expð− n2

2σ2m
Þ ð3Þ

In the above pdf expression, m is the number of impulsive noise sources and A is
the impulse index [22]. The term m = 0 is assigned to the Gaussian background
noise component and the remaining summed components, indexed with m > 0,
represent the impulsive noise, as a results of a sum of interferences from noise
sources, spatial spread following a Poisson distribution.

Two important parameters describe the Middleton Class-A distribution: A and
T. Parameter A is called impulsive index or overlapping and is the product of the
average number of impulses that reach at the receiver in one second (v) from the
noise sources and their average duration (Tm): A = v ⋅ Tm [23]. This parameter
shows how impulsive is the noise at the receiver, as a result of the interference from
noise sources. Depending on A value, for each moment of time, from total number
of noise sources considered, only some of them will have a significant contribution
in the noise of the receiver. Thus, if A has high values, it results a high density of
waveform overlapping at a time and the noise is less impulsive, looking almost
Gaussian (according to the Central Limit Theorem). Conversely, low values for
A indicate a small overlap, so only a few sources interfere and the noise gets more
impulsive. σ2m is given by

σ2m = σ2 ⋅
m
A + T
1+ T

, ð4Þ

where σ2 = σ2g + σ2i is the total noise power and

T =
σ2g
σ2i

ð5Þ
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is the Gaussian factor. Analogous to parameter A, if T gets lower, the noise gets
more impulsive, and if T has high values, the distribution will approach the
Gaussian one.

3 STBC Model

A general scheme for a MIMO communication system, with NT emitting and NR

receiving antennas is presented in Fig. 1. The use of this type of system signifi-
cantly improves communication by providing diversity at the reception and/or
emission. In this paper, we consider NT = 2, NR = 2, a BPSK modulator and the
transmitted data are STBC encoded, which means that each antenna transmits a
different version of the same input. This is an advantage because at reception it will
get more signal copies, which will be affected differently by noise, interference or
fading. A space-time block decoder uses all these copies to remake the transmitted
data and thus, the number of errors will be lower.

The relation that describes a MIMO channel is [24]:

r = H ⋅ x+ n ð6Þ

where: r is the array of received signals, H—the channel matrix, x include the
transmitted signals and n—the noise samples.

The channel matrix elements are the channel fading coefficients between the
emitting and the receiving antennas. These can vary in time; so, at moment t, the
matrix form is:

Ht =

ht1, 1 ht1, 2 . . . ht1, NT

ht2, 1 ht2, 2 . . . ht2, NT

⋮ ⋮ ⋱ ⋮
htNR, 1 htNR, 2 . . . htNR, NT

2
664

3
775 ð7Þ

If the channel matrix H varies slowly in time, being constant during the trans-
mission of an entire frame with L symbols, but changing from frame to frame, then
the channel is quasistatic or slow fading. In this case, the channel parameters vary
more slowly than those of the base-band signal, and the channel coherence time,

Source Modulator Encoder

h11

h21 h12

h22

Decoder Demodulator Destination

r1

r2

x1

x2
...xNt

...rNr

...
hNrNt

Fig. 1 The general scheme for a MIMO system with STBC encoder
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denoted tc, is bigger than the time of frame transmission, TF: TF = L ⋅T < tc, where
L is the number of symbols in the frame, and T is the transmission time of a symbol.

If the channel matrix H remains constant during the symbol transmission, but
varies from symbol to symbol during the frame transmission, then the channel is
fast fading. In this case, the coherence time is: T < tc < L ⋅T.

In this study, the fading is considered to be flat and of Rayleigh type, and the
coefficients to be random complex Gaussian variables, with identical distribution
with zero mean and unit variance [24].

For every time moment t, the signal received by antenna j will be a linear
combination of all signals, with fading and noise, and it will be given by [24]:

rtj = ∑
NT

i=1
htji ⋅ x

t
i + ntj, ð8Þ

The scheme proposed by Alamouti has two emitting antennas and NR receiving
ones. The signals are BPSK modulated and they are transmitted as Alamouti
technique: at moment t, the first antenna emits x1, the second one x2 and at the
moment t + 1, −x2* and x1

*, respectively, where x* is a complex conjugate of x [3].
According to relation (8), the signals received by antenna j are [24]:

rj, 1 = hj, 1 ⋅ x1 + hj, 2 ⋅ x2 + nj, 1
rj, 2 = − hj, 1 ⋅ x*2 + hj, 2 ⋅ x*1 + nj, 2

�
ð9Þ

The matrix form is

rj = rj, 1 rj, 2½ �= hj, 1 hj, 2½ � x1 − x*2
x2 x*1

� �
+ nj, 1 nj, 2½ � ð10Þ

The estimated symbols x1̂ and x2̂ are given using the square Euclidean distance
between the received sequence and the alleged received one. Therefore, the decoder
uses the maximum-likelihood algorithm. The complexity of this type of decoder
depends on the number of antennas and the modulation that was used (BPSK
modulated symbols are easiest to decode). As this increases, the decoding becomes
more difficult.

4 Simulation Results

This part of the paper contains three subparagraphs, which present the results as
follows: Alamouti code spatial diversity analysis on an AWCN channel (Sec. 4.1),
the aforementioned code performances on channel affected by SαS noise (Sec. 4.2),
and visual and quantitative results on image transmission using Alamouti STBC
(Sec. 4.3). For all simulations, we considered a channel affected by noise (Gaussian
or impulsive), Rayleigh slow fading and BPSK modulation. The ML receiver was
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used. The impulsive noises, Middleton Class-A and SαS, were generated by the
Interference Modeling and Mitigation Toolbox [25].

4.1 Alamouti Code Spatial Diversity Analysis on AWCN
Channel

Alamouti created a space-time code with superior performances, which combats
fading and ensures diversity on an AWGN channel with Rayleigh-type fading [3].
In order to highlight the benefit of this diversity on an AWCN channel also, we
performed simulations for NR = 2 and 4 receiving antennas and a random sequence
of input data, of dimension N = 100 and N = 1000, respectively. The following
situations will be considered: the transmission is affected only by the channel fading
(flat fading of type Rayleigh), in which case the H matrix is considered to be
perfectly known or known with uncertainty—for this case we chose o small input
sequence, of size 100; fading and background noise (Gaussian) and with Middleton
Class-A additional impulsive noise, respectively. The impulsive noise model
parameters were varied like this: (A, T) = (0.1; 0.1), (0.01; 0.01). For the last
scenarios, the input sequence was considered to be of size N = 10000.

(a) The first case considered is that when the transmission is affected only by the
fading, in the absence of background noise or other sources of non-Gaussian
noise. The simulations were done for a small set of input data (N = 100), two
emitting antennas, two receiving antennas and the H matrix known at reception.
In Fig. 2, we represented the symbols received by each antenna and also the
estimated symbols. It can be observed that the received symbols estimation is
not in the C constellation theoretical values, but within values corrected with
the energy transmitted per symbol and number of transmitters. For NT = 2, the
estimated values of the symbols are in the ± 1 ̸

ffiffiffi
2

p
points. Even though the

transmitted symbols are received with errors (caused by fading), the decoder
can correct these errors, if the channel’s H matrix is perfectly known.
If the H matrix is known with some uncertainty, then the estimated values will
have the same uncertainty also, but the decoder will be able to correct this
estimation error. We considered two situations: when the H matrix is known at
reception with 20% uncertainty and 50%, respectively. The symbols’ estimated
values for each situation are represented in Fig. 3a and b. The symbols are no
longer in the constellation points, but around them, and it can be observed that
there are no decoding errors (the errors will be red).

(b) When the transmission is affected by Rayleigh fading and AWGN noise, we
consider NR = 2. For simulations we used a larger data set (N = 10000),
assumed the H matrix is known and that SNR = 5, 7, 10 dB.
For SNR = 10 dB the decoding is done with a number of Nerr = 11 errors. The
estimated symbols’ “distribution,” along with the received values, is repre-
sented in Fig. 4. The red dots represent the wrongly classified points. They are
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placed in one of the semi-planes, left or right of the ordinate (having the real
part negative or positive), but they should be in the other semi-plane.
For SNR = 7 and 5 dB, the number of errors rises Nerr = 53 errors—at 7 dB,
and 162 errors—at 5 dB, respectively, and the dots will be “distributed” like in
the Figs. 5 and 6. It can be observed that most of the erroneous symbols are
very close to zero.

(c) When transmission is affected by fading and AWGN noise, for NR = 4 and H
matrix known at reception, we considered the same large data set (N = 10000)
and SNR = 7 dB and 5 dB, respectively.
For SNR = 7 dB, decoding is done with a number of Nerr = 30 errors, and for
SNR = 5 dB, Nerr = 103 errors. The estimated values are represented in Fig. 7.

Fig. 2 Channel affected by fading and the H matrix known at reception. a Symbols received by
each antenna; b estimated symbols

Fig. 3 Channel affected by fading and the H matrix known at reception with an uncertainty of
a 20%; b 50%
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(d) When transmission is affected by fading, by background (Gaussian) noise and
by impulsive noise, we considered NR = 2, matrix H known at reception,
SNR = 10 dB and (A; T) = (0.1; 0.1), (0.01; 0.01). The symbols distribution is
given in Fig. 8. For A = T = 0.1, Nerr = 102 errors, and for A = 0.01 and
T = 0.01, the decoding is done with a number of Nerr = 65 errors. A much
greater spread of the wrongly classified points can be observed (compared to
the AWGN case). These points, being affected by impulsive noise, have con-
siderably passed in the opposed semi-plane. The number of errors is smaller in
the case of strong impulsive noise; this has an explanation easily deductible
from Fig. 8: in the case of strong impulsive noise, the impulses have greater
amplitude, but they are more rare, which places the impulses far away from the

Fig. 4 Channel affected by fading and AWGN noise, NR = 2. a Symbols received by every
antenna; b symbols estimated at SNR = 10 dB

Fig. 5 Channel affected by fading and AWGN noise, NR = 2. a Symbols received by each
antenna; b estimated symbols, SNR = 7 dB
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constellation’s points. For parameters A = T = 0.1, the points are much closer
to the constellation’s ones, the erroneous ones being concentrated near 0, while
for A = T = 0.0.1, the wrongly classified symbols are “all over the place,”
being less numerous, but with larger values.

(e) The last case we considered is the one when the transmission is affected by
channel fading, background (Gaussian) noise and impulsive noise, but for
NR = 4. Assuming the H matrix is known, for SNR = 10 dB and A = 0.1 and
T = 0.1, the decoding is done with a number of Nerr = 87 errors, and for
A = 0.01 and T = 0.01, the decoding is done with a number of Nerr = 52
errors. The symbols “distribution” is represented in Fig. 9. In this case, the
numbers of errors for the two parameter sets of the Middleton Class-A noise
model are comparable, which means that indeed it’s lucrative to have diversity

Fig. 6 Channel affected by fading and AWGN noise, NR = 2. a Symbols received by each
antenna; b estimated symbols, SNR = 5 dB

Fig. 7 Channel affected by fading and AWGN noise, NR = 4. a SNR = 7 dB; b SNR = 5 dB
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at reception. This situation is similar to that at point d), the number of errors
being smaller for strong impulsive noise, but the impulses’ high amplitude
places the symbols very far from the constellation’s points. Using 4 receiving
antennas, at A = T = 0.01, we can see that the values of the estimated symbols
are smaller than the ones at point d).

The results from above can be summarized in Table 1, for the AWGN channel,
and Table 2, for the AWCN channel, respectively. In both cases, we considered the
H matrix to be known at the receiving end, the fading to be of Rayleigh type, BPSK
modulation, two emitting antennas and a data set of size N = 10000.

Fig. 8 AWCN channel affected by fading, NR = 2, SNR = 10 dB. a A = T = 0.1;
b A = T = 0.01

Fig. 9 AWCN channel affected by fading, NR = 4, SNR = 10 dB. a A = T = 0.1;
b A = T = 0.01
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4.2 Bit Error Rate Analysis

To analyze the influence of impulsive noise on Alamouti code performances, a
MIMO channel is considered with NT = 2 and NR = 2. The values for the model
parameters are: α Є [1; 1.5; 2], β = 0, γ = 1, μ = 0 and σ = 1. The results were
compared with the cases of an AWGN channel and a Middleton Class-A (AWCN)
channel with parameter A = T = 0.01 (highly impulsive noise) [24].

The simulation results are illustrated in Fig. 10. The impulsive noise degrades
the system performances compared with AWGN. For example, for BER = 10−3,
the system brings a coding gain of about 3 dB when the channel is affected by
Gaussian noise against SαS impulsive noise.

The poorest results are obtained in the presence of SαS noise and as α decreases,
BER increases. For α = 2, starting from SNR = 8 dB, the BER increases in case of
AWCN channel. In the presence of Middleton Class-A noise, the system leads
better performances for SNR values up to 3.8 dB. Beyond this point, the BER has
the smallest values for AWGN channel.

4.3 Image Transmission Using Alamouti STBC

In this section, Alamouti 2 × 2 code is used for image transmission through
MIMO channel. The original image is shown in Fig. 11a. It has 512 × 512 pixels
with 8 bit grayscale. Figure 11b and c present the received image on AWGN and
SαS (α = 1) channels at SNR = 5 dB. The last one has the largest number of
damaged pixels.

Table 1 Number of errors
(Nerr) for AWGN channel

SNR (dB) Nerr

Number of receiving
antennas
2 4

5 162 103
7 53 30

Table 2 Number of errors
(Nerr) for AWCN channel

(A; T) Nerr

Number of receiving
antennas
2 4

(0.1; 0.1) 102 87
(0.01; 0.01) 65 52
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The transmitted data was BPSK modulated. The simulations were done for two
SNR values: 5 and 10 dB, respectively. The image quality is assessed in terms of
mean squared error (MSE) defined as:

MSE=
1

MN
∑
M

i=1
∑
N

j=1
½Iði, jÞ−bIði, jÞ�2 ð11Þ

where M, N—represent the image’s horizontal and vertical number of pixels,
respectively; I is the original image and bI is the received image.
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Fig. 10 BER curves for Alamouti code 2 × 2, under different type of noise

Fig. 11 a Original image; b AWGN; c SαS (α = 1)
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The values of MSE are collected in Table 3. The MSE values calculated for
AWGN case are significantly lower than in the case of impulsive noise. It can be
observed that MSE increased with the impulsive component (α). If SNR increases,
the noise affects the image less, MSE having significantly lower values.

5 Conclusions

Analyzing the distribution of the estimated values of received symbols, for 2 and 4
receiving antennas, in the case of a channel affected by Gaussian and impulsive
noise described by the Middleton Class-A model, it was highlighted that the spatial
diversity at the receiver brings performance enhancements to the Alamouti code, on
both AWGN and AWCN channels. But in the case of strongly impulsive noise
(A = T = 0.01), the differences between the number of errors obtained for 2 and 4
receiving antennas, respectively, is not very high, while for AWGN this is cut
nearly in half.

The behavior of a MIMO system, with an Alamouti 2 × 2 code, was investi-
gated on a channel affected by impulsive noise and Rayleigh fading. The
non-Gaussian noise was modeled with SαS type and data was BPSK modulated.
The simulations were performed for different values of the exponent parameter α.
The BER curves increase considerably against the AWGN channel, as α gets lower.
The results were also compared with the case of AWCN channel (A = T = 0.01—
highly impulsive). For low SNR, Middleton Class-A noise yields the best perfor-
mances. The worst results, for all SNR values, are obtained for SαS noise, with
α < 2.

The image quality is strongly affected by the impulsive noise, compared to
AWGN, when transmitting it on a MIMO channel. In this case, we have considered
Alamouti 2 × 2 code, Rayleigh-type fading and SαS impulsive noise. The simu-
lations have shown that as the noise gets more impulsive (the exponent parameter is
lower), the images get more distorted (the case of α = 1).

Table 3 Image quality metric

SNR (dB) Type of noise
AWGN AWCN (A = T = 0.01) SαS

α = 2 α = 1.5 α = 1

MSE 5 83.66 235.52 387.04 1634 4244
10 2.37 145.37 21.78 605.43 2647
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Evaluation of Gradient Norms
on a Consistent Quadtree Grid in 2D

With Application to Curvature Filters

Zuzana Krivá and Angela Handlovičová

Abstract This paper solves the problem of how to evaluate gradients and their
norms on a quadtree grid, which is deformed in such a way that the connections of
centers of its adjacent elements are perpendicular to their common boundaries. On
the grid, we solve the parabolic PDEs representing the curvature-driven filters based
on the mean curvature flow and geodetic mean curvature flow equations in a level
set formulation. The numerical solution of these equations is based on the finite
volume method, where the finite volumes correspond to elements of the deformed
quadtree. The described method utilizes representative points not only for the finite
volumes but also for the edges forming the boundaries of grid elements. Using these
points we evaluate the gradients locally. Solution values in the edge representative
points are updated by balancing the fluxes in such a way that we always need only
neighbors of a finite volume sharing a common edge with it, not only a vertex. This
fact is important for the efficiency of the algorithm. The edge representative points
have been chosen in such a way that they lie on a connection of volume repre-
sentative points enabling to derive a special formula for the gradient norm. We
discuss the ways of approximating the norms of the gradients, and on selected
examples we show their properties.
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1 Introduction

Numerical solutions of nonlinear PDEs used in image processing often need to
approximate gradients and their norms on their computational grids, e.g., to perform
edge detection or to evaluate the curvature. In this paper, we evaluate these entities
for the finite volume grid based on a quadtree which is adjusted in such a way that
the connection of representative points of two adjacent finite volumes is perpen-
dicular to their common boundary (i.e., it fulfills the classical orthogonality prop-
erty). In image processing, the quadtree is used to decrease a number of elements in
the computational grid, typically in regions with homogeneous intensity where
larger elements can be used. This basic quadtree grid is deformed to fulfill the
property mentioned above. In such an adjusted grid, the intersection of a line
segment connecting representative points (set to centers of original squares) and
corresponding finite volume boundary is not generally a middle point of their
common edge—the middle points are usually used to evaluate the gradients. In [3],
a novel method to evaluate gradients for such a situation has been presented. It
leads to a solution of a short linear system to get a gradient for a grid element,
however using the properties of the grid can simplify this evaluation significantly.
This method is shortly described in Sect. 3.

In this paper, we explore the use of the gradients obtained such as in [3] for
approximation of norms, which are used to solve the parabolic PDEs representing
the curvature filters working on the deformed quadtree grid like in Fig. 1. The edge
representative points are chosen to be the intersections of connection of represen-
tative points and edges. We want them to be the points with help of which we
evaluate the gradients. In [3], where the method has been introduced, we dealt
with a linear heat equation and the regularized Perona-Malik model, where the edge
detection is performed with a help of a Gaussian gradient. In the following, we first

Fig. 1 Left the basic quadtree grid. Right deformation to a consistent grid
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discuss the possibilities of applying such an evaluation of gradients to the model (1)
for the mean curvature flow (MCF) in a level set formulation, called the curvature
filter in image processing. In the last section, we explore its modification (24)
known as the geodetic mean curvature flow (GMCF). In both cases, we evaluate the
norm of the gradients in a different way like in [3].

The MCF model is described by the following evolutionary PDE

∂u
∂t

= ∇uj j∇ ⋅
∇u
∇uj j

� �
⋅ ð1Þ

The effect is similar to a median filter—unsmooth boundaries are smoothed (see
Fig. 6 for an example)—and the noise represented by small objects of high cur-
vature is removed (Figs. 8 and 11). However, the boundary of the object itself can
shrink: the geodetic mean curvature flow mode stops the movement of important
edges, detected again by the Gaussian gradient.

2 Computational Grid

If the character of the data is such that we have large areas of the homogenous
intensity we can use an irregular grid. A good example of such a grid is a quadtree
composed of square elements (see Fig. 1 on the left). In the finite volume method,
the piecewise constant solution on grid elements—finite volumes—is considered.
These values are assigned to representative points in centers of the squares. Because
the normal derivative is needed, the orthogonality property, i.e., the orthogonality
of a connection of representative points of two adjacent finite volumes and their
common boundary, is a desirable property. The quadtree does not fulfill this
property. To satisfy it, we deform the grid as in Fig. 2. In this paper, the quadtree
grid obtained by this deformation is called the consistent.

Fig. 2 Deformation of the
basic quadtree grid to a
consistent one
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2.1 Basic Quadtree Grid

The details of encoding, building, and traversing the quadtree can be found in [4].
We mention here only the main features.

Definition. A quadtree is a recursive partition of some data of the size 2N ×2N

into four quadrants data sets of the size 2N − 1 × 2N − 1
—through its center. The

subdivision is ruled by some criterion.
Encoding. The quadtree corresponding to the image of the dimensions

M × M is encoded in the binary field (M + 1) × (M + 1). Each of its elements of
the size 2i ×2i, i=1, . . . , log2M, has a corresponding element ð2i +1Þ× ð2i +1Þ in
the binary field, for which we speak about central and corner positions and also
about the middle positions of their sides. These positions are used to create the
quadtree, moreover the quadtree with a prescribed ratio of sides. In this binary field
1 is used for division and 0 for homogeneity indication.

Traversing. To traverse the quadtree (i.e., to go through all its elements), we
inspect the central position of elements in the binary field obtained by a recursive
procedure, where 0 means stop and 1 continue in subdivision. The central positions
are also used to test the configurations of neighbors. To find a neighbor sharing a
common edge, in a graded quadtree with a possible ratio of elements 1:1, 1:2 or 2:1
we need at most two tests. To find neighbors sharing a vertex only, more tests are
needed—the proposed methods avoid this testing because it utilizes only
neighbors having a common edge of nonzero measure.

Building. Let us have data defined on a regular square grid (e.g., an image with its
pixel structure). To construct the quadtree, we start with merging similar valued
elements forming blocks 2i × 2i, for increasing i, i.e., from leaves to the root. The
original values are either preserved, if merging fails, or set to mean values of the
processed elements, if merging is successful. During this process, the information
about successful or unsuccessful merging is stored in the binary field mentioned
above, in such a way that it allows for creating the quadtree with a prescribed ratio of
elements. We require the ratio of sides of two adjacent squares to be 1:1, 1:2 or 2—it
simplifies building the linear system matrix, where access to neighbors is needed,
and also, the consistent grid requires this condition. In [4], the criterion steering the
merging-the coarsening criterion is the following: cells are merged if a difference in
their intensities is below a prescribed threshold ε. This criterion can be modified, i.e.,
to keep small elements in the vicinity of edges and will be discussed later.

2.2 Deformation into the Consistent Grid

The quadtree grid (Fig. 1 on the left) is inconsistent in the sense that it does not
fulfill the classical orthogonality property. The grid keeping this property is an
admissible mesh in the sense of the basic finite volume theory [1]—this is one of
the reasons why we deform. The basic quadtree grid can be adjusted to a consistent
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one procedurally (i.e., the setting of the binary field is not changed): we must adjust
the shape, if two adjacent finite volumes p and q are different sized in the original
quadtree (this situation will be called non conformal). If we denote the length of a
common edge in the original quadtree by h and we shift the hanging node by v = h/3
(e.g., in Fig. 2 we shift X to X′), then the connection of P and Q is perpendicular
to the shifted common boundary. This fact (and also the fact that BX′/PQ = 2/3)
follows from the similarity of triangles ΔAQP and Δ XX′B with the ratio of their
adjacent sides being 1:3. The area of p is also evaluated procedurally—it depends on
a configuration of its neighbors.

2.3 Properties of the Consistent Grid

In this paragraph, we summarize the geometrical properties necessary to derive the
numerical scheme (details in [3]):

BX′

PQ
=

2
3
, ð2Þ

QXPQ

PXPQ
=

1
4
, ð3Þ

X′P2
QQ2

=
2
3
, ð4Þ

v=
X P2
3

=
h
3

ð5Þ

3 Evaluation of the Gradient on the Regular Grid

Notations. Every finite volume p has a representative point denoted by Xp. It lies in
its center or in the center of the original square for a deformed element of the
consistent grid. A measure of p is denoted by |p|. The common part of boundaries
of p and q—an edge σpq must have a nonzero measure in R, which is denoted by
|σpq|. Let dpq = Xq −Xp

�� �� be the distance of representative points. Let us denote by
Xσ a point on σpq, which represents the intersection of the line segment XpXq and
σpq. In our consistent grid, XpXq is perpendicular to σ, but the intersection Xσ is not
the midpoint of σ in a general case. Let us denote by X*

σ themidpoint of the edge σ.
By εp we denote the set of all edges σ of p. When we speak about a unit outer
normal vector to σ ∈ εp, we denote it by npq.
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Motivation. As we have mentioned below, we want to avoid using values in the
corners of the finite volumes because they can lead to too many tests. Our method
has been inspired by the method derived in [2] for a regular square grid with the
following set of steps:

1. On edges σ of a finite volume p, representative points Xσ are defined in the same
way like we have described above: in the case of the regular square grid these
intersections are midpoints at the same time: it holds X*

σ =Xσ .
2. Using these points, the norm of the gradient on p is evaluated locally, using (6).
3. A discrete equation for (1) on the finite volume p is derived locally.
4. Solution values in Xσ are updated using a conservation principle. Only neigh-

bors sharing an edge σ are needed.

In this method, the following formula to evaluate the norm of the gradient on p
has been used:

∇up
�� �� ≈

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σj j
h2

∑
σ ∈ εp

ðuσ − upÞ2
s

, ð6Þ

where h is the length of a side of squares forming the uniform grid. In the method,
the fact that the connection of edge and volume representative points Xp Xσ is
perpendicular to σ is used to derive (6): the midpoint is needed to perform precise
integration in deriving the gradient approximation like in (10). In the consistent
grid, the representative point is Xσ which can be different from the midpoint X*

σ in
general. In our paper, the formulas for the gradient and the norm use only uσ and up.
Due to geometrical properties of the consistent grid, it can be eventually easily
eliminated from computations.

4 Evaluation of the Gradient on the Consistent Grid

Let us consider the linear approximation of the solution u over the finite volume
p. At every X of the finite volume p, any linear function can be written as

uðXÞ= uðXpÞ+∇u ⋅ ðX −XpÞ= up +∇u ⋅ ðX −XpÞ,

If X = Xσ, it holds

uσ − up =∇u ⋅ ðXσ −XpÞ ð7Þ

with uσ and up representing the solution values in Xσ and Xp. Because the gradient
of any linear function is a constant vector in R2, the gradient over a control volume
p can be expressed as follows:
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∇u=
1
pj j
Z
p

∇u dX =
1
pj j
Z
∂p

u np dS

=
1
pj j ∑

σ∈ εp

Z
σ

up +∇u ⋅ X −Xp
� �� �

npσ dS

=
1
pj j up ∑

σ ∈ εp

σj jnpσ + 1
pj j ∑

σ ∈ εp

σj j∇u ⋅ X*
σ −Xp

� �
npσ .

The first term can be shown to be equal to zero vector and the second expression,
due to using X*

σ , represents the precise integration of a linear function over the edge
σ. We can write

∇u=
1
pj j ∑

σ ∈ εp

σj j∇u ⋅ X*
σ −Xp

� �
npσ . ð8Þ

On edges with X*
σ ≠Xσ it holds

X*
σ −Xp = ðXσ −XpÞ+ ðX*

σ −XpÞ and ð9Þ

∇u=
1
pj j ∑

σ ∈ εp

σj j∇u ⋅ ðXσ −XpÞnpσ + 1
pj j ∑

σ ∈ εp

σj j∇u ⋅ ðX*
σ −XσÞnpσ ð10Þ

The first vector of (10) will be denoted by (∇uÞA. Using (7) it can be expressed as

ð∇uÞA = 1
pj j ∑

σ ∈ εp

σj jðuσ − upÞnpσ ð11Þ

The second term of (10) is a correction C of ð∇uÞA = ððuxÞA, ðuyÞAÞ. The
right-hand side of (10) depends on the unknown gradient ∇u. Further, let us denote
by

cσ = ðX*
σ −XσÞ= cσð Þ1, cσð Þ2

� �
, ð12Þ

∇u= ðux, uyÞ

and

npσ = npσ
� �

1, npσ
� �

2

� �
.

Now (11) can be rewritten by coordinates and using (12) we get
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ðux, uyÞ= ðuxÞA, ðuyÞA
� 	

+
1
pj j ∑

σ ∈ εp

σj j ðcσÞ1ux + ðcσÞ2uy
� �

npσ . ð13Þ

The Eq. (13) represents a linear system of two equations with two unknowns ux
and uy. Let us denote:

Npσ =
σj jnpσ
h

, Cσ =
cσ
h
.

Then (13) can be adjusted to the following form:

uxð1− h2

pj j ∑
σ ∈ εp

ðCσÞ1ðNpσÞ1Þ|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
b11

+ uyð1− h2

pj j ∑
σ∈ εp

ðCσÞ2ðNpσÞ1Þ|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
b12

= ðuxÞA,

uxð− h2

pj j ∑
σ ∈ εp

ðCσÞ1ðNpσÞ2Þ|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
b21

+ uyð1− h2

pj j ∑
σ∈ εp

ðCσÞ2ðNpσÞ2Þ|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
b22

= ðuyÞA.
ð14Þ

This way of evaluating the gradient was explored in [3]. The coefficient matrix B
depends only on the shape of the element, not on its size. As we can see in this way,
we can approximate the gradient of any numerical solution uh for which the values
up and uσ are known.

Example 1 Let us take the consistent quadtree grid built over a uniform grid with
32 × 32 elements (Fig. 3). We inspect the function uðx, yÞ= 0.5 * ðx2 + y2Þ defined
on the interval [−1.25; 1.25] × [−1.25; 1.25]. First, we consider the gradient
evaluated analytically, in the representative points of the finite volumes. The result
is displayed in Fig. 3. Then we evaluate the gradients using (14). In this case, the
gradient of u(x, y) obtained by (14) is equal to the analytical gradient (x, y) evalu-
ated in the representative point. In Fig. 4 we can see the gradients obtained by (14)
decomposed into (∇uÞA and C. In Fig. 5 the elements are colored by the magnitude
of C. We can see that also for some non-square elements, the correction is equal to
zero or it is very small. This is caused by the fact that in sums of (14), for elements
having smaller neighbors, some terms cancel each other (two edges sharing a
common vertex) and the matrices are either identity matrices or very close to them
(the diagonal matrix with 0.985 and 1.015 on the diagonal). The significant cor-
rections appear in cases when elements have a greater neighbor (neighbors). For an
element having two greater neighbors the main diagonal of B is (1; 1), but the minor
one is (±0.3; ±0.3). Also in Figs. 4 and 5, we can see that for equally shaped
elements, the correction depends on the size of ∇u. More about the system matrices
B and their practical evaluations can be found in [3].
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Fig. 3 Example 1. The consistent grid built over the data given on a regular grid 25 × 25 and the
analytical gradient for the paraboloid

Fig. 4 Example 1. The decomposition of ∇u into the gradient (∇u)A (obtained using the edge
representative points) and the correction vector C. The ∇u equal to analytical gradients (thin lines
on red), the gradient (∇u)A in blue and corrections C in green
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5 Solving the MCF Equation

The mean curvature flow (MCF) in a level set formulation is the following initial
value boundary problem

∂u
∂t

= ∇uj j∇ ⋅
∇u
∇uj j

� �
in Ω× ½0, T �,

∂uðx, tÞ
∂n

=0 in ∂Ω× ½0, T�,
uðx, 0Þ= u0ðxÞ for x∈Ω.

ð15Þ

The computational domain Ω corresponds to the image, the abstract parameter T
to the time for which the task is solved and u0(x) is the initial image.

The effect of this curvature-driven motion is as follows: imagine that we have a
double-valued image representing an object on a background (the filter is contrast
invariant). Then boundaries of the object are moved in the normal direction with a
speed proportional to the curvature. The circles always shrinks: small very fast and
large very slow. The curvature of a circle is 1/radius: the time to vanish is given by
a formula T = R2/2, where R is the initial radius of the circle. A general image can

Fig. 5 Example 1. The elements of the consistent grid are colored by the magnitudes of their
correction vectors C
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Fig. 6 Left the circle object with a noise with high curvature and an unsmooth boundary. Middle
the object smoothed by (15). Right isolines representing the boundaries of the original (red) and of
the smoothed objects. The boundary slightly shrinks. We used method [2] working on a regular
grid

Fig. 7 Example 2. Top the effect of smoothing on an image with unsmooth boundaries. The
boundaries are smoothed by (20). Bottom edges obtained by Canny edge detector to see the
differences between boundaries better
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be understood as a set of isolines of level sets forming a topological map of the
image, all moving simultaneously by (15). The unsmooth boundaries are smoothed
(see Figs. 6 and 7) as well as the noise of high curvature (see Fig. 10). The
advantage of the level set method [6] is that we work with a curve on a grid and we
need not solve the topological problems.

5.1 Deriving the Numerical Scheme

Now we derive the finite volume scheme numerical scheme with evaluation of
gradients given by (14). The solution, constant on the finite volume p, is represented
by up. The zero gradients in the denominator are treated with a help of the Evans–
Spruck regularization

∇uj jε =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2x + u2y + ε2

q
.

First, we regularize the Eq. (15) (because of possible zero gradient in a
denominator) and then we divide it by |∇u|ε:

∂tu
∇uj jε

−∇ ⋅
∇u
∇uj jε

� �
=0. ð16Þ

Then, as it is usual in the finite volume method, we integrate over the finite
volume p and apply the divergence theorem. We getZ

p

∂tu
∇uj jε

dx−
Z
p

∇ ⋅
∇u
∇uj jε

� �
dx=0,

Z
p

∂tu
∇uj jε

dx−
Z
∂p

∇u
∇uj jε

� �
⋅npds=0.

Z
p

∂tu
∇uj jε

dx− ∑
σ ∈ εp

Z
σ

∇u
∇uj jε

⋅ npσds=0.

The discretization in time is done with the backward Euler time difference. For
this purpose, we subdivide the whole time interval T into subintervals of the size τ
which define time steps denoted by ti, tn = tn− 1 + τ, t0 = 0 and tN =T . We denote by
unp (unσ) the value of solution in Xp (Xσ) at time tn. The gradient is constant on the
finite volume p, so we can write

Z
p

∂tu
∇uj jε

≈
ðunp − un− 1

p Þ pj j
τ ∇up
�� ��n− 1

ε

,
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where |∇up| denote the evaluated L2 norm of the gradient obtained by (14) at time tn
−1. Let us denote by dpσ the distance of Xp from Xσ. Because the line segment XpXσ

is perpendicular to σ, for all σ ∈ εp, we can approximate the derivative in the
direction npσ by

∇un ⋅ npσ≈
unσ − unp
dpσ

. ð17Þ

To derive the semi-implicit scheme, we take linear terms from the current time
step and nonlinear terms from a previous one. The time derivative is approximated
by a backward Euler difference. Let us denote by fpσ the semi-implicit flux through
boundary σ of p. We approximate

f npσ =
Z
σ

∇un

∇un− 1
p

��� ���
ε

⋅npσ ds≈Fn
pσ =

σj j
dpσ

1

∇un− 1
p

��� ���
ε

unσ − unp
� 	

, ð18Þ

where the evaluation of the norm of the gradient will be specified later. Because
∇up is constant on p, (16) gives us the linear system consisting of equations for
each finite volume p. The equation is as follows:

ðunp − un− 1
p Þ

∇up
�� ��n− 1

ε

pj j= τ ∑
σ ∈ εp

Fn
pσ . ð19Þ

In more details, for every p we have:

unp − un− 1
p

∇up
�� ��n− 1

ε

pj j − τ ∑
σ ∈ εp

σj j
dpσ

1

∇up
�� ��n− 1

ε

unσ − unp
� 	

=0. ð20Þ

All possible values of σj j d̸pσ follow from Fig. 2 and geometrical properties of
the grid (2)–(5). Let us remind that

dpσ
dpq

is 1: 2, 1: 5 or 4: 5.

Let Tpq denote the ratio σj j d̸pq. It holds [3]:

Tpq =1 for neighbors of the same size in the original quadtree grid

Tpq =
2
3
otherwise and

σj j
dpσ

=Tpq
dpq
dpσ

.
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5.2 Balancing the Fluxes

The value unσ in the edge representative point Xσ can be obtained using the con-
servation principle Fn

pσ = −Fn
qσ . Let us denote the regularized gradient on p by fp.

We get

unσ =
dqσf n− 1

q unp + dpσf n− 1
p unq

dqσ f n− 1
q + dpσf n− 1

p
. ð21Þ

Usually we evaluate

unσ − unp =
dqσf n− 1

p unq − unp
� 	

dqσf n− 1
q + dpσf n− 1

p
. ð22Þ

The steps of the algorithm are as follows:

1. We build a balanced quadtree grid (in linear time). The values uσ
0 are obtained

by a linear interpolation.
2. During traversing the quadtree (procedurally treated as a consistent grid), we

evaluate the linear system coefficients and store them into a linear list.
3. The linear system is solved using SOR method.
4. We rebuild the grid and evaluate new values of gradients with uσ

n obtained by
(21).

5. We go to Step 3.

Example 2 The efficiency of the adaptive algorithm depends on the decrease of
elements in the grid. As an example of an application, we have chosen a cut of a
filtered SAR image. SAR images are large-scale images of the Earth obtained by
airborn or spaceborn radars with a synthetic aperture. These images are degraded
by a speckled noise with a strong granular pattern. We take an image filtered by the
Perona-Malik algorithm working on an adaptive grid of this kind with evaluation of
the gradients like in (14). We can see the uneven boundaries caused by the speckle
(Fig. 7 on the left). In Fig. 7 on the right, we see the result of smoothing by the
algorithm based on (20) described above. To see the effect of smoothing better, we
add images displaying edges obtained by the Canny edge detector.

The algorithm soon starts to work on about 5% of the original number of
elements. We performed 10 time steps with τ = 2. The final adaptive grid is dis-
played in Fig. 8.
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5.3 Removing Salt and Pepper Noise

Now let us take an image containing the salt and pepper noise (see Fig. 9 as an
example). This noise corresponds to a configuration as in Fig. 9 on the left. In such
a situation we obtain a zero gradient, the curvature is equal to zero and the noise is
kept.

We are going to introduce a different approximation of the gradient corre-
sponding to those in [2].

Let us consider a linear function again. Let us perform

∇uj j2 =∇u ⋅ ∇u= ð∇uÞA +C
� 	

⋅ ∇u

=
1
pj j ∑

σ ∈ εp

σj j∇u ⋅ ðXσ −XpÞnpσ + 1
pj j ∑

σ ∈ εp

σj j∇u ⋅ ðX*
σ −XσÞnpσ

 !
.∇u.

Now, we can use the fact that the connection of the edge and the volume
representative points is perpendicular to the boundary. We can write

Fig. 8 Example 2. The adaptive grid for the final step of the adaptive MCF algorithm based on
(20). The size of the original image for the algorithm (reduced) was 512 × 512. At the end, the
number of grid elements was about 5% of the original
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Xσ −Xp = dpσnpσ

Let us substitute for Xσ −Xp in the previous equation:

1
pj j ∑

σ ∈ εp

σj j∇u ⋅ ðdpσnpσÞ dpσdpσ
npσ

 !
⋅ ∇u+C ⋅ ∇u

=
1
pj j ∑

σ ∈ εp

σj j ∇u ⋅ ðdpσnpσÞ
� � dpσ

dpσ
npσ ⋅ ∇u

� � !
+C ⋅ ∇u

=
1
pj j ∑

σ ∈ εp

σj j 1
dpσ

∇u ⋅ ðdpσnpσÞ
� �2 +C ⋅ ∇u

=
1
pj j ∑

σ ∈ εp

σj j
dpσ

uσ − up
� �2 +C ⋅ ∇u=

1
pj j ∑

σ ∈ εp

Tpq
dpσ
dpq

uσ − up
� �2 +C ⋅ ∇u.

In the case of a linear function, we see (Fig. 4) that on a sharp element the
second part—the projection of ∇u on C—is significant and cannot be omitted. In
[2], where (16) was solved on a regular square grid, the norm corresponding to the
first part has been used (see (6)) and the mathematical and numerical properties of
this scheme have been studied. For examples with a known analytical solution,
the experimental order of convergence for the semi-implicit scheme has been
reported as 2.

In the case of the arbitrary numerical function u, the identity (7) does not hold
and uσ − up ≠∇u ⋅ ðXσ −XpÞ. Our approximation of the norm of u, we denote it by
grad u, on every finite volume p will be defined as

∇uj j: =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
pj j ∑

σ ∈ εp

σj j
dpσ

ðuσ − upÞ2 +C.∇ul

s
,

C=∇ul − ð∇uÞA,
ð23Þ

where, ∇ul is evaluated by (14). (Now the subscript l helps to distinguish between
the approximation of a gradient by a linear function and arbitrary one.) Let us
denote the regularized approximation of the norm by (23) as f 2p , and the regularized
approximation of the norm of the gradient approximated by (14) as f 1p . In the case of
f 1p , we first use the left-hand side of (7) and then square it. In the case of f 2p , we first
use the right-hand side, square it, and then substitute by the right-hand side of (7).
Thus in the case of the configuration like in Fig. 9, the norm of the gradient is
different from zero and the salt and pepper noise is removed (see Fig. 12).
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5.4 Correctness of the Definition

We show that the definition (23) is correct and (23) cannot be negative.
Let us remind that

∇uAl =
1
pj j ∑

σ ∈ εp

σj jðuσ − upÞnpσ.

We want to incorporate this term into (23).
Let us introduce several identities which will be put together at the end. From

ða p̸
ε−

p
b
p
εÞ2 ≥ 0 if follows

− ab≥ −
a2

2ε
−

b2ε
2

and

C ⋅ ∇ul =∇u2l −∇uAl ⋅ ∇u
A
l ≥∇u2l −

ð∇uAl Þ2
2ε

−
∇u2l ε
2

Also it holds that

∇uAl
� �2

=
1

pj j2 ∑
σ∈ εp

σj jðuσ − upÞnpσ
 !2

≤
2

pj j2 ∑
σ ∈ εp

σj j2ðuσ − upÞ2

≤
2max σj jdpσÞ

pj j|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
α

1
pj j ∑

σ ∈ εp

σj j
dpσ

ðuσ − upÞ2,

Fig. 9 The salt and pepper
noise on a double-valued
image. In the situation
depicted on the left, the
gradient is equal to the zero
vector
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where max is taken for all σ of element p. After rearrangement

1
pj j ∑

σ ∈ εp

σj j
dpσ

ðuσ − upÞ2 ≥
pj j

2max σj j dpσ
�� �� ∇uA

� �2
=

1
α

∇uAl
� �2

we have that ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
pj j ∑

σ ∈ εp

σj j
dpσ

ðuσ − upÞ2 +C.∇ul

s

≥

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
α

∇uAl
� �2 +∇u2l −

ð∇uAl Þ2
2ε

−
∇u2l ε
2

s

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
α
−

1
2ε

� �
|fflfflfflfflfflffl{zfflfflfflfflfflffl}

I

∇uAl
� �2 + 1−

ε

2

� 	
|fflfflfflffl{zfflfflfflffl}

II

∇u2l

vuuut .

We only need to show that I and II are positive. The term II is positive
if ε < 2. Now we must find ε such that the following inequality holds

1
α
−

1
2ε

>0

and this is true if

ε>
α

2
.

So our ε must fulfill the following condition:

α

2
< ε<2.

If our geometry fulfills

max σj j dpσ
�� ��� �

<2 pj j

then it is possible to find such ε that the approximation of the gradient norm given
by (23) is positive.

In our case, the above inequality holds because of the geometrical properties of
the grid mentioned in (2)–(5), at the end of Sect. 5 and the limited number of
element shapes.

Example 3 We take again the consistent quadtree grid from Example 1 (see
Fig. 3). On the paraboloid function u(x, y) = 0.5 * (x2 + y2) which is defined on
the same interval [−1.25;1.25] × [−1.25;1.25], we approximate the norm of the
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gradient by (23). First, we omit the second term with the correction, the results are
displayed in Fig. 10 on the left, then we use entire (23), the results are displayed in
Fig. 10 on the right. In Fig. 11, we show the comparison of the first and the second

approaches displaying f 2p − f 1p
��� ���. The results differ on larger elements corresponding

to nonlinear situations.

Fig. 10 Example 3. On the left: we evaluate (23) without a correction. On the right: we evaluate
(23)

Fig. 11 Example 3. We display f 2p − f 1p
��� ���
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6 Modification of MCF to Geodetic MCF

To prevent objects from shrinking, the edges in the image are detected by a gradient
edge detector and using a decreasing function g with the norms of the gradients as
the input, the movement of boundaries is slowed down. Outputs of g are numbers
from (0;1]. This model is represented by the equation

∂u
∂t

= ∇uj j∇ ⋅ gð ∇Gσ*uj jÞ ∇u
∇uj j

� �
. ð24Þ

The Gaussian gradient as an argument of g cannot be omitted—otherwise also
salt and pepper configuration could lead to a small value in the output of g and
slowed down the motion.

In our final experiment we use the scheme

unp − un− 1
p

f 2p
��� ���n− 1

ε
τ

pj j − ∑
σ ∈ εp

σj jgðf 1p Þ
dpσf 2p
��� ���

ε

unσ − unp
� 	

=0. ð25Þ

The norm f1 is suitable for detection of object boundaries and does not respond
to the salt and pepper noise. On the other hand, f2 is used for a curvature. (In this
case of the special artificial image used in the experiment, we could omit smoothing
of the gradient by the Gaussian).

Example 4 Using (25) we remove the salt and pepper noise and enhance the
boundaries of the object from Fig. 9. The size of the original image is 64 × 64. In
Fig. 11 we see the result after two time steps ðτ=1Þ where most of the salt and

Fig. 12 Example 4. Filtration of image form Fig. 9 using (25). The second and the tenth time
steps
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pepper noise is removed [5]. Then we show the solution after 10 time steps, when
the boundary damaged by the noise is repaired, together with a computational grid.
After two steps, the initial number of elements 4096 decreased to 1537 (37.5%),
after 10 time steps to 1009 (24.6%). To detect the edges we used the function g
(s) = 1/(1 + Ks2) in this experiment where K was set to 200.

Conclusion. The necessity of evaluating the gradient (14) to get (23), instead of
to evaluate the norm directly, like on a regular grid, seems to be a drawback of the
method. The time to get it depends on an implementation (e.g., the gradient need
not to be corrected in the case of a zero correction, i.e., for some shapes [3], and
also, if the first part of (23) is equal to zero.) If we solve GMCF, on the other hand,
the gradient can be used to detect the boundaries because its norm f 1p does not
respond to salt and pepper like noise. In the case of evaluating the Gaussian
gradient, instead of |∇(G * u)| we can perform |G * ∇u| and solve the linear heat
equation on the adaptive grid in a fast way [5].
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Human–Robot Interaction Through Robust
Gaze Following

Sorin M. Grigorescu and Gigel Macesanu

Abstract In this paper, a probabilistic solution for gaze following in the context

of joint attention will be presented. Gaze following, in the sense of continuously

measuring (with a greater or a lesser degree of anticipation) the head pose and gaze

direction of an interlocutor so as to determine his/her focus of attention, is impor-

tant in several important areas of computer vision applications, such as the devel-

opment of nonintrusive gaze-tracking equipment for psychophysical experiments in

Neuroscience, specialized telecommunication devices,Human–Computer Interfaces
(HCI) and artificial cognitive systems for Human–Robot Interaction (HRI). We have

developed a probabilistic solution that inherently deals with sensor models uncer-

tainties and incomplete data. This solution comprises a hierarchical formulation of

a set of detection classifiers that loosely follows how geometrical cues provided by

facial features are used by the human perceptual system for gaze estimation. A quan-

titative analysis of the proposed architectures performance was undertaken through a

set of experimental sessions. In these sessions, temporal sequences of moving human

agents fixating a well-known point in space were grabbed by the stereovision setup

of a robotic perception system, and then processed by the framework.

1 Introduction

Head movements are commonly interpreted as a vehicle of interpersonal commu-

nication. For example, in daily life, human beings observe head movements as an

expression of agreement or disagreement in a conversation, or even as a sign of con-

fusion. On the other hand, gaze shifts are usually an indication of intent, as they

commonly precede action by redirecting the sensorimotor resources to be used. As a
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Fig. 1 Gaze following in the context of joint attention for HRI, using the ROVIS system on a

Neobotix
Ⓡ

MP 500 mobile platform

consequence, sudden changes in gaze direction can express alarm or surprise. Gaze

direction can also be used for directing a person to observe a specific location. To this

end, during their infancy, humans develop the social skill of joint attention, which is

the means by which an agent looks at where its interlocutor is looking at by producing

an eye-head movement that attempts to yield the same focus of attention. Over nine

months of age, infants are known to begin to engage with their parents/caregivers in

an activity in which both look at the same target through joint attention.

As artificial cognitive systems with social capabilities become more and more

important due to the recent evolution of robotics towards applications where complex

and human-like interactions are needed, basic social behaviors such as joint attention

have increasingly become important research topics in this field. Figure 1 illustrates

the ROVIS
1

(Robust Vision and Control Laboratory) gaze following system at work,

under the context of joint attention for Human Robotic Interaction (HRI). Gaze fol-

lowing thus represents an important part of building a social bridge between humans

and computers. Researchers in robotics and artificial intelligence have been attempt-

ing to accurately reproduce this type of interaction in the last couple of decades, and,

although much progress has been made [1], dealing with perceptual uncertainty still

renders it difficult for these solutions to work adaptively.

Gaze following is an example for which the performance of artificial systems is

still far from human adaptivity. In fact, the gaze following adaptivity problem can

be stated as follows: how can gaze following be implemented under nonideal cir-

cumstances (perceptual uncertainty, incomplete data, dynamic scenes, etc.)? Figure 2

demonstrates how incomplete data, arguably the issue where the lack of adaptivity

and underperformance of artificial systems are most apparent, might influence the

outcome of gaze following.

In the following text, we propose a robust solution to facial feature detection for

human–robot interaction based on (i) a feedback control system implemented at the

image processing level for the automatic adaptation of the system’s parameters, (ii) a

1
http://rovis.unitbv.ro.

http://rovis.unitbv.ro
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Fig. 2 Examples of probable gaze following failure scenarios due to incomplete data: facial fea-

tures occluded in profile views (a), or failure of feature detection algorithms (b)

cascade of facial features classifiers, and (iii) a Gaussian Mixture Model (GMM) for

facial points segmentation. The goal is to obtain a real-time gaze following estimator

which can cope with uncertainties and incomplete data. The proposed system aims at

the robust computation of the human gaze direction in the context of joint attention

for HRI.

2 Related Work

2.1 Gaze Following

In recent years, the problem of gaze following has been extensively studied. Physio-

logical investigations have demonstrated that the brain estimates the gaze as a mix-

ture of eye direction and head position and orientation (pose) [2]. By itself, head

pose provides an estimate that represents a coarse approximation of gaze direction

that can be used in situations in which the eyes are invisible (e.g., when observing

a distant person, or when sunglasses occlude the eyes) [3]. When the eyes are not

occluded, the head pose is an extra marker that can be used to estimate the direction

of the gaze. The gaze direction estimation problem, as it is solved by the human brain,

can therefore be subdivided into two fundamental and sequential subproblems: head
pose estimation and eye gaze estimation.

The consequences of such a solution are twofold: partial information can be used

to already arrive to an estimate; however, this happens at the expense of biasing. As
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Fig. 3 Wollaston illusion: although the eyes are the same in both images, the perceived gaze direc-

tion is dictated by the orientation of the head. (Adapted from [2, 3])

an illustration of this drawback, in Fig. 3 is shown [2] that the interpretation of the

gaze for an observer is deviated in the direction of the head. In any case, the error

propagated by erroneously estimating one of the features is greatly compensated by

the fact that the human brain is able to yield an estimate even when only presented
with partial or incomplete information. Moreover, visual features used to detect a

face or an eye do not need to be the same for both cases, so they can be detected

independently, which makes the problem more tractable.

Consequently, the following paragraphs will present a summarized survey of solu-

tions for each subproblem.

In the survey by [3], solutions for head pose estimation are divided into eight

categories: seven represent pure methods, while the remaining are hybrid methods,

i.e., combinations of the other methods. The article ends by presenting a quantitative

comparison of the performance of these methods.

As mentioned in this survey, most of the computer vision based head pose cal-

culation algorithms have diverged greatly from the results of psychophysical exper-

iments as to how the brain tackles this problem. In fact, the former are concentrated

on appearance-based methods, while the latter takes into account how the human

perceives the pose of the head based on geometrical cues [3].

Geometrical approaches, as shown in Fig. 4, attempt to detect head features as

accurately as possible in order to compute the pose of the head. An example of a

geometrical approach for head pose estimation is presented in [4], where monoc-

ular images are used as input information. The proposed algorithm makes mini-

mal assumptions, compared with other methods, about the facial features structure.

Knowing the positions of the nose, eyes, and mouth, the facial normal direction can

be obtained from one of the next two methods [4], also used in our work:

1. Using two relations: the nose tip and the line between the far corners of the mouth

(R1 =
lm
lf

); the line between one eye with the correspondent far corners of the

mouth and the distance given by the nose tip; and the line connecting one eye

with the far corners of the mouth (R2 =
ln
lf

);

2. Using the line between the eye extremities and the far mouth corners.
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Fig. 4 Geometrical relations between facial features (Adapted from [4]). 3D gaze orientations can

be computed using the distances between detected facial features, such as the eyes, nose and mouth

The derivation of the roll, pitch, and yaw for a human head is presented in [5]. The

assumption from this article is that the four points that describe the eye are collinear.

The position is obtained using the line through the four eye points and the nose tip.

The main difficulties with this method are related to the pitch direction estimation,

which uses an anthropometric face analysis [5]. The yaw and the pitch are obtained

from eye corners and the intrinsic camera parameters (focal length).

The method proposed by [6] uses the model of the face and the eye, deduced from

anthropometric features in order to determine the head orientation. This method uses

only three points (e.g., eye centers and the middle point between the nostrils) to per-

form the desired task. Their model uses the following assumption: d(A,C) = d(B,C);
d(A,B) = kd ⋅ d(A,C); d(A,B) = 6, 5 cm, where A and B are the central points of

each eye and C is the middle point between the nostrils.

Another solution for head pose estimation is introduced in [7]. The main idea

here is to consider an isosceles triangle, with corners in both eyes and in the center

of the mouth. The direction of the head is computed if we assume that one side of

the triangle lies on the image plane, such that applying a trigonometric function we

can estimate the angle between the triangle plane and the image plane [7].

Finally, an alternative method for head estimation is supposed to use multiple

cameras [8] with accurate calibration information available. Skin color segmentation

is performed on each camera, and then data fusion is performed, resulting in a 3D

model of the head. The orientation of the head is estimated based on a particle filter.

2.2 Facial Features Extraction

Feature detection represents a subtopic within the head pose estimation problem. An

accurate estimate for the eye, nose, or the mouth represents an intermediate stage, in

which essential information used by the geometrical approach for head pose estima-

tion is computed. Methods for gaze estimation, presented in the following section,
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include eye feature detection. Detection of other important facial features, such as

the mouth and the nose, is discussed next.

Mouth recognition is dealt with methods such as the ones suggested in [9, 10]. A

common approach for detecting the mouth is by pre-segmenting the color red on a

specific patch of the image. Both methods use a ROI (Region of Interest) extracted

after head segmentation, in which the mouth is approximately segmented, after a

color space conversion is performed (such as RGB to HSI (Hue, Saturation, Inten-
sity) [9], or RGB to Lab [10]). On the other hand, nose detection algorithms use

Boosting classifiers, commonly trained with Haar-like features [11], or the 3D infor-

mation of the face, as in [12].

As suggested in [13], most of the methods used for eyes detection and segmen-

tation can be divided into shape-based, appearance-based and hybrid methods. The

shape-based technique uses the detection of the iris, the pupil, or the eyelids to locate

the eye. Particular features, such as the pupil (dark/bright pupil region) or cornea

reflections are used in appearance-based approaches, while the hybrid method tries

to combine the advantages of both methods.

The shape-based algorithm proposed in [14], built on the isophote curvature con-

cept, i.e., the curve that connects points of the same intensity, is able to deliver accu-

rate eye localization from a web camera. The main advantage of using this concept

is that the shape of the isophotes is invariant to rotation or to linear illumination

changes. The eye location can be determined using a combination of Haar features,

dual orientation Gabor filters and eye templates, as described in [15].

Unsupervised learning algorithms, such as the Independent Component Analysis
(ICA), are used in [16] for eyes extraction, based on the fact that the eye is a sta-

ble facial feature. The two stages technique determines first a rough eye ROI using

ICA and the gray-level image intensity variance, and second, the eye center point is

computed from image intensity data.

Finally, an alternative method which uses two visual sensors is proposed in [17]:

a wide-angle camera for face detection and rough eyes estimation and an active pan–

tilt–zoom camera to focus on the rough detected ROIs. The method considers the

face as a 3D terrain surface and the eye areas as ”pits” and ”hillsides” regions. The

eyes 2D positions are chosen using a (GMM). A similar dual stereo camera system

is also proposed in [18], where a wide-angle camera detects the face and an active

narrow Field of View (FoV) system tracks the eyes at high resolution.

As mentioned above, most methods tackle the problem of gaze direction esti-

mation using either head pose or eyes direction estimation. However, papers such

as [14, 19, 20] present hybrid approaches that combine head pose and eye direction

estimation for obtaining the subject’s gaze direction.

In [14], a hybrid solution for eye detection and tracking, combining the detec-

tion results with a Cylindrical Head Model (CHM) for head direction estimation,

is presented. In [19], the gaze’s direction is computed in two stages, after a camera

calibration process: first the eyes orientation vector is determined with respect to the

head’s coordinate system and, second, the final gaze direction estimate is given by

a fusion between the determined eyes and head’s poses. Both approaches have lim-
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itations in estimating the gaze’s orientation when either the eyes or the poses of the

head are imprecise.

The technique from [20] describes a human gaze direction algorithm from a com-

bination of Active Appearance Models (AAM) and a CHM. Although the approach

seems to perform well in off-line experiments, real-time scenarios are not presented.

One other notable facial features extractor is the Flandmark system [21], which,

despite its real-time capabilities and ability to detect and track facial features from

frontal faces, fails to recognize features when the pose of the head has a slight offset

from the frontal view.

3 Controlling a Machine Vision System

In a robotics application, the purpose of the machine vision system is to perceive the

environment through a camera module.

An image processing chain is usually composed of low (e.g., image enhancement,

segmentation) and high (e.g., object recognition) level image processing methods.

In order for the high level operations to perform properly, the low level ones have

to deliver reliable information. In other words, object recognition methods require

reliable input coming from previous operations [22].

In order to improve the image processing chain, we propose to control the low

level vision operation through a feedback loop derived from the higher level compo-

nents. In [23, 24], the inclusion of feedback structures within vision algorithms for

improving the overall robustness of the chain is suggested.

The core idea of the feedback control system for adapting the low level vision

operations is presented in Fig. 5, where the control signal u, or actuator variable, is

a parameter which controls the processing method, whereas the controlled variable
y is a measure of image processing quality.

Input 
Image

Image
Processing 

Operation (u)

Image
Processing 

Quality Measure

y

Initial processing

parameters

Fig. 5 Feedback adaptation of a computer vision algorithm. The image processing quality measure

y is used as a feedback control variable for adapting the parameters of the vision algorithms using

the actuator u
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4 Image Processing Chain

The gaze following image processing chain, depicted in Fig. 6, contains four main

steps. We assume that the input is an 8-bit gray-scale image I = JV×W , of width V
and height W, containing a face viewed either from a frontal or profile direction,

where J = {0,… , 255}. (v,w) represents the 2D coordinates of a specific pixel. The

face region is obtained from a face detector.

First, a set of facial features ROI hypotheses 𝐇 ∈ {hle, hre, hn, hm}, consisting

of possible instances of the left hle and right hre eyes, nose hn and mouth hm, are

extracted using a local features estimator which determines the probability measure

p(𝐇|I) of finding one of the searched local facial region. The number of computed

ROI hypotheses is governed by a probability threshold Th, which rejects hypotheses

with a low p(𝐇|I) confidence measure. The choice of the Th threshold is not a trivial

task when considering time critical systems, such as the gaze estimator, which, for

a successful HRI, has to deliver in real-time the 3D gaze orientation of the human

subject. The lower Th is, the higher the computation time. On the other hand, an

increased value for Th would reject possible “true positive” facial regions, thus lead-

ing to a failure in gaze estimation. As explained in the following, in order to obtain a

robust value for the hypotheses selection threshold, we have chosen to adapt Th with

respect to the confidences provided by the subsequent estimators from Fig. 6, which

take as input the facial regions hypotheses. The output probabilities coming from

these estimation techniques, that is, the spatial estimator and the GMM for point-

wise feature extraction, are used in a feedback manner within the extremum seeking

control paradigm.

Once the hypotheses vector 𝐇 has been built, the facial features are combined into

the spatial hypotheses 𝐠 = g0, g1,… , gn, thus forming different facial region combi-

nations. Since one of the main objectives of the presented algorithm is to identify

facial points of frontal, as well as profile faces, a spatial vector si is composed either

from four, or three, facial ROIs:

Local features 
estimator

H
hrehle

hn

hm

g

yf = p (mi | I, H, gj, li)

Spatial features estimator
GMM facial 
segmentation

GMM facial points 
extraction

m

p (H |I ) p (gj |H ) p (mi | li)p (li | gj)

m

3D gaze direction 
reconstruction

Fig. 6 Block diagram of the proposed gaze following system for facial feature extraction and 3D

gaze orientation reconstruction. Each processing block within the cascade provides a measure of

feature extraction quality, fused within the controlled variable yf (see Eq. 2)
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hrehle

hn

hm

hle

hn

hm

hre

hn

hm

hrehle

hm

(a) (b) (c) (d)

Fig. 7 Different spatial combinations of features used for training the four classifiers. a All four

facial features. b, c, d Cases where only three features are visible in the sample image

gi = {h0, h1, h2, h3} ∩ {h0, h1, h2}, (1)

where hi ∈ {hle, hre, hn, hm}.

The extraction of the best spatial features combination can be seen as a graph

search problem gj = f ∶ G(𝐠,𝐄) → ℜ, where 𝐄 are the edges of the graph con-

necting the hypotheses in 𝐠. The considered features combinations are illustrated

in Fig. 7. Each combination has a specific spatial probability value p(gj|𝐇) given by

a spatial estimator trained using the spatial distances between the facial features from

a training database.

Once the spatial distributions of the probable locations of the facial features ROIs

are available, their pointwise location mi is determined using a GMM segmentation

method. Its goal is to extract the most probable facial pointwise locationsmi given the

GMM pixel likelihood values p(li|gj). The most relevant point features for computing

the 3D gaze of a person are the centers of the eyes, tip of the nose, and corners of

the mouth.

The described data analysis methods are used to evaluate a feature space com-

posed of the local and spatial features.

Having in mind the facial feature points extraction algorithm described above,

it can be stated that the confidence value yf of the processing chain in Fig. 6 is a

probability confidence measure obtained from the estimators cascade:

yf = p(mi|I,𝐇, gj, li). (2)

Since the whole described processing chain is governed by a set of parameters,

such as the threshold Th for selecting the vector 𝐬, we have chosen to adapt it using

an extremum seeking control mechanism and the feedback variable yf , derived from

the output of the gaze following structure illustrated in Fig. 6. The final 3D gaze

orientation vector �⃗�(mi), representing the roll, pitch, and yaw of the human subject,

is determined using the algorithm proposed in the work of Gee and Cipolla [4].
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5 Performance Evaluation

5.1 Experimental Setup

In order to test the performance of the proposed gaze following system, the following

experimental setup has been prepared.

The system has been evaluated on the Labeled Faces in the Wild (LFW) data-

base [25]. LFW consists of 13, 233 images, each having a size of 250 × 250px. In

addition to the LFW database, the system has been valuated on an Adept Pioneer
Ⓡ

3-DX mobile robot equipped with an RGB-D sensor delivering 640px × 480px size

color and depth images. The goal of the scenarios is to track the facial features of the

human subject in the HRI context. The error between the real and estimated facial

feature’s locations was computed offline.

For evaluation purposes, two metrics have been used:

∙ the mean normalized deviation between the ground truth and the estimated posi-

tions of the facial features:

d(𝐦, �̂�) = 𝜏(𝐦)1
k

k−1∑

i=0
‖mi − m̂i‖, (3)

where k is the number of facial features, 𝐦 and �̂� are the manually and estimated

annotated positions of the eyes, nose and mouth, respectively, and 𝜏(𝐦) is a nor-

malization constant:

𝜏(𝐦) = 1
‖(mle + mre) − mm‖

. (4)

∙ the maximal normalized deviation:

dmax(𝐦, �̂�) = 𝜏(𝐦) max
j=0,…,k−1

‖mi − m̂i‖. (5)

5.2 Competing Detectors

The proposed gaze following system has been tested against three open source detec-

tors.

(1) Independent facial feature extraction: The detector is based on the Viola–Jones

boosting cascades and returns the best detected facial features, independent of

their spatial relation. The point features have been considered to be the centers

of the computed ROIs.

The boosting cascades, one for each facial feature, have been trained using a
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few hundred samples for each eye, nose, and mouth. The searching has been

performed several times at different scales, with Haar-like features used as inputs

to the basic classifiers within the cascade. From the available ROI hypotheses,

the one having the maximum confidence value has been selected as the final

facial feature.

(2) Active Shape Models: An Active Shape Model (ASM) calculates a set of feature

points along the facial features contours of the eyes, nose, mouth, eyebrows, or

chin. An ASM is initially trained using a set of manually marked contour points.

The open source AsmLib, based on OpenCV, has been used as candidate detec-

tor. The ASM is trained using manually marked face contours. The trained ASM

model determines variations in the training dataset using Principal Component
Analysis (PCA), which enables the algorithm to estimate if the contour is a face.

(3) Flandmark: Flandmark [21] is a deformable part model detector of facial fea-

tures, where the detection of the point features is treated as an instance of struc-
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Fig. 8 Cumulative histograms for the mean and the maximal normalized deviation shown for all

competing detectors applied on video sequences with frontal (a, b) and profile (c, d) faces
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tured output classification. The algorithm is based on a Structured Output Sup-
port Vector Machine (SO-SVM) classifier for the supervised learning of the

parameters for facial points detection from examples.

In comparison to our gaze following system, which uses a segmentation step for

determining the pointwise location of the facial features, flandmark considers the

centers of the detected ROIs as the point location of the eyes, nose, and mouth.

The mean and maximal deviation metrics were used to compare the accuracy

of the four tested detectors with respect to the ground truth values available from

the benchmark databases. Especially for the evaluation of the computation time, the

algorithm has also been tested on a mobile robotic platform.

The cumulative histograms of the mean and maximal normalized deviation are

shown in Fig. 8 for frontal and profile faces. In all cases, the proposed estimator

delivered an accuracy value superior to the ones given by the competing detectors.

If the accuracy difference between our algorithm and Flandmark is relatively low for

the case of frontal faces, it actually increases when the person’s face is imaged from

a profile view.

An interesting observation can be made when comparing the independent detec-

tors with the ASM one. Although the ASM outperforms independent facial feature

extraction on frontal faces, it does not perform well when the human subjects are

viewed from the lateral. This is due to the training nature of the ASM, where the

input training data is made of points spread on the whole frontal area (e.g., eyes,

eyebrows, nose, chin, cheeks, etc.).

6 Conclusion

In this paper, a robust facial features detector for 3D gaze orientation estimation has

been proposed. The solution is able to return a reliable gaze estimate, even if only a

partial set of facial features is visible. The paper brings together algorithms for facial

feature detection, machine learning, and control theory. During the experiments, we

investigated the system’s response and compare the results to ground truth values. As

shown in the experimental results section, the method performed well with respect

to various testing scenarios. As future work, the authors consider the possibility of

extending the framework for the simultaneous gaze estimation of multiple interlocu-

tors and the adaptation of algorithm with respect to the robot’s egomotion.
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The Detection of the Retina’s Lesions
in Optical Coherence Tomography (OCT)

Joanna Swiebocka-Wiek

Abstract The Optical Coherence Tomography (OCT) is a very modern, noninva-

sive, and noncontact optical imaging technique. It is dedicated to different types of

ocular tissues such as for example: the retina, optic disk, or cornea. During the exam-

ination, OCT is used for the early diagnosis of diseases such as: glaucoma, macular

degeneration (AMD), diabetic changes in the retina, macular hole, macular edema,

and eye cancer. These may inevitably lead to blindness, hence it is so important to

ensure the patient of early and accurate diagnosis. The main goal of this paper is to

propose a preliminary, automated method of detecting the occurrence of pathologi-

cal changes in the retina (cysts and inflammation).

1 Introduction

The retina is a blood membrane with multiple vessels, located at the back of the

eye. Its primary function is to receive visual signals. Nerve cells belonging to the

retina are arranged in layers and connected to the brain by the optic nerve. There are

many diseases which change the system of blood vessels in the retina. That is why

the retina’s examination is a source of much valuable information about the patient’s

state of health and the subject of numerous studies on the diagnostic’s methods devel-

opment. One of the most important parts of the retina is the macula (or macula lutea

from latin macula meaning spot and lutea, meaning yellow) which is an oval-shaped

pigmented area close to the retina’s center. It has a diameter of around 5.5 mm and it is

responsible for high-acuity vision. Within the macula two other important structures

are placed a fovea and foveola that both contain a high density of cones (photore-

ceptors). The great importance of this structure may be illustrated by the fact that

even small damage or inflammation of the macula may lead to loss of central vision

and, in extreme cases, even blindness. Diseases leading to impaired work macula is
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Fig. 1 The appearance of

the retina. The location of

the optic nerve and macula

was marked

detailed later in this paper. An example of the retina with optic nerve and macula

location was demonstrated in Fig. 1.

The application of interferometry for the purpose of in vivo imaging human eye

structures has fascinated scientists for a long time. Initial work, using white, visible

light were presented at the ICO-15 SAT Conference in 1990 [1]. In the same year two

works of Naohiro Tanno were published, proposing a new technique which became a

leadership approach in the field of tissue imaging, in the micrometer scale resolution

[2, 3].

This method called Optical Coherence Tomography (OCT) is based on receiv-

ing and processing the optical signal which mainly uses light. It captures three-

dimensional (3D) images with very good (even with micrometers) spatial resolution,

obtained from scattering centers. It is highly useful in medical applications (biolog-

ical tissues and their cross-section imaging). The huge and still growing popularity

of OCT as an imaging technique is the reason for developing image processing algo-

rithms. The subject of this work is to present a method for automatically distinguish-

ing images of healthy and diseased retina. The OCT as the diagnostic technique is

limited to imaging in the range of 1–2 mm below the tissue’s surface. It is caused by

the fact that in case of greater depths the proportion of undistracted light is too small

to be properly detected and registered. It is also worth to mention that in case of

OCT, no earlier preparation of a biological tissue or structure is needed. The images

can be obtained without any contact with an object (what in the case of the retina’s

examination is a huge convenience) or through a transparent membrane. It is also

important to highlight that all procedure take place using near-infra-red light which

is safe for the eye and therefore significantly minimizes the likelihood of a sample’s

damage.
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1.1 Theoretical Basics

Optical Coherence Tomography allows to obtain high-resolution images because,

as it was already mentioned in previous section, it is based on applying near to the

infrared (IR) wavelength light waves, instead of much lower radio frequency waves

(like in case MRI application) or sound frequency waves (used in USG diagnostic

procedure) [4].

An optical beam is directed onto the tissue and a small part which is reflected

from the elements below the surface is recorded [5]. However, most of the light is

not reflected, but is scattered at high angles. In conventional imaging methods widely

scattered light obscures, however OCT uses interferometry to register the length of

the path traveled by the photons and reject most of those that have been scattered

several times before reaching the receiver. Therefore, OCT allows to create detailed

three-dimensional (3D) images even for very thick samples, simply by the rejection

of background signal, which disturb the perception of light reflected directly from

the surface of the sample [6].

Among the many noninvasive methods dedicated for three-dimensional imaging,

OCT shows similarity to ultrasound imaging, which also uses the echoes occurrence

[7]. As a diagnostic technique OCT is limited to imaging only 1–2 mm deep under

the surface of the biological tissue. Deeply scattered light is greater and the amount

of light reflected without dissipation is too small to be registered. It is worth empha-

sizing that using the OCT method does not require prior preparation of the sample,

and images can be obtained without touching it, even by a layer of transparent film or

window [7]. The OCT method is based on white light or low coherence interferom-

etry. It uses light from the broadband light source (super-luminescent diode), which

is divided in a beam splitter into two beams: reference and a sample one. It allows to

receive the retina’s profile where reflectivity is versus depth. Some part of the light

which is backscattered from the retina interfere with the reference beam. It allows to

obtain an interference pattern which is used for measuring the light with respect to

the tissue’s depth profile. Owing to the fact that axial resolution is between 5 and 7

µm it allows to obtain the results comparable with in vivo retina’s biopsy [8]. The

optical setup for the OCT procedure was shown in Fig. 2.

1.2 Clinical Application

One of the medical areas where over the past decade OCT has become one of the

most important and widespread examinations is ophthalmology [9, 10]. As a method

which seems to have revolutionized the clinical practice, it is commonly used for

noninvasive eye tests and to obtain detailed, cross-sectional images of the inside

of the retina, retina nerve fiber layer and optic nerve [6]. The first images showing

retina’s structure were published in 1993 [11]. Retinal OCT imaging provides high-

resolution imagery of subsurface retinal features that were inaccessible for previous
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Fig. 2 OCT optical setup (SLD—super-luminescent diode, OF—optical fiber, CL—convex lens,

BS—beam splitter, CAM—CMOS camera, REF—reference, SAMPLE—retina)

techniques (fluorescein angiography or ophthalmic ultrasound). Due to the possibil-

ity of imaging choroidal thickness in the retina, the most common indications for

OCT examination are:

∙ age-related macular degeneration (AMD),

∙ diabetic maculopathy,

∙ glaucoma,

∙ macular edema of different origin,

∙ macular hole or fibrosis,

∙ central serous retinopathy.

Macular edema, which is the main subject of interest in this work, occurs in

many ophthalmological diseases, when fluid and proteins gather on (intraretinal)
or under (subretinal) the macula. As a consequence the macula thickens and swells.

The swelling is the most important reason for a patient’s central vision distortion

(as it was mentioned, the macula consists of tightly framed photoreceptors (cones),

responsible for clear and sharp vision of objects that are placed directly in the center

of a person’s field of view.

In Figs. 3 [12] and 4 [13] the comparison of the OCT scan for health and patho-

logically changed retina was presented.

What is more, OCT methods (spectroscopic OCT, PS-OCT) also started to be

used in interventional cardiology as a method of ischemic heart disease diagno-

sis (structural examination of the vasculature in the coronary artery) and molecular

analysis. OCT technique is also applied in the field of oncology for evaluation of the

surgical margins or the detection of small lesions which are unable to be diagnosed

in overall examination. Relatively recent development is OCT application in case

of imaging dental structures or musculoskeletal tissues [10, 14]. Generally, changes

that occur in the retina, capable of being diagnosed using OCT technique can be

divided into two categories:
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Fig. 3 The cross-section through the central part of the retina of healthy eyes in the OCT exam-

ination. FV—fovea, MC—macula, NF—nerve fiber, NL—nucleus layer (inner and outer layer),

PHT—photoreceptors (inner and outer complex) RPE—retina pigment epithelium

(1) vascular changes usually associated with the presence of fluid within the retina

(subretinal fluid) or gathering the fluid above the photoreceptor layer (intraretinal

fluid),

(2) changes related to the break in the retina’s structure (macular holes, pseudomac-

ular holes).

Due to the fact that the proposed algorithm is dedicated to the detection of vascular

lesions, the second type of changes will not be the subject of interest in this paper.

OCT applications for some of the most common edema’s diseases are discussed. The

ability to confirm the presence of fluid in the retina, choroidal malformations, and

distortions in retina’s thickness are very helpful in clinical decisions and planning

the treatment.
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Fig. 4 The cross-section through the central part of the retina of the eye. Macula in the center part

of the image is pathologically covered by cysts

2 Results

All the procedures were implemented in the MATLAB environment. The main steps

of the algorithm are

(1) choosing the green channel from the image as most representative according to

image diagnostic value,

(2) image thresholding,

(3) noise reduction (removing single isolated white pixels),

(4) improvement of the boundary line between the retina’s structures using morpho-

logical operators,

(5) edge detection,

(6) calculation of the shape coefficients for the biggest structures,

(7) identification of a cyst’s presence by finding objects with specified shape coef-

ficient,

(8) comparison of potential cyst and macula localisation.

Verification of the algorithms efficiency was made for three specific diseases, char-

acterized by vascular edema in the retina

(1) cystoid macular edema (CME) in diabetes,

(2) branch retinal vein occlusion (BRVO)—2 cases,

(3) idiopathic polypoidal choroidal vasculopathy (IPCV).

The results were discussed in the following subsections. All steps of the algorithm

were described in details in the section related to analysis of OCT image in diabetes.

Because of the fact that in the other two cases, the algorithm has an identical process

and steps, its description was considered as unnecessary.
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2.1 Diabetic and Cystoid Macular Edema (DME and CME)

Chronic or uncontrolled diabetes (type II) can influence retina’s blood vessels includ-

ing and cause leaks of fluid, blood, and occasionally fats into the retina causing

its swelling [8]. Based on Fig. 6 of the retina affected diabetes all the steps of the

proposed algorithm are discussed in details. Analysis of Fig. 3 (presenting healthy

retina) and Fig. 4 (presenting macular edema) shows that in the RGB color scheme,

the greater contribution comes from the green channel. Moreover, the human eye has

the highest sensitivity to green color (the rods are most sensitive at a wavelength of

500 nm and suppositories at a wavelength of 550 nm). That is why it is considered as

a most important in further analysis. In the next step, after choosing only the green

channel (reducing image in color to grayscaling image), the image was filtered with

a global threshold to divide the retina into separate structures. Unfortunately bina-

risation reveals the existence of unwanted noise in the form of numerous individual

white pixels. The most probable cause of the noise is the resolution OCT method.

To remove this effect, morphological operators (mainly erosion) were implemented.

Morphological operations are based on the use of the movable transformation

core, called a structural element. It may have different shapes and sizes and contain

any combination of 0 and 1 values. If a pixel’s value is not significant it could be

marked in the structural element as z. In this paper, the following morphological

operations were tested and applied [?]:

∙ Dilatation which is an operation that thickens objects in a binary image (or

growth). Dilation is one of the most fundamental morphological operations. The

manner and extent of this process is controlled by the structural element, which is

compared with each pixel of the image. In other words if at least one pixel in the

neighborhood has a value equal to “1” the focal point also receives it (in another

case the value “0” is assigned). Types of structural element strongly affects the

output image.

∙ Erosion which is also one of the most fundamental morphological operations that

thins (or shrinks) objects in a binary image. This operation applies a rotated struc-

tural element for each pixel in the image. If even one pixel in the neighborhood

has a value equal to 0, the focal point also receives this value. Otherwise, its value

does not change. This is an operation which is the inverse of dilatation. Erosion is

significantly influenced by the choice of the structural element.

∙ Opening Assembling of dilatation and erosion processed on the original image.

It causes image smoothing (removal of details, the greater the structural element

is used, the stronger image smoothing can be observed).

∙ Closing Assembling of erosion and dilatation processed on the original image.

It removes all the holes in the image and the concave lower than the structural

element (the greater structural element, the more elements are filled in).

∙ Hit or miss transformation. The main reason of this kind of transformation is to

identify some specified pixels configurations (isolated foreground pixels belong-

ing to the line segments or endpoints).
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Fig. 5 The healthy retina’s cross-section OCT image after thresholding and noise removing

Fig. 6 The pathologically changed retina’s cross-section OCT image after thresholding and noise

removing

The results of image thresholding and noise removing by erosion were shown in

Figs. 5 and 6.

To ensure the best possible result achieved at this stage of the algorithm, it is nec-

essary to precisely analyze the influence of the various structural elements (in terms

of their size and shape), which is used during morphological operation sequence

applications. The MATLAB environment allows to test nine types of structural ele-

ments: diamond (with defined radius), disk (with defined radius), line (with defined

length and angle), octagon (with defined distance from the structuring element ori-

gin to the octagon’s size, along to the vertical and horizontal axis), pair (the structure

with two elements), periodic line, rectangle (with specified two-piece vector defining

its size), square (with specified width) and even arbitrary structural element (shape

defined by user). Initially, while choosing the optimal structural element, the line and
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periodic line elements were rejected according to their shape: both are vectors with

the spatial orientation angle as an input parameter: applying a horizontal or vertical

vector would lead to a fast connecting of the retina’s structures and thickening of the

vascular layers, which in case of edema’s diseases has also a diagnostic value. On

the other hand, applying diagonal vectors would lead to obtaining sharpened objects

borders and, therefore, would make it impossible in further analysis to use shape

coefficients to find and identify ellipses. Due to keeping the right edge course, the

element’s size should not be too high. Disk with radius equals to 3 has 25 elements

(5 × 5 matrix) and looks exactly the same as square element with width equal to 5

and gives same unsatisfying results, that is why they were excluded from the further

analysis. During square and rectangular elements examination it was observed that

increasing their size by even one pixel can cause unwanted blurring of the edges.

Although, after decreasing its size a rectangular element was used as very effec-

tive for removing a single pixel (or small group of pixels) within the image. Mor-

phological operators are also useful in case of image segmentation; specially using

dilation which causes the growth of the white area defining the boundaries between

the retina’s structures and in a consequence their better separation. To ensure that the

components of the image are properly distributed, structural elements being matrices

of 5× 5 pixels were applied. Result of these operations were shown in the Fig. 7.

The last, but also the most important step is to calculate a shape coefficient W for

each structure. It describes the relationship between object circuit L to its surface S
and helps to distinguish the objects. The main advantage of using these parameters

to describe objects is their lack of sensitivity for rotation and scaling. Higher val-

ues are noted for structures with elongated shape, Coefficients for basic shapes and

dependence between L and S were shown on the Fig. 8.

Higher values are noted for structures with elongated shape. According to the

fact that we can predict the elliptical shape of cysts, we can also predict their shape

Fig. 7 The pathologically changed retina (cross-section) after morphological filtration for image

segmentation
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Fig. 8 Shape coefficients

for basic geometric figures

coefficients value as approximately equal to 0.39. As a consequence, it is possible to

find in the image suspicious objects by calculating their W value and compare them

with the theoretical value.

The simplest method, also used in this paper, is to calculate the L value as the

total number of contour pixels (white pixels having at least one black pixel in their

neighborhood), and the surface S as the sum of all white pixels being a part of the

examined object.

Three objects which might be seen in Fig. 7 were labeled and their W values were

enumerate. The object which W value were the nearest to 0.39 should be chosen as

a potential pathological tissue. In this paper, the nearest W value, equal to 0.31 was

received for object with label 2.

The next step is to check the object localisation in the image. According to Fig. 4,

the cyst should cover the macula, which is why it must be localized in the central

part of the image. An effective method to verify the nature of an object suspected

of being a change is to verify the macula position in the image of a healthy eye

(determining its center), and then designate the center of the object in the image

of the diseased retina. If the obtained value coincides within the limit’s established

uncertainty (in this work abroad these adopted 20 pixels), then we can assume that

the test object is indeed a cyst tissue covering the macula. In the OCT images, the

macula is localized in the same place as the fovea (a small depression in the retina of

the eye where visual acuity is highest. The center of the field of vision is focused in

this region, where retinal cones are particularly concentrated). Finding the location

of the macula is based on finding a cavity in the upper layer of the retina (the lowest

point belonging to the retina’s top border). Its position along the X axis designates

the macula center as it is shown in Fig. 9.

After thresholding the input image is a monochrome bitmap (matrix where white

pixels are ones, and black-zeroes). The implemented algorithm works on a T vector

of equal length to the horizontal size of an image (width) in pixels. At the beginning

T vector is filled with zeroes. Then, gradually vector T is filled with ones by iterative

operation of binary OR with consecutive rows of an image: T = T and Vi, where i is

the number of iteration, starting from 0. Algorithm is terminated when there is only

one 0 value in the T vector on an j position. In the effect (j, i) coordinates are found

that point the position of the macula on the image.

The resulting value of the position of the macula (487) is compared within the

accepted uncertainty (40 pixels) with a calculated means of elliptical structures in the
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Fig. 9 Macula localisation in healthy retina’s cross-section

image of the diseased retina (519). Comparing these two values taking into account

the accepted uncertainty, the central location of the elliptical tissue (and its patho-

logical nature) were confirmed.

2.2 Branch Retinal Vein Occlusion (BRVO)

Branch retinal vein occlusion (BRVO) is a non-curable, common (16 millions cases

in the world) retinal vascular disease appearing in the elderly (60–70 years old

patients). Mainly it is caused by the occlusion of one of the branches of central reti-

nal vein branches. It is characterized by a strong distortion of the retina (the course

of the optic nerve) without distorting the photoreceptor layer (Fig. 10 [13]). It is pos-

sible to observe the presence of both intraretinal cysts and several edemas filled with

subretinal fluid.

All algorithm steps were applied in a similar order like in the cystoid macular

edema case. One elliptical change located in the center of the image was found (the

shape coefficient equals to 0.326). On the other hand, its location is not consistent

with the location of the macula in the assumed margin of error (40 pixels). The edema

Fig. 10 The pathologically changed retina (cross-section) in case of branch retinal vein occlusion

disease
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Fig. 11 The pathologically changed retina (cross-section) in branch retinal vein occlusion disease

after morphological filtration

covers the macula, but it is shifted slightly to the left part of the image. Probably it is

caused by the individual course of BRVO disease. It is strongly needed to examine

the algorithm’s efficiency in case of other patients with this kind of retina’s distortion.

Furthermore, in the case of lesser cysts the shape analysis did not give satisfactory

results. The main cause is the selection of structural element during the morphologi-

cal operations (retina’s segmentation). Both difficulties will be the subject of further

examination. The final results of the algorithm’s application were shown in Fig. 11.

Figures 12 [15] and 13 show the analysis of another BRVO case. During visuals

it was easy to observe a single subretinal change with no intraretinal distortions.

The course of the optic nerve was only slightly disturbed in the central part of the

image; the retina’s shape is not distorted. Already at the stage image thresholding, a

high degree of the tissue’s segmentation was obtained. As a consequence, after noise

removing, morphological operations in order to improve the degree of separation of

objects were not applied. After assigning labels to the separated objects, many small

Fig. 12 The pathologically changed retina (cross-section) in BRVO disease
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Fig. 13 The pathologically changed retina (cross-section) in BRVO (case 2) disease after morpho-

logical filtration

and isolated groups of pixels were detected although only one of them (the biggest

one) has proper shape coefficient (0.341) and the location (507) to fulfill criteria to

be recognized as an edema.

2.3 Idiopathic Polypoidal Choroidal Vasculopathy (IPCV)

Idiopathic polypoidal choroidal vasculopathy (IPCV) is a disease entity character-

ized by vascular changes within the retina of intense edema in its central part. An

example of the retina of a person suffering from this condition was shown in Fig. 14

[13]. It is possible to distinguish three significant cysts and a large one filled with

intraretinal fluid. The biggest one is localized in the central part of an image, cover-

ing the macula. In addition below the photoreceptors layer (red line along the image)

Fig. 14 The pathologically changed retina (cross-section) in case of IPCV disease



192 J. Swiebocka-Wiek

Fig. 15 The pathologically changed retina (cross-section) in IPCV disease after morphological

filtration

there is a big choroidal vessel, strongly distorted by subretinal fluid accommodation.

Further analysis shows that the whole retina’s shape is distorted in comparison with

the healthy retina (Fig. 3 [12]): both nerve fiber layer (upper edge of the retina) and

a line of photoreceptors. However, the shape of the retina should not affect the algo-

rithm’s results.

The application of the algorithm gave the expected positive results: confirma-

tion of the elliptical shape changes in the image as its location characteristic of

angioedema in the course of the IPCV disease (for accepted margin of uncertainty

of 40 pixels). The only aspect that requires improving may be the fact that during

the image processing two minor changes were combined into one (in the threshold-

ing stage), which distorted the analysis of their shape coefficients. The final image

processing results were shown in Fig. 15.

3 Summary and Conclusions

In biomedical applications, specially in ophthalmology, OCT is a very attractive

diagnostic method with unique properties: it allows imaging of the tissue’s morphol-

ogy with a much higher resolution than other imaging techniques, such as MRI or

ultrasound (OCT resolution might be even higher than 0.01 mm). The main advan-

tages of the OCT method are

∙ subsurface images with microscopic resolution,

∙ fast, accurate imaging of tissue building,

∙ no need prior sample preparation,

∙ lack of dangerous ionizing radiation (the procedure can be repeated many times

and performed in patients of all ages and pregnant women as well)

In all analyzed cases developed methodology gives satisfactory results. The

intended goal was achieved. Preliminary retina image processing, segmentation, and

shape analysis of the individual structures helped to find potentially pathological

change. Using information about the expected position of cysts in the OCT image
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Table 1 The results of the algorithm for selected edematous retinal disorders

Retina’s disorder Shape coefficient Edema’s location

CME (diabetes) 0.319 519

BRVO 0.326 613

BRVO (case 2) 0.341 507

IPCV 0.334 524

Health eye – 487

(overlaying cysts on the macula) made it possible to check whether it is consistent

with the expected location of the edema. The confirmation of this thesis has allowed

to evaluate this method, detecting pathological changes in the retina as effective. The

achieved results are summarized in Table 1.

With no doubt, the algorithm requires further work and improvement in order to

identify other, less common lesions of the retina and a more precise location of the

macula in the retina(which will reduce the expected margin of error).

Additionally, the presence and the appearance of cysts and edema of the retina is

individual and depends on the course of disease in a particular patient, consequently,

in some cases difficult to predict, and automatically extract the unique pattern of

the disease. Figures 16 [13] and 17 [13] show two diabetes cases with significant

and abnormal retina deformation. In the first case, a single change has non-elliptical

shape (and thus impossible for identification by searching ellipse in the image). In the

second one, there are many various small, elliptical changes, with mutually compara-

ble size (lack of parent change). These difficulties mean that the proposed algorithm

Fig. 16 Retina of the person with diabetes diagnosis (case 2). Numerous, small, subretinal changes

with elongated shape without a dominant change in the center of the picture where macula should

be localized
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Fig. 17 Retina of the person with diabetes diagnosis (case 3). Vascular single change in the position

of potentially coinciding with the location of the macula (the stage of visual evaluation) of an

unusual triangular shape. This shape causes difficulties in the operation of the algorithm seeking

change of elliptical shape

in its current form requires additional visual assessment and adaptation based on the

larger number of clinical cases.

It should also be noted that in its present form, the algorithm does not distinguish

disease entities but only confirms the presence of edema. To distinguish between

disease entities it should be discussed to expand the proposed method of analysis

module number of changes, shift changes in the parent company, and change the

shape of the retina itself, taking into account the course of the optic nerve and the

photoreceptor layer. These challenges are related to, but inseparable from the assess-

ment of the effectiveness of the algorithm for a large database of images diseases

ophthalmological, which will be the subject of further work. To sum up, the most

important challenges and difficulties associated with the development of the method

are

∙ the correlation between the appearance of the retina and the individual course of

disease in the case of each patient,

∙ the inability to distinguish discussed diseases (although detecting edemas is very

effective),

∙ expanding the possibilities of the algorithm for detection of retinal diseases other

than vascular abnormalities like holes, the retina’s geometric distortions or AMD.

These improvements will be the subject of further research.
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Study of R-Factors Used in Structure
Determination by Use of Genetic
Algorithms from Powder Diffraction Data
Consisting of a Small Number of Very
Broad Peaks

T. Kozik and W. Łużny

Abstract Genetic algorithms (GAs) are an alternative to local optimization pro-
cedures in structure refinement. As a nondeterministic method, they may possibly
yield better results. Some general principles of the Rietveld refinement procedure
have been adapted to use with GAs, including quantities which enable the algorithm
to determine how well a model diffraction pattern fits the experimental curve,
named fit factors or R-factors. The search for the structure of the crystalline regions
of the PANI/CSA conducting polymer system is specific in that the crystalline
component used for structure determination is very different from typical diffraction
patterns. It belongs to a class of diffraction curves exhibiting a small number of very
broad peaks. As this introduces ambiguity not present in the formulation of the
problem for the original Rietveld method, it should be investigated whether typical
R-factors may still be used. It is determined that a simple sum of squares based
factor and one of the original Rietveld factors Rf may still be useful, but using Rwp

may lead to qualitatively poor results. Some new, custom R-factors are introduced
and investigated for performance, along with the original ones. Advanced formulas
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1 Introduction

The Rietveld refinement procedure [1] is commonly used in crystallography for
structure determination from X-ray powder diffraction data. For a model structure
described using a crystallographic unit cell including a collection of atoms with
defined coordinates within the cell and with a given symmetry, the positions of all
crystallographic reflexes can be calculated. An intermediate step is taking into
account different form factors for each atom within the cell and calculating the
structure factor. The method describes how to transform discrete reflexes into
diffraction peaks of a nonzero width using profile functions, obtaining in the end a
calculated powder diffraction pattern.

To modify the initial model and continue obtaining better and better models,
which in the end should become a resemblance of the actual crystal structure, the
procedure takes advantage of typical methods used for local optimization like the
steepest descent method. Before this is possible, a means of grading a model
diffractogram versus the target diffraction curve must be introduced. What is needed
is a quantity which describes how similar the pattern obtained for the model is to the
experimental one. While a simple sum of squared differences between the two
patterns calculated for each value of the scattering angle would be such a quantity,
the Rietveld method defines other such quantities, which may be better. These
quantities, named fit factors or simply R-factors, have the common property of
minimizing their values for two identical curves. The local optimization method
used in the algorithm is given the goal of minimizing the value of the chosen fit
factor, which means that ideally the two diffraction patterns match and the model
structure is exactly the same as the actual one.

The final model obtained using the procedure is actually a local minimum of the
R-factor used with the given target pattern. It cannot be guaranteed that the method
will converge to the global minimum, which means that the obtained model
structure may not match the physical one as well as possible, but may only be its
approximation. However, such a structure may be good enough to be accepted as a
model of reality.

It is important to note that Rietveld refinement requires a starting model to refine.
This means that if this initial structure is already reasonably good, the method will
most probably successfully find the best possible one. However, if the initial model
is not good enough, the procedure may converge to a local minimum of the fit
factor which is far from the global one and is a model not acceptable. With a poor
starting structure it may be impossible to find a reasonably good solution at all. In
some cases, construction of the initial model is very difficult. This is why before
Rietveld refinement can be used, extensive research of the studied structure must
usually be conducted first. Despite the above potential difficulties, the method has a
history of successful applications.

However, there exist global optimization procedures. A genetic algorithm
(GA) is a type of nondeterministic optimization procedure with many applications
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in various fields. One of them is precisely structure determination from diffraction
data [2].

The idea behind a GA is to imitate the natural phenomenon of evolution in the
biological world. It requires defining a collection of parameters describing a single
model. Such a collection is named a phenotype, and each model is named an
individual. The phenotypes also have encoded forms, more convenient to process
by the algorithm, named genotypes. The procedure begins with not one initial
model, but several of them, named a population as a whole. It can be even entirely
random, so there is no need to define a starting structure at all (though the scope of
the model is a limitation). In each iteration, also called a generation, the GA
processes the population, gradually improving the quality of the individuals. Just
like in the biological world, where individuals which are better adapted to the
environment have a higher probability of surviving and reproducing, individuals
which are better solutions to the problem being solved by the GA have a higher
probability of taking part in the creation of individuals forming the next generation.
Once a (somewhat artificial) stop condition is met, the best individual of the last
population is the solution found by the GA.

The evolution in the GA imitates only chosen properties of the natural phe-
nomena it is based on. However, this appears to be sufficient, and genetic algo-
rithms are widely used for various optimization tasks. To apply a GA in structure
determination, some of the principles taken from the Rietveld method need not to
be altered at all, like the structure factor calculations and profile functions. Along
with these methods, the original R-factors were adapted for use with GAs as well.

While Rietveld refinement is usually successful in the case of typical crystal
structures and there is no need to abandon it in this scope, the structure of molecular
crystals may be complicated enough to pose a problem for this method. A computer
program named CrystalFinder is described in [3], showing that a properly designed
genetic algorithm is capable of finding the structure of several known molecular
crystals basing only on their X-ray diffraction pattern. There are also reported cases
of genetic algorithms finding models of molecular structures which were previously
unknown [4].

What is not stressed enough is that the above applies in full to problems with
target diffraction curves consisting of a fairly large number of narrow peaks. There
is little ambiguity in such diffraction patterns—the peaks of the curves are usually
well defined, and as long as care was taken when subtracting the background, the
same applies to the valleys between peaks. The number of peaks is large enough to
provide optimization procedures with enough data to fit the values of many model
parameters.

This is very different in the case of polymer science. X-ray diffraction experi-
ments may be performed on polymer samples, resulting in a diffraction curve which
is difficult to analyze. Such a pattern usually consists of three components—a
background of high intensity, an amorphous component consisting of a few
extremely broad peaks, and a crystalline component. If one were to attempt to
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investigate the structure of the crystalline phase using methods typical for the
analysis of usual crystals, separating the crystalline component from the other two
is required. This may be a difficult and ambiguous task itself. The resulting crys-
talline component may be treated like a powder diffraction pattern in further
investigation, because as long as there is no texture, crystalline areas of the polymer
are randomly oriented within the sample, nested in the amorphous phase (most
polymer samples have such a structure). However, before methods described earlier
in this introduction may be applied, it is important to note that the prepared
diffraction curve is very special.

The crystalline component is different from a typical powder diffraction pattern
in that it consists of only a few peaks. What is more, these peaks are very broad,
potentially spanning across positions of several crystalline reflexes. Thus it is not
even clear which peaks correspond to individual reflexes and which are composed
of more than one. It must be stressed that this broadening cannot be eliminated by
improving scientific apparatus, because it is primarily caused by the physical nature
of the sample. Namely, the crystalline areas within the sample, although often
accounting for a major fraction of the sample volume, are individually very small.

The above-described ambiguity is the source of problems when attempting to
determine the structure of the crystalline areas of polymers. It is not surprising that
Rietveld methods usually fail in finding a model of these areas, often leading to
local minimums of the fit factors. Such models correspond to diffraction curves
which are not even qualitatively good. It is reasonable to expect that genetic
algorithms may be able to overcome the obstacles and find a good model.

However, it should be pointed out that at this point one of the principles adapted
from Rietveld refinement for genetic algorithms are still the original R-factors or the
very simple sum of squared residuals. It is reasonable to question if they are still
useful given how much the task, namely the target diffraction pattern, has changed
from the original idea. Investigating this is the aim of this paper.

The PANI/CSA conducting polymer system is an example of a case in which the
structure of the crystalline areas remains unknown. Emeraldine, which is a form of
polyaniline, may transit into a conducting state (PANI) by protonation using acids.
Camphorsulphonic acid (CSA) is the acid used in this case. In 1997 [5], the first
models of the structure of the crystalline areas of this system were published.
However, until this day no model has been widely accepted.

While this system is being investigated using molecular dynamics simulations
[6], a specialized program capable of searching for this unknown structure, basing
only on chemical knowledge and the crystalline component of the diffraction pat-
tern, was also created. It was thoroughly described and tested for fictional target
input in [7]. The software described there is applied to the actual experimental
crystalline component with the purpose of investigating the performance of various
R-factors. A description of this investigation is provided in this paper.
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2 Basic R-Factors

Fit factors are used as quantities describing how similar a model diffraction pattern
is to a target one. Such a factor must minimize its value for a perfect fit of the two
curves. Any formula with this property may, in principle, be used as an R-factor.
However, not all such formulas may be equally good for the given task.

A diffraction curve is in practice a collection of points. Each of the k points is
given by two values—the intensity Ik and scattering angle value 2θk. The most basic
and intuitive formula for a fit factor that can be given is a simple sum over k of the
squared differences between the observed and calculated intensities, Ik

obs and Ik
calc

respectively, at each matching 2θk for the two collections of points. In the study, a
square root of such a sum was considered as one of the initially used R-factors and
named RSSR:

RSSR=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
k

Iobsk − Icalck

� �2r
ð1Þ

Two modifications of such an obvious formula exist and are introduced in the
original Rietveld method:

Rf =
∑
k

ffiffiffiffiffiffiffi
Iobsk

q
−

ffiffiffiffiffiffiffi
Iobsk

q��� ���
∑
k

ffiffiffiffiffiffiffi
Iobsk

q ð2Þ

Rwp =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
k
wk Iobsk − Icalck

� �2
∑
k
wk Iobsk

� �2
vuuuut ð3Þ

The most commonly used one appears to be Rwp, with the introduced weights wk.
Interestingly, exact formulas for the used weights are very seldom disclosed in
papers describing the usage of this factor. The values for the weights are either
assigned by taking into account statistical uncertainties for the intensities (in one
way or another), or are given by the formula:

wk =
1
Iobsk

ð4Þ

This latter convention was chosen for investigation, as the former may be dif-
ficult to apply for the studied case of polymer crystalline components, which are
superimposed on a background and an amorphous component of the overall
diffraction pattern, and means of separation are often qualitative. What is more, this
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convention makes it possible to study a fit factor much different in behavior than the
other two introduced so far.

3 New R-Factors Designed

Preliminary results obtained using R-factors described so far were not as good as
one would wish for them to be. Details of this are given in Sect. 7. What is more,
the software described in [7] was prepared with the possibility of launching several
genetic algorithms one after another with some different parameters, among them
the type of R-factor used. Designing at that point more fit factors for the sake of
supplying the software with more tasks to complete and for the purpose of
attempting to find formulas which would lead to better results was a natural course
of action.

The Pearson product-moment correlation coefficient is a very general quantity
for measuring the linear dependency or correlation between samples of two vari-
ables x and y, each sample of the same size. It is given by the following formula:

ρ=
∑
k
ðxk − x ̄Þðyk − y ̄Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
k
ðxk − x ̄Þ2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
k
ðyk − y ̄Þ2

r ð5Þ

This quantity has the property of taking its maximal value, 1, for total positive
correlation, and minimal value, −1, for total negative correlation. This formula can
be applied for curve fitting if the intensities of the curves are introduced as samples
to apply the coefficient to. While the original formula maximizes its value for a
perfect fit, a simple conversion makes it ready to use as an R-factor, further
named R1:

R1 = 1− ρ ð6Þ

The above formula takes the value of 0 for a perfect fit that is a total positive
correlation. Total negative correlation is not an interesting case at all from this point
of view (and also unreachable in this problem), but takes a value of 2.

The second initial idea was applying the most simple RSSR factor for calcula-
tions again, this time not directly to the two curves, but to their first derivatives.
Since the diffraction patterns are given as sets of points, an approximation of the
value of the derivative at each point must be made. The decision to simply
approximate it with a central difference was made, which means that for each point:

I ′k =
dI

dð2θÞ
����
k
≈

Ik +1 − Ik− 1

2θk +1 − 2θk− 1
ð7Þ
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As a result, the new R-factor named R4 or RSSR′ was introduced:

R4 ≡RSSR′ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
k

ðIobsk Þ′ − ðIcalck Þ′
� �2s

ð8Þ

4 Elaborating on the R-Factors

Preliminary calculations using these new R-factors showed that they are not
quantities obviously outperforming the original fit factors. Some details concerning
this issue are given in Sect. 7.

However, they appeared to be partially working in that the final model
diffraction patterns obtained using them exhibit peaks properly localized more or
less in the place of the experimental peaks. The flaws of the model patterns were
that the intensities were usually too low. The interpretation of this regularity was
that the designed formulas are lacking a term which would allow the algorithm to
distinguish between better and worse individuals among those with diffraction
patterns correlated to some extent with the target one. At the same time, a term
which would allow individuals with very intense but slightly misplaced peaks to
reproduce would be useful. Misplacement of peaks contributes to an increase in the
fit factor value, while potentially tied to valuable genetic information.

A fairly simple idea is used—implementing two new R-factors which are
products of two terms. In both cases the first term is one of the previously designed
factors, and the other is the RSSR factor:

R2 =R1 ⋅RSSR ð9Þ

R5 =R4 ⋅RSSR ð10Þ

While the first term enables the algorithm to fit basing on correlation or
derivatives, the second is a pure point-to-point fit. Hopefully such a combination
will perform well—this will be covered in Sect. 7.

A variety of other fit factors were used. Many of them were based on the R-
factors described so far, but with additional weights for different scattering angle
values. These were intended to help fit diffraction peaks which were difficult to
obtain by the algorithm. They were even sometimes not present in the solutions at
all. Practice showed that none of them improved the results. One final fit factor
which usually enables the algorithm to reach interesting models, good enough to
still be in use, will be covered in this paper:

R3 = ∑
k
exp m

Iobsk − Iobsk

� �2
I2max

 !
ð11Þ

Study of R-Factors Used in Structure Determination … 205



In the above formula Imax is the highest possible intensity value (in the con-
vention introduced in [7] this is 100 arbitrary units—a.u.), and m is a parameter.
The factor is used with m = 5 so far.

5 Scope of the Modeling

The crystallographic unit cell which may possibly be used to model the structure of
the PANI/CSA crystalline areas is proposed as a triclinic one with inversion
symmetry. The triclinic unit cell angles α, β, and γ are enough to describe the
parallelepiped of the unit cell, because its edge lengths a, b, and c may be calculated
from those three angles by taking into account the assumption of inter planar
distance values d100 = 19.362514 Å, d020 = 3.5 Å, and d001 = 9.373439.

Within the unit cell, two polyaniline (PANI) dimers and two CSA counter ions
of opposite chirality are contained. It is enough to describe only the layout of half of
those contents, since the other will be calculated by applying inversion symmetry.

What must be given is the offset along the unit cell axes a and b at which the
polymer chain enters the cell aoff and boff (by convention, the chain is modeled from
one of the nitrogen atoms), the angle of rotation of the polymer chain by its axis
φPANI and the torsion angle of the aromatic rings τring. The CSA ion is described by
its absolute coordinates within the cell and by angles describing its orientation. It is
assumed (though this property can be changed in the software) that the CSA ions
are rigid, which is reasonable. More parameters are available in the software, but
only these are used in the genetic algorithm described in this paper.

It must be also mentioned that the length of the polymer chain dimer is tied to the
cell constant c. This means that as the cell constant varies, the C–N–C angle within
the dimer varies accordingly, ensuring that the polymer chain continues through
consecutive cells along the c direction (the polymer chain axis is parallel to the
c edge). This means that as the c constant decreases, the polymer chain is being
compressed to fit into the cell, although without changing the covalent bond
lengths. This also means that there is an upper limit to the scope of the model, in
which the polymer chain has C–N–C angles of 180°. It cannot expand any further
without stretching the covalent bonds. This means that the model breaks for larger
values of c and this must be avoided in the genetic algorithm. Of course, it is not
possible for such a situation to occur in reality.

6 Genetic Algorithm Used

To make a summary of the properties of different factors observed throughout
hundreds of launches of the genetic algorithm, we prepared a series of launches
using the prepared software [7], described below.
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A total of eight launches was prepared, each different from one another in the
type of R-factor used. Each of the factors described in detail in Sects. 2, 3 and 4
were used.

The common parameters of the algorithms were as follows. Each algorithm
processed 200 individuals for 500 generations. The type of encoding used was real
number encoding. The initial genotype values for the 200 individuals in the first
generation were (pseudo)randomly generated, within the ranges of variation sum-
marized in Table 1.

The profile width for each reflex was given by a constant formula:

FWHM =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0.02 ⋅ tan2 θ− 0.01 ⋅ tan θ+2.0

p
, ð12Þ

where θ is half of the scattering angle value for the reflex. Reflexes were profiled
using a Gaussian function.

For calculating the fitness of each individual based on R-factor value, the pro-
cedure of scaling was used, in which for each generation the maximal and minimal
value of the fit factor in the population was first found, after which the quantity:

rk =
Rk −Rmin

Rmax −Rmin
ð13Þ

was calculated for each individual. Based on this, fitness was calculated using the
exponential fitness function (one of the three implemented in the used software)

Fk = expð− rkÞ ð14Þ

Using such a formula means that in each generation the best fit individual has a
fitness equal to 1, and the worst equal to 1/e. For selection, the common roulette
method was used, using the fitness values to scale the roulette wheel.

Table 1 Ranges of variation
for the GA parameters

Parameter Range of variation

α 72°–108°
β 72°–108°
γ 72°–108°
aoff 0–5 Å
boff 0–3.5 Å
φPANI 0°–360°
τring −30°–30°
aCSA 0–10 Å
bCSA 0–7 Å
cCSA 0–7 Å
φCSA 0°–360°
θCSA 0°–360°
τCSA 0°–360°
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Regarding genetic operations, averaging crossover between two individuals with
the probability of occurring 70% for each value encoded in the genotype was
performed. This means that for each corresponding values in two genotypes
assigned to crossover a (pseudo)random number in the range from 0 to 1 was
generated, multiplied by the difference between the two values and used to alter
each of the values by addition or subtraction accordingly. For mutations, for each
value encoded in the genotype, a variable from the Cauchy distribution with the
width parameter gamma equal to 0.05 was generated, multiplied by half of the
variation range of the genotype value and added to the value, as long as this
operation did not produce a value outside of the variation range. This is called a
perturbation of the genotype values. The Cauchy distribution is much better than a
Gaussian distribution in this case because of the non-negligible probability of
obtaining large numbers from the distribution, which enables the sporadic occur-
rence of long range mutations, crucial for the ability of the algorithm to explore the
space of possible solutions to the problem.

For succession, that is forming a population for the next generation, the elite
succession method was used with elite size equal to one. This means that the best
individual from each generation is guaranteed to proceed to the next generation
(although it loses this privilege if it is no longer the best one in the next generation).
This prevents recession in the course of the algorithm, but makes the algorithm
prone to getting stuck in local minimums of the R-factor used. However, this may
be overcome by the long-range mutations enabled using the Cauchy distribution
described earlier.

7 Investigation of Performance

The program keeps a log of the best R-factor values for each generation. Such a
convergence log is useful for analysis—for example, if significant improvements
were still systematically occurring shortly before the algorithm ended, it may
suggest that the number of generations should be increased. On the other hand, if
the algorithm spent several final generations not improving the solution, perhaps a
smaller number of generations would be enough.

The convergence logs will be used to calculate the performance of each R-factor
by calculating the relative decrease in the value between the best of the initial
(pseudo)random individuals and the final one, expressed in percents:

rgain =
Rbest
initial −Routput

Rbest
initial

ð15Þ

Another parameter which may be used to grade how good the R-factors are, is
the time t taken by the algorithm to complete its task. An individual launch com-
pletes in under an hour in all of the cases. Although it is understandable that
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differences in speed of the order of minutes are of no concern for calculations, one
should formally wish for an R-factor as good as possible and as inexpensive (in
terms of computing time) as possible.

What is more, it would be informative to note which launches yielded the best
results of the series, regardless of how big of an improvement was made from the
initial random value. This would require calculating the value of one chosen R-
factor for all of the final results and comparing the results. The most obvious choice
is RSSR, since it is closest to the pure sum of squares. However, it should be noted
that a result quantitatively better in the sense of RSSR is not necessarily qualitatively
better (what is fitted is not just any curve, it is a very special diffraction curve).

Finally, marking in which generation gfound was the solution generated (in other
words, for how many generations the best obtained solution was not improved) is
also relevant information.

A summary of the values of all the above parameters for each of the launches is
provided in Table 2.

The first immediately noticeable conclusion is that the time taken by each launch
of the GA is roughly the same. This means that performing the steps of the genetic
algorithm takes enough computational load for the differences in computing time
caused using different fit factors to be unobservable.

The worst two factors, judging by rgain, appear to be R4 and Rwp. It should be
pointed out that in the case of the Rwp factor, the algorithm has converged very early
and returned the worst solution of all launches. The diffraction pattern of the model
found by the GA should be investigated, and is shown in Fig. 1 as an intensity (in
arbitrary units scaled to 100 at the highest recorded intensity for each curve) versus
scattering angle (in degrees) plot, along with the experimental curve.

One can observe that using the Rwp fit factor leads to qualitatively bad solutions.
The model diffraction pattern in Fig. 1 is representative, meaning using Rwp usually
leads to such curves. Except for the well fit first peak, the solution diffraction
pattern hardly exhibits any peaks at all. This demands explanation.

What is at fault for this qualitative disagreement is the form for the weighting
factor used. Its property is attributing a very high weight to the fit of the model
curve to the experimental points located in the valleys between the peaks of the
target pattern. This means that as good as this R-factor is in practice for fitting

Table 2 Performance
parameters for the eight
launches

R used rgain t [min:s] RSSR gfound
Rf 29.23% 37:22 404.80 386
Rwp 18.66% 37:02 749.23 180
RSSR 32.17% 37:04 414.47 392
R1 52.70% 37:29 463.86 391
R2 60.10% 37:00 442.32 281
R3 39.47% 37:07 436.13 260
R4 7.82% 37:14 475.08 479
R5 40.53% 37:09 400.78 488
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diffraction patterns exhibiting a large number of very narrow peaks, it is prone to
exploitation. The models taking advantage of this feature are ones with almost
entirely flat diffraction curves, which may appear in a genetic algorithm in the case
of fitting diffraction patterns consisting of a small number of very broad peaks. Such
models are attributed a low value of the factor due to being well fit in the valleys
and despite being poorly fit to the peaks, because the peak areas are attributed a
relatively low weight. This means that unless a model has perfectly positioned
peaks from the start, if it has strong peaks at all that at least slightly cover a valley, it
is assigned a very high fit factor value.

It should be stressed that this property is very bad for the genetic algorithm itself.
It actually prevents the algorithm from searching for better solutions, since any
individual with stronger peaks than the ones taking advantage of the property of the
weight factor is immediately assigned a high value of the fit factor. This is coun-
terproductive, since it is this type of individuals that introduce possibly good
genetic information into the population, possibly enabling the creation of individ-
uals acceptable as solutions later in the algorithm.

Judging by drop in the fit factor value, the best parameters at first appear to be
R1, R2, R3, and R5. The highest RSSR value of the obtained models is calculated for
the one obtained using the R1 factor.

Initially mentioned in Sect. 4, the property of the fit factors R1 and R4, at this
point considered worse than the rest, may be shown by presenting one of the
obtained model diffraction curves. An intensity versus scattering angle plot of the
diffraction pattern obtained using R4 is shown in Fig. 2. It exhibits, though not as
severely as many models obtained using this fit factor, the general property of these
two factors of enabling a proper positional fit of most of the peaks, but with too low
intensity. It is worth pointing out that the considered case was the only one (among
the eight launches) which yielded a poorly matched first peak, which is usually very

Fig. 1 Model pattern (solid) obtained using Rwp and experimental (dotted)
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easy to find by the GA, as it corresponds to the (100) reflex. Interestingly, the third
peak appears to be a good fit.

Viewing the diffraction patterns of the three best models obtained in the eight
launches enables qualitative verification. This is a very important step—the genetic
algorithm does not guarantee finding the global optimum. A local minimum found
by the GA, while quantitatively good, may be qualitatively poor. None of the
diffraction patterns of the three models is qualitatively poor in this case. The
qualitatively best obtained pattern is the one for the model obtained using R5. It is
shown in Fig. 3 as an intensity versus scattering angle plot, on the background of
the experimental curve.

Fig. 2 Model pattern (solid) obtained using R4 and experimental (dotted)

Fig. 3 Model pattern (solid) obtained using R5 and experimental (dotted)
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While the diffraction pattern is definitely not qualitatively bad, some remarks
concerning it should be made. Peaks occur at the positions of all of the experimental
peaks. The first peak is very well fitted. This should not be very surprising, since the
properties of the model make it easy for the GA to find it here. The second peak,
although seemingly perfectly positioned, lacks some intensity. The third peak
appears to be well fitted. However, the asymmetry of its right slope is not repro-
duced by the model curve. Several peaks obviously overlapping to form the fourth
peak of the experimental diffraction pattern were not properly reproduced by the
GA. The fifth peak is properly positioned, and the asymmetry of its right slope is
visible, but its intensity is far too low. This is a recurring problem in the modeling
of the crystalline areas of the PANI/CSA system.

Interestingly, some extra peaks occur on the model curve. A peak is present on
the left slope of the experimental third peak. Also a small peak is present in the
valley between the fourth and fifth experimental peak.

Due to all of the above remarks, although the model is a proof that the genetic
algorithm itself is working well and has the potential of finding the actual structure,
this specific solution cannot be proposed as an actual model of the PANI/CSA
crystalline structure.

It should be noted that the GA has no means of verifying the found structure in
terms of atomic configuration, that is whether or not a definite collision between
atoms, not bonded, occurs. This requires, e.g., investigating a visualization of the
structure found by the algorithm. Two chosen visualizations with orthogonal pro-
jection used are shown in Figs. 4 and 5. In the first, the structure is viewed along the
c direction of the (triclinic) unit cell, with some extra cells to show the structure
better. In the second the same applies, but the structure is viewed along the b axis.

Fig. 4 The best obtained (R5) structure in the investigation, viewed along the c cell axis; 4 unit
cells along the a axis (in horizontal plane) and 6 unit cells along the b axis (in vertical plane)
visible
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CSA ions and PANI chains are drawn in a distinguishable way. The view along the
a axis is not shown as CSA counter ions and the protonated PANI chains overlap in
the projection, making the image unclear and not allowing to make any observa-
tions. Visualizations were made using the software described in [7].

A very good feature of the model is that no visible collisions between atoms can
be observed. The CSA ions are far away from each other and from the polymer
chains. The chains also do not collide with each other. The model is designed to
reproduce partially the bilayer structure postulated in [6]. One of the differences is
the ordering of CSA ions along the c direction—here it is the same enantiomer, with
different enantiomers nearest to different chains, whereas there the ordering is
alternating along chain.

8 Discussion

It could be argued that performing one series of eight runs to measure the relative
decrease in R-factor value obtained by the algorithm is a poor estimation of the
performance of a factor and a much better approach would be to perform several
launches and average the relative decrease. While this is a good suggestion, several
hundreds of algorithms were launched throughout the search for the actual structure
of the crystalline areas of the PANI/CSA polymer system by the authors. This is
enough to observe enough cases of one R-factor outperforming others or being not
useful enough to keep on including it in the search. Performance results presented
in this paper could therefore be verified by the authors for agreement with obser-
vations made so far.

Fig. 5 The best obtained (R5) structure in the investigation, viewed along the b cell axis; 4 unit
cells along the a axis and c axis are visible
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Another remark that could be made is that for curve fitting, one would expect
much lower values of the R-factors used. In fact, it could even be argued that both
the initial and final values of the factors used by the GAs are in all cases extremely
high, and that performance analysis is due to this questionable. A counterargument
would be drawing attention to the form of the experimental curve—although the
main experimental peaks are clearly visible, it is very noisy. This means that even if
a perfect structure was to be ever obtained within the scope of the current model,
with a diffraction pattern which could be qualitatively called perfect, it would still
have a high value of, e.g., the sum of squares. This does not pose a problem for the
genetic algorithm as long as the perfect fit is still a local minimum of the R-factor,
although with a value higher than the lowest possible to obtain with an exact match
of two sets of points. What is more, it is impossible for the algorithm to attempt to
fit individual peaks in the positions of noise spikes due to the profile width which is
simply too large to enable such a behavior.

9 Conclusions

To conclude, diffraction patterns composed of a small number of broad peaks are a
special case when used for structure determination. They can be obtained by
extracting the crystalline component from experimental results of X-ray diffraction
performed on polymer samples. The Rietveld refinement method, usually suc-
cessful for structure refinement from curves consisting of a large number of narrow
peaks, often fails in the case of these special patterns. A method alternative to local
optimization used in the original algorithm is a genetic algorithm, free of the need
of an initial model and capable of finding a global optimum.

Out of several techniques adapted to use with genetic algorithms from Rietveld
refinement, the formulas used to compare the model curve with the experimental
one, called R-factors, require some attention. While a simple sum of squares of
residuals or its square root, or other formulas proposed in the original method work
well for experimental patterns consisting of a large number of narrow peaks, it may
be questioned if they are still applicable in the special case of a small number of
very broad peaks.

Investigating the performance of various R-factors using a software designed for
searching for the structure of the crystalline areas of the PANI/CSA polymer system
using genetic algorithms shows that Rwp, due to a property enabling nearly flat
diffraction patterns to be graded well when using it, is not particularly useful in this
case. It was also found that the usage of fairly complicated factors, combining
correlation or fit of the first derivative with a pure least sum of squares type of fit
may yield very good results. Not only does the usage of these factors significantly
improve the quality of the solutions found by the genetic algorithm, but also the
increase in computing time caused by the use of such factors is still acceptable, or
even unnoticeable. They seem to outperform original R-factors in this specific task.
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Influence of Inlet Positions on the Flow
Behavior Inside a Photoreactor

M. Poliński and Z. Stęgowski

Abstract Efficiency of a photoreactor depends on the irradiation dose. Fluid res-
idence time distribution (RTD) reflects hydrodynamic behavior of the flow.
A computational model was built on a base and fitting a previous radiotracer
experiment. Results of three simulations for three different configurations and
height flow rate are presented and discussed below. This paper shows usefulness of
CFD modeling as an imaging tool, which can be used to retrieve detailed, local
information about the flow.

Keywords Photoreactor ⋅ Residence time distribution ⋅ Tracers ⋅ CFD

1 Introduction

Effluent disinfection is often done in photoreactors, which consist of a set of UV
lamps that irradiate the wastewater. Productivity of such apparatus depends on
disinfection kinetics. Radiation intensity decreases with distance from the lamps
with respect to exponential behavior according to Beer’s law. In a perfect pho-
toreactor, radiation dose would be equal in every fluid element. For this reason,
flow shall be characterized with high mixing rate in tangential direction to UV
lamps. Favored trajectory and stagnant zones should be reduced as much as pos-
sible, because their result downgrades the efficiency and raises operational costs.
A variety of photoreactors designs was previously studied. One of the recent
solutions was proposed by Moreira [1], who proposed a device with four vertical
lamps, an upward flow and configurable inlets. They used it to conduct the
radiotracers experiment in order to obtain Residence Time Distributions (RTD).
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Data gathered during their investigation was used as a starting point and validation
reference for numerical modeling. Computational Fluid Dynamics (CFD) methods
was deployed. Workflow of reconstructing RTD using virtual prototyping methods
was described by Sugiharto et al. [2] Furman and Stęgowski, respectively, [3] have
described RTD–CFD the junction in case of axial mixing in a pipe flow. The RTD
curve contains comprehensive information about flow pattern, but values like local
velocity and local effective dissipation rate are hidden because of its integral nature.
The objective of this work is to retrieve and to show detailed information about
local values of the flow inside the photoreactor, which cannot be directly quantified
during radiotracer measurement. This paper describes the used workflow and pre-
sent hydrodynamic behavior in a photoreactor with various inlets set up.

2 Experimental Part

This work has its origin in the measurements performed by Moreira [1] at the
Center for the Development of Nuclear technology in Belo Horizonte in Brazil. As
mentioned in the introduction they designed and built the photoreactor as a vertical
tube 875 mm tall and with a diameter of 200 mm. PVC tubes were used, because of
their common availability. Authors claim that this design should be very simple to
build and does not require sophisticated tools and expensive materials. A set of four
UV lamps was mounted inside—also vertically. Outflow was placed near the
top. Inflows were situated close to the bottom and they had a possibility to choose
from three varied configurations:

• Configuration 1: One central bottom inlet,
• Configuration 2: One lateral inlet,
• Configuration 3: Three lateral inlets equally spaced around the bottom of the

reactor with flowrate divided into three equal parts.

During their experiments, different configurations were tested with flow rates
starting from 0.112 dm3/s to 0.881 dm3/s.

For this paper, the upper flowrate level cases were chosen, because it emphasizes
differences between the inlet configurations. To be precise, the following cases have
been selected to in this paper:

• Simulation 1: 0.869 dm3/s flow rate in one central bottom inlet setup (not done
in experiment),

• Simulation 2: 0.869 dm3/s flow rate in one lateral inlet set up,
• Simulation 3: 0.881 dm3/s flow rate.
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3 Residence Time Distribution

Residence time distribution (RTD) is a commonly used technique for describing
flow patterns in a large class of applications, and particularly for investigating
reactors. This term was first introduced by MacMullin and Weber in 1935 and the
first application was proposed by Dankwerts [4] in 1953. Later it has been described
in a multitude of scientific papers like Dudukovic [5] and Levenspiel [6].

Residence time distributions are usually obtained by injecting tracer at the
examined flow inlet and then measuring its concentration at least at the outlet of the
flow system. Normalized form of RTD could be treated as a probability distribution
function for time space that describes the quantity of time a fluid element spends
inside the flow system.

Injection of tracer shall not change the flow characteristics, so it shall be inert to
the flow—have the same physical properties like density, viscosity, as the main
fluid in the examined flow. Besides that, the substance chosen for the marker shall
be clearly distinguishable from the current. There are multiple different approaches
for the tracer choice. One of them is the use of a small amount of radioactive
isotopes like proposed in Hector Constant-Machado et al. [7] Because emitting
γ-radiation radiotracers are easy distinguishable and it is not needed to use high
concentrations, they are also neutral for the flow. Emission of γ-radiation is pro-
portional to the concentration of tracer in the flow. There are also other
non-radioactive techniques for obtaining RTD, like the method that uses phos-
phorescent marker particles, which could be detected via light sensitive photo-
multiplier. An example of such measurements is shown in Harris et al. [8].

With an assumption of a constant flow rate RTD or the impulse response E(t) is
usually defined as ratio of the outflow concentration Cout(t) to the total amount of
dissolved tracer.

EðtÞ= CoutðtÞ
∫ ∞
0 CoutðtÞdt

ð1Þ

This is the simplest case, when inflow concentration Cin(t) could be assumed as a
Dirac delta function. For other cases, when injection is non-instantaneous Cout(t)
function is described as a product of the convolution of inflow Cin(t) impulse by the
impulse response E(t).

CoutðtÞ= ∫
t

0
CinðtÞEðt− xÞdx ð2Þ

RTD experiments are a crucial concept to characterize flow and mixing inside
the reactor. It helps to distinguish if the flow is close to one of opposed ideal
reactor: plug reactor or perfect mixing reactor. The basic approach of examination
RTD is a method of moments. The first moments of the measured residence time
distribution yield the mean residence time in flow system. The second moment help
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estimate the dispersion of tracer in the flow. Higher moments are also in use. In
most cases, residence time distribution characterizes with positive skewness. The
presence of stagnant zones in flow results with higher third moment.

Ideal plug flow reactor is characterized with no mixing in an axial direction. The
fluid elements do not change their order during the flow, so residence time is equal
for each single droplet of fluid. There is no dispersion at all, so the variance of an
ideal plug flow reactor is equal to zero. Therefore, the residence time distribution is
a Dirac delta function shifted by mean residence time T.

EðtÞ= δðt−TÞ ð3Þ

Another boundary case is a perfect mixing reactor also called a continuous
stirred-tank reactor. This model is based on the assumption that inlet flow is con-
tinuously mixed with bulk volume of a reactor. All the time the outflow has the
same uniform structure as the reactor volume. The residence time distribution for
the perfect mixing reactor is described by exponential decay that is:

EðtÞ= 1
T
e−

t
T ð4Þ

Any residence time distribution could be mathematically described as a super-
position of ideal plug flow reactors and perfect mixing reactors. Many compartment
models were proposed to explain flow behavior. The agreement of such modeling
with experimentally obtained RTD grows with number of blocks, compartments
used to build a model—starting from one plug flow reactor with junction of one
perfect mixing cell like proposed in Moreira [1] paper up to twenty shown by
Hocine et al. [9]. Another examples of this quasi analytical approach for flow
modeling could be found in Hocine [10], Haris et al. [8, 11] and also in Blet et al.
[12].

As it is shown in the Fig. 1 the RTD describes the flow in black box manner, so
in case to deeply analyze the flow it must be combined with another method like
previously described method of moments or compartment models. Anyway it could
be also used as a rich comparison data for direct simulation methods, because RTD
data store information about whole flow in an integrate manner. For that reason, we
use experimental residence time distributions as a reference point for computational
fluid dynamics calculations to find what details have the highest influence for the
stream.

Fig. 1 Residence time
distribution
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4 Numerical Methods and Simulation Setup

Computational fluid dynamics (CFD) methods were used to model the flow in the
photoreactor and then to simulate residence time distribution for each of chosen
case. The commercial Fluent package [13] was used to drive the calculations. This
section shortly presents governing equations and two-step workflow, which was
used. First, the flow was calculated using a finite volume method. Therefore, par-
ticle tracking on previously calculated stationary flow was used to retrieve RTD.

4.1 Navier-Stokes Equations

The majority of fluid dynamics problems are solved using Navier–Stokes equations
(N–S). This description of motion of viscous fluid substances is named after
Claude–Louis Navier and George Gabriel Stokes and it was introduced in 1822.
Until today, this set of equation has no analytical solution and smooth solutions to
the Navier–Stokes equations are listed as one of the Millennium Prize Problems in
mathematics, which are proposed by the Clay Mathematics Institute as the seven
most important open problems in mathematics, with a reward of million US dollars
for solving. They express the conservation of momentum principle. N–S equations
are formed by applying Newton’s second law of fluid motion with assumption that
the stress in the fluid is the sum of the effects of viscosity and the effects associated
with the pressure. Using Einstein’s summation convention as follows:

∂ui
∂t

+ uj
∂ui
∂xj

= −
1
ρ

∂p
∂xi

+ ρg ⃗+ Fc
�!

+ υ
∂
2ui

∂xj∂xj
ð5Þ

where ui denotes the velocity in Cartesian coordinates, t stands for time, p is
pressure, density is denoted by ρ, kinematic viscosity is represented with υ.

Gravitational acceleration is marked by g ⃗ and Fc
�!

stands for Coriolis force.
Applying Eq. (5) together with conservation of mass, with assumption of

incompressibility, i.e.,

∂ðuiÞ
∂xi

=0 ð6Þ

results with complete psychical description for fluid in motion in Cartesian
coordinates.

As it was mentioned above, there is as yet no smooth, general solution for the
Navier–Stokes equation, but there are many specific solutions for particular prob-
lems, which are usually solved using dimensional analysis. Order of magnitude of
each separate part of equations is calculated. Parts smaller than orders are neglected.
For example, in laboratory scale, which shall be taken account in this paper the
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gravitational acceleration g ⃗ and Coriolis force Fc
�!

are negligible in comparison
with viscous and pressure term. These assumptions yield

∂ui
∂t

+ uj
∂ui
∂xj

= −
1
ρ

∂p
∂xi

+ υ
∂
2ui

∂xj∂xj
ð7Þ

Depending on the solving problem, different assumptions are also applied.

4.2 Reynolds Averaged Navier–Stokes Equation

The stationary Reynolds-Averaged Navier–Stokes (RANS) approach was used to
drive the calculations of flow motion. It is the oldest and the best known way to
model turbulent flow. The estimated Reynolds number for the investigated system
is greater than 3,000. Therefore, mathematical model used to describe the flow
needs to take into account its turbulent behavior. The method behind the equations
is called Reynolds decomposition and it was firstly proposed by Osborne Reynolds
[14] in 1895. Making an assumption that physical value averaged in time:

φ=
1
Δt

Z Δt

0
φðtÞdt ð8Þ

could be described as a sum of time average and fluctuations around it:

φ=φ+φ′ ð9Þ

Fluctuating part averaged in time in the same manner as shown above is equal to
zero. These assumptions put inside the momentum conservation law yields

∂ui
∂t

+ uj
∂ui
∂xj

= −
1
ρ

∂p

∂xi
+ υ

∂ui
∂xj∂xj

− ρ
1
∂xj

u′ju
′

i ð10Þ

The left-hand side remains in the same form. Also the pressure derivative source
term is not changing during Reynolds averaging. Fluctuations remain only in dif-
fusion term. The component containing fluctuations is called the Reynolds stress
tensor:

τ′ij = u′iu
′

j ð11Þ

The term described by the equation above contains six unknown correlations,
which is too many to solve the described system of equations and leads to closure
problem. As a result another postulations need to be added. Due to this issue,
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turbulence modeling has to be implemented to change the above equation system to
the form of a closed set.

4.3 The Parameters Characteristic for Turbulence

Root mean squared average, which is also known as quadratic mean, could be
calculated using the following definition:

φ′

rms =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Δt

Z Δt

0
ðφ′

ðtÞÞ2dt
s

ð12Þ

Applying the above formula to the term responsible for the turbulence kinetic
energy per unit mass could be extracted, so the turbulence kinetic energy takes the
form:

k=
1
2
u′iu

′

i ð13Þ

Therefore, the amount of energy dissipated per unit mass, per unit time follows
the rule:

ε=
υ

2
∂ui
∂xj

+
∂uj
∂xi

� �
ð14Þ

4.4 Eddy Viscosity-Based Turbulence Models

Eddy viscosity-based turbulence models assumes the undefined Reynolds stress
tensor using two hypotheses. The first one is the Boussinesq hypothesis, which
involves the proportionality of Reynolds stress to the mean velocity gradients with
proportional factor of turbulent viscosity υt. In our words, the Reynolds stress term
behaves in the same way as viscosity stress.

u′iu
′

j = − υt
∂ui
∂xj

+
∂uj
∂xi

� �
−

2
3
δijk ð15Þ

where δij is a Kroneker delta function and υt denotes the turbulent viscosity. It is a
scalar value, which means that it is assumed to be isotopic. The minus sign before
the right-hand side means that turbulence tends to stop the flow via turbulence
viscosity, which is taking energy from main stream and transport it to another
direction.
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The first turbulence model was proposed by Ludwig Prandtl in 1925 [15]. The
mixing length model supposes eddy viscosity to be proportional to a velocity scale
with a proportionality constant described by turbulent length scale L, that is,

υt ∝ LU ð16Þ

4.5 K-Epsilon RNG Equations

Applying dimensional analysis to the Eq. 11 velocity scale U could be described as
a square root of turbulence kinetic energy

ffiffiffi
k

p
and then turbulent length scale L

could be qualifying as by largest existing scale of turbulence in examined problem.
There are many different approaches to choice the length scale L and there are
depending on specified turbulent quantity. The k-ε RNG was employed in this
paper. It relates the turbulent length scale to a kinetic energy dissipation rate ε, so
the turbulent viscosity is expressed as

υt =Cμ
k2

ε
ð17Þ

Proportionality constant Cμ is an empirical value. It is usually taken as 0.09.
The transport equations for the turbulence kinetic energy k and its dissipation

rate ε are shown in the Eqs. 14 and 15.

ρui
∂k
∂xi

= μt
1
2

∂uj
∂xi

+
∂ui
∂xj

� �� �2

+
∂

∂xi
αkμeff

∂k
∂xi

� �
− ρε ð18Þ

ρUi
∂ε

∂xi
=C1

ε

k

� �
μt

1
2

∂uj
∂xi

+
∂ui
∂xj

� �� �2

+
∂

∂xi
αεμeff

∂ε

∂xi

� �
−C2ρ

ε2

k

� �
−R

ð19Þ

R is an additional scalar related to mean strain and turbulence quantities. This
model was chosen because of an opportunity to account for the effects of smaller
scales of motion. It was designed to improve accuracy in simulation of rotating
flows, therefore mixing results also. A detailed description of k-epsilon RNG model
and constant values can be found in Yakhot et al. [16] and Tennekes and Lumley
[17].
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4.6 Finite Volume Method and Boundary Conditions

Solving the equations for fluid main velocity (10) and its turbulence parameters
(18), (19) requires the use of numerical methods. These equations were discretized
on the numerical mesh using the finite volume method (FEM). This numerical
approach represents analytic form of partial differential equations in shape of set of
algebraic equations. Values are solved on a discrete computational mesh made up
from set of small finite volumes. Using Gauss-Ostrogradsky’s theorem divergence
terms are converted into surface integral. The flow is discretized to the form of
fluxes at the surfaces between adjacent finite volumes.

The zero step, when applying FVM, is to create system geometry and mesh,
which follows corresponding dimensions of experimental setup. Tetrahedral mesh
was used for creating the computational grid. There were approximately 3,000,000
cells used. It is shown in Fig. 2.

The following boundary conditions were used:

• No-slip wall boundary condition was set on the photoreactor sides—zero
velocity and standard wall functions for flow calculations and reflection for
discrete phase motion were assumed.

Fig. 2 Computational mesh
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• Velocity inlets for inlet surfaces with constant velocity profile. In order to obtain
physically correct axial velocity profile at the entrance to photoreactor inflow
tubes was additionally extended.

• Outflow boundary condition was set for the outlet.

4.7 Particle Tracking

Simulating Residence time distribution requires additional calculations to the pre-
viously calculated stationary flow. Using prior simulated velocity field, a particle
tracking method was deployed to retrieve RTD. Similar approach as described by
Zhang and Chen [18], Cantu-Perez et al. [19, 20] was used. Numerous trajectories
were simulated using the Lagrangian particle tracking method in case to collect
statistics and determine probability distribution function.

For each simulation, more than 10,000 individual particle tracks were calculated.
Particles were described with the same physical values as fluid volume. The droplet
size d was set at 10−6 m, which is a value far below the size of the involved
computational grid. Particle motion is driven by the Stokes drag law and it is
described by the equation:

dui, p
dx

=
υ18
d2Cc

� �
ui − ui, p
� 	 ð20Þ

Discrete random walk (DRM) model was used to simulate stochastic velocity
fluctuations in the flow. The fluctuating velocity component follows Gaussian
probability distribution and is proportional to the turbulent kinetic energy k cal-
culated in the previous step that is:

u′i = ζ

ffiffiffiffiffiffi
2
3
k

r
ð21Þ

5 Results and Discussion

This section presents the results of the conducted simulations. On the experimental
field, it was not possible to look inside the flow. One of the reasons was that
photoreactor sides have to be painted black, because of safety reasons resulting
from the use of UV and γ radiation. Various measurement techniques like particle
image velocimetry [21], different kinds of anemometry are costly or flow disturb-
ing. Applying CFD techniques flow could be analyzed without restrictions in any
place inside the system, but in need of a fit to experimental data. RTD measure-
ments are taken at the inlet and outlet of the system and it covers information about
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the whole flow, but any particular local information must be recalculated and
resituated from it. Many simulation loops were done to obtain the best fit with
experimental data.

The most intuitive way to describe the flow is visualization of velocity field. It is
presented in two ways. Mean velocity trajectories are shown in Fig. 3.

Detailed local velocity directions are presented in Fig. 4 as vectors applied to
horizontal cross-sections.

It can be observed that in the central inlet configuration a big part of volume is a
stagnant zone, which is omitted by a mean flow. Introduction of lateral inlet con-
figuration produces a swirling flow with significantly decreased stagnant zone. One
lateral inlet is characterized by large spin. At the bottom part, it results with height
rates velocities close to the sides. It produces local pressure drop in the center,
which is the origin of the backflow. Dividing input flow into free lateral inlets, a
swirling part of the flow was decreased as well. Opposite inlet position results with
the most balanced axial velocity profile of all simulated cases.

Another interesting value that should be shown is effective viscosity, which is
proportional to diffusion coefficient. It is described by equation X and it contains
both physical values describing the turbulence: turbulent kinetic energy k and
dissipation rate ε. The photoreactor should be characterized by a high mixing rate in
tangential direction to the UV lamps. Effective viscosity rate inside it is presented
on vertical cross-sections shown in Fig. 5.

Fig. 3 Mean velocity streamlines
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Water viscosity in a standard state is approximately equal to 0.001 kg/ms so the
greater part of effective viscosity is the turbulence viscosity. As is describes the rate
of subgrid motion, it is related to dispersion in small scales. There are significant
differences between tested configurations, but in all cases the highest effective
viscosity is in the center. Spin inside photoreactor is the highest in the simulation 2
case, which is also characterized by the lowest small scales motion. The highest
viscosity rate is in the simulation 3 case, which is desired. It is likely to have high
exchange rate close to the UV lamps in case of getting the dose per particle as equal
as possible. Turbulent viscosity rate affects the specific particle path. Figure 6
presents 5 specific particle tracks.

In the illustration for simulation 1 it could be seen that in the bottom side parts,
where the velocities are negligible in comparison to the main jet in the center, there
is still a little movement. It might be called a dead zone, but it is not one, because
there is still fluid exchange between the bottom and upper part of the system.
Particles that are crossing through this stagnant zone are characterized by very long
residence time in the system. It is desired to avoid such situations, because it has a
tendency of an unnecessary overdose. As it was described earlier, simulation 2 has
the lowest turbulence part and it produces the sharpest particle trajectories. Any-
way, the backflow in the center results with trajectories with long overall residence
time. Trajectories in simulation 3 case are fuzzy.

Fig. 4 Velocity Vectors
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Fig. 5 Effective velocity field

Fig. 6 Specific particle trajectories
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The most equal axial velocity profile in that case results with that particle res-
idence time tends to be proportional to the distance from the inlet. All flow char-
acteristics described below lead to different shape of RTD. It was calculated as an
overall particle residence time in the system for many simulated particles. For each
curve shown in Fig. 6, more than 10,000 individual particle tracks were calculated.

As could be expected there are major differences between obtained RTDs, which
is presented on Fig. 7.

6 Conclusion

This paper shows the use of computational fluid dynamics methods in case to
illustrate and comment on flow behavior in the photoreactor previously investigated
by a radiotracer experiment. Computer simulation could be used to retrieve detailed,
local information about the flow. It is also convenient for retrieving residence time
distributions. The height flow rate was chosen to emphasize the differences between
three different inlet configuration. Major contrast between three investigated setups
was shown. Simulation 2 is the worst case. It characterizes with big spin, which
results with presence of undesired backflow. It has widely spread RDT, so radiation
dose would differ much over the fluid elements. Simulation 1 case has the narrowest
RDT over all simulated cases, which is expected regarding to fact that equal
radiation dose distribution is one of the goals in photoreactors design. From the
other hand, it produces big stagnant zone at the inlet side, which results with
wasting the active volume of an apparatus. Approximately one-third of volume is
out of the main stream and stays inside a photoreactor for a much longer time. That

Fig. 7 Residence time distribution

230 M. Poliński and Z. Stęgowski



fluid part might collect too high a radiation dose and its reduce dose collected by
main stream. Simulation 3 has RTD somewhere in between the other two, so it
might not be found as the best solution, when looking only at the RTD curve.
Using CFD simulation, it could be seen that it also has the most balanced axial
velocity profile and characterizes with the highest small-scale mixing rate, so it
tends to be a most efficient set up in all test cases. In all three simulations there is
still room for improvement near the outlet, because the upper part of volume above
the outlet results with prolongation of residence time. This work describes hydro-
dynamic behavior of the flow inside the photoreactor, but its efficiency is also
associated with disinfection kinetics. It shall be taken account in the succeeding
investigations as well as the outflow design.
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Simulations of Transport Characteristics
of Core-Shell Nanowire Transistors with
Electrostatic All-Around Gate

Tomasz Palutkiewicz, Maciej Wołoszyn and Bartłomiej J. Spisak

Abstract A mathematical model of the investigated semiconductor core-shell

nanowire transistor with all-around gate, computation methods and calculated trans-

port characteristics of the device are presented. The influence of applied gate voltage

and drain-source voltage on the potential energy profile of the system is determined,

electric current flowing through it is calculated and dependence of operation regime

of the device on these voltages is discussed.

1 Introduction

Vertical semiconductor core-shell nanowires can be manufactured with surrounding

gate electrodes (all-around gates) by various top-down, bottom-up or mixed methods

[1–4]. Such devices can be used as efficient transistor components because transmis-

sion through it can be controlled by applied gate voltage.

In top-down methods, the nanodevice is carved out of a larger piece of bulk mate-

rial which is partially covered by some protective layers to distinguish between a pro-

duced device and the rest of material. Methods of this kind include electrophoresis,

optical lithography, or electron-beam lithography [5, 6].

On the other hand, bottom-up methods consist of growing the nanodevice on the

surface of the substrate by adding atoms of subsequent elements, which allows fab-

rication of a nanowires build of many layers of different materials. In this category

methods like electrochemical deposition, vapor–liquid–solid growth or epitaxy can

be found [2, 5].

These technologies allow production of efficient three-dimensional transistors

(surrounding gate transistors or SGT) which can be placed with very high density on

a single chip and can be very useful in advanced nanoelectronic devices. Experimen-

tal realization of such transistors is presented in [4, 7], and gated nanowires that are
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shown in them have typical static current–voltage characteristics of three terminal

devices.

We present computational study of the nanostructure of this kind—a core-shell

nanowire transistor with surrounding gate placed asymmetrically in the vicinity of

the drain electrode, and discuss influences of applied gate and drain-source voltages

its on transport properties. Potential energy profiles of the device in different states,

transmission coefficients and static current–voltage characteristics are calculated and

assessed. Algorithm and implementation is also briefly described.

The paper is organized as follows: in Sect. 2, a three-dimensional model of the

semiconductor core-shell nanowire with the asymmetrically placed all-around gate

is presented; equations, theoretical methods used for their solving and investigation

of the transport properties of the considered nanowire are described in Sect. 3; Sect.

4 contains presentation and discussion of the obtained results; a brief summary and

conclusions are given in Sect. 5.

2 Model of Nanowire Transistor

A semiconductor core-shell nanowire transistor with all-around gate electrode and

circular cross-section is modeled as a rod with large aspect ratio of length and diam-

eter. It consists of few cylindrical layers of semiconductors, metals and oxides with

different material constants (starting from the axis): a core, a shell, an insulation,

and a gate electrode. The shape of the nanowire is fully characterized by radius and

thicknesses of every layer (rc, ts, to, tg), length of the whole nanowire and the gate

(lw, lg) and distance of the gate from drain electrode (ld)—see Table 1. To obtain a

Table 1 Parameters of calculations

Wire length lw = 1200 nm

Gate length lg = 200 nm

Gate-drain distance ld = 50 nm

Electrode length le = 100 nm

Wire core radius rc = 62 nm

Wire shell thickness rs = 18 nm

Oxide thickness to = 20 nm

Core relative permittivity 𝜖c = 13 In0.7Ga0.3As
Shell relative permittivity 𝜖s = 10 In0.5Ga0.5As
Oxide relative permittivity 𝜖o = 120 TiO2

Effective mass m∗ = 0.041m0 In0.7Ga0.3As
Temperature T = 4 K

Fermi energy 𝜇S = 0.01 eV
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Fig. 1 Schematic (not in scale) of the modeled core-shell nanowire transistor with all-around gate

in the vicinity of the drain electrode. Source and drain electrodes are not included in the picture.

Dimensions, materials, and material constants are described in Table 1

proper calculation box for numerical methods, certain lengths of electrodes are also

specified.

It is assumed that both ends of the wire are attached to reflectionless reservoirs of

electrons through the perfect contacts but the gate is isolated from the wire—there

is no electric transport to or from it. These reservoirs are termed source (s) and drain

(d). A schematic of the single nanodevice is presented in Fig. 1. A typical nanowire

transistor consists of an array of tens or hundreds of such nanodevices connected to

common source and drain electrodes. In this work we consider them separately.

3 Calculations

To determine the potential profile V (𝐫) of the nanowire, Poisson’s equation with

varying electric permittivity is solved in 3D

− ∇ ⋅ [𝜖(𝐫)∇V(𝐫)] = 𝜌 (𝐫) , (1)

where 𝜖 (𝐫) is the position-dependent electric permittivity set as piecewise constant

function for each layer and 𝜌 (𝐫) is the density of electric charge which currently

is uniformly set to 0. This equation is numerically solved with Dirichlet boundary

conditions where V (𝐫) = 0 is set at limits of computation box and V (𝐫) = Vg is set

at gate electrode. Since electric potentials are additive, at this point drain-source

voltage (Vds) is set to 0 and external linear potential caused by it will be added in

later steps of calculations. Parallel explicit multigrid relaxation is used to solve the

equation.
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Although the implicit method has better convergence and requires less mem-

ory as it is performed in-place, it destroys the symmetry of the obtained solution

which can create slight differences between degenerated eigenstates of Schrödinger’s

equation calculated in the next step, and indispose optimizations of following steps

calculations—each of these states would have to be considered separately. Usage of

an explicit method ensures that initial symmetry of the system is preserved.

Density of the grid is increased 4 times for every dimension simultaneously in

order to obtain final resolution. Each time all sizes are doubled and intermediate

points are calculated as arithmetic means of surrounding values: first in every dimen-

sion, then on diagonals. Perpendicular cross-sections of the final grid are used in the

following calculations. A one-dimensional longitudinal profile calculated for the axis

of the wire is also used in later steps.

Parallelization of this step is performed at intermediate level—inside the Pois-

son’s equation solving method, inside each of its iterations, but at most external

loop—for every plane of the grid. Every line of every plane and every cell of every

line is calculated sequentially, but multiple planes are calculated simultaneously. Par-

allelization is most efficient when the count of calculations to be performed simulta-

neously is the same or a small multiple of the count of available computation cores

(processors) (but the count of parallel threads should not exceed the count of cores,

surplus calculations need to be performed later in sequence to avoid switching of

threads); so there is no reason to parallelize multiple levels of calculations (for exam-

ple for multiple dimensions) when a single level has a greater size than count of avail-

able cores. If only hundreds of cores are available, parallelization of one dimension

is enough, for two dimensions it would need tens of thousands and for three dimen-

sions millions of cores to work at full efficiency (there are hundreds of points in each

dimension).

In the next step one-particle spinless Schrödinger’s equation for conduction band

electrons is solved within adiabatic [8–11] and effective-mass approximation:

[
− ℏ

2

2m∗

(
𝜕
2

𝜕x2
+ 𝜕

2

𝜕y2

)
+ U⟂

(
x, y|z;Vg

)]
𝜒n (x, y|z)

= E⟂
n
(
z;Vg

)
𝜒n (x, y|z) , (2)

where U⟂
(
x, y|z;Vg

)
is a perpendicular energy profile of cross-section at distance

of z from source electrode under Vg, 𝜒n (x, y|z) is a perpendicular wave function and

E⟂
n
(
z;Vg

)
is the energy of n-th eigenstate at that cross-section;

[
− ℏ

2

2m∗
d2

dz2
+ E⟂

n
(
z;Vg

)
+ U∥

(
Vds, z

) ]
𝜙n (z) = E𝜙n (z) . (3)

where 𝜙n (z) is a parallel wave function and U∥
(
Vds, z

)
= e

(
Vds∕lw

)
z is a parallel

energy profile of electric field caused by applied drain-source voltage. The effect of

modes mixing is neglected in this approach.

Equation (2) is solved by the finite differences method with Dirichlet bound-

ary conditions lim(x,y)→∞ 𝜒n(x, y; z) = 0 while (3) is solved by quantum transmit-
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ting boundary method [12] with open boundary conditions and plain waves of equal

amplitude entering the system from both end electrodes (wave functions which leave

the system can be calculated from the solution). From Eq. 2 we obtain only eigenen-

ergies and eigenstates of transport channels while Eq. 3 is solved for every channel

and every discrete energy value in considered range. Wave function of n-th channel

is given by the formula

𝜓n (𝐫) = 𝜒n (x, y|z)𝜙n (z) . (4)

and electric current at the drain (Id) is calculated by the formula [13, 14]:

I(Vds,Vg,T) =
e
𝜋ℏ

∑
n ∫

∞

0
dE

T∥
n (E;Vds,Vg) × [fFD(E;𝜇S,T) − fFD(E;𝜇D,T)], (5)

where fFD is Fermi–Dirac distribution function of the electrons in the source (drain)

contact with electrochemical potential 𝜇S(D) where 𝜇D = 𝜇S − eVds, T is temperature

and T∥
n (E;Vds,Vg) is transmission coefficient of n-th channel given by the formula

T∥
n (E;Vds,Vg) =

Jn
(
lw,E

)
Jn (0,E)

, (6)

where Jn (z,E) is probability current in the ingoing and outgoing wave given by the

formula

Jn (z,E) =
ℏ

m∗ℑ𝔪
{
𝜙
∗
n (z)

d
dz

𝜙n (z)
}

. (7)

Parallelization of the second step is performed at high level—every cross-section

is calculated sequentially, but multiple cross-sections are calculated at the same time.

The count of cross-sections is similar to the count of planes in previous step, but in

this particular problem, a bit smaller: cross-sections in vicinity of the source elec-

trode are far from the gate, so it has no significant influence on them and they have

very similar, almost the same, plain potential profile as it can be seen at Fig. 2. As

some of them can be omitted from calculations of this step to save time and result

from adjacent one will be used instead. In this case, the count of parallel calculations

is also in the order of hundreds, which justifies limitation of previous parallelization

to just one dimension—it is the same for both cases.

In third step results for various drain-source voltages are calculated simultane-

ously. Count of these values depends on range and resolution of Vds calculations and

is fully independent from sizes of previous parallel sections of algorithm; but this

step of the problem is relatively small and is calculated in short time; so in case of

such necessity, a greater number of iterations in a sequence is acceptable.

Our software can dynamically lock and free resources such as computation cores

or operating memory, but their availability can also be limited by operating system
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Fig. 2 Map of potential

dependency on cylindrical

coordinates in the nanowire

for Vg = 0.1V applied to the

gate. Lines on the graph

indicate borders of layers of

the nanodevice

and other processes, usually it is somehow managed, so we have to assume that

it is assigned as requested and constant for the whole duration of calculations and

therefore the algorithm is optimized for about one hundred cores.

4 Results

In this section results of calculations for a single cylindrical core-shell nanowire

transistor with all-around gate with parameters having values given in Table 1 are

presented (Figs. 3 and 4).

Fig. 3 Cross-section of the

wire perpendicular to its axis

in the middle of the gate

electrode (z = 1150 nm) at

different applied gate

voltages Vg and Vds = 0V
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Fig. 4 Example potential

energy profiles for selected

applied gate voltages Vg and

positive and negative

drain-source voltage Vds
along the axis of the wire.

Dashed lines represent

Fermi levels in the source

and drain electrodes

Fig. 5 Total transmission

coefficient dependence on

drain-source voltage Vds and

gate voltage Vg. Threshold

voltage dependence on both

input voltages is observed in

second quarter of the graph

and strong transmission

dependence on gate voltage

is observed in fourth quarter

With such parameters a coherent transport regime with eight well separated open

channels in the transport window was obtained. The total transmission coefficient is

visible at Fig. 5.

Current-voltage (I-V) characteristics of the investigated device are shown at

Fig. 6. As can be seen the applied gate voltage (Vg) has strong influence on trans-

mission of conduction electrons and it can be used to control the flow of the current

in the analyzed nanodevice. The saturation current depends significantly on the gate

voltage when Vds < 0 and Vg > 0, so this can be regarded as transistor operation

regime of the nanowire with all-around gate designed and placed as in our exper-

iment. For Vds > 0 saturation current remains almost the same and only threshold

voltage changes significantly. Because of large length of the gate electrode, Vg < 0
causes a very wide potential barrier to appear in the system and it can completely
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Fig. 6 The current–voltage

characteristics of core-shell

nanowire transistor with

asymmetrically placed

all-around gate for selected

gate voltages Vg

prevent electronic transmission through the nanodevice. In this case the threshold

value of this voltage depends on Vds, which bows the barrier efficiently reducing its

length. For Vds > 0 and Vg > 0 total transmission coefficient is close to the number

of open channels, which means that its value is close to 1 for every open channel and

electrons can pass through the device coherently—these voltage values have almost

no influence on the transport through the considered device.

5 Conclusion

Properties of a cylindrical three-dimensional semiconductor core-shell nanowire

transistor with all-around gate were considered in the coherent regime of elec-

tronic transport. In the studied case conduction electrons are confined to the core

of nanowire. Because of asymmetric location of the gate near the drain contact, the

sign of drain-source voltage unequivocally determines the regime of transistor oper-

ation, where the gate voltage can be used to control electronic current, which works

this way only for negative value of Vds and positive values of Vg. For positive values

of Vds the saturation current remains almost constant for every value of Vg, while

negative values of Vg totally block the transport in the wire if Vds is not positive and

large enough.
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On Some Recent Construction Methods
for Bivariate Copulas

Radko Mesiar and Anna Kolesárová

Abstract Recently, we have introduced several new methods of constructing

bivariate copulas. In this overview paper, we recall and exemplify some of them. We

first introduce ultramodular copulas and then we present two construction methods

for bivariate copulas based on ultramodular copulas. As an application, the construc-

tion of DUCS copulas is shown. The third presented construction method is based

on quadratic polynomials of three variables. A quadratic construction is applied for

deriving special classes of perturbed copulas. Finally, particular modular functions

are considered for constructing copulas. The discussed construction methods are

illustrated by several examples.

1 Introduction

Recall that a function C ∶ [0, 1]2 → [0, 1] is a (bivariate) copula whenever

(i) C is grounded, i.e., for all x ∈ [0, 1],

C(x, 0) = C(0, x) = 0,

(ii) 1 is its neutral element, i.e., for all x ∈ [0, 1],

C(x, 1) = C(1, x) = x,
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(iii) C is supermodular, i.e., for all 𝐱, 𝐲 ∈ [0, 1]2,

C(𝐱 ∨ 𝐲) + C(𝐱 ∧ 𝐲) ≥ C(𝐱) + C(𝐲).

For more details concerning copulas we recommend the monographs [7] and [22].

The important role of copulas in statistics is stressed by the Sklar theorem, showing

that for any random vector Z = (X,Y), for all x, y ∈ ℝ, FZ(x, y) = C
(
FX(x),FY (y)

)

for some copula C (which is unique whenever Z is continuous). The Sklar theorem

brings not only a representation of joint distribution functions, but it is also a method

for constructing bivariate distribution functions. To increase the fitting potential of

recent software tools for stochastic modeling, new kinds of copulas are welcomed.

In this contribution, we bring several new construction methods for bivariate cop-

ulas which we have recently proposed and studied in our papers [12–15, 19, 20]. A

preliminary version of this paper was presented at CITCEP 2015 in Cracow in our

lecture entitled “On some construction methods for bivariate copulas”.

The paper is organized as follows. In Sect. 2, ultramodular copulas are introduced

and two related construction methods are described. We also show how the DUCS

copulas can be obtained by a construction method based on ultramodular copulas.

Section 3 brings quadratic constructions of copulas. As an illustration, quadratic

constructions are applied for obtaining two special classes of perturbed copulas. In

Sect. 4 we apply modular functions to construct bivariate copulas. Finally, in con-

cluding remarks some other construction methods introduced by our working group

are briefly mentioned.

2 Ultramodular Copulas in Constructions of Bivariate
Copulas

Based on the results of [12, 14], we first introduce the role of ultramodularity in

copula constructions, including some examples.

A copula C ∶ [0, 1]2 → [0, 1] is ultramodular [13, 14] if and only if for all 𝐱, 𝐲, 𝐳 ∈
[0, 1]2 satisfying 𝐱 + 𝐲 + 𝐳 ∈ [0, 1]2 we have

C(𝐱 + 𝐲 + 𝐳) + C(𝐱) ≥ C(𝐱 + 𝐲) + C(𝐱 + z). (1)

Note that ultramodular copulas are just copulas with convex horizontal and vertical

sections.

Out of the three basic copulas W, M and the product copula Π, which are given by

W(x, y) = max{0, x + y − 1}, M(x, y) = min{x, y} and Π(x, y) = xy, only W and Π
are ultramodular. However, the upper Fréchet–Hoeffding bound M is ultramodular

on the upper left triangle

Δ = {(x, y) ∈ [0, 1]2 ∣ x ≤ y}.
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Theorem 1 ([14], Theorem 3.1) Let C ∶ [0, 1]2 → [0, 1] be an Archimedean cop-
ula with a two times differentiable additive generator f ∶ [0, 1] → [0,∞]. Then C is
ultramodular if and only if f ′ is constant or 1

f ′
is a convex function.

As a consequence of Theorem 4.1 in [14] we have

Theorem 2 Let C1,C2,D ∶ [0, 1]2 → [0, 1] be copulas and assume that D is ultra-
modular. Then, for all monotone non–decreasing functions f1, f2, g1, g2 ∶ [0, 1] →
[0, 1] with D

(
f1(x), f2(x)

)
= D

(
g1(x), g2(x)

)
= x for all x ∈ [0, 1], also the function

E ∶ [0, 1]2 → [0, 1] given by

E(x, y) = D
(
C1

(
f1(x), g1(y)

)
,C2

(
f2(x), g2(y)

))
(2)

is a copula.

Remark 1 Construction (2) can be generalized for ultramodular n–ary aggrega-

tion functions A ∶ [0, 1]n → [0, 1], see [8], copulas C1,… ,Cn ∶ [0, 1]2 → [0, 1], and

functions f1,… , fn, g1,… , gn ∶ [0, 1] → [0, 1]. So, for example, if one considers the

n–ary product Π as A, the function E ∶ [0, 1]2 → [0, 1] given by

E(x, y) =
n∏

i=1
Ci

(
fi(x), gi(y)

)
,

where
∏n

i=1 fi =
∏n

i=1 gi = id[0,1] and f1,… , fn, g1,… , gn are non–decreasing, is a

copula for all copulas C1,… ,Cn.

Example 1 Here is an example of the construction proposed in Theorem 2:

For each copula C and all 𝛼, 𝛽 ∈ [0, 1], the function E ∶ [0, 1]2 → [0, 1] given by

E(x, y) = C
(
x𝛼, y𝛽

)
C
(
x1−𝛼, y1−𝛽

)
is a copula (this result was obtained indepen-

dently in [11], see also [17]). Putting C = W and 𝛼 = 𝛽 = 0.5, we obtain the Clayton

copula with parameter −0.5 (see [22]) given by C−0.5(x, y) =(
max

{√
x +

√
y − 1, 0

})2
.

Recently, based on our proposal of univariate conditioning of copulas [18],

Durante and Jaworski [6] have characterized generated univariate conditioning sta-

ble copulas.

Recall that if C is a bivariate copula and 𝛼 ∈]0, 1], then the copula C(𝛼)∶ [0, 1]2 →
[0, 1] given by

C(𝛼)(x, y) =
C
(
𝜑

(−1)(x), 𝛼y
)

𝛼

,

where 𝜑

(−1)(x) = sup{t ∈ [0, 1] ∣ C(t, 𝛼) < 𝛼x}, is called a univariate conditional

copula of C. A copula C is called univariate conditional stable whenever, for any

𝛼 ∈]0, 1], the corresponding univariate conditional copula C(𝛼) coincides with C,

i.e., if C(𝛼) = C.



246 R. Mesiar and A. Kolesárová

Consider an additive generator f∶ [0, 1] → [0,∞] of an Archimedean copula [22],

i.e., a strictly decreasing convex continuous function satisfying f (1) = 0. Then the

functions Cf , Cf∶ [0, 1]2 → [0, 1] given by

Cf (x, y) =

{
0 if x = 0,
xf (−1)

(
f (y)

x

)
otherwise,

and

Cf (x, y) =

{
0 if x = 0,
xf (−1)

(
1 −

(
f (1−y)

x

))
otherwise,

where f (−1), given by f (−1)(x) = min{f (0), x}, is the pseudo-inverse of f , are gen-

erated univariate conditioning stable copulas. For example, taking the function

f (x) = 1 − x, i.e. an additive generator of the lower Fréchet–Hoeffding bound W,

then we have Cf = W and Cf = M.

Now, let C be an Archimedean copula with an additive generator f , and con-

sider any monotone functions d, ̃d∶ [0, 1] → [0, 1] such that d(x)̃d(x) = x for each

x ∈ [0, 1]. Putting in Theorem 2 as a ultramodular copula D the product Π, and

C1 = Π, C2 = Cf , f1 = d, f2 = ̃d, g1 = 1 and g2 = id[0,1], then, applying (2), we have

that the function E∶ [0, 1]2 → [0, 1] given, for all x ≠ 0, by

E(x, y) = ̃d(x)Cf (d(x), y) = xf (−1)
(

f (y)
d(x)

)
,

is a copula. Similarly, for x ≠ 0, the function

H(x, y) = ̃d(x)Cf (d(x), y) = x
(
1 − f (−1)

(
1 − f (y)

d(x)

))
,

is a copula. Such copulas were introduced in [19] under the name DUCS copulas

(Distorted Univariate Conditioning Stable copulas).

Note that the introduction of DUCS copulas was inspired by a similar distortion of

Archimedean copulas resulting into Archimax copulas Cf ,F∶ [0, 1]2 → [0, 1], given,

for all (x, y) ∈]0, 1[2, by

Cf ,F(x, y) = f (−1)
(
(f (x) + f (y))F

(
f (x)

f (x) + f (y)

))
,

where F∶ [0, 1] → [0, 1] is a dependence function characterized by a convexity and

the property F(x) ≥ max{x, 1 − x}. For more details we recommend [2, 9].

Next, we will need the Schur concavity of a copula D ∶ [0, 1]2 → [0, 1] on the

upper left triangle Δ =
{
(x, y) ∈ [0, 1]2|x ≤ y

}
, which means that for all (x, y) ∈ Δ

and for all 𝜀 > 0 with (x + 𝜀, y − 𝜀) ∈ Δ we have
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D(x, y) ≤ D(x + 𝜀, y − 𝜀).

Theorem 3 Let C be a bivariate copula and let D be a binary copula which is ultra-
modular and Schur concave on the upper left triangle Δ. Then the function D(C,C∗)
is a copula, where C∗ is the dual copula given by

C∗(x, y) = x + y − C(x, y).

It is remarkable that D(C,C∗) in Theorem 3 preserves the ultramodularity and the

Schur concavity on Δ of the copulas C and D.

Proposition 1 Let C, D be bivariate copulas which are ultramodular and Schur
concave on the upper left triangle Δ. Then also the copula D(C,C∗) is ultramodular
and Schur concave on Δ.

It turns out that the ultramodularity of D is a necessary condition if we expect

D(C,C∗) to be a copula for each copula C.

Theorem 4 Let D be a bivariate copula such that for each binary copula C the
function D(C,C∗) is a copula. Then D is ultramodular on the upper left triangle Δ.

Example 2 The product copula Π is both ultramodular and Schur concave, and thus

ΠC ∶ [0, 1]2 → [0, 1] given by ΠC(x, y) = Π(C,C∗)(x, y) = C(x, y)(x + y − C(x, y))
is a copula for any bivariate copula C.

Remark 2 Observe that ΠC ≤ Π, i.e., ΠC is a negative quadrant dependent cop-

ula [22], independently of C. For example, ΠM = Π. Moreover, putting C(1) = C,

C(n+1) = ΠC(n) for n = 1, 2,…, we have

lim
n→∞

C(n) = W.

A similar observation holds for any ultramodular copula D. Indeed, The ultra-

modularity of D implies D ≤ Π, and thus D(C,C∗) ≤ ΠC. Putting C(1)
D = C, C(n+1)

D =
D
(

C(n)
D ,C(n)∗

D

)
, we obtain C(n)

D ≤ C(n)
and hence limn→∞ C(n)

D = W.

3 Quadratic Constructions of Copulas

Next, we recall quadratic constructions of copulas [15] and their stochastic interpre-

tation based on the results of [5]. Inspired by the fact that the copula ΠC, introduced

in Example 2, can be seen as a composite function,

ΠC(x, y) = P(x, y,C(x, y)),
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where P is a quadratic polynomial of the form P(x, y, z) = z(x + y − z), in [15] we

were interested in such ternary quadratic polynomials P,

P(x, y, z)
= ax2 + by2 + cz2 + dxy + exz + fyz + gx + hy + iz + j

with coefficients a,… , j ∈ ℝ, for which the function CP ∶ [0, 1]2 → [0, 1] given by

CP(x, y) = P(x, y,C(x, y)) (3)

is a copula for each bivariate copula C.

A construction (3) of a copula CP by means of a copula C and a quadratic poly-

nomial P is called a quadratic construction of a copula. Polynomials P giving via

(3) a copula for any copula C, are said to be universal polynomials for quadratic

constructions of copulas.

Example 3 (i) If we consider the polynomial P(x, y, z) = z2 − xz − yz + 2z and the

basic copulas W,M and Π, then

∙ for C = W we have WP = W;

∙ for C = M we have MP(x, y) = min{x, y}(2 − max{x, y}) > M(x, y), which

shows that MP is not a copula;

∙ for C = Π, ΠP(x, y) = xy + xy(1 − x)(1 − y), i.e. ΠP belongs to the Farlie–

Gumbel–Morgenstern family of copulas.

(ii) For the polynomial P(x, y, z) = z2 and any copula C we obtain that for all x ∈
[0, 1], CP(x, 1) = P(x, 1,C(x, 1)) = (C(x, 1))2 = x2, i.e., e = 1 is not a neutral

element of CP, thus CP is never a copula.

We can see that the polynomial P(x, y, z) = z(x + y − z) is universal for quadratic

constructions of copulas, the polynomial P, considered in Example 3 (i), does not

always lead to a copula, and the polynomial P(x, y, z) = z2 cannot be used for a

quadratic construction of copulas in any case. The following theorem gives a com-

plete characterization of all universal polynomials for quadratic constructions of cop-

ulas.

Theorem 5 For a copula C ∶ [0, 1]2 → [0, 1], let CP be a function defined on [0, 1]2
by (3), i.e.,
CP(x, y) =

= ax2 + by2 + cz2 + dxy + exz + fyz + gx + hy + iz + j,
where z = C(x, y) and a,… , j ∈ ℝ. Then the following are equivalent.

(i) For any copula C, CP is a copula.
(ii) CP is given by

CP(x, y) = cC2(x, y) + dxy − cxC(x, y) − cyC(x, y) + (1 + c − d)C(x, y),

with coefficients c, d satisfying the conditions

0 ≤ d ≤ 1, 0 ≤ d − c ≤ 1.
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Fig. 1 The domain Ω of all

possible pairs of coefficients

(c, d)

Let

Ω = {(c, d) ∈ ℝ2 ∣ 0 ≤ d ≤ 1, 0 ≤ d − c ≤ 1}, (4)

see Fig. 1., and for (c, d) ∈ Ω, let

Pc,d(x, y, z) = cz2 + dxy − cxz − cyz + (1 + c − d)z. (5)

Due to the convexity of the set Ω, each copula CPc,d
can be expressed as a convex

combination of copulas CP−1,0
, CP0,0

, CP1,1
and CP0,1

corresponding to the vertices

U = (−1, 0), V = (0, 0), X = (1, 1) and Y = (0, 1) of the set Ω, where

CP−1,0
(x, y) = −C2(x, y) + xC(x, y) + yC(x, y)

= C(x, y)(x + y − C(x, y)) = ΠC,

CP0,0
(x, y) = C(x, y),

CP0,1
(x, y) = xy = Π(x, y),

CP1,1
(x, y) = C2(x, y) + xy − xC(x, y) − yC(x, y)

+ C(x, y).

Remark 3 Due to the previous result, to any copula C, we can assign a

two-parametric class of copulas, namely the class

(
CPc,d

)

(c,d)∈Ω
. For each copula

C, it is a convex class of copulas, always containing copulas C and Π. Note, that the

copulas of the type CPc,0
and CPc,1

already appeared in [5]. However, the results given

there were obtained by probabilistic methods.

We say that a copula C is invariant under the quadratic construction (3) generated

by a quadratic polynomial P, if for all (x, y) ∈ [0, 1]2 we have CP(x, y) = C(x, y).
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As was shown in [15], except the case c = d = 0 (when CP0,0
= C for each C), the

only copula C invariant under the quadratic construction generated by a polynomial

Pc,d, see (5), is the Plackett copula CPl
𝛼

[22] with parameter 𝛼 = d
d−c

if d ≠ c, and

C = M = CPl
∞ if d = c ≠ 0. Recall that the Plackett copulas are given by

CPl
𝛼

(x, y) =
⎧
⎪
⎨
⎪
⎩

[1+(𝛼−1)(x+y)]−
√
[1+(𝛼−1)(x+y)]2−4𝛼(𝛼−1)xy
2(𝛼−1)

,

𝛼 > 0, 𝛼 ≠ 1,
Π(x, y), 𝛼 = 1.

As mentioned above, for c = −1 and d = 0, the corresponding quadratic construc-

tion coincides with the construction described in Example 2, i.e., CP−1,0
= ΠC. This

construction also has the following interesting stochastic interpretation, see [5].

Consider continuous independent identically distributed random vectors (X1,Y1)
and (X2,Y2) characterized by a copula C, and such that X1,Y1,X2,Y2 are uniformly

distributed over [0, 1]. Then the random vector (Z1,Z2),

(Z1,Z2) =
{(

min(X1,X2),max(Y1,Y2)
)

with pp. 0.5,(
max(X1,X2),min(Y1,Y2)

)
with pp. 0.5,

is characterized by the copula ΠC.

Now, consider c = d = 1. The polynomial P1,1, see (5), can be written as

P1,1(x, y) = z + (x − z)(y − z).

For simplicity let us denote this polynomial by Q, i.e., P1,1 = Q. By Theorem 5, the

polynomial Q is universal for the quadratic construction of copulas, i.e., the function

CQ∶ [0, 1]2 → [0, 1],

CQ(x, y) = C(x, y) + (x − C(x, y))(y − C(x, y))

is a copula for each copula C. Due to the convexity of the class of all bivari-

ate copulas, for any 𝜆 ∈ [0, 1], the function C
𝜆,Q∶ [0, 1]2 → [0, 1] given by C

𝜆,Q =
(1 − 𝜆)C + 𝜆CQ, whose values can be written as

C
𝜆,Q(x, y) = C(x, y) + 𝜆(x − C(x, y))(y − C(x, y)),

is a copula. The parametric class {C
𝜆,Q} of copulas varies from C to CQ, and its

members C
𝜆,Q are called perturbations of a copula C, see [20].

Note that starting from the smallest copula C = W, we obtain WQ = Π, and that

copulas Π
𝜆,Q, 𝜆 ∈ [0, 1], are known as the Farlie–Gumbel–Morgenstern copulas.

Several interesting statistical properties of perturbed copulas C
𝜆,Q can be found in

[16].

Similarly, starting from any copula C, we can introduce by means of a quadratic

construction another family {C
𝜆,H}𝜆∈[−1,0] of perturbed copulas. Considering
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c = −1, d = 0 and denoting the polynomial P−1,0 by H, for any 𝛼 ∈ [0, 1], we can

construct a copula (1 − 𝛼)C + 𝛼CH , which is given by

(1 − 𝛼)C(x, y) + 𝛼C(x, y)(x + y − C(x, y)).

Transforming 𝛼 ↦ −𝜆, we obtain copulas C
𝜆,H , with 𝜆 ∈ [−1, 0], which can be writ-

ten in the form

C
𝜆,H(x, y) = C(x, y) + 𝜆C(x, y)(C(x, y) − x − y + 1).

For example, for the greatest copula C = M, the copula M−1,H = Π. The perturbed

copulas Π
𝜆,H , 𝜆 ∈ [−1, 0], are the Farlie-Gumbel-Morgenstern copulas. Moreover,

the union of the above mentioned classes {Π
𝜆,Q}𝜆∈[0,1] and {Π

𝜆,H}𝜆∈[−1,0] gives the

complete family of the Farlie–Gumbel–Morgenstern copulas, i.e., {CFGM
𝜆

}
𝜆∈[−1,1],

where CFGM
𝜆

(x, y) = xy + 𝜆xy(1 − x)(1 − y).

4 Modular Functions in Constructions of Copulas

Another kind of construction of singular copulas is related to modular functions [3].

Recall that a function A ∶ [0, 1]2 → [0, 1] is called an aggregation function if it is

monotone and satisfies two boundary conditions A(0, 0) = 0 and A(1, 1) = 1 [8].

An aggregation function A is said to be

∙ modular if for all 𝐱, 𝐲 ∈ [0, 1]2 we have

A(𝐱) + A(𝐲) = A(𝐱 ∨ 𝐲) + A(𝐱 ∧ 𝐲);

∙ 1–Lipschitz if for all 𝐱 = (x1, y1), 𝐲 = (x2, y2) ∈ [0, 1]2 we have

|A(𝐱) − A(𝐲)| ≤ 𝓀𝐱 − 𝐲𝓀1 = |x1 − x2| + |y1 − y2|.

In [3] we have proved the following result:

Theorem 6 Let A∶ [0, 1]2 → [0, 1] be a modular 1–Lipschitz aggregation function.
Then the function ̃A∶ [0, 1]2 → [0, 1] given by

̃A(x, y) = min {x, y,A(x, y)} (6)

is a copula.

Note that for any copula C ∶ [0, 1]2 → [0, 1], the function AC ∶ [0, 1]2 → [0, 1]
given by
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AC(x, y) =
C(x, x) + C(y, y)

2

satisfies the constraints of Theorem 6, and then ̃AC given by (6) is a diagonal copula

introduced in [23]. Theorem 6 can be generalized by considering a 1–Lipschitz non-

decreasing modular function A∶ [0, 1]2 → ℝ such that A(1, 1) ≥ 1 and A(0, 0) ≥ 0.

Also under such relaxed constraints, the construction (6) gives a copula ̃A.

We also have the next related method based on the smallest copula W.

Theorem 7 Let A∶ [0, 1]2 → ℝ be a non-decreasing modular 1–Lipschitz aggrega-
tion function such that A(1, 0) ≤ 0 and A(0, 1) ≤ 0. Then the function A∶ [0, 1]2 →
[0, 1] given by

A(x, y) = max {W(x, y),A(x, y)} (7)

is a copula.

Remark 4 Note that the modularity of a function A in Theorems 6 and 7 can be

replaced by supermodularity and still the functions ̃A given in (6) and A given in (7)

are copulas.

5 Concluding Remarks

We have described and discussed construction methods for bivariate copulas based

on ultramodular copulas, on quadratic polynomials and on modular functions.

In addition to them, we still recall some other recently studied construction meth-

ods for copulas. Conic copulas were introduced in [10]. A close relation between

Archimax copulas [1] and conic copulas [10] was shown in [4]. Also interesting,

especially for fitting purposes, seems to be an approach based on perturbations of

particular copulas [20]. Finally, recall DUCS copulas which were introduced and

discussed in [19] and partially also discussed in Sect. 2.
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