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Preface

This volume includes a collection of research articles presented at the 13th International
Conference on Mobile Web and Intelligent Information Systems (MobiWis 2016),
which was held in Vienna, Austria, during August 22–24, 2016.

With the universal application of 3G and 4G technologies, mobile Web and
information systems continue to penetrate social lives, businesses, politics, economies,
health care, and education among others. The number of mobile devices (such as smart
phones, tablets, etc.) and their technical capacities have been increasing at an enormous
rate. Mobile devices have now become one of the main portals for people to access the
Web and millions of mobile Apps. People use mobile devices to carry out daily tasks
such as checking the prices of grocery at supermarket, getting updates on road traffic
conditions and weather, online shopping and banking, and communicating on social
media networks such as Twitter, WhatsApp, Facebook, YouTube, etc.

The International Conference on Mobile Web and Intelligent Information Systems
(MobiWis) aims to advance research on and practical applications of mobile Web,
intelligent information systems, and related mobile technologies. It provides a forum
for researchers, developers, and practitioners from academia, industry, and the public
sector to share research ideas, knowledge, and experiences in the areas of mobile Web
and information systems. The call for papers for MobiWis 2016 included new and
emerging areas such as: smart and intelligent systems, mobile software systems,
middleware/SOA for mobile systems, context- and location-aware services, data
management in the mobile Web, mobile cloud services, mobile Web of things, mobile
Web security, trust and privacy, mobile networks, protocols and applications, mobile
commerce and business services, HCI in mobile applications, social media, and
adaptive approaches for mobile computing.

MobiWis 2016 attracted 98 submissions from various countries across the world.
All the papers were peer-reviewed by the members of the Program Committee. Based
on the reviews, 36 papers were accepted for the conference – comprising 31 full and
five short papers, with the acceptance rate of 36 %.The accepted papers covered a range
of topics related to the theme of the conference. In addition to the research articles,
MobiWis 2016 featured a distinguished invited talk delivered by Prof. Latif Ladid
(University of Luxembourg), who is the Founder and President of the IPv6 FORUM
and the Founding Chair of the 5G World Alliance. The invited talk was delivered in
conjunction with the co-located conferences of the IEEE 4th International Conference
on Future Internet of Things and Cloud (FiCloud 2016) and the Second International
Conference on Open and Big Data (OBD 2016).

We would like to thank the invited speaker for delivering timely and visionary talks.
We would also like to thank all authors for their contributions to MobiWis 2016. We
also thank all the Program Committee members who provided valuable and con-
structive feedback to the authors and to the program chairs. We would like to thank
Barbara Masucci (Workshop Coordinator), Jian Yu (Journal Special Issues



Coordinator), George Ghinea (International Liaison Chair), and Samia Loucif
(Publicity Chair). We would like to thank the local organizing team of the University of
Vienna, Austria, for their great help and support. Our sincere thanks also go to the
Springer LNCS team, in particular Alfred Hofmann and Christine Reiss, for their
valuable support in the approval and production of the conference proceedings.

August 2016 Muhammad Younas
Irfan Awan

Natalia Kryvinska
Christine Strauss
Do van Thanh
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An Android Kernel Extension to Save Energy
Resources Without Impacting User Experience

Luis Corral1, Ilenia Fronza2(B), Nabil El Ioini2,
Andrea Janes2, and Peter Plant3

1 ITESM/UAQ, E. Gonzalez 500, 76130 Queretaro, Mexico
lrcorralv@itesm.mx

2 Free University of Bolzano, Piazza Domenicani, 3, 39100 Bolzano, Italy
{ilenia.fronza,nabil.elioini,andrea.janes}@unibz.it

3 Vertical-Life, Guggenbergstrasse, 39042 Brixen, Italy
peter@vertical-life.info

Abstract. The autonomy of mobile devices is a requirement of utmost
importance for end users. The autonomy is strongly related to the capac-
ity of the built-in battery, in combination with the technical capabilities
and the demand of energy of the diverse components of the device. As
mobile equipment becomes more powerful and demanding, the need to
find ways to optimize the overall energy consumption of the system grows
as a critical research path. Software, as an instrumental component of
a mobile system, is also an attractive target to deploy energy saving
approaches. Several techniques of software-based energy aware strate-
gies have been explored, including solutions placed at operating system,
compiler and application level. In this paper, we present an energy saving
strategy at operating system level. Our approach is implemented in the
form of kernel extensions that assess the status of the device, and enable
economic profiles without user intervention. Our experiments show that
the power management kernel extension is able to significantly extend
the battery runtime by 70 % to 75 %, at the expense of impacting user
experience with an estimated performance degradation of 20% to 30 %.

Keywords: Android · Energy · Kernel · Mobile

1 Introduction

Mobile devices have growth in capacity and power thanks to the integration of
complex hardware. However, the autonomy of mobile technologies relies on the
available power source and on its management. Therefore, it is important to
research on power management strategies that may reduce power intake, thus
extending the battery runtime. A possible approach is designing and implement-
ing more efficient hardware. A second approach is to leverage the capacity of
software as an instrumental component in the overall performance of the mobile
device. This way, software running on a device is modified (at user space, appli-
cation, or operating system level) to reduce energy consumption.
c© Springer International Publishing Switzerland 2016
M. Younas et al. (Eds.): MobiWIS 2016, LNCS 9847, pp. 3–17, 2016.
DOI: 10.1007/978-3-319-44215-0 1



4 L. Corral et al.

Android is a mobile operating system based on the Linux1 kernel. Its lay-
ered architecture allows device-specific tailoring and customizations. Android’s
Linux kernel acts as the interface between user space and hardware components,
operated through drivers. The device drivers controlling the hardware can be
configured as modules, which can be loaded and unloaded while the system is
running [3]. The so-called CPU governor controls how the CPU raises/lowers its
frequencies according to the current workload [1].

In this study, we propose a low-level energy saving approach implemented in
the form of a power management extension of the Android OS kernel2, which
monitors the battery level and, depending on the current power state, it applies
pre-defined settings that lower the power demand of the device. The lower the
current battery power is, the more restrictive the applied settings are. Moreover,
this study analyzes how the energy-aware settings affect the performance of the
mobile device. Our power saving system runs at the kernel level, avoiding the
overhead associated to sending messages from user space all the way down to the
modules that interface with the hardware. All the necessary settings to reduce
power consumption of given hardware components can be directly set at kernel
level; the settings will change to preserve more battery, especially at the lower
charge stages. This allows extending the battery runtime at the moment the
device is almost out of charge, at the expense of system performance. Since
a way to preserve the energy of a mobile device is by inducing reductions in
the performance of the involved hardware components, it is also important to
measure the trade-off in terms of performance and usability.

The rest of the paper is structured as follows: Sect. 2 discusses the related
work; Sect. 3 details our approach; Sect. 4 describes the experiments that
analysed the impact of our solution on performance and battery runtime; Sect. 5
draws conclusions and provides directions for further research.

2 Related Work

Analyzing and improving the battery consumption of a mobile computing system
at software level is a complex task, which resulted in a variety of approaches that
have been extensively discussed and summarized [10,14]. In general, this research
field can be grouped in two directions: the first focuses on the measurement of
the battery consumption with a focus on the different hardware components
of a mobile device; the second, which is discussed in this Section, modifies the
software to extend the battery runtime.

Kraiman et al. [9] designed an intelligent modular power management system
suitable for any mobile platform. This system is based on the Advanced Con-
figuration Power Interface (ACPI)3 architecture and it includes mechanisms to
define the most efficient power management strategy for a specific mobile device.
The proposed system reduces the overall power consumption, and a testing
1 https://www.linux.com/.
2 https://www.android.com/.
3 http://www.uefi.org/acpi/specs.

https://www.linux.com/
https://www.android.com/
http://www.uefi.org/acpi/specs
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framework detects energy resource leaks in applications. Motlhabi [12] com-
pares the built-in power saving mechanisms of the Android kernel (such as the
ACPI used in [9]) with the ones of Linux, and describes different power sav-
ing mechanisms (e.g., wake-locks and ACPI). Bala and Garg [2] implemented
a learning engine, which gets as input data about users behavior. The result
is a customized power profile adapted to user’s needs, allowing to save energy
by reducing the minimum required resources. Datta et al. [5] applied the same
concept and derived power saving profiles based on user contexts. This learning
engine increases the overall battery runtime by 82 %. Ellis [6] focused on high
level power management, through the implementation of a power-based API
that allows a partnership between applications and system in setting the energy
consumption policy. The approach [7] proposes app modifications to increase
the device idle times and inform the operating system about the length of each
upcoming period of idleness. This approach can reduce disk energy consump-
tion, with a negative impact on performance of 8 %. Corral et al. [4] evaluated
the impact of available Android kernel-based modifications on battery runtime.
They performed 4 performance modifications as well as evaluation tests on each
kernel, monitoring the battery consumption in background. In addition, a gen-
eral performance test explored the impact of the applied kernel modifications
to the overall performance of the optimized device. Kernel level enhancements
improved battery runtime, showing in selected cases a positive impact in the
performance of the device. The analyzed custom kernels can reduce the battery
consumption up to 33 % for isolated tasks, improving the general performance
of the device by up to 16 %. Finally, it is important to note that there are a
number of energy-saving applications available in major app stores, like Google
Play. However, it is difficult to have a deep study on commercial applications,
as they are implemented at user space. Our approach is rather to discuss tech-
niques for power management that can be implemented at different levels of the
OS stack, in particular at Kernel space.

3 Implementing an Energy Aware Kernel Module
for Android

This work proposes an Android kernel extension that monitors the battery level
and, depending on the current power state, it applies pre-defined hardware set-
tings that lower the power demand for device operation. The implementation was
performed on a LG Nexus 5 (Hammerhead) device4, operated by the Android
Version 5.01 Lollipop OS (based on the 3.4 lollipop-release kernel).

As a first step, a power management system was implemented, running as
a module at the kernel level. Since the Android Kernel source code is smaller
than 1 GB, we decided to create patch files which can be applied directly to the
kernel sources. Our system is composed of a set of modules, hardware drivers,
and a power management module itself (not to be confused with the Android

4 http://www.lg.com/us/cell-phones/lg-D820-Sprint-Black-nexus-5.

http://www.lg.com/us/cell-phones/lg-D820-Sprint-Black-nexus-5
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built-in power management engine). The power management module controls
the different involved device drivers by inducing specific settings, which aim to
reduce the performance of the controlled hardware component, pursuing a reduc-
tion in the battery consumption. As the battery level decreases, the settings are
continuously set to higher power preservation levels, which are aggressively eco-
nomic and result in a progressive performance degradation. Figure 1 illustrates
the principle behind our power management module, which acts as the control-
ling unit of the power saving tool. The primary duties of this module are to
check periodically the energy level by communicating with the battery device
driver, and to activate a power class according to the current battery capacity.

1: read battery level

Fig. 1. Power management module communication.

Based on five settings, we defined ten power classes, which represent a range
of power levels (Table 1). A power class can be identified by the range it stands
for, e.g., power class P8 represents all battery levels ranging from 80 to 89. The
selection of ranges including 10 units, respectively 11 units for the 9th power
class should balance the number of updates done to the different parameters.
The choice of evaluating a power management module with ten power classes
was based on the following considerations. A too high number of power classes
results in frequent parameter updates: every time a new battery level is detected,
the new power class settings needs to be transferred to the different hardware
components. Considering that every update is associated to a cost in battery
consumption, it is advantageous to keep the number of power classes low. Nev-
ertheless, a too low number of power classes results in inefficiencies, because
some values would need to be skipped. In addition to this, the procedure of how
to associate a given range to a power class would be more complex. Finally, the
limited amount of available frequencies for GPU and CPU settings reduces the
benefit of more than ten power classes.
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Table 1. Settings for the different power classes.

Max screen
brightness
(0–255)

Vibration (%) Max CPU
frequency
(GHz)

Powersave
bias
(‰)

Max GPU
frequency
(0–6)

P9 Default Default Default 50 0

P8 150 Default 1958.4 50 1

P7 100 Default 1728.0 100 1

P6 40 30 1574.4 100 2

P5 30 30 1267.2 100 3

P4 20 30 1190.4 200 3

P3 10 0 1190.4 200 4

P2 5 0 1036.8 300 4

P1 3 0 1036.8 300 5

P0 1 0 960.0 300 5

The power saving system includes a set of device drivers that are already
present in every stock Android kernel. Some of them were modified so that the
configuration parameters become accessible from outside. The following drivers
are part of the power saving system: the screen backlight driver, the vibra-
tion driver, the graphics processing unit (GPU) driver, and central processing
unit (CPU) driver. The power saving system is composed of the following five
components: (1) the overall Power management module controlling the other
components; (2) the power module, reading the current battery level; (3) the
backlight module (based on the Texas Instruments LM3630A Backlight driver
chip5), to set the back-light level; (4) the CPU module setting the maximum
CPU frequency and the power-save bias; and (5) the GPU module (based on
the kernel graphics support layer provided by the Qualcomm Adreno GPU6), to
set the maximum GPU frequency. Every component represents a kernel module
which is either loaded into the kernel at run time or once at boot time. The
power management module communicates with all other components by retriev-
ing/providing values via function calls. The internal structure of the power man-
agement component includes a timer structure, which runs periodically to take
the appropriate actions. Unfortunately, the native libraries used to build the
kernel module do not provide timer structures that are able to run along a non-
atomic environment that uses schedules, thread sleeps, and Mutex locks. Thus,
a simple timer structure has been built, running in its own thread and calling
the read battery state() function repeatedly. The delay of the function calls
is achieved by a thread sleep of 2 min.

The power management module also defines all available power classes and
the associated values of each class (Table 1). Each power class is represented by

5 http://www.ti.com/product/lm3630a.
6 https://developer.qualcomm.com/software/adreno-gpu-sdk/gpu.

http://www.ti.com/product/lm3630a
https://developer.qualcomm.com/software/adreno-gpu-sdk/gpu
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Fig. 2. Basic execution flow.

its own C file and has the same basic structure. The selection of the power class
is done by a simple calculation on the basis of the current battery level, which
is divided by 10. For example, the current battery level of a given smartphone
is 55 %, when applying 50/10, we get 5, which defines P5 as the current power
class. In contrast to the hardware driver modules, loaded into the kernel at boot
time, the power management module can be loaded at any time once the system
has booted. This way, the module can be modified during development without
rebuilding the whole kernel, which can take up to 20 min.

Once the module has been loaded into the kernel, all data structures and
variables that are used at a later point in execution time are setup. The kernel
modules can be launched with parameters. In case a numeric value grater or
equal than 0 has been passed, the periodic timer is not going to be started but
the power class associated to the passed parameter value is directly activated
(Fig. 2). Within a timer iteration, the battery level is read and passed to the
routine that checks whether a new power class needs to be activated. In case the
power class is already activated, the power class gets updated. After activation,
the update is executed, and the timer thread is put to sleep for the defined
amount of time. Once the thread wakes up again, a new timer iteration starts.

The power management module and the modified Android kernel are avail-
able on https://github.com/pplant/powerm kernel. We built the kernel and the

https://github.com/pplant/powerm_kernel
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module on Ubuntu 14.107. Before building the kernel and module code, it is
required to setup the toolchain to build the code for an ARM processor archi-
tecture. The building toolchain we used is arm-eabi-4.6. The kernel building
process creates the zImage, which contains the kernel executable. This file is
embedded into the so-called boot.img file. To use the kernel, the previously cre-
ated file needs to be flashed into the device by using the Android Bootloader
and Fastboot (a tool that is part of the Android Software Development Kit8).
Once the kernel is running in the device, the power management module can be
built, which creates a kernel object file (with extension .ko). This is the file that
is then transferred into the device using the Android Debug Bridge9. The last
step is to load the .ko file into the kernel using the adb push command. Figure 3
illustrates the deployment diagram of our prototype.

Fig. 3. Power management module deployment.

4 Evaluation

The developed power management system reduces the energy consumption by
progressively decreasing the resources available to different hardware compo-
nents, which, as a consequence, might reduce the performance of the smart-
phone. To investigate both aspects, we planned and executed two experiments
using the “one factor with two treatments” structure [16]. We applied the prin-
ciples of randomization, blocking, and balancing as follows: (1) we randomized
the order of treatments; (2) we removed all applications except of the bench-
mark tools; and (3) we balanced the runs between the different devices, so that
every device experiences the same number of executions. Moreover, both treat-
ments were applied the same amount of times. We used three new LG Nexus
5 devices, all acquired at the same time, to minimize the source of variation
induced by worn components. Before each experiment, we switched off the con-
nectivity services such as radio, 2G, 3G, Bluetooth and GPS. Unfortunately,

7 http://www.ubuntu.com/.
8 http://developer.android.com/sdk/index.html.
9 http://developer.android.com/tools/help/adb.html.

http://www.ubuntu.com/
http://developer.android.com/sdk/index.html
http://developer.android.com/tools/help/adb.html
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it was not possible to switch off the wifi, as the application that simulates work-
loads requires a working internet connection once a test has been completed.
During the whole experiment the devices were connected to a power source to
guarantee a constant power supply.

4.1 Experiment 1: Performance

This experiment investigates the impact on performance of our power manage-
ment system. We focused on CPU and GPU performance, because they are
related to the responsiveness and performance of the device, while features like
vibration and screen brightness are related to the main I/O means that the
device has to communicate with the user.

To measure the impact of the power management system on performance,
we simulated workloads using Geekbench 310. During workload simulations, we
switched the mobile phone to the 10 power classes (Table 1). Then, we com-
pared the measured performance on each power class with the values measured
on a smartphone (with the same hardware and software) not running the power
management system. The three devices executed one run without treatment
and one run with the treatment (i.e., without and with the kernel extension).
To measure CPU performance, we collected data throughput in MB/sec. during
SHA1 encrypting [8] and the megaflops (million floating point operations per
second) during the application of a blur filtering in an image. To measure GPU
performance, we collected the obtained average frames per second as we played
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(b) Using blur filtering.

Fig. 4. Performance results for the CPU performance test.

10 http://www.primatelabs.com/geekbench/.

http://www.primatelabs.com/geekbench/
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an animation. Figure 4 depicts the results of the CPU performance experiment.
Performance is negatively affected when the power management system is run-
ning: all observed variables except blur filtering show a downward trend with
the simulated decreasing power level. Data resulting from the SHA1 encryption
show that, at the beginning, the untreated and the treated device behave the
same; afterwards, along with the decrease in hardware resources, the algorithm
throughput decreases as well. Comparing the behavior of the algorithm through-
put (Fig. 4a) along the different power classes, values seem to decrease slowly in
the upper power classes (from P9 to P6). Even though the maximum available
CPU frequency has changed from 2265.6 GHz in P9 to 1574.4 GHz in P6 and
the power-save bias from 50‰ to 100‰, the algorithm seems to have enough
resources to keep a rate over the 100 MB/s. The algorithm seems to be stronger
affected between power class P6 and P4. The reason for this is a further reduction
of the available resources (Table 1). The values of the power classes P3 and P1
are showing an abnormal behavior, by an increased value with respect to their
predecessor. This phenomena can be retraced to the settings done in P3 and P1
which are not changing in comparison to their predecessor. The blur filtering
algorithm does not reveal a clear trend: the results seem to vary independently
of the decreasing battery level. The comparison of the power classes (Fig. 4b)
shows a slight downward trend, including values which are breaking the order
(P5, P3 and P1). Performance seems to decrease whenever the power-save bias is
reduced (P7, P4 and P4). The reduction of the maximum CPU frequency seems
not to impact directly the algorithm throughput.

Figure 5 shows the result of the GPU performance experiment. The power
management system reduces the animation quality in terms of displayed frames
per second. The comparison of the treatments observing the average frames per
second shows a decreasing trend, whereas the values are constantly decreasing.

Results indicate that the application of the power management system
decreases the performance of the device in terms of CPU and GPU. Among
the different measurements, the performance reduction spans between 18 % and
30 %.

4.2 Experiment 2: Battery Runtime

This experiment investigates if the developed system has a positive effect on
battery runtime and, if it has it, how longer a smartphone can run with one
complete battery charge compared to a mobile device not running it.

To create a constant workload draining the battery, we built a small Android
application to simulate different scenarios using the available phone resources.
The benefits of using a battery draining application are: (1) the run times to
completely discharge the device’s battery are reduced; (2) shorter cycles lower
the possibilities of confounding factors which could negatively affect the final
results; and (3) such an application creates a constant workload over multiple
runs that can not be achieved in a real world situation. The battery drainer
application is composed of four tasks including three different 3D animations,
a SHA1 encryption algorithm, a blur filter algorithm, and a vibration task.
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Fig. 5. Performance results for the GPU performance test.

This app targets to keep all those components busy, which are also included in the
power management system. The three animations create an elevated workload
mainly targeting the graphics processing unit (GPU). Each animation runs for
two minutes, showing one or more objects with different surfaces, textures and
details. The SHA1 algorithm and the blur filtering algorithm are for targeting
the central processing unit. The first algorithm is taking as input a 150 MB text
file containing random words. This file gets red line by line and encrypted by
the SHA1 algorithm. The second algorithm continuously applies a blur filter
to a 4000 × 4000 pixel image for about four minutes. The last task lets the
device vibrate for one minute in intervals of one second. Running the sequence
of all tasks creates a workload that increases the temperature of some hardware
components. To avoid causing a reboot of the system, every task is followed
by a one minute break. During the test runs of this experiment, we logged
the time required to completely discharge the battery of a given device. This
measurement allows to compare the different tests runs of different treatments,
but also of the same treatment. Moreover, we also logged the current battery
level every three minutes. This allows investigating the behavior of the battery
consumption applying the two treatments. Moreover, it is possible to observe the
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discharging behavior influenced by the settings of the different activated power
classes (Table 1) whenever the power management system is running.

Every run began by starting the battery drain application, which collected
all the data. Depending on the treatment, the power management system needed
to be started. After each test run, the resulting log files were transferred and
archived, before the device was prepared for the next iteration. We performed
60 experiments in total, distributed between two treatments and two devices.
Figure 6 shows the results of the obtained runtimes, with and without treatment.
Run times ranges are: 28.300–29.000 s on device A, and 27.000–27.500 s on device
B. Ranges of the cycles without treatment are: 15.500–17.000 s on device A, and
14.800–16.600 s on device B.
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Fig. 6. Battery runtime (in hours) for the two tested devices with and without power
management in hours.

Figure 7 shows the discharging processes of the different executions. In both
the devices, test runs including the power management system initially behaves
similar to the executions without the treatment. This trend continues until a
battery capacity of 65 % is reached. At this point, the activated power classes
include more restrictive settings that slow down the discharging process. In the
meantime, the energy consumption of the executions not running the power
saver tool proceeds to decay constantly until the energy resources are completely
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Fig. 7. Battery level over time, without and with the kernel extension.

exhausted. The test runs with the treatment constantly decrease the performance
of the device which is progressively slowing down the discharging process. The
performance settings reach their minimum level in the two lowest power classes.

We tested the normality of battery runtimes (i.e., with and without treat-
ment for devices A and B) using the Shapiro-Wilk normality test [15]. The null
hypothesis is that data are normally distributed; if the chosen alpha level is 0.05
and the p-value is less than 0.05, then the null hypothesis that the data are nor-
mally distributed is rejected. In three cases, results do not allow us to reject the
null hypothesis that our samples come from a population which has a normal dis-
tribution (p-values = 0.02, 0.11, 0.15, and 0.58). We did not consider this result as
an indication of normality distribution as, for small sample sizes, normality tests
have little power to reject the null hypothesis [13]. Moreover, the variance of the
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populations is not equal. Thus, we used the Mann-Whitney-Wilcoxon Test [11]
to decide whether the population distributions are identical. The null hypothesis
is that data collected with and without treatment are identical populations. In
both cases, at 0.05 significance level, we concluded that data originating from a
device with treatment and data originating from a device without treatment are
non-identical populations. Based on these results, we concluded that the imple-
mented system is able to extend the battery runtime. However, even though the
results seem to be promising, we can not generalize them to all Android devices,
and especially not to smartphones running different operating systems. Experi-
ments suggest that the collected data can be very fragile, in the sense that small
side effects can affect negatively the validity of the results.

4.3 Threats to Validity

Internal Validity. The main problem is controlling unwanted background
tasks. Even if the different treatments are executed multiple times, it is not
possible to guarantee the complete absence of confounding factors. We tried
to minimize this impact by uninstalling or deactivating all apps that were not
involved in the experiments. Moreover, we deactivated all connectivity services.

Construct Validity. Battery of the used devices could be affected by a large
number of experiments, e.g., recharging cycles or by the warming up of the
device. We can not exclude the decreased energy consumption to be the result
of unwanted side effects.

External Validity. The data we obtained are based on two devices of the
same manufacturer and model. Therefore the results can not be generalized to
all smartphones running the Android operating system. To enhance external
validity, it is necessary to execute the developed system on different devices,
covering the available devices on the market. Only one type of device was used,
as our power management system implemented is based on a kernel which can
only be used on specific devices such as the LG Nexus 5.

5 Conclusions and Future Work

In a world where business, entertainment, communication, and socialization rely
upon the utilization of mobile devices, finding the right balance between perfor-
mance and energy efficiency requires innovation, along with long lasting devel-
opment, testing and measurement cycles, which set up a timely and challenging
research area. This paper proposes a new approach to reduce the energy con-
sumption of smartphones. Our approach extends the battery runtime by 70 %
to 75 % with an estimated performance degradation of only 20 % to 30 %.

The results of this study are promising, and further work is worth in this
direction, for example, to compare a user space power saving tool with the
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implemented system to study the different energy footprints caused by tools
running on different layers. Another research path could inspect the selection of
the settings defined in the power classes to optimize the ratio between perfor-
mance tradeoffs and energy consumption. The comparison between the increase
in battery runtime and the performance degradation suggests that the ratio does
not behave in a linear fashion. Further study could examine the behavior of this
ratio by changing the strength of the power saving settings. Moreover, there
is a variety of possibilities to enhance the system proposed in this paper, for
example including more components in the system such as the radio drivers.
Additionally, evaluation could use a broader range of performance metrics, e.g.,
considering more human perception oriented metrics. Finally, user evaluation
could contribute to evaluate our approach.
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Abstract. Today, cultural organizations such as museums are seeking new
ways to attract and engage audience. Augmented reality based applications are
seen very promising. The target is to provide more interactive experiences for an
audience with high familiarity of digital interaction. So far, visual presentation
has been dominant in augmented reality systems. In contrast to this trend, we
have chosen to concentrate on audio augmentation as user generated sound-
scapes. This paper discusses our approach, focusing on how to design and
develop an easy-to-use and smoothly working Android application, which
increases user interaction by developing soundscapes from building blocks
stored in audio digital asset management system. We have successfully imple-
mented applications for Android platform and evaluated their performance.

Keywords: Soundscape � Android � Audio Augmented Reality �
Research-based design � Participatory design � User centered design �
Performance profiling

1 Introduction

Interaction with environment increases and enhances each day. Augmented reality
(AR) is one way to provide increasingly interactive experiences. Audio Augmented
Reality systems have been used for navigation [1] and interacting with virtual objects
[2]. Most previous projects have used extra devices such as a headphone-mounted
digital compass or Kinect depth camera to track user’s (head) location to produce
sound that is modified according to user’s movement.

As we believe that interaction and experiences are holistic using all senses, we have
decided to concentrate to auditory presentation, focusing on the acoustic environment.
To this end, a soundscape can be a musical composition, a radio program or an acoustic
environment [3]. A soundscape is created out of multiple, time-varying sound sources
[4]. Many of the soundscape systems – such as Klang.Reise [5] and the Sound Design
Accelerator (SoDA) [6] – are either targeted to sound designers and need a lot of
knowledge to operate, or require a dedicated space. We have combined these two
concepts - soundscapes and audio AR. Our approach aims at ease-of-use and inter-
action without previous knowledge on sounds and soundscapes. Thus, the user is the
active party and technology is in the supporting role either for searching relevant
sounds with the help of mobile applications or producing the acoustic environment
using her creativity and imagination. The user is not expected to be familiar with
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acoustic terms or dependent on extra devices for tracking her head and hand move-
ments, when creating soundscapes.

Our project, The Neighborhood Living Room, studies different methods how to
create a more dynamic, participatory audience relationship with area residents (espe-
cially youth) and the Museum of Technology in Helsinki, Finland.

When developing audio AR and soundscape systems ease-of-use of the application
and the backend service supporting these applications are two key aspects. Our target
is to design and implement smoothly working mobile soundscape mixing application to
increase user interaction by developing soundscapes from building blocks stored in
audio digital asset management system.

The paper presents our results so far regarding the design of mobile applications. It
is organized as follows. First we describe the overall system, design process, appli-
cation development, and performance evaluation of the mobile applications. In the
discussion we ponder on the outcomes we have achieved, and in conclusion we sum up
the process and outline the need of further research.

2 System Overview

The overall system consists of an audio digital asset management system (ADAM),
a management application, and mobile applications (Fig. 1). ADAM provides func-
tionalities to manage assets and offers interfaces for both for management application
and mobile applications over the Internet. The management application is more or less
an administration console to manage assets and users. Mobile applications are for
example audio augmented reality, soundscape design, audio story recording and lis-
tening, or audio memory sharing applications. This paper concentrates on a specific
mobile application, soundscape mixer, represented as “the Mobile Apps” in the Fig. 1.

As pointed out above, the management application is used both for user manage-
ment and asset management. The museum staff is able add new users, add audio file
collections to users, and define which audio files belong to these collections. Users can
be persons or devices. Sound designers as users can add new audio files, which are
used as sound-scape building components. On the other hand a mobile device can be

Fig. 1. System overview.
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seen from the ADAM perspective as a user who would like to access audio files. To
enable communication between ADAM and mobile applications three APIs were
required: an authentication API, a search API, and an upload API. The authentication
API is needed by the mobile users to receive a token, which in turn will be used with
search and upload of APIs. The authentication is a security feature and ensures that
only authorized users have access to token. The search API is a HTTP GET request
containing token and predefined search parameters. The response given in JSON for-
mat contains audio files’ metadata based on search parameters that are set along with
the search request. Thus, the search API also enables downloading, as the link to audio
file is a part of the metadata. The upload API lets users with a valid token upload their
audio files along with metadata they choose to transmit to ADAM as a multi-part form
using HTTP post. Metadata and token will be encoded in a part of the URL, and the
audio file in the body of HTTP post (see Fig. 2).

When searching, finding, and utilizing relevant audio files, it essential to use
metadata. There are several metadata standards for different purposes, such as metadata
exchange between systems, general metadata for broad range of domains, and audio
specific structural and administrative metadata. We chose metadata set, which in the
future enables the exchange of assets by supporting Open Archives Initiative Protocol
for Metadata Harvesting (OAI-PMH). Most of the metadata will be input manually
during the storage of audio files, although some of the metadata will be extracted
automatically from the audio file properties [7].

Fig. 2. APIs between soundscape mixer and ADAM

20 K. Salo et al.



3 Design Process of the Mobile Soundscape Mixer
Application

For designing the mobile soundscape mixer applications, the research-based design
approach [8] was used as a design process. It is an iterative process consisting of the
following phases: contextual inquiry, participatory design, product design and proto-
type as hypothesis. The phases were executed in parallel. The emphasis of a phase
changes during the process. The aim of the design was to design and implement a
soundscape mixer application for mobile devices. Third year students from Helsinki
Metropolia University of Applied Sciences, Helsinki, Finland carried out the design
process. The students came from two courses (both of which lasted one semester, or
three and half months): design-oriented course called Usability and Interface (28 stu-
dents) and Android programming course called Android Advanced Application
Development (19 students). Four sound design students created the sounds to be used
in soundscape creations. We formed seven teams out of the design and programming
courses. The teams were composed of 3–4 design students and 1–3 programmers. The
design and programmer students had 5 organized meetings to present, organize, and
test their intermediate outcomes. Between these joint meetings the sub-teams of
designers and programmers were working on their own fields. In the end of the fifth
iteration round a workshop was organized in the Museum of Technology. Each iter-
ation included design in different levels of prototype granularity, ranging from low
fidelity prototypes (see Fig. 3) to a running prototype (see Fig. 4).

The prototypes were tested in each of the iterations with users after which the
students negotiated within their teams how the programming should continue, and how
to prioritize features and functions of their applications [9, 10]. The aim was at creating
a working mobile application for young museum visitors ready for the workshop.

The first phase of the design process was to familiarize with the context. The design
students visited the Museum of Technology, discussed with the museum personnel,
investigated the physical place and brainstormed on design [11]. The visit lasted three
hours, and the students collected contextual material in the form of images and notes.
The outcomes of the contextual inquiry were paper prototypes (see Fig. 3). The paper

Fig. 3. Two different kinds of paper prototypes which were created after the visit to the Museum
of Technology.
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prototypes were discussed with the programmer students to construct a solution that is
implementable with the teams’ resources. The students, museum personnel, lecturers,
and potential users listed out the first set of functional requirements [12], which were:
listen, record, search files, save, delete and mix sounds for soundscape, login and out as
well as sound file categories.

The created prototypes were tested with users belonging to the defined target group
of 15–24 years old. Since the students themselves also belonged to the defined target
group, they could pre-test their ideas with each other. The tests were video recorded
and analyzed. Improvements were executed according to the test results for the next
prototype (see Fig. 4).

The screenshot provides a glimpse over the multiple iterations that the students’
teams performed. The screenshots are revealing since the idea of how to mix a
soundscape is very different, but both are still easy and pleasant to use. In addition, one
group implemented a QR code reader, through which sample sets of sounds can be
retrieved in the museum. The technical implementation of the design ideas will be
presented next.

4 Guidelines and Implementation for the Mobile Soundscape
Mixer Application

When starting soundscape creation application (soundscape mixer) development we
had to make a decision what smart phone platforms to support. As the Android plat-
form is dominant at the moment, it was an obvious choice [13, 14]. Also an iOS version
as well as designing a hybrid solution that would work on both platforms were con-
sidered, but we did not have any native iOS developers in the teams, and based on our

Fig. 4. (A) The left side screenshot displays an innovative idea on how to mix the sounds in a
visuospatial manner. Each sound is represented as a colored bubble. The length of the bubble
indicated the duration of the sound and the position of the bubble indicated when the sound is
played in the timeline. (B) The right side displays an interface to mix the sounds in a more
conventional orientation and interaction flow. Still, however, it achieves a clear interface for
creating a soundscape. (Color figure online)
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previous experience on hybrid development [15], we ended up to selecting native
Android application as web based audio APIs are not mature enough.

In order to coach programming teams towards the target, we provided some
guidelines. From the development point of view these were the guidelines:

• Iterative/agile development process;
• Support Android 5.0 and newer version;
• Follow Google’s material design guidelines;
• Support MP3 and/or PCM/Wave-format;
• Utilize Soundpool or Audiotrack classes for playing audio files;
• Utilize AudioRecord for recording.

Programming teams were given the following rough functional requirement
specification:

• Login into Audio Digital Asset Management System (ADAM);
• Search content (audio files) in ADAM utilizing metadata;
• Download, save and play selected files either in MP3 or raw (PCM) format;
• If needed convert audio file format;
• Mixing, i.e. define combination of saved files that will played, possibility to loop,

change volume, etc. of each audio file separately;
• Record audio file, convert the audio format and upload together with metadata into

ADAM.

Following the guidelines and requirements, the design and programmer teams were
able to implement mobile soundscape mixer applications according to iterative process
described above. Four of the development teams were able to provide a fully working
and tested application within the given timeframe. All of these four applications were in
some respects different from each other. This was expected, as we were hoping to see
each team use their imagination and creativity when designing and implementing the
application. To test these applications with real users, we organized a workshop. For
the workshop three applications were chosen for testing. These applications (Sound
Bubbles, SoundSpace and SoundScape), were the most advanced applications. The
UniChord application was left out because the Museum of Technology did not have the
QR codes in their museum items or exhibition spaces.

The three remaining applications were implemented according to Android technical
guidelines and best practices. As can be seen from the high level class diagrams
(Fig. 5) object oriented approach was followed, multithreading was applied where
required to avoid UI thread blocking, required functionalities were implemented, and
recommended audio classes were used.

For security reasons, user identity and password were required when starting the
application. In addition, also a collection identity was asked from the user. User
identity and password are sent to backend service (ADAM), where they are checked
and only authorized application will receive as a response security token, which will be
used when sending search, download or upload requests to backend service. Each user
identity could have several collections of audio files. Thus collection identity is used to
limit which particular collection application is able to use. Implementation of this login
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Fig. 5. Class diagrams describing the structure of applications. From top down there are A
Sound Bubbles, B SoundSpace and C SoundScape applications.
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functionality was similar in all applications, the only difference originating from the
possibility to save credentials locally into phone’s memory.

Searching audio files from ADAM was typically implemented either by providing a
free search based on title or by asking user to select one of the four predefined
categories (nature, human, machine and story) and then displaying as a scrollable list or
grid all the titles. List and grid then provide a possibility to listen sounds before
selecting them as a part of soundscape.

The possibility to record own audio files for using them as soundscape building
components was found in all the applications. After recording these files, the files can
be used locally or uploaded with metadata into backend service and thus shared with
other users. Implementation of this recording and uploading functionality followed
tightly the material guidelines being similar in all applications.

Finally, when all the soundscape components are available, the main functionality –
mixing or creating the soundscape – can be described. Implementing mixing func-
tionality differs from application to application. The applications implemented either
time limitation or component limitation into their sound mixer. Sound Bubbles
application is based on the idea of one minute soundscape and it can be divided into six
parallel audio tracks. Each track can have zero or more audio files. SoundSpace and
SoundScape applications, however, have limited the amount of audio files (Fig. 6).
Looping either the whole soundscape or separately each audio file produces a longer
soundscape than is possible with Sound Bubbles application.

When the user is satisfied with her soundscape, she is able to save it either using
digital audio recorder connected to Android phone’s audio line-out, or in case of
SoundScape (C) application, upload the soundscape file into ADAM. Testing the
performance of these applications is described next.

Fig. 6. Soundscape mixing functionality. From left to right there are A Sound Bubbles, B
SoundSpace and C SoundScape applications
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5 Performance Evaluation

Application’s performance has a vital impact on user experience. Testing the presence
and effects of poor responsiveness is challenging due to non-existing testing strategies
for exposing causes of poor responsiveness in Android applications. Some research has
been done and approaches proposed [16, 17]. We decided to use tools available as a part
of Android Studio, in particular the Android lint tool that checks Android project source
files for potential bugs and optimization improvements. We run lint code analysis for all
three applications to get an overall picture of potential problems. The following table
(Table 1) describes the relevant findings. In addition, based on empirical study [17] we
decided to mostly concentrate on GUI lagging type of performance bugs. Based on
findings, it was necessary to check if there are problems with list scrolling (solution
View Holder design pattern). As we are not heavily using long strings then potential
StringBuffer problems do not have a major impact of performance.

Before checking dynamic rendering of the frames of UI window we will use one
more static tool, the Hierarchy Viewer. This tool visualizes application’s view hier-
archy and profiles the relative rendering speed for each view. We aimed to spot red dots
in leaf nodes or view groups with only a few children. As an example, find the
Hierarchy View tool’s results for SoundScape (Fig. 7). As seen in the figure, there are
no potential problem areas in leave nodes except in EditText, where the draw process
could be slow. This EditText view refers to login screen’s password field. When
running on a device it seems to work smoothly. So far we have used static information.
Next step was to use the GPU Monitor, which gives a quick visual representation of
how much time it takes to render the frames of a UI window. It profiles the amount of
time it takes for the render thread to prepare, process, and execute the draw commands.

As an example we have run the SoundSpace in Samsung Galaxy S5 and found
some potential parts of the application where the user may see slower response than

Table 1. Static code analysis results.

Application Lint
category

Subcategory Class name

Sound
bubbles

Android lint View holder
candidates

• CategoriesAdapter
• RecordingsAdapter
• ServerFilesArrayAdapter

SoundSpace – – –

SoundScape Android lint View holder
candidates

• CustomArrayAdapter

Performance
issues

String Concatenation as argument to
‘StringBuffer.append()’

• LoginActivity
• SearchClient
• WaveHeader

Performance
issues

‘StringBuffer’ can be replaced with
‘String’

• WaveHeader

26 K. Salo et al.



expected (see Fig. 8). Adding audio components to soundscape is the main function-
ality of the application. The results are promising. Only few frames are exceeding
16 ms (green) line. This 16 ms frame duration is calculated from the recommended
frame rate 60 frames per second, which ensures that user interactions with application
are buttery smooth [18]. Saving soundscape project will happen very seldom, but it is
pretty evident that user will see some slowness. We used GPU Monitor to test all three
applications using Samsung Galaxy S5 and LG Nexus 5 phones. The results were
similar to the above described SoundSpace results.

Fig. 7. SoundScape application’s relative rendering speed for each view

Fig. 8. SoundSpace GPU monitoring (Color figure online)
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6 Discussion

Our overall system consists of pretty simple audio digital asset management system and
smart clients. This type of architecture enables to utilize full power of mobile platforms
when developing audio related applications, like soundscape mixer. This in turn results
into innovative applications. Selecting auditory presentation instead of visual one
enables faster communication between mobile clients and backend service as trans-
mitted audio files are typically smaller than video or 3D model files. We believe that
distributing main functionality to mobile platform and keeping traffic light between
client and server will be the basis for smooth interaction.

We have seen that research-based design process and teams consisting of designers
with user experience angle and programmers with understanding of Android platform
capabilities and limitations will result into realistic and highly usable design. It was
important that the target group (15–24 years old) for the application was defined
already in the beginning. Thus we were able to test prototypes by the target group.

During the implementation phase Android best practices were followed, which
ensured that the interaction with application follows Google’s material design and
avoids the common implementation pitfalls. This is needed for two reasons:

• Application should look like and behave like Android application so that Android
phone owners will feel comfortable without any surprises;

• Most trivial performance bottlenecks will be avoided.

As application’s performance has a vital impact on user experience it is important
to evaluate performance before releasing applications. So far there are no (de-facto)
standard testing strategies for exposing causes of poor responsiveness on Android
applications. Thus we decided to utilize tools that are available as a part of the Android
Studio. Static code analysis results confirmed that most of the common Android
development pitfalls related to performance were avoided. As the GUI lagging is the
most common performance bug we decided to check GUI performance. Hierarchy
Viewer tool provides valuable information about potential rendering speed bottlenecks.
In our case all three applications did not expose any major bottlenecks. Finally utilizing
GPU monitor tool provided the realistic picture how the application behaves in real
world environment. We run all three applications on Samsung Galaxy S5 and gathered
GPU monitoring data. We did not find any major potential problems. On the other
hand, none of the applications could stay all the time under 16 ms frame rate. We
analyzed those parts where the frame rate exceeded recommendation and came into
conclusion that responsiveness is most of the time at good level and only in some
occasions slowness could be seen. So we were confident enough to put these appli-
cations into hands of real users.

It should be noted that all applications were tested by the students several times.
However, the final test was the workshop with a school class. The school class was
from secondary school in Helsinki, Finland and fitted well the target group. Based on
the findings from the workshop we can state that the interaction with mobile sound-
scape mixer application was smooth and well appreciated [19]. This verified that our
design and development process resulted into successful applications.
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7 Conclusions

In this paper we have proposed how to develop an easy to use and smoothly working
Android application to increase user interaction by developing soundscapes from
building blocks stored in audio digital asset management system.

We have successfully designed and implemented four and tested three different
sound mixer applications. Based on the performance testing we anticipated that the
interaction with mobile mixer application is smooth. This was verified later from
findings from the first workshop with real users. However, the outcomes that we draw
are preliminary and require further testing. Next we will organize a similar workshop
for adults in Museum of Technology. In addition, to prove that mobile mixer appli-
cations are versatile we will test applications in an outdoor city planning event together
with our People’s Smart Sculpture Project partner.
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Abstract. Nowadays, the increased exposure levels of electromagnetic
fields has generated in the public opinion a growing concern about the
perception of risks associated with mobile phones, base stations, and
other sources of electromagnetic fields to which the population may be
exposed daily. Given the widespread use of mobile devices with their
wireless technologies, the levels of public controversy about the risks and
benefits associated with different sources of electromagnetic fields, the
degree of scientific uncertainty, and the need to site new facilities appro-
priately in order to ensure the mobile phone users a more effective service,
a clear communication with the public is needed. On the basis of this
increased sensitivity to this issue both by citizens and local authorities,
resulting in requests for information and checks to guarantee the health,
we have developed Onde Chiare App, a mobile application enables to
reduce misunderstandings and improving trust through better dialogue
and improve the decision-making process by local governments.

Keywords: Mobile applications · Risk perception · Electromagnetic
fields

1 Introduction

Over the last few years we are witnessing an exponential technological innova-
tion that is driving an increasing development of telecommunication systems.
Smartphones, tablets and other mobile devices with their wireless technologies
have become an integral part of everyday life. In many countries, over half the
population use mobile phones and the market is growing rapidly. According
to Gartner, Inc.1, in the third quarter of 2015, the worldwide sales of smart-
phones to end users totaled nearly 478 million units, an increase of 3.7 % from
the same period in 2014. In its Mobility Report released in 2015, Ericsson2

1 Gartner, Inc. (NYSE: IT) is the world’s leading information technology research and
advisory company. Web site: http://www.gartner.com.

2 The Ericsson Mobility Report is one of the leading analyses of mobile network data
traffic and shares forecast data, analysis and insight into mobile traffic, subscriptions,
and consumer behavior. Ericsson regularly performs traffic measurements in over 100
live networks in all major regions of the world. Available at http://www.ericsson.
com/mobility-report.
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has declared advanced mobile technology will be globally ubiquitous by 2020,
70 % of the global population will be using smartphones and 90 % covered by
mobile broadband networks. Moreover North America and Europe will continue
to have highest data usage per smartphone. Todays users expect a high quality
user experience and continual service improvement and so as to ensure it new
mobile network functionalities for both data and voice are being required.

In order to ensure the mobile phone users a more effective service, from the
development of UMTS to 4G, we assist on the global territory to a substantial
increase in the number of installed base stations relative to the high frequen-
cies for the cellular telephony and multiply this plant has helped to sharpen the
attention of citizens on these sources of exposure, in particular creating a feeling
on this issue very strong and widespread. If at this development we also asso-
ciate a contextual expansion of urbanized areas, consequently we assist to an
increase of the population potentially exposed to electromagnetic fields (EMF).
As a matter of fact mobile phones communicate by transmitting radio waves
through a network of fixed antennas called base stations, and radio-frequency
waves are electromagnetic fields. In particular the increased exposure levels of
electromagnetic fields generated in the public opinion a growing concern about
the risk to which the population may be exposed daily. In some countries around
the world the deployment of mobile network antenna sites has been opposed
by local stakeholders due to potential health risks caused by the exposure to
EMF. While many people recognize the personal benefits of mobile services,
a poor understanding about radio signals perceived unfamiliar because unseen
and unheard may lead to delays in acquiring new antenna sites or even to adopt
further restrictions. Given the widespread use of technology, the levels of public
controversy, the degree of scientific uncertainty, and the need to site new facilities
appropriately, a clear communication with the public is needed. On the basis of
growing demand for information about the risks arising from exposure to electro-
magnetic fields, resulting in requests for information and checks to guarantee the
health, it is clear that being able to provide directly information to the people
in effective and transparent way, is the main requirement.

Starting from this assumption we propose Onde Chiare App, a mobile appli-
cation that could help to reduce misunderstandings and improving trust through
better dialogue and consequently improve the decision-making process by local
governments. In this work we refer particularly to practical guidance and support
on good risk communications practice produced by GSMA and the MMF titled
Risk Communication Guide for Mobile Phones and Base Stations [2]. In fact our
research assumption is based on the fact that a dialogue, if implemented success-
fully, can help to establish an open and consistent decision-making process. As
mentioned the majority of citizens have a smartphone connected to the Internet
network, and they can share and receive information either with other citizens
and with the government. Currently the environment, whether it is an urban or
rural context, is evolving into an interconnected space where several distributed
systems, such as measurement and monitoring points, allow to acquire and/or
disseminate information of various kinds. The flow of this information may be
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arranged to feed a shared knowledge base and the environment itself through this
distributed systems network becomes itself an integration platform. The mobile
application we will present offers the possibility to every smartphone owner of
becoming part of a network of distributed information made up of citizens inter-
ested in environmental issues and quality of life related to the urban area. The
participation will take place through the active use by the user. So in addition
to the involvement of experts that use monitoring technologies to read data and
information related to the environmental status that surrounds us, the active
participation of citizens and the individual citizen has a fundamental role. Data
and signaling can generate active governance policies on the territory, resulting
in the selection of actions to be taken within a given community. Data collected
by experts and submitted to the institutional authority can be compared with
reports from citizens, as happens in many cases for the weather information.
This kind of activity, while not representing an environmental monitoring in the
strictly scientific sense, are still very interesting for several reasons. This paper
makes the following contributions: (i) We propose the conceptualization of an
idea to fill the knowledge gap between the public and the experts about the effect
of mobile phone radiation on human health, so the same mobile technologies are
an opportunity for presenting different opinions and to help to understanding
myths and realities; (ii) we propose a novel kind of mobile application as tool to
reduce risk perception on EMF; (iii) we implement a proof-of-concept prototype
of Onde Chiare and (iv) we evaluate Onde Chiare with case studies.

The paper is structured as follows: Sect. 1 provides an introduction and the
motivation for the paper, Sect. 2 presents a general background information on
Electromagnetic fields and public health and the perceived health risks of EMF
are discussed.

Section 3 describes some design principles and the implementation of Onde
Chiare App. A discussion of its implications and the conclusions are presented
in Sect. 4.

2 Electromagnetic Fields and Public Health

As above mentioned 90 % of the worlds population was covered by mobile net-
works. Mobile and wireless communications networks use radio signals between
the fixed radio transmitters, divided into geographic areas called cells each of
which is served by a base station, and mobile devices to provide a range of
voice, video and other data services. Base stations consist of different electronic
components and antennas and can be located on masts, on rooftops, or on the
outside or inside of buildings. Base stations emit high frequency (HF) fields
in the range from several hundred MHz to several GHz. The exact frequency
bands used differ between technologies (GSM, UMTS, CDMA2000, 4G) and
between countries. The power of a base station varies (typically between 10 and
50 W) depending on the area that needs to be covered and the number of calls
processed and this is low if compared to other transmitters such as radio and
television [1]. Despite there are international safety recommendations and the



34 K. Mannaro and M. Ortu

mobile industry is subject to regulation, peoples perceptions about antenna sites
or radio base stations are quite different: a common concern about base station
and local wireless network antennas relates to the possible long-term health
effects that whole-body exposure to the radio frequency (RF) signals may have.
Mobile phone handsets and base stations present different exposure situations.
Monitoring studies confirm RF exposure is far higher for mobile phone users
than for those living near cellular base stations. Handsets transmit infrequent
signals only to maintain links with nearby base stations and while a call is being
made. Indeed base stations are continuously transmitting signals, although the
levels from base stations in publicly accessible areas are 50 to 50,000 times below
international safety recommendations, extremely small, even if they live nearby.

With respect to EMF exposure, these fields are imperceptible and unknown
for the general public. This unawareness and imperceptibility can generate public
distrust and rejection, which in turn can result in social conflicts and lead to
delays in the deployment of new wireless technologies. Much of the public concern
about base station and local wireless network antennas relates to the possibility
of health hazards and if living near a base station can have some implications
for the health.

Over the course of the past decade, numerous and several electromagnetic field
sources, including most recently mobile phones, their base stations and local wire-
less network antennas, have become the focus of the growing public health concerns
over possible health effects related to the possibility of health hazards from long-
term exposures at low levels. A number of studies have investigated the effects of
radio-frequency fields on brain electrical activity, cognitive function, sleep, heart
rate and blood pressure in volunteers. In 1996, the World Health Organization
(WHO), recognizing the rapid growth of public exposure to EMFs and increas-
ing public anxiety and speculation, established a large, multidisciplinary Interna-
tional EMF Project to assess the potential hazards to health from ELF and RF
fields. Extensive research has been conducted on the possible health effects of expo-
sure to many types of radio signals. In [10] a background to research on the health
impacts of electromagnetic fields and some examples of research projects funded
by the Commission are described. The international consensus is that current lim-
its are based on all the available scientific evidence, incorporate large safety fac-
tors and are highly protective of health [11]. To date, research does not suggest
any consistent evidence of adverse health effects from exposure to radio-frequency
fields at levels below those that cause tissue heating and WHO [3] has concluded:
“Further, research has not been able to provide support for a causal relationship
between exposure to electromagnetic fields and self-reported symptoms, or electro-
magnetic hypersensitivity. While no health effects are expected from exposure to
RF fields from base stations and wireless networks, research is still being promoted
by WHO to determine whether there are any health consequences from the higher
RF exposures from mobile phones.” As of January 2016, there were over 22,472
publications and 5,474 summaries of individual scientific studies on the effects of
electromagnetic fields in the EMF-Portal3 database.

3 Available at http://www.emf-portal.de/.

http://www.emf-portal.de/
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The consensus scientific view is that there are no health risks from living near
a base station. “Considering the very low exposure levels and research results
collected to date, there is no convincing scientific evidence that the weak RF
signals from base stations and wireless networks cause adverse health effects.” [3]

Recent research on exposure from transmitters has mainly focused on cancer
and symptoms and the data do not indicate health risks for the general public
related to exposure to radio-frequency electromagnetic fields from base stations
for mobile telephony, radio and TV transmitters, or wireless local data networks
at home or in schools [12].

L’ Health Council of the Netherlands in [14] declared ...no evidence has been
found that exposure to radio-frequency electromagnetic fields has a negative influ-
ence on the development and functioning of childrens brains, not even if this
exposure is frequent.

In January 2015, the Scientific Committee on Emerging and Newly Identified
Health Risks (SCENIHR) published its final opinion on Potential health effects
of exposure to electromagnetic fields. [9] whose purpose was to update previous
SCENIHR opinions in the light of recently available information and to give
special consideration to areas that had not been dealt with in the previous opin-
ions. Information has primarily been obtained from reports published between
2009 and June 2014 in international peer- reviewed scientific journals in the Eng-
lish language and additional sources of information have also been considered,
including web-based information retrieval and documents from governmental
bodies. At the same time a complaint about the SCENIHR 2015 opinion on
health effects from electromagnetic was sent to the European Commission from
20 organizations. In their opinion the experts behind the SCENIHR report are
not representative of the scientific expertise in the field but they only repre-
sent the industry friendly single side of the expertise, in well known contrast to
the opinion of a large and increasing number of scientists in the EMF scientific
arena.4 In such a context of scientific uncertainty the risk perception by the
citizens is also influenced by conflicting sources of information. So improving
risk communication on EMF exposure through systematic monitoring, common
knowledge base and standards, as well as comparable exposure data and assess-
ments, may help to better manage and accept it.

2.1 EMF Risk Perception

The term risk perception refers to what people perceive as risks and for definition
any perception is subjective, so what one person perceives as a risk another might
perceive not at all. Quoting Sjöberg et al. [5], “Risk perception is the subjective
assessment of the probability of a specified type of accident happening and how

4 IEMFA is the International Electromagnetic Fields Alliance, supported by an
independent and growing global body of empirically-based scientific experts on
living processes, with a multilevel, multidisciplinary health focus. Available at
http://www.iemfa.org/wp-content/pdf/Complaint-to-the-European-Commission
-SCENIHR-2015-08-31.pdf.

http://www.iemfa.org/wp-content/pdf/Complaint-to-the-European-Commission-SCENIHR-2015-08-31.pdf
http://www.iemfa.org/wp-content/pdf/Complaint-to-the-European-Commission-SCENIHR-2015-08-31.pdf
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concerned we are with the consequences. To perceive risk includes evaluations of
the probability as well as the consequences of a negative outcome. It may also be
argued that as affects related to the activity is an element of risk perception” [5].
Base stations EMFs and cell phones are perceived differently [6]. In literature
there are some empirical works on EMF risk perception available with regard to
EMFs from cell phones and base stations.

In the context of base station EMFs risks, Siegrist et al. [7] showed that trust
and confidence had a strong impact on the acceptance of a base station in one’s
proximity and may reduce opposition to mobile phone network antennas. In [6]
the authors focus on people’s understanding of their exposure to RF emitted
by cell phones and base stations and how this understanding influences people’s
perceptions and preferences in regard to this technology. They examined the
relevance of technical knowledge elements for people’s exposure judgments and
argued people’s differing concerns in regard to cell phones and base stations
could be due to laypeoples lack of knowledge, especially in regard to the exposure
magnitude emitted by these devices.

Differences between experts and laypeoples perception of new technologies
often lead to the assumption that the public simply needs to be better informed
in order to accept new technologies.

In [8] the authors offer some works in the area of risk perception research on
EMF across Europe, with special focus on RF EMF.

Results of the Eurobarometer 272a (European Commission 2007; cf. Rowley
2005) showed that citizens would like more information about the topic of mobile
communication.

According to the U.S. National Research Council, risk communication is an
interactive process of exchange of information and opinion among individuals,
groups and institutions. It involves multiple messages about the nature of risk
and other messages, not strictly about risks, that express concerns, opinions, or
reactions to risk messages or to legal and institutional arrangements for risk
management [13].

Scientists must communicate scientific evidence clearly; government agencies
must inform people about safety regulations and policy measures; and concerned
citizens must decide to what extent they are willing to accept such risk. In this
process, it is important that communication between these stakeholders be done
clearly and effectively [4].

The three underlying practicalities to address in risk communication are: (i)
What information is being communicated (The Message); (ii) Who is delivering
the information (The Messenger); (iii) How the information is being commu-
nicated (The means). Mobile applications are quickly becoming an useful tool
for civic engagement and our scope is to design a new mobile application with
underlying these three practicalities. In the following Sect. 3 we report some
design principles and the implementation of our prototype of Onde Chiare app
for Android, a mobile application of social nature with the objective to miti-
gate the risk perception by giving people detailed knowledge about EMF and
means to involve them. Through the app citizens can report a problem or issues
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directly to government officials by snapping a photo and sending a report, and
authorities receive the report and can send a response. This mobile application
(the means) aims to make information (the message) accessible to the messenger,
these are local stakeholders (for example, local residents) and public stakehold-
ers (for example, local officials, leaders or politicians, decision makers), via a
click. Stakeholders can be involved to different degrees with specific levels of
participation.

3 Onde Chiare: Design and Implementation

In this section, the overall use cases, system design, and the mobile client appli-
cation are described.

3.1 Use Case and Scenario

Onde Chiare aims to promote a proper form of active involvement of citizens
and the real-time information sharing of electromagnetic field levels in a given
geographical area.

The typical scenario is represented by users carrying a smartphone loaded
with the Onde Chiare application and moving in a geographical area. For the
sake of brevity in this scenario we implemented two use cases. The first use
case starts when user launches the application, Onde Chiare opens a map view
with an informative marker pointing the user’s current position on the map. The
marker shows a measure of estimated EMF in the current position, by taping
other areas on the map the user can move a marker and can read EMF measures
in the new location. In this view a user can to search for a specific location
(by entering the address), the view map moves to the desired location, again
an informative marker reports the EMF measure. In the second use case, the
user is an active part of the system. This time, by taping a location in the map
the user is able to send a report to the system. The following types of report
are available: (i) A user-made measure of the EMF and (ii) An issue such as a
broken device or antenna can be reported by users.

3.2 General Architecture

The application enables users with connected devices i.e., smartphone and
tablets, to become part of a network of distributed information, made up of
ordinary people (citizens) interested in environmental issues and quality of life
related to the urban areas. The services that the application may manage are
listed below:

– Measurement of environmental data;
– Geolocation of the measurements;
– Sending the geolocalized report (i.e. broken antennas);
– View geolocalized information on the map;
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Fig. 1. General system schema.

Figure 1 depicts the general schema of the system. Here users are represented
by a mobile device in an urban environment. The device communicate with
a remote server sending geolocalized information, either provided by the user
(when searching for a given area) or by the device’s GPS module. The remote
server’s response contains information about the field measure (either real or
estimated) in that area and the position of possible electromagnetic pollution
sources in the surrounding area. In addition to the involvement of experts using
tracking technologies to read data and information related to the environmental
status, active participation of individual citizen has a fundamental role. As pre-
viously mentioned, users in this context are an active stakeholder of the system,
they are able to send report that can be shared. Users’ report may be a real
measure of environmental data, i.e., an EMF measure, or more general report
i.e., a broken antenna or apparatus. These report are validated by experts before
being shared.

The data and reports can trigger active policies on the territory, influencing
the decision making process of actions to be taken within an urban area com-
munity. Data collected by experts and submitted to the institutional authority,
can be compared with reports from citizens, as happens in many cases for the
weather information.

3.3 Server Side

The remote server is the part of the system demanded for the communication
with the mobile application. It is responsible for processing the geolocalized
point received from the application client. For example, by combining several
information such as the number of building (area and height) in the surrounding
area, the number of EMF sources and the number of report made by other users
(citizens), the server may send back to the application its response. The server’s
response should contain the geolocalized EMF measures, the location of EMF
sources in the surrounding area and other user’s reports where available.

3.4 Android App

The design of the mobile application was oriented to the development of an
effective tool enable to represent the EMF environmental data in a clear and
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Fig. 2. Report a problem screens

concise way. The application allows a user to collect specific information directly
from the system. As development environment of the mobile application, native
Android has been choose has the default. The current asset for Android devel-
opment is based on Java SDK 75 and Android 6.0. The application is developed
using state of the art frameworks, such as RoboGuice6 for dependency injection7

and Roboletric8 for automated testing.
In the first use case described, the application generates a map in real time,

localized in the current device location, through the Google Maps Service9. The
application places an informative marker on the user’s current position on map
as shown in Fig. 3. This marker contains the EMF measures, by clicking it more
information are available.

The user can explore the area displayed in the map, moving and changing the
zoom level by tapping the screen. When the user releases the tap the informative
marker moves to the point just touched, showing the EMF measures obtained in
the new point. As shown in Fig. 4 in the upper part of the App there is a textual
search box.

By typing the name of a place the user activates an auto-complete system
that suggests the possible location sought, then by pressing on the tip or the

5 Software Developmet Kit for Java and Android.
6 https://github.com/roboguice/roboguice.
7 https://it.wikipedia.org/wiki/Dependency injection.
8 http://robolectric.org/.
9 Google Maps is the reference application for geolocation and navigation on mobile

devices with a spread that has no comparison with applications that have similar
functionality.

https://github.com/roboguice/roboguice
https://it.wikipedia.org/wiki/Dependency_injection
http://robolectric.org/
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Fig. 3. App main screen.

Fig. 4. App search feature.

ENTER button, the map moves in the selected location pointing the informative
marker with the new EMF measures.

The second use case enables users to send a geolocalized report about a field
measure provided by the user itself or an issue in the surrounding area such as
a broken antenna or a service breakdown. Figure 2 shows, from left to right, the
flow for sending a report. The user taps the Report a problem icon, in the upper
right part of the screen, and chooses which kind of report he or she wants to
send. Once a report category is selected, a contextual form is displayed, letting
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the user fill the required information. In particular as shown in Fig. 2b, in order
to send a self-made measure the user must insert his email and the measure.
Figure 2c shows how to send a report about a problem in the user’s current
position, i.e., a broken antenna or device.

4 Conclusion and Future Works

In the past few years, tablets and smarthphones became the main communica-
tion and entertainment devices for millions of people. It is assumed that lack
of knowledge leads to misconceptions, and the benefit of using a technology is
perceivable. Mobile applications are quickly becoming an useful tool for civic
engagement and in this paper we have presented Onde Chiare that is a pro-
totype for Android we tested internally at the University and we are working
by testing with the aim of detecting usability and others functionalities. We
described the initial phases of this mobile application design and at the moment
Onde Chiare has been viewed as a valuable tool to enable community members
to report specific information in the community and improve the communication
efforts by local authorities. Risk perception research centred on the idea that if
the public could access and understand all the facts of a issue, their evaluation
about risk would tend to match those of the experts. To the best of our knowl-
edge in the app store there are no similar mobile applications and they are not
intended as tools of this type. Smartphones have become a necessity for everyone
and their rapid adoption such a part of daily life makes us to foresee that mobile
devices have a lot of power to reach people and can play an important role of
communication channel about the interaction, not just information.

We also believe that increasing the communication and the interaction, will
make it easier for policy makers to make decisions and for citizens to be informed
on environmental issues.

Onde Chiare will make it easier for citizens to report public-facing issues,
taking a picture, locate it, categorize it, quickly and conveniently to the appro-
priate parties for better response not only related to exposure to electromagnetic
fields.

In conclusion, we are convinced that the scientific community as well as
governmental and industrial organizations should increase their communication
efforts about the potential health effects of the low frequency of electromag-
netic fields. Only realistic expectations about the impact of risk communication
together with careful planning and continuous evaluation of the results will help
to improve risk communication and thus to provide a solid basis for further
development of effective risk communication tools. Advancements in our mobile
application are also expected to continue, in particular because this kind of
mobile application may be adapted to other environmental issues.
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Abstract. Although smart phones have many different functions nowadays,
their primary function is calling. To answer calls successfully, ringtones are
essential. The aim of this project is to create an application that would enable
automatic adaptation of the ringtone to certain situations. The main task of the
application will be adjusting the ringing based on the location of the phone.
According to predefined locations set by the user, the application will change the
ringtone based on where it is currently. The second task of the application will
be adjusting the volume of the ringtone if the phone appears in a very noisy
environment, so that it would minimize a chance that the incoming call would be
overheard.

Keywords: GPS � Geofence � Location � Ringtone change � Volume �
Surrounding noise � Noise measuring

1 Introduction

Smart phones are becoming a clearly natural part of our lives [8]. Apart from calling,
they make our lives easier with many other functions, such as applications for making
work tasks easier or applications for entertainment. With a gradual improvement of
phones and applications, various sensors built in the phones started being used for
improvements of the functions. Thanks to that, there is a wide range of different
applications that bring us immense and unexpected possibilities.

However, due to all these new possibilities of the use of our phones, we might
sometimes forget that their primary purpose is making calls. While trying to develop
new applications that would improve our lives, although they do not necessarily need
an improvement, there is not much attention given to the effort to enhance the quality
and experience of calling. Specifically meaning, processing the ringtone that is sup-
posed to notify people of their incoming calls. Here, the issue of making the experience
more pleasant can be addressed and solved by a variety of ways, such as choosing a
ringtone according to present situation, or an effort to minimize the number of missed
calls by adjusting the volume of the ringtone based on the surrounding environment.

The current situation for choosing a suitable ringtone can be evaluated by the
current location of the phone [13]. To determine the location, the modern sensors of the
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phone can be employed. This way of improvement of applications is very popular and
therefore frequent [1] (social media applications, photography applications, note pad
applications, etc.), because it brings remarkable results and its implementation is not
very demanding. The location can be determined using the GPS system, using the list
of familiar Wi-Fi networks that the user assigns to certain locations or, alternatively,
with the help of the GSM signal [2, 13]. This way we can ensure the phone ringing to
be aptly set to home, work or otherwise specific environment.

There are relatively only few applications that would change different phone set-
tings based on its location. Among the most popular ones belongs Llama or Trigger.
However, these applications are very robust, often unnecessarily complicated and
including such settings that an ordinary user can take advantage of very rarely.

In the effort to lower the number of missed calls, we may assess the noise of the
surrounding environment and based on the ascertained information, temporarily raise the
ringtone volume. That way, the probability of the user not overhearing the ringtone is
increased. The main sensor that will be employed for this case is, naturally, the phone’s
microphone. However, it raises a problem of the accuracy of the obtained data of the
surrounding noise with the microphone. According to Kardous [3], the microphones of
different phones are very distinct, even within the same manufacturer or even the same
series. For the process of measuring, the microphones in the phones from the company
Apple are of a good use. On the contrary, the phones from different manufacturers with
Android system have big problems with the accuracy of measuring and none of the
measuring applications for the Android system met the requirements of the study [8].

There are surprisingly few applications for adaptation [9, 10, 12] of the volume to
the surrounding noise and in addition to that, they are quite outdated. The most suc-
cessful representatives are Intelligent Ringer and RingDimmer.

This project aims to create an application that will combine the two above men-
tioned approaches while maintaining simple and straightforward settings. The emphasis
will be put on the most precise solution possible, real phone options, and the minimum
possible source consumption, not on the purposeless and complicated effects.

2 Problem Definition

The aim of this project is to design an application that will enable the user [11] to
pre-set different ringtones for certain locations, and it will also automatically raise the
volume of the ringing in the case that the phone appears in a noisy environment. The
application will be developed for the most widespread operating system, Android,
namely from the 4.1 Jelly Bean version, which will enable to cover more than 90 % of
devices working with this operating system [8].

The application, essentially, deals with two problems. The first problem is defining
the phone’s location, and based on that location, it has to set the ringtone chosen in
advance [13]. The positioning of the phone is, nowadays, already part of different
applications, whether it is in order to locate oneself on the map, to achieve more precise
marketing aim, or to measure sporting performance. Then, there are various methods of
determining the results for various purposes, and they differ in accuracy and battery
consumption.
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The basic and the widest spread method of determining the location is by the use of
GPS coordinates. The article [1] describes this way quite thoroughly, and it adds also
another method of positioning. This other method is tracking Wi-Fi networks that the
phone connects to in certain locations. When reconnection to those certain networks
occurs, it can be assumed that the phone is at the same place again. As distinct from the
GPS approach, the big advantage is much lower battery consumption. Using Wi-Fi
networks, the location can be determined very precisely, for example, because of
algorithms from the article [4]. However, for the purposes of the application proposed
here, this solution is too complicated. Also, the problem arises in the places where the
user is not connected to any Wi-Fi network. In this case, the GPS has to be used again.

The GPS coordinates are then also used by geofencing [5]. It is a feature that
determines the location using GPS coordinates, and then, consequently, creates a
predefined radius around the coordinates. Any operations can be then done when
entering the radius, in the radius and when leaving the radius. That means that this
method is very suitable for delimitation of a certain area, and, therefore, it is widely
used. Also, for the Android applications, there is a support available using Google
GeofencingAPI, which enables to create and administrate geofences.

Another possibility of the current phone positioning is by Bluetooth or NFC tags.
Both of these methods are employed in the applications, such as Trigger. They work
similarly like localizing using Wi-Fi signal with the difference that the user connects to
a Bluetooth device (e.g. transmitter connected to a personal computer), or to a NFC tag,
instead of a network. With respect to their employment, both of these methods are
interesting, however, currently still quite impractical. NFC tags are still not very
commonly used in the general population and it is also necessary to be very close to
them, which basically eliminates the idea of changing the ringtone settings without the
user’s direct participation [11]. Even though, Bluetooth signal has already wide reach,
it is still not so widespread like Wi-Fi networks.

The last provided option is localization using GSM transmitters. The telephone
signal coverage is provided by transmitters, and the phone is able to distinguish which
transmitter is it connected to at the moment. This method could be convenient for a
very general localization. However, it is not possible to discern more areas covered by
one transmitter, which occurs very often in cities. Even though, it is possible to make
the location more precise using the strength of the signal [2], it is not an attractive
method for the purposes of this project.

From the above mentioned approaches, it seems that the most suitable method for
the proposed application is the use of geofences and Wi-Fi networks. The combination
of these two approaches guarantees the possibility of saving battery consumption in the
town areas providing Wi-Fi networks, and, at the same time, it enables using GPS in
the places where no Wi-Fi network is available.

The second problem is noise level measuring that serves for the application to react
and raise the ringtone volume when the noise level rises. If positioning was a very
frequently used and well charted function, surrounding noise level measuring is a
complete opposite. Not only do every phone with Android system and every appli-
cation with this system measure surrounding noise with different results [3], but also
the perception of sound as such is a very complicated area. The article [6] shows that
different people perceive sounds distinctly on different frequencies, and, therefore,
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it might not be possible to determine the accurate surrounding noise level with an
appropriate ringtone volume level.

According to Google Play application catalogue, several applications attempted the
functionality of this problem. The most successful one might have been the application
Intelligent Ringer, and RingDimmer. However, according to the used ratings, both of
these applications struggle with many problems and neither of these is significantly
reliable.

One of the problematic approaches can be the intention to not only raise the ringtone
volume in a noisy environment, but also lower the ringtone volume in a quiet envi-
ronment. This property is very risky, because the user can go away from the phone in the
quiet environment, and so, not to hear the low volume ringing. That is, naturally, against
the purpose of the intelligent ringing. Therefore, the proposed ringtone application will
only temporarily raise the volume and afterwards set it back to the original level.

Many of the user complaints are also directed on the big battery consumption,
where in some cases it was cut in half. Here, the wrongly adjusted period of the
surrounding noise level measuring, that does not probably react to surrounding con-
ditions, might be to blame. Therefore, if it is connected with location tracking, it might
mean that when the user stays longer in one place, it is supposed that the noise level
does not change, and therefore, the measuring period can be extended.

The proposed application will mainly work with the most important factor for
missed calls prevention, which means temporary volume adjustment. However, it will
not try to adjust the volume to a quieter environment. This request might be substituted
with the first part of the application, where for a certain location (e.g. church) it might
be possible to turn off the ringing.

3 New Solution

For the description of the solution, we will maintain the division of the application into
two parts indicated in the previous chapter.

Firstly, it is necessary to define ringtones for certain locality based on the location.
The user adds a new item into the list of localities in the application. The item contains
a name for the certain locality, a ringtone, GPS coordinates, and a radius (in meters) for
geofence, possibly a name of the Wi-Fi network that will determine given location.
There are two situations that might occur during the entering of a new locality. First, if
the users save a location where they currently are, they can easily find out which Wi-Fi
are they connected to (if there is such), and that network will be saved with the entry.
That way, also the present GPS coordinates will be saved. On the other hand, if the
users save location they are not currently in, they choose its GPS coordinates on a map
that is accessible through the application. In that situation, Wi-Fi cannot be added to the
entry.

Next, the detection of corresponding location can occur in two ways. In order to
save energy, the user can disable GPS coordinates searching and rely only on Wi-Fi
networks, which is convenient in the situation where in all the locations the user has a
certainty of having a Wi-Fi connection (work, home, etc.). In this case, the location
control for the ringtone change occurs with every Wi-Fi connection, and the possible
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return to default settings is done with every disconnection from the given network. This
way, the location control can only fail if the user manually turns of Wi-Fi receiver in
the phone.

In case that the user does not disable the GPS support, the application relies on
geofence. Geofence creates a radius area around the given GPS coordinates and causes
action when the device enters, stays in or exits the geofence. Google provides
GeofencingAPI, which is part of Google Play Services, for an easier geofence
administration.

For the most effective possible work with GPS sensors, it is convenient to use
Location manager, which eases the work of a programmer, in communication with
GPS phone module. Then, the Location listener is employed for positioning. In this
case, the ringing is changed by entering the corresponding geofence and restored to the
original settings by exiting the geofence.

In order to adjust the volume of the ringing to the surrounding noise, the micro-
phone built in the phone is used. Since the Android system does not offer any help in
the form of API, it is necessary to work with raw data collected through the micro-
phone. The collected data can vary [14]. This application uses the method read() of the
AudioRecord class, which returns value field representing the level of surrounding
noise in a short audio recording. Another alternative is the method getMaxAmplitude()
of the MediaRecord class, which returns only the highest recorded value in a deter-
mined measured interval.

As it has been mentioned in the previous chapter, the precise calculation of
loudness is not practically possible [3] in the mobile phones with Android system,
because the microphones of the individual devices differ in many areas. However, the
relative increase of surrounding noise can be measured quite easily. First, it is neces-
sary to calibrate the application in a regular noise environment. That way, the basic
level of noise is obtained and is marked as p0. The data returned by the function from
the previous paragraph is then inserted as p into the following formula [7]

x ¼ 20 � log10ð
p
p0
Þ; ð1Þ

Thus, the approximate value of the current surrounding noise is acquired in deci-
bels. Based on the fluctuation of the value, it can be estimated when the surrounding
noise is significantly higher than in the regular environment, and therefore it is nec-
essary to temporarily raise the volume of ringing. It should not be forgotten that the
application will not lower the volume below the default settings; it will always only
temporarily raise it.

Since this measuring will require a lot of the battery life, it needs to be done
suitably and economically. In the ideal case, the surrounding noise should be measured
only immediately before incoming call, however that is not possible. The incoming call
cannot be predicted and the Android system does not allow changing the volume of an
already ringing call. Then also, the ringing would have an influence on measuring of
the surrounding noise. Therefore, the measuring has to be done periodically.

The ideal length of the measuring period will be a subject of a long-term testing and
based on the results of the tests, it can be shortened or lengthened. There will also be an
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implemented possibility for the user to set this interval for the cases when the phone
features extra-long battery life. The default time value was empirically set to a 30-s
interval. In order to save more battery life, measuring will be done only in the time
when the phone is locked. In the case of unlocked phone, it can be assumed that the
phone is used and therefore any incoming call can be noticed.

The last mechanism for lowering the energy consumption is the possibility of
connecting the noise measuring with positioning, which was introduced in the previous
paragraphs. Provided that the user spends a longer period of time at the same place, it is
probable that the current level of surrounding noise is not very often, or very signifi-
cantly, changed. In that case, the measuring interval can be lengthened and therefore
save battery life. This function can be turned on/off by the user.

In case that the phone detects raised level of surrounding noise, the application
raises the volume of ringing and simultaneously shortens the period of measuring to
10 s. This is again a pre-set value that can be changed in the future based on a
long-term testing. The interval is shortened to temporarily give more accuracy to the
measuring and return the ringing volume to the default setting in the shortest time
possible. As soon as the phone notices a return to the regular noise values, it sets the
ringing volume to the default settings and lengthens the period of measuring again to
the previous value.

The previous description of functioning is clearly depicted in a diagram in figure
(Fig. 1). This process is then periodically performed according to the currently set
interval length.

Lastly, it has to be noted that the application will follow the manual settings made
by the user. Therefore, if the user manually turns off phone ringing (an unusual external

Fig. 1. Diagram describing periodical noise measuring
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situation that demands it can be supposed), the application will not violate this setting
and it will not turn on the sounds, nor raise the ringing volume. On the contrary, it will
apply this state to temporarily stop measuring, and that way it saves the valuable
battery life. As soon as the user deactivates this mode, the applications will start again
its periodical control of the surrounding noise level.

4 Implementation

The application is implemented on Android platform, specifically on the version 4.1
Jelly Bean, API 16. That covers approximately 90 % of users of this system. In the
application implementation, the division into two parts that has been described in the
previous chapters was kept. Therefore, the application has one part that deals with
measuring surrounding noise and adjusting the ringing volume, and another part that
tracks the position of the phone and modifies the ringtone.

The second part of the application employs some external solutions. Since it is
necessary to store information of the entered locations by the user, it is necessary to use
a database. Therefore, SQLite is employed for a simple database administration [11].
Its settings are described by the AreasDatabaseHelper class. As it has been mentioned
previously in this paper, in order to operate geofences when GPS tracking is enabled,
Google Play Services will be used, specifically, it will be GeofencingAPI for geofence
administration and GoogleMapsAPI for the possibility of a simple area selection that
will determine the geofence settings.

When the application is launched, the user sees the main screen, which works as a
directory between the previously mentioned two parts of the application. The main
screen is operated by the MainActivity class, which is a standard activity of the Android
system. It contains two buttons that will direct the user to the corresponding part of the
application. This class and the other important classes are shown in figure (Fig. 2).

The part of the application that deals with tracking the surrounding noise directs the
user to the main screen of this part of the application. That presents another activity,
this time NoiseCheckingActivity. The screen contains three buttons. The first two of
them are for the start and the end of the surrounding noise checking, and based on that,
raising and lowering the ringing volume. There is always only one of these buttons
available, depending on the measuring. The third button serves for the initial calibration
of measuring.

After pressing the button starting the measuring, a service created by Noise-
CheckingService class is started. The service runs in the background until it is not
stopped by the second button, or by the system when closing the application. Using the
method scheduleAtFixedRate of the Timer class, there is a repeated cycle of measuring
after the set time is created. In every cycle, it is controlled whether the user has not
manually turned off ringing, and whether the display is locked. The measuring is only
necessary under these conditions, otherwise does not run and the battery life is saved.
Afterwards, an instance of the AudioRecord class is created and filled with corre-
sponding values. Also, buffer is created and saves the measured values. The measuring
is carried out by calling the measure method, that fills buffer with the data from the
microphone, makes a calculation using the date, and after that, it compares them with
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the calibrated noise value. If it detects a raised level, the volume of the ringing is
changed using the corresponding methods, and with every change, the user is notified
through a system notification. Also, the measuring period of time is shortened so that
everything could be set to the default as soon as it is necessary.

The third button of the main screen of this part of application serves for calibration.
This is carried out by the NoiseChecking class, which is a parallel to the above
mentioned service. However, the calibration is run only once, measuring three times in
a short succession and making an average. Then, the calibrated value is saved in the
phone using SharedPreferences. After having tested more approaches to surrounding
noise measuring, the method used in the application Splmeter proved to be the most
suitable one. Therefore, it was slightly modified and used in this application.

The other part of the application, modifying the ringtone based on the location, can
be accessed by tapping the button Ringtone on the main screen. The user is conse-
quently redirected to a main screen of this part of the application that is represented by
RingtoneChangingActivity. On the screen, there is an extract from the database listing
all the saved areas by the user, using AreasListFragment. In ListView, there are
individual items in the areas list that are represented by the Area class. Any given area
in the list can activate its tracking by tapping on its name. The tracking method (GPS or
Wi-Fi) is determined according to which item is chosen for the area. If both of them are
chosen, the activation follows the fact, whether the application settings allow GPS
tracking or not. By repeated tapping on one item, the tracking of that area is ended. The
currently tracked area is highlighted in the list.

Fig. 2. Simplified class diagram
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If Wi-Fi tracking is activated, the WifiCheckingService is run. This service runs if
at least one of the areas tracked by Wi-Fi is active. Using Broadcast Reciever it reacts
to the changes of Wi-Fi connection status and it tracks which networks the phone is
connected to. This is watched by the method checkConnection. If it connects to a
network that is related to any of the tracked areas the corresponding ringtone for that
area is set and the user is informed by system notification. The opposite process is run
for disconnecting from this network (Fig. 3).

If tracking by GPS is activated, the RingtoneChaningActivity, which contains the
code for geofence administration, is called again. The class is notified by calling the
onAreaActivated method, which assumes control over the given area. The method then
activates GPS sensor, saves default ringtone and creates Geofence from the received
area. Furthermore, Geofence is added to the list of geofences, the launching
GeofencingRequest is called, and the GeofenceTransitionIntentService using Pending
Intent is created. In case of potential deactivation of geofence, the procedure is similar;
however, there is a list of geofences that are being deactivated in onAreaDeactivated
method, which is forwarded to the removeGeofences method. The above mentioned
methods cooperate with GoogleApiClient, which connects when the activity is created,
and disconnects when the activity is canceled. So geofence tracking runs in the
mentioned GeofenceTransitionIntentService. The service code is inspired by a prime
example and then edited for the needs of this application. If GeofencingApi detects a
change at some of its active geofences, the onHandleIntent method is called, and it
discovers which geofence the event happened in, and whether it was an event of
entering or exiting the geofence. Based on the result, the ringtone is changed in the
changeRingtone method, and consequently, the user is notified.

The last past of the application that has not been yet introduced is adding the areas
into the list. That is included in the AddAreaActivity, which can be called using the
button at the bottom part of the list. The activity contains a field for filling in the data
about the requested area. The name field can be filled manually. To track the area using
GPS, the user can use the button Open map to open a map that is processed as a

Fig. 3. Screen with a list of areas (left), and level of noise measuring (right)
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fragment of a new activity called ActivityForResult. That secures the return of the
values to the unfinished form [15]. The activity for the map contains standard methods
for work with Google Maps. By tapping in the map, the user creates a geofence around
the point. By confirming and pressing the button, the values of the GPS coordinates are
filled into the previous form. The geofence radius is set manually. The name of the
Wi-Fi network is filled by selection. This time, the corresponding button opens the
WifiListActivity containing a list of all visited Wi-Fi networks. The last field serves for
choosing a ringtone. Just as in the previous cases, the ActivityForResult is called and
this time a default music player that serves for choosing the desired ringtone is opened.
The name of the area and the ringtone are the only required fields. Pressing the last
button, the area is saved into the database and listed. Lastly, it is necessary to mention
SettingsActivity that offers the possibility to enable or disable the use of GPS.

5 Developed Application Testing - Solution

For reasons of clarity, both parts of the application will be tested individually. For the
testing, two mobile phones were used: a mid-range phone Sony Xperia P with Android
4.1 system, and high-end Sony Xperia S with Android 4.2 system. These phones were
chosen based on the availability to the author.

The testing of the location part of the application was carried out in 10 tests of
positioning using Wi-Fi networks, and 10 tests using GPS geofences, always with a
time limit of 20 s. In the first case, the ringing was successfully changed in all of the 10
tests, in the second case, one of the tests failed, most likely due to a bad GPS signal. In
terms of accuracy, both of the methods are quite equal. The advantage of geofences is
definitely the fact that they can be created anywhere (Table 1).

In the second phase, the influence on battery life was tested. During 8 h of a regular
daily regime of the tester, the battery consumption was tested first with disabled
application, then with Wi-Fi detection turned on, and, in the end, with geofence
detection turned on. On both of the tested phones, the detection of Wi-Fi networks had
an influence on the battery life only by around few percent, which is quite insignificant.
In case of geofence detection, the battery life was shortened by approximately 20 % to
30 %. For testing that part of application focusing on checking the noise level, the
application Sound Meter was first downloaded into both of the phones. It is one of the
most popular applications of surrounding noise measuring. After launching the
application on both of the phones, there was a surprise in form of results differing in
more than 20 dB. The reason for that are completely different microphones in Android
phones, as it has been already mentioned in the previous chapter. However, such a big

Table 1. Influence of positioning on battery life

Battery consumption in 8 h of
regular use

Disabled
application

Wi-fi
detection

Geofence
detection

Xperia P 42 % 45 % 66 %
Xperia S 34 % 39 % 67 %
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difference was not expected, since these phones are from the same manufacturer and
made in the same year. Therefore, it was evident that all the measuring using our
application would face problems.

A series of measuring was carried out in different locations and different situations.
Table 2 shows a list of several situations that the application was tested in. From

the results, it can be said that the application is a useful assistant in many cases,
however, its 100 % functionality cannot be guaranteed, especially if the phone’s
microphone is blocked in the pocket. Also, in the testing, the difference of the
microphones mentioned already in [3] was reflected. The application on Xperia P was
showing much smaller range of measured values (in the range approximately 36–48, 72
in the extreme, calibrated value 38). Xperia S had a bigger range of values (in the range
15–42, 81 in the extreme, calibrated value 21). For determining the volume rate, the
breaking point based on empiric tests was set on 117 % from the calibrated value. The
success rate of this value can be reviewed in Table 2. As it has been mentioned in [6],
different frequencies of the sound have different impact on the microphones. Even this
factor, as well as the factor of surrounding noise removal that the microphones use, has
to be taken into account.

Just as with the previous part of the application, the influence of this part of the
application on the battery life was measured. Both phones were left on a table in the
living room for 15 h while the surrounding noise was changed from time to time.
Having set a 30-s measuring interval in a quiet state and 5-s measuring interval in a noisy
state, neither of the phones has shown any significant battery consumption. That was the
reason for not connecting the noise measuring with the phone positioning from the first
part of the application. The positioning uses significantly more energy for its run.

For any future attempts to improve this part of the application, it will surely be
purposeful to test its functionality on a much larger sample of devices. Equally, it will
be effective to refine the calculation formula, alternatively find a completely new
method. However, as long as the Android phones have such a wide range of different
microphones as it is today, the application for surrounding noise measuring will have
big problems with measuring accuracy.

Table 2. Noise measuring in different situations

Situation Xperia P Xperia S

Living room, phones on the table, higher TV
volume

Without reaction Reacts

Train station, incoming train, phones outside/in the
pocket

Reacts/reacts Reacts/reacts

Small office, regular noise, phones outside/in
the pocket

Reacts/without
reaction

Reacts/without
reaction

Public transport ride, phones outside/in the pocket Reacts/without
reaction

Reacts/reacts

Evening at a restaurant, phones outside/in the
pocket

Reacts/without
reaction

Reacts/reacts

Workshop with a sander running, phones in the
pocket

Reacts Reacts
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6 Conclusions

In conclusion, the part of the application that was tracking the user’s location met the
expectations. Especially, while tracking only Wi-Fi networks, the application gave a
satisfactory performance and it can be used in a daily life without any worries. The
automatic ringtone setting is suitable for fixed locations and can save the user from
socially uncomfortable situations. Unlike the competitor’s solution, the big advantage
of this application is its simplicity that does not force the user into long and compli-
cated settings. Lastly, surrounding noise tracking confirmed the conclusions of the
articles [3, 6], and also explained the lack of good quality applications of this sort. Still,
it is an application that can be used, especially thanks to its very low battery con-
sumption. For that reason, the not always accurate measuring and reacting to the
current situation can be partly forgiven.
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Abstract. Despite the growing trend in intelligent transportation sys-
tems applications, there are still many problems waiting for an accurate
solution such as traffic flow forecasting. In this paper, based on real-time
data provided by dual loop speed traps detectors at given slot of time, we
propose a cloud-based data collection method which is aimed to improve
prediction accuracy. To reach this level of accuracy, two traffic para-
meters were introduced, the average speed and the foreseen arrival time
between two vehicles. By adopting Choquet integral operator, these para-
meters can subsequently aggregate to busiest traffic parameters. After-
wards, a simple linear regression is applied for a dual purpose, the first
to predict the traffic flow, then prove that there is a relationship between
derived busiest arrival time and the traffic flow. Moreover, the simulation
charts demonstrates that the forecasts by the Choquet operator ensure
an accurate results to the real-time data. In contrast, the forecasts using
weighted average operator lead to low accuracy compared with real-time
data.

Keywords: Short-term traffic flow forecasting · Cloud based-data
collection method · Choquet integral operator · Weighted average
operator · Simple linear regression

1 Introduction

The short-term and long-term traffic flow prediction horizons have long been
considered since each one has concern in a particular period. Regardless to short-
term forecasting horizon, no longer few minutes away for the traffic forecasts,
where it has attracted various prediction methods including multivariate time
series, kalman filtering method [5], non-parametric regression model [12], artifi-
cial neural model [7]. Furthermore, these methodologies can be categorized based
on statistical models like linear regression or artificial models like neural models.
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The predicted arrival time or foreseen arrival time delay and the traffic flow
(q), are presents crucial traffic parameters which has attracted great attention in
past few years. Whereas, the arrival time can usually use to assess the accuracy
prediction of the traffic flow [6]. Indeed, prediction accuracy of these parameters
can be performed by an effective data collection utilizing road detectors technolo-
gies. For traffic parameters forecasting purpose, many works which have been
put forward enables aforementioned methods, but an accurate traffic forecasting
using data collection has not been seen further. Feng et al. [4], propose real-time
adaptive traffic control solution based on data collection from connected vehi-
cles. Wherein, a set of multi-linear regression models [8] are devoted for arrival
times prediction using data collected by automatic passenger counter (APC).
Zhong et al. [14], used real-time traffic data were it continuously collected by
inductive loop for enabling traffic flow output, while Kalman filtering method
takes the advantage of traffic parameters forecasting based on historical models.
From other perspective, traffic parameters prediction can be viewed as a compli-
cated process affected by many factors. In which, Bai et al. [2], estimates baseline
travel times from the historical bus trip data by utilizing Kalman filtering, where
it consider three factors as inputs: day time, road segment and weighted average
travel time. In this study, we deal with multi-factors influenced traffic flow on
which they are in time and space related such as: road segment, safety distance,
foreseen arrival time. In particular, the accuracy of the traffic flow is depend-
ing on utilized mathematical operator. Bachmann et al. [1] uses Choquet fuzzy
integral operator to capture a complex relationship between sensors data mea-
surements. Authors in [9,13], used weighted average speed in order to calculate
the optimal speed estimation. Wherever, we support Choquet integral operator
to capture an accurate traffic parameters.

The researches mentioned above treats the accuracy of the traffic parameters
and its relationship with predicted vehicle arrival time, where it has not defined
so far. For this reason, our contribution is not limited only on demonstrating
the correlation between these two variables, but also proven that the foreseen
arrival time aggregation factor has a great effect on traffic flow prediction.

In this paper, using dual loop speed traps detectors, we propose a cloud
service-based data collection method aimed to add accuracy value to the short-
term traffic flow forecasting. At first, we combine the dual loop speed traps and
the cloud computing for significant improvements capability of this detector,
provide an efficient processing for the proposed data collection method, provide
higher bandwidth to tackle low reception rate problem. After that, by adopting
Choquet integral operator on collected data speed after a slot of time, foreseen
arrival time and busiest arrival time are introduced as two traffic parameters.
Whereas, it is possible to deduce the traffic flow conditions thought the rela-
tionship between them. Also, we attempt incorporating these two parameters
on the traffic flow forecasting process. To demonstrate the accurateness of the
proposal, applied simple linear regression demonstrates high correlation between
aggregated busiest arrival time and the traffic flow (q). This correlation proves
that the foreseen arrival time could be considered as key parameter for short-
term traffic forecasts. Moreover, simulation results indicate the proposed data
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collection method with Choquet integral is accurateness and closes to the real
data compared with weighted average operator.

The remaining parts of this paper are arranged as follows. The Sect. 2 denotes
our proposed cloud-service for short-term traffic flow forecasting. While the
Sect. 3, dealt with our proposed real-time data collection method for traffic flow
forecasting. Section 4, includes applied linear regression for the aforementioned
process. While our conclusion work is given is Sect. 5.

2 Cloud Based-Service for Traffic Flow Forecasting

The deployment of the cloud computing technology with wireless sensor network
(WSN) has the potential to be the most promising service for traffic detection
applications. Through this deployment, a significant enhancement of WSN capa-
bility on data storage and processing are proven [10]. In this study, we are inter-
esting by dual loop speed detectors to forecast short-term traffic flow, it used
as an operated sensor to detect individual vehicle speed. From end to end com-
bining cloud based-service with these detectors, an automatic offset of data can
achieved through continues connection to the cloud service. Moreover, we deploy
cloud computing technology in term of efficient computing and high bandwidth.
The first characteristic aimed to bring more accuracy value to the traffic flow
forecasting. Whereas the high bandwidth characteristic is to tackle the problem
of low reception rate, insufficient bandwidth and network saturation.

Fig. 1. Cloud based-service architecture for short-term traffic forecasting
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The Fig. 1 outlines our proposed cloud based-service to forecast short-term
traffic flow. As key feature, from real time data provided by dual loop speed
detectors, the cloud service identify short-term traffic flow parameters such a
safety space gap, average speed, critical road segment, entering rate, etc. At
this level, three potential cloud based-services dealt with short-term traffic flow
parameters: computing service, storage service and notification service. The com-
puting service is usefull for data processing and performing intensive computing
on short-time traffic data such for example: runs genetic algorithms for heuristic
solutions, forecasting traffic flow using a linear regression as included in the next
section. The storage service offers sustainable large storage capacity for real time
traffic data and thus, further data analysis and decisions making to the trans-
portation department. Furthermore, the cloud service has two communication
interfaces with the vehicular environment. The first interface concern direct com-
munication with dual loop speed detectors. While notification interface enables
notifying all vehicles with real time traffic information such as: real time safety
distance, current traffic flow and the risk weight.

Through an automatic identification of traffic parameters by the cloud ser-
vice, our proposed architecture is intended to bring more advantages for emerged
modern car applications like fleet management, pedestrians and queue safety.
Where data notifications are relevant for all vehicles that are found in the cloud
coverage area.

3 Real-Time Data Collection Method for Traffic Flow
Forecasting

By assuming, that drivers on the road has a great interesting to know current
traffic flow status (q) as well as the risk which may be subjected during their
trips. For this, an installed dual loop speed detectors on road of 3 Km to record
observed individual speed counts. Thus, we denote (Spi) to the vehicle speed at
loop detector and (Lv) to the vehicle length (In this work we consider only the
length of the light vehicles). After a slot of time, the proposed method operated
microscopic parameters as inputs such as observed vehicle speeds, road length (d)
and the vehicle length (Lv). On which the main purpose is to forecast an accurate
traffic flow from observed speed counts. As key novelty, we introduce two traffic
parameters called foreseen arrival time and busiest arrival time, which they are,
warrants our intention to predict the traffic flow and highlight its impacts on
safe driving.

3.1 Foreseen Arrival Time Parameter

Estimated arrival time, is defined as necessary time which must elapse between
two consecutive vehicles. To determine its value, a safety distance and the average
speed are needed. For more safety, a safety distance (Sd) should be determined
because it describes required reaction time for a driver to react with a critical
situation on the road [3]; this time is accurately close of 2 s. In addition, the
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vehicles must maintain this distance in order to avoid the risk of collision in
case of sudden deceleration or sudden stop of ahead vehicles. The Eq. 1 in the
following set the safety distance measured in meters which is closes to 5/9 of
average speed:

Sd = AvgSpeed ∗ 5/9 (1)

After determining safety distance in accordance with the previous equation,
the proposed method split the road length into segments. On which each segment
length can be identified according to the Eq. 2:

SegLengh = Lv + Sd (2)

At slot of time j, assume Spj = {Sp1, Sp2,..., Spn} represents a set of observed
speed counts by utilizing speed trap detectors, and being aggregated as well.
Where μ(ΔSp(i)) embodies a weight of importance which excludes two consecu-
tive speeds since greatest difference speed between them. Csp(Sp1, Sp2, ..., Spn)
denotes determined busiest speed average at this slot by Choquet integral oper-
ator and further satisfying the following equation:

Csp(Sp1, Sp2, ..., Spn) =
n∑

i=1

(Sp(i) − Sp(i+1))μ(ΔSp(i)) (3)

Now, we can compute foreseen arrival time (FArrT) between two vehicles by
the following equation:

FArrT = SegLengh/Csp(Sp1, Sp2, ..., Spn). (4)

3.2 Busiest Arrival Time for Safety Traffic Flow

Safer traffic flow reflects safety importance which is depending on observed traffic
conditions in time and space, where it can lead to low-risk driving. For instance,
two traffic conditions affect the traffic safety, maintaining safety distance by the
vehicles and closer individual vehicle speed to the average speed. Indeed, it is
crucial to aggregate observed arrival times between all vehicles for individual
segment to busiest arrival time Δt(p) for all segments. After that, this busiest
time will play an important role in identifying safer traffic flow level. By utiliz-
ing Choquet integral operator, compute Δt(p) parameter is giving by following
equation:

Δtp(t1, t2, ..., tn) =
n∑

i=1

(t(i) − t(i+1))μ(Δt(i)) (5)
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Where t1, t2, ..., tn presents observed arrival times between pair of vehicles;
μ(Δt(i)) implies a weight that eliminates two consecutive arrival times since
greatest difference time between them.

Regardless to the Eqs. (4) and (5), a new real-time traffic conditions can be
identified by comparing foreseen arrival time and busiest derived arrival time. In
particular, if Δt(p) is greater thanFArrT that implies subjected vehicles in low risk
driving. Otherwise, there is a significant weight of risk could be considered for cur-
rent traffic flow. In contrast, traffic flow forecasts utilizing weighted operator can
be attained through replacing Eqs. (3) and (5) by the Eqs. (6) and (7) respectively:

AvgSp(Sp1, Sp2, ..., Spn) =
n∑

i=1

Sp(i)/N (6)

Δtp(t1, t2, ..., tn) =
n∑

i=1

t(i)/N (7)

In summary, for an accurate traffic flow forecasts with the proposed method,
the correlation between traffic flow (q) and busiest arrival time could be studied.
In particular, a simple linear regression is applied in order to demonstrate high
correlation between these two parameters. Extended details of applied simple
linear regression analysis will be included in the next section.

4 Linear Regression for Traffic Flow Forecasting

In this section, we attempts to explore the relationship between the busiest arrival
time and the traffic flow (q). Furthermore, positive correlation demonstrates a
valuable traffic forecasts using the proposed busiest arrival time. To reach this pur-
pose, a simple linear regression analysis was applied to explore the relationship
between these two variables according to the following general equation:

Yj = b0 +
n∑

i=1

(biXij) + ε (8)

Where Yj presents the traffic flow counts at slot of time j ; b0 denotes a
constant; Xij refers to busiest arrival time counts; ε are usually denotes the
noise (error); bi indicates the regression coefficient.

Traffic flow forecasting with our proposal was realized using omnet++ simu-
lator [11]. For accuracy purpose, thanks to the supplied real time traffic data by
department of transportation. These data are concern 3 Km of road length and
it was recorded using loop speed detectors over 4 min of time, where the indi-
vidual vehicle speed and the vehicle arrival times are recorded. With slot time
of 20 s, the foreseen arrival times of all vehicles are computed and furthermore
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Fig. 2. Forecasting performance of the proposed method with Choquet integral
operator.

assimilated for busiest arrival time aggregation. Nevertheless, we consider just
one scenario that implements Choquet integral operator in one hand, weighted
average operator in the other hand. Forecasting performance of our proposed
method with Choquet integral operator is showed in Fig. 2.

Fig. 3. Forecasting performance of the proposed method with weighted average
operator.
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As we can see, the forecasting results are high closes to the real time data.
In addition, with Choquet integral operator, a critical foreseen arrival time (tc)
is corresponding to critical value of traffic flow (qc). Positively, we can distinct
safer traffic flow from traffic flow with likelihood of rear-end collision. This letter
take us conclude that the safety distance between the vehicles are not respected
while the traffic flow is greater than qc. In contrast, the Fig. 3 shows the fore-
casting performance of our proposed method with weighted average. Which is
remarkable is that the forecasting results are weak closes to the real time data
comparing with forecasting performance in the Fig. 2. Moreover, the absences
of critical point of the traffic flow make the distinction between the safer traffic
flow and traffic flow with likelihood of rear-end collision very difficult.

5 Conclusion

In this paper, we have proposed a cloud service-based method treats with short-
term traffic flow prediction accuracy. An efficient data collection mechanism is
ensured by combining the cloud system and the speed trap detector. In this
way, two traffic parameters were introduced, foreseen arrival time and busiest
arrival time. By apply Choquet integral operator, the foreseen arrival times will
be aggregated to the busiest arrival time. At the simulation stage, the simple
linear regression demonstrates high coloration between busiest arrival time and
the traffic flow (q). For more accuracy, Choquet integral operator offers an accu-
rateness value to the traffic flow instead of weighted average operator. This take
us concluded that the busiest arrival time is importantly and it has a great
impact on the traffic flow prediction. Also, we argue that the Choquet integral
utilization for data aggregation is appropriate for safety and future of traffic
conditions. While in the future works, we attempt to propose hybrid model for
short-term traffic flow estimation by incorporating real-time data and historical
data.

Acknowledgments. This work is subscribed in the context of the thematic research
project entitled “Integrated Road Traffic in Algeria”, our objective is to develop
VANETs applications that are “suspected” of spatiotemporal context, so to generalize
the exchange of V2V information’s (Vehicle-to-Vehicle), V2I information’s (Vehicle-to-
Infrastructure) and even V2X, and support all communication types (radio, internet,
etc.) in their activities.
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Abstract. Computational Thinking (CT) is considered a fundamental
skill for everyone. Therefore, research has focused on defining age and
grade-appropriate curricula for teaching CT. In this context, mobile pro-
gramming can be a good means to foster CT. Indeed, the growing adop-
tion of mobile devices, also among females, minorities, and all economic
groups, provides a powerful opportunity for engaging students. Never-
theless, further issues need to be addressed, in particular in the context
of liberal education. For example, most of the students enroll in these
schools because they have higher interest for liberal arts, and perceive
programming as a very difficult task. Also, issues can emerge when try-
ing to introduce new courses into schools. In this paper, we describe a
course, which aims at creating a mobile application with students having
no background in software development. The main strategy to accom-
plish this is to foster and evaluate CT, with the support of development
tools that ease the learning and application of CT skills. We report the
results and the evaluation of a case study conducted in a social-economic
high school, with a total of 29 students of 8th and 9th grade.

Keywords: Mobile programming · Computational thinking · Case
study

1 Introduction

In the last decades, Computer Science (CS) curricula have often aimed at teach-
ing computer literacy, which resulted almost inevitably in the identification of the
concept of CS with the concept of “ability to use technology” [8]. Nevertheless,
“students should be able to use CS skills (especially computational thinking) in
their problem-solving activities in other subjects” [19]. Computational Think-
ing (CT) is currently considered as “one of the fundamental skills” for everyone
[1,27], which helps students recognizing their own potential to use technology in
their professional career.

c© Springer International Publishing Switzerland 2016
M. Younas et al. (Eds.): MobiWIS 2016, LNCS 9847, pp. 67–80, 2016.
DOI: 10.1007/978-3-319-44215-0 6
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Research has recently focused on defining curricula for teaching CT. However,
gaps still exist that call out for empirical inquiries, in particular in the K-12 con-
text [13]. In this environment, mobile programming can be a good means to foster
CT, for multiple reasons. First, mobile programming is a skill highly demanded
in current labor market in many fields [5,16], including those not purely techni-
cal. This serves as an engagement factor, as students can have practical examples
of the role of technology in their professional areas. Second, students learn best
when learning objectives are contextualized with topics related to their daily
activities [20]. Therefore, the growing adoption of mobile devices, also among
females, minorities, and all economic groups, provides a powerful opportunity
for engaging students to CS [7]. Third, the possibility to generate an economic
profit by marketing mobile products across the various app markets represent
an additional motivating factor [7].

If mobile programming courses seem to provide a good chance to foster CT in
schools, further issues need to be addressed, in particular in the context of liberal
education. For example, even if mobile programming is in general a motivating
topic, most of the students get discouraged upfront as they perceive programming
as a very difficult task. Also, issues can emerge when trying to introduce new
courses into schools; for example, teachers might not be willing to add topics
to their already intensive syllabus [11,29], especially if they do not see a direct
linkage to their topic. Out-of-school venues are a good solution [11]; however,
teaching mobile programming during school hours can ensure the engagement
of the broadest audience possible, and an effective linkage to other subjects
currently in progress.

In this paper, we describe a course, which aims at creating a mobile appli-
cation (app) with students having no background in software development, in a
liberal education context. The main strategy to accomplish this is to foster CT,
with the support of development tools that ease the learning and application of
CT skills. We report the results and the evaluation of a case study conducted in
a social-economic high school1, with a total of 29 students of 8th and 9th grade.

The paper is organized as follows: Sect. 2 provides background information;
Sect. 3 details the structure of the course; Sect. 4 describes the case study; Sect. 5
discusses the results; and Sect. 6 draws conclusions and provides directions for
further research.

2 Background

In 2011, the CS Teachers Association (CSTA) and the International Society
for Technology in Education (ISTE) explained the implicit concepts of CT,
in terms of nine skills: (1) data collection, (2) data analysis, (3) data repre-
sentation, (4) problem decomposition, (5) abstraction, (6) algorithms and pro-
cedures, (7) automation, (8) simulation, and (9)parallelization [14]. In 2012,

1 This type of high school combines liberal arts and social-economic sciences.
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Brennan and Resnick developed an operational definition of CT that involves
the following three key dimensions: computational concepts, computational prac-
tices, and computational perspectives [6].

Programming is a tool for supporting CT, the same as “performing does for
music or going the lab for physics” [3], beside other practices that let students
embrace all the CT skills. This consideration is particularly relevant during the
design of activities to promote CT in liberal education environments, where
programming itself can not be the main tool, since students are not inclined to
programming or other “technical” activities.

Graphical programming environments are among the most popular tools to
foster CT. Indeed, these tools allow problem driven learning [17], therefore they
are good tools to teach CT [21]. During the early sessions, the simplicity and the
intuitiveness of these tools help students to focus on design and construction,
rather than dealing with traditional problems of programming, such as structural
or syntax errors. Another part of current research deals with the need of eval-
uating the effectiveness of the educational techniques that promote CT, which
remains a challenge [6,18,26]. This makes the introduction of CT in schools cur-
ricula difficult. An overview of the available techniques for the assessment of CT
can be found in [13], where the author highlights the need for multiple measures
that are complementary, encourage and reflect deeper learning, and contribute
to a comprehensive picture of student learning. The possibility of using the Soft-
ware Engineering process to teach CT is explored in [11], where each phase of
the process is used to cultivate specific CT skills. Grover and Pea [13] highlight
the need of empirical studies in schools.

3 Course Description

This Section introduces the goal of the course, and describes its rationale, struc-
ture, and assessment.

3.1 Motivation and Goal

As CT is recognized as a fundamental skill for everyone [1], it emerges a need to
define curricula for teaching and assessing CT in schools of different types and
levels. The goal is to leverage students’ general curiosity for mobile programming
to promote CT, and to convince them that with CT skills, creating a mobile app
can be accessible to them. Beside teaching and evaluating the development of CT,
this course aims at addressing organizational issues related to the introduction
of such projects in schools [11].

The remaining part of this Section details the choice of the topic of the course,
as well of the tools and strategies in order to ease the learning and application
of CT skills.
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3.2 Rationale

The idea of this course is to let students experience a practical example of the
potential application of CS in their field, by working on a interdisciplinary project.
In particular, the aim of the course is to create a mobile app that fulfills the require-
ments collected during liberal arts courses. This allows students perceiving the
problem as well-connected to their path. Moreover, the creation of a mobile appli-
cation allows to solve a problem by creating an actual product, which is generally
motivating for students, since they can appreciate the usefulness and meaning of
a mobile software application from the user point of view.

In order to enhance the analytical thinking skills needed to develop mobile
applications, each phase of the software engineering process is used to promote
the growth of CT skills, also using unplugged exercises [8]. Moreover, cover-
ing the entire software engineering process helps in experiencing that a good
computational strategy can ease the technical part [11,25].

The choice of an interdisciplinary project helps addressing the issues related
to running the course in school time. Indeed, in such a project teachers can cover
some educational objectives of their subjects, therefore there is higher possibility
for creating interest and engagement both from instructors and students.

3.3 Tools

As suggested in [23], our course pursues technology-independent learning out-
comes. Indeed, in our course programming is not the main focus, but a tool to
support the cognitive tasks involved in the creation of the mobile application
(i.e., CT) [11]. The choice of the tools used in this course reflects this character-
istic of the course: preference was given to tools that allow fostering CT.

App Inventor is a web-based application created by the Massachusetts Insti-
tute of Technology. It is a visual development environment for building Android
apps, and it is composed of two main views: (1) the designer view allows users to
drag-and-drop all the components needed to design their application (i.e., graph-
ical interface and non visual components, such as sensors); and (2) the blocks
view allows to attach actions and add behaviour to the components defined in
the designer.

App Inventor is considered an attractive platform for engaging students at all
levels in the computing curriculum [11,17]; therefore, a considerable effort has
been spent in designing courses to teach programming using App Inventor [29].
Moreover, since it allows problem-driven learning, this tool is a good framework
to teach CT [21]. As an additional strength of App Inventor, mobile apps can be
tested, used, or run immediately. This gives a sense of practicality and reality
in achievement, which can be very satisfying experiences in one’s learning. Fur-
thermore, the process of creation stimulates fun and creativity, and the products
developed acquire practical use in real-life. Therefore, App Inventor was chosen
for the liberal education contexts, where students are in general “scared” by
programming tasks.
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Table 1. CT skills fostered during each phase of the software engineering process.

1 2 3 4 5 6 7 8 9

Requirements � � � �
Design (high and low level) � � � �
Data collection � � �
Implementation � � � �
Testing (after each phase) � �

R is a tool for statistics and data modeling, and also includes powerful graph-
ics capabilities. Being a programming language, data analysis is performed by
writing functions and scripts, not by pointing and clicking, therefore: (1) stu-
dents learn that they can create their own objects and functions, (2) as scripts
document all the work, it is much easier to re-run the analysis at any time, and
(3) students can experience directly the advantages of automation. Moreover, as
an interactive language, R encourages experimentation and simulation. All these
characteristics make R a good tool to foster CT. As an additional benefit, R is
open-source and platform-independent. Therefore, R can be used at school or at
home without any restrictions.

3.4 Structure

At the beginning of the course, the concept of Software Engineering (SE) is intro-
duced, with a strong emphasis on the need to take care also on other activities,
beside programming [22]. Afterwards, we assist students on an interdisciplinary
project, which covers the whole process from requirements elicitation till deliv-
ering a working product. Students work in pairs (trios when needed) to exercise
parallelization [14]; moreover, previous studies have shown a positive effect of
pair programming on CT assessment scores [26], and on novices’ learning [10,12].

We adopted a V-shaped model, for the following reasons: (1) in this case,
requirements are well defined before the implementation, the development direc-
tion is almost fixed, and reusability is not needed [15]; (2) each part of the
V-shaped model comprises a phase of testing, which helps demonstrating the
relationships between each phase of the development life cycle and its associ-
ated phase of testing [15]. As suggested in [11], all the phases of the SE process
are used to grow specific CT skills (described in Sect. 2), as shown in Table 1.
The length of the course is different for the two grades (Table 2); indeed, 9th

graders need to learn the tool-set more thoroughly, which almost doubles the
time needed for this phase. The remaining part of this Section details all the
phases of the course.

Requirements and High-level Design. Teachers of liberal arts courses select
a social-economic topic, and collect the requirements for the app that will
be developed during the course. Afterwards, we assist students understanding



72 I. Fronza et al.

Table 2. Structure of the course, in 8th and 9th grade.

Hours

Phase 8th g. 9th g.

Requirements 2 3

High-level design 2 3

Data collection Homework

Learning the tool-set 6 10

Unit testing 4 4

Implementation 6 10

Total 20 30

whether the features they want to implement are possible or not. Also, features
and their logical flow are analyzed. As a second step, students organize a high-
level idea of the application based on the analyzed context. In our metaphore
(“app as trees” [11]), the main menu of the application is the “trunk of the
tree”, and each menu option (i.e., each different screen) is called a “leaf”. Each
“branch” of the tree represents a condition under which the application is switch-
ing from screen to screen. Each node in the tree is a low-level component that
incorporates an atomic functionality. The creation of this document is used to
facilitate the interchange of ideas among the members of a team, and to ensure
that all the participants speak and are listened to. Requirements are tested by
looking at the final product and manually verifying that all the requirements
have been implemented; the high level design is tested by checking that all the
components are working correctly together. Output of this phase are: (1) the
requirements document, which will be the basis for acceptance and system test-
ing; (2) a pen-and-paper document, which represents the high-level design of the
application and serves as a guide for the following phases.

Data Collection. As a homework, students collect all the data needed. Depend-
ing on the type of measures that have to be collected, data collection might be
manual or computer assisted. This phase is tested manually by the instructor to
verify the validity of the collected data.

Learning the Tool Set. App Inventor is introduced using a set of exercises of
increasing difficulty; the training ends with the creation of a basic, functioning
mobile application, which shows how to receive an input from the user, elaborate
it internally, and produce an output. R is introduced through a tutorial, which
covers the topics that are necessary for the applications that will be created
during the course.

Low-level Design and Implementation. First, students design, with pen
and paper, the visual aspects of the app. Afterwards, teams develop each feature
by using the designer for the GUI and the non-visual components and using the
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blocks to connect actions to components. Also, they should provide the means to
guarantee the interaction with the user; this is facilitated by the native controls
that App Inventor provides for the management of the input means of the cellular
phones. Low-level design is tested by checking the behavior of single nodes in
the application; this is done manually by confronting a node design with its
specification. During the development, students test their product (i.e., unit
testing) by running the newly developed features either on the emulator or on
a real phone and check whether the features behave correctly or not. A test
is passed when the behavior of the implemented feature is the one reported in
the requirements. Integration is needed when features are developed separately,
while it is done during development if each feature is built on top of existing
ones. User-level testing is performed by streaming the application to a real device
or Android emulator, and executing it in a real context of use.

3.5 Assessment

At the end of the activities, we check that the final versions of the mobile appli-
cations do not show errors, and that the execution of the app follows a logical
flow. Furthermore, we check each application to have a good level of accuracy
with respect to its initial conception (i.e., the final app meets the high level
requirements).

To assess the development of CT (i.e., practices, concepts, and perspectives),
we adopt a framework [11] in which learners are engaged in a conversation about
their progress, and at the same time their product is critically examined. These
conversations are used to provide help and to check that all the members of the
team are progressing, even if with their own pace. It is relevant to note that these
interviews are useful to observe if students actually understand the meaning and
the usefulness of following a precise process (i.e., SE process), with the creation
of working products that are fundamental inputs for the following activities.

4 Case Study

A case study was conducted in a social-economic high school, with a total partic-
ipation of 29 students (20 female and 9 male) of the 8th grade (12 participants,
8 female and 4 male) and the 9th grade (17 participants, 12 female and 5 male).
The main issue in this context is that most of the teaching activities in the cur-
riculum are dedicated to liberal arts: over the 5 years of school, CS is taught 2 h
per week, Mathematics 4 hours per week, and Statistics only 1 hour per week,
starting from the third year. This means that most of the students enroll in a
such a curriculum because they have higher interest for liberal arts.

During the phase dedicated to requirements and high level design, two dif-
ferent topics were selected for the two grades. In the 8th grade, the goal was
to create a mobile app that shows how we use and waste water. To this end,
students and teachers decided to focus on two aspects of everyday life: (1) the
water we waste while washing our teeth, especially if we do not close the tap
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while brushing, and (2) the amount of water that we use in our families compared
to the minimum human right to water [24]. According to the requirements, in
the desired applications, it is needed that the results are shown in the form of
plots, with a short explanation or suggestions for improvement. In the 9th grade,
it was decided to focus on “social networks” in order to show how users’ data can
be used for different purposes, such as marketing. To this end, students designed
and created effective visualizations [9] using Facebook data to answer different
questions, such as: (1) do friends know each other?; (2) where do friends live?;
(3) what do friends like?; (4) when does the owner of the profile use Facebook
during the day?; (5) which words are used the most in the status?; (6) what do
friends think about 2014?; and (7) which music do friends like?. Figure 1a shows
an example of the resulting document of the high-level design phase.

8th graders performed a manual data collection. Half of the students were in
charge of reading the water counter at home every day for 8 days and to annotate
also the number of people in the house in those days. The other students were in
charge of putting a bowl in the sink while brushing their teeth and to measure
the amount of water that was consumed in two cases: (1) closing the tap while
brushing, and (2) leaving the tap open. 9th graders, instead, collected all the
necessary data semi-automatically. They used existing web services to retrieve
all the needed information, however, they had to integrate manually the collected
data. For instance, to find Facebook friends of a particular user they used a
specific web service that retrieves all the people connected with that user2; then,
to find where the user’s friends are located, a different web service had to be
used3. Finally, data needed to be integrated manually using R. All the data
collected as a homework were reviewed and approved by the instructors.

Data were imported in R, and subsequently, plots were created. In this phase,
our role was to assist students selecting an effective visualization to convey the
needed information.

During the low-level design and implementation phase, students designed and
implemented each branch and node of the tree (i.e., each transition and screen
of the application). Figure 1b shows an example of low-level design document.
Students used the high-level design document during the implementation phase,
and tracked possible changes. For example, the screen “nomi” (i.e., names) shown
in Fig. 1a on the right side of the tree was removed, and for this reason it was
cancelled in the tree. Each node was designed and implemented separately, then
in the integration phase nodes were connected (i.e., the branches were designed
and implemented) following the design document.

The testing phase was facilitated by App Inventor; indeed, the synchroniza-
tion between the model (i.e., the code) and the view (i.e., the emulator) enabled
the so-called “what you see is what you get” approach. Using the browser to
interactively develop and test is an experience that many students describe as
exciting, and that delivers more value both for the developmental and user point
of views.

2 https://developers.facebook.com/docs/graph-api/reference/v2.5/user/friends.
3 https://developers.facebook.com/docs/graph-api/reference/v2.5/user/locations.

https://developers.facebook.com/docs/graph-api/reference/v2.5/user/friends
https://developers.facebook.com/docs/graph-api/reference/v2.5/user/locations
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Fig. 1. High and low-level design, and resulting application.

The applications were intended to display information unidirectionally, with
a minimal interaction with the user. After launching the applications, users can
visualize an introductory page and information about authors, boosting the pride
on the ownership and authorship of the final product. Afterwards, the applica-
tions allow to choose a visualization. Even providing such a limited functionality
required to students to exercise a good command from the logic point of view,
which can be quite challenging, in particular considering their liberal education
context. The special attention dedicated to the design of the solution (i.e., fol-
lowing a precise Software Engineering process) and the usage of App Inventor
facilitated students in focusing on the logic of their mobile applications.

The successful completion of the mobile applications shows that students
were able to identify a problem, select the most effective solution taking as
basis and inspiration from the introductory part, and finally create their own
solution. For example, Fig. 2a shows that 8th graders used two buttons to open
two different screens that contained the visualizations.

Also 9th graders, first, adopted this solutions; afterwards, as shown in Fig. 2b,
they improved their design by using a “spinner” in order to avoid creating 7
similar buttons and keep the user interface as simple as possible. This idea
represent a remarkable result, as the spinner was not explained in the “learning
the tool set” phase; therefore, this shows that these students reached the higher
part of Bloom’s pyramid (i.e., remembering, understanding, and applying) [2,4]
(Fig. 3).

The presence of specific blocks in the final applications can confirm that
students were using the corresponding computational concept [6]. For this reason,
we mapped computational concepts to App Inventor blocks, and we checked
the presence of those blocks in the developed applications. Table 3 shows that
students of the two grades used most of the computational concepts in their
code. No block associated to loops and parallelism where found; nevertheless,
code inspections revealed that there was no need to use those concepts.
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Fig. 2. Resulting applications.

Fig. 3. Bloom’s taxonomy [4].

Table 3. Blocks used in the applications mapped to computational concepts [6].

Concepts Blocks

Sequences Stacks of blocks

Loops NA

Events When...do

Parallelism NA

Conditionals If, if else

Operators Math blocks

Data Initialize, get, set, lists

5 Results

The quality and functionality of the final projects of the case study shows that
the outcome of the course is clearly positive: 8th and 9th graders were able
to implement their solutions without requiring specialized training on software
development tools, which is an extremely important factor in the context of
liberal education context.
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Creating a mobile application helped to increase the interest and curiosity
of students, as they belong to a range of age that makes strong use of devices
like cellular phones or tablets. Moreover, even in a liberal education context,
students could experience a practical example of the potential application of CS
in their field. Those students that could be discouraged by the technical part
(i.e., the programming part), understood that following a software engineering
process and focusing on the design of the solution can ease the technical part.

At the end of the course, students of both grades were able to recognize their
own potential to use technology in their path, which means that they proposed
other examples of possible usages of CS and programming in their career.

Students took advantage of the assessment conversations to get help or solve
issues, and they were happy to explain their work. Moreover, these conversations
helped discovering conceptual gaps timely, and to provide feedback. Therefore,
it is worth conducting more experiments to validate the framework [11] for for-
mative assessment.

A third type of assessment for the proposed course is represented by data on
participants’ satisfaction and their feedback. According to students’ feedback,
they were happy of solving a problem by creating an actual product. Further-
more, they reported to be surprised by discovering that a developer does not
only deal with coding, but she needs to work on different activities to create an
application. In this sense, they were happy to discover that their knowledge and
abilities can be spent in the Software Engineering process, even if they need to
learn programming to create a product.

This course was multidisciplinary, as it blended mobile programming, CT,
and liberal arts. In this context, teachers made some hours available, as some
educational objectives of their subjects were covered during the course. This
made possible to activate the course in school time, thus involving all the stu-
dents.

6 Conclusion and Future Work

In this paper, we described a course at high school level in a liberal educa-
tion context, which lets students experience a practical example of the poten-
tial application of CS in their field, by working on a interdisciplinary project.
In particular, the aim of the course is to create a mobile app that fulfills the
requirements collected during liberal arts courses. Thanks to this combination,
students understood that they can build programs without being professionals,
and at the same time they recognized their own potential to use technology in
any professional path of their choice.

The accomplishments of the teaching program are reflected by the set of
applications that students successfully developed, under the supervision of the
teaching staff. Moreover, code inspections revealed that students were using
computational concepts timely.

Following all the steps of the Software Engineering process helped in foster-
ing CT skills, and allowed students understanding that a proper design of the
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solution can ease the programming part. Moreover, the utilization of a block-
oriented development platform allowed for the development of the product based
on the functionality of the product itself, overcoming traditional issues associ-
ated to coding. Courses ended with a working application, a product students
were very proud of, and with a high sense of pride and ownership.

Beside achieving the educational objectives, the course presented in this
paper shows that multidisciplinary courses have higher possibilities to be acti-
vated in schools, as most instructors agree on dedicating some hours to these ses-
sions, since their covers educational objectives of a wider range, so more courses
can benefit from this.

In general, results of case studies are difficult to generalize [28]. In our case,
more analysis is required to generalize to other situations; therefore, further case
studies should be conducted involving students of different (liberal) curricula.
Moreover, other case studies would help in understanding the areas that require
further development both from the conceptual and practical part. For example,
the assessment framework could be validated; moreover, the effectiveness of the
Software Engineering process in fostering CT could be proven. Current literature
and the experience reported in this paper can recommend the development and
empirical validation of an assessment framework of CT in a K-12 environment.
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Abstract. Nowadays, smartphone devices have become very important in our
daily life. We carry them everywhere and anytime. This strong dependency has
encouraged mobile application developers to develop a wide variety of mobile
applications. However, the limitations of smartphone hardware, such as limited
processing capacity and limited battery life have become a barrier in front of
apps developers. On the other hand, cloud computing is changing the style of
delivering IT services. Mobile cloud computing uses the cloud to overcome the
mobile device limitations. Many works have been conducted to extend mobile
capabilities by offloading intensive application codes to the cloud. However,
they did not consider realistic data that dynamically changing in user environ-
ment such as processors load, battery level, network bandwidth, etc. in
offloading decision. Therefore, this paper aims to propose a new approach that
uses realistic data from the user real environment to decide at runtime whether to
offload code or not. Our experimental results show that our approach reduces the
execution time and battery consumption compared to other approaches that do
not take into consideration mobile device condition data.

Keywords: Mobile cloud computing � Offloading � Smartphones � Battery life
saving

1 Introduction

The rapid increase in the usage of mobile devices can be shown by the total number of
mobile subscriptions that reached 3.6 billion at the end of 2014. This means, between
every 10 persons, around 5 persons have mobile subscriptions [1]. Nowadays,
Smartphones have become more popular and close to everyone due to improved
computing services and mobility. This popularity of smartphones has encouraged rapid
demanding on mobile applications. For example, in July 2015, Google Play stored
around 1.6 million mobile apps, while Apple Store apps reached 1.5 million [2]. These
mobile apps vary between many categories such as entertainments, business, health
care, and education. On the other hand, applications like multimedia processing, video
gaming, speech recognition, and natural language processing that demand high level of
computing power are restricted by the limitations of mobile processing power and
battery life of the mobile devices.
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Recently, cloud computing has changed the way of delivering computing services.
Where cloud providers can offer Infrastructure, Platform, and Software as services to
the end user at lower cost. Cloud characteristics such as flexibility, reliability, and cost
effectiveness are the major benefits to move to the cloud. The recent research in the
cloud computing issues and challenges are discussed in [3–5].

Mobile cloud computing is a new paradigm that appeared from merging cloud
computing and mobility. It allows the mobile users to utilize the cloud services on
demand. It is envisioned that this paradigm will help to overcome mobile devices
hardware limitations. Many researches explored how to utilize the cloud power to
improve mobile resources limitations [6]. In [7], the authors proposed a taxonomy of
mobile cloud computing based on the key issues and how they have been tackled in
research. One of the key issues is job offloading which consists of migration of jobs
(data or code) that take place from the resource constrained mobile device to the cloud.
Issues related to the transfer through wireless communication channel and the storage
of the user jobs to the cloud opens new problems of privacy and security. Cryptography
tools might be used to solve user job’s confidentiality [8].

Code offloading and code partitioning are common solutions that are used to
overcome mobile hardware limitations. Code partitioning is more popular in current
mobile cloud applications (e.g. Google Translator, Gmail, and Voice). The application
is partitioned at design phase where all or most of the computational operations are
designed to run in the cloud side, while the mobile device runs as a thin-client that
displays received data from the cloud [9]. This approach extends mobile capabilities,
but cannot work without connection to the cloud. Therefore, many works have been
done based on the code offloading approach [10–12] due to the capability of an
application to either run locally on a mobile device if there is no connection or to
offload some of its computationally expensive code to be executed outside the mobile
device when a connection is available. It is argued that, it is not convenient to offload
the entire application code because some parts of the code need local sensors (e.g. GPS,
camera). Moreover, the offloading cost (e.g. battery consumption, delay time) may
outweigh the offloading benefits. Thus, deciding which part of the code to offload,
where, when, and how are important questions for the code offloading approach.

A mobile application code can be partitioned at different code levels (e.g. methods
[10], classes [13], threads [14]) either manually by programmer [10] or automatically
[12] to identify the most computation intensive tasks to be migrated at runtime. Profiling
certain mobile contexts (e.g. connection bandwidth, input data size, execution time,
workload, and CPU load) helps to make an optimal decision regarding task offloading.
There are two techniques of profiling: static (mobile contexts are stored in local database
to be used in future offloading decision making) and dynamic (mobile contexts are
captured at runtime and forwarded to the decision engine to make decisions). The latter
makes better decisions because the mobile contexts (e.g. network bandwidth) are
changing over time. It is true that dynamic profiling could cause additional overhead on
mobile devices [11]. However, the saving of battery and execution time expected from
making better offloading decisions may outweigh the overhead cost.

In this paper we present the design of a mobile cloud computing architecture with
mobile and cloud cost prediction models. We develop an algorithm to make better
offloading decisions.
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The rest of this paper is organized as follows: Sect. 2 presents the system archi-
tecture. We provide cost prediction models in Sect. 3. In Sect. 4, we present realistic
decision algorithm. Section 5 provides the evaluation of the system, following by a
discussion. In Sect. 6, we discuss related work. Finally, we give a conclusion and
future work in Sect. 7.

2 System Design Architecture

In this section we present the design of our system as shown in Fig. 1. The system is
divided into two sides: mobile side and cloud side. Each side has its components as
described in the following.

2.1 Mobile Side

• Realistic profiling: This profiler collects the realistic data of the mobile device at
runtime. The gathered data is used as inputs of the cost prediction models. This
profiler collects the mobile processor speed, and its utilization rate, mobile battery
level, battery consumption per unit of time, task data size, task number of
instructions, and wireless bandwidth.

• Cost prediction models: The realistic data that is collected by the realistic profiler is
used here to calculate the total execution cost of a task on both the mobile device
and on the cloud. Then, the costs are forwarded to the decision engine to make
better decisions.

System design architecture

Cloud sideMobile side

Cloud
Realistic Profiling

Cost Prediction 
Models

Decision 
Engine

Offloading

Mobile Device

Not Offloading

Realistic 
Profiling

Fig. 1. System architecture
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• Decision engine: this engine gets the costs from the cost prediction models and
makes a decision to offload the execution of the task or not. The decision is made
based on the minimum cost that will reduce the execution time and battery
consumption.

2.2 Cloud Side

• Realistic profiler: This profiler gathers realistic data of the cloud. It collects cloud
server processor speed and utilization rate and pushes them to the mobile device.

3 Cost Prediction Models

3.1 Problem Formulation

The aim of this paper is to find the optimal offloading decision that minimizes the
execution time and battery consumption using realistic data at runtime. Symbols that
used in the cost models are listed in Table 1.

The system uses offloading at task level. For each task (T) that is annotated to be
executed on the cloud, the system finds the total execution cost EC Tð Þ:

EC Tð Þ ¼ 1� BSð Þ � ET Tð ÞþBS� BC Tð Þ ð1Þ

Where ET defines the execution time and BC is the battery consumption to execute
T. BS indicates the importance of battery to the device performance. It shows that the

Table 1. Notation.

Symbol Description

Level Battery level
BS The importance of battery to the device performance
ET Execution time of the task
BC Battery consumption
W Number of instruction of the task
CPI Number of clocks per instructions
mCPU Mobile CPU speed
mLoad Mobile CPU load
BCU A battery consumption amount per unit of time
Size Size of task input data and operation code
Result size Size of received data after processing in the cloud
cCPU Cloud server CPU speed
cLoad Cloud server load
uBW Wireless upload bandwidth
dBW Wireless download bandwidth
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cost of battery consumption is very high when battery level is low. In [15, 16] authors
proposed BS as a static value (0.5), which in reality should be dynamic to reflect the
seriousness of how battery life affects the mobile performance. In our approach, we
make BS dynamic which is more realistic to show the effect of the battery life on the
mobile performance based on battery level. The following formula expresses how BS is
obtained.

BS ¼ 100� level
100

: ð2Þ

3.2 Mobile Execution Cost Prediction

To find the mobile execution cost we consider multiple realistic data at runtime such as
current CPU utilization, battery level and wireless traffic bandwidth. We consider that
in a real mobile device, multiple processes run in the background. These processes
consume device resources such as memory, CPU, and network bandwidth. Therefore, it
is necessary to include them in the cost calculation to make better offloading decision.

From (1), the execution time of task ETðTÞ in the mobile is defined as follows:

ETðTÞm ¼ W Tð Þ � CPI
mCPU � ð1� mLoadÞ ð3Þ

Where WðTÞ defines the workload (number of instructions) of the task T. CPI
defines the number of clocks per instruction. mCPU indicates the mobile CPU speed.
The CPU utilization is shown in the mLoad parameter.

The prediction of the battery consumption on the mobile when the task T is exe-
cuted locally is as follows:

BC Tð Þm¼ B Tð Þproc þB Tð ÞScr ð4Þ

Where B Tð Þproc defines the battery consumed by the processor, and BScr the energy
consumption by the mobile screen during the time of task T execution locally on the
mobile. PowerTutor [17] shows that the B Tð ÞScr stays constant as the screen is ON.
This means that BC Tð Þm depends mainly on the battery consumed by processing T. If
we assume that BCU is a battery consumption amount per unit of time, then the battery
consumption prediction will be the execution time multiplied by the battery con-
sumption per unit of time:

BC Tð Þm¼ BCUðET Tð ÞmÞ ð5Þ

Therefore the total prediction cost of T on the mobile is defined as:

ECðTÞm ¼ ET Tð Þm þBCUðET Tð ÞmÞ: ð6Þ
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3.3 Cloud Execution Cost Prediction

At the same time the system computes the execution cost of the task T if it is offloaded
to the cloud. We start with the execution time prediction; that depends on:

ETðTÞc ¼ tðTÞtr þ tðTÞpro ð7Þ

Where tðTÞtr indicates the transmission time of the task T and tðTÞpro defines the
processing time for T in the cloud.

tðTÞtr ¼
SizeðTÞ
uBW

þ Result sizeðTÞ
dBW

ð8Þ

Where SizeðTÞ defines the task size that will be transferred including input data and
task operation code. Also, Result sizeðTÞ indicates the task result size after processing.
uBW is the average uploading bandwidth, dBW defines average downloading band-
width of wireless connection. The processing time of the task is shown as follows:

tðTÞpro ¼
WðTÞ � CPI

cCPU � cLoad
ð9Þ

Where W Tð Þ indicates the workload of the task as number of instructions, cCPU
defines the cloud server CPU speed, and cLoad represents the usage percentage of the
CPU of the cloud server. From 7, 8, and 9 the execution time of the task in the cloud
will be as follows:

ETðTÞc ¼
SizeðTÞ
uBW

þ Result sizeðTÞ
dBW

þ WðTÞ � CPI
cCPU � cload

ð10Þ

To predict the battery consumption of task T when offloading to the cloud, it
depends on the battery consumed to transfer and receive T to and from the cloud, and
the battery consumed by the device waiting the task T to be executed in the cloud. This
is expressed as:

BCðTÞc ¼ BCðTÞtr þBCðTÞwait ð11Þ

As we defined BCU to be the amount of battery consumption per unit of time,
therefore, the battery consumed during transmitting and receiving T will be:

BCtr ¼ BCUðttrÞ ð12Þ

While the energy consumed during the waiting time of processing T remotely is
defined as:

BCwait ¼ BCUðtproÞ ð13Þ
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Thus, the total execution cost on cloud is defined as:

ECðTÞc ¼
Size Tð Þ
uBW

þ Resultsize Tð Þ
dBW

þ W Tð Þ � CPI
cCPU � cload

� �
BCUþ 1ð Þ: ð14Þ

4 Realistic Decision Algorithm (RDA)

4.1 RDA Algorithm Description

RDA algorithm receives the task that is defined to be executed remotely with its data
size and its number of instructions. Then, the algorithm checks the availability of
wireless connection and the cloud server. If both are available, then a mobile cost
prediction is calculated and a cloud cost prediction is calculated. The RDA algorithm
compares both calculated costs and returns decision (OFFLOAD) if the cloud cost is
lower than the mobile cost which means, the offloading is the best decision to this task
because it will reduce the execution cost and battery consumption. Otherwise, the task
will be executed locally in the mobile (NOTOFFLOAD).

4.2 RDA Algorithm Overhead

Dynamic offloading faces a challenge of a trade-off between profiling overhead on the
mobile device and the accuracy of the offloading parameters to be taken into account
for the offloading decision. RDA uses listeners that are registered with the system to
track the device parameters such as battery level, connection level, and mobile CPU
load only when it is needed and not periodically as in other algorithms. This will save
energy cost on the mobile device.

5 Simulation Results

In this section, we implement the proposed algorithm and compare it with the a the
most recently published algorithm [16] that we call it others algorithm. Note that we
use the real value for most of the parameters in the simulation setup.

We use the following simulation parameters: There are 1000 tasks where, each task
is assigned a random number of instructions between 1 and 10000. The battery level is
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randomly chosen within range (5 % to 100 %) with assumption that applications
cannot run when battery is less than 5 %. The size of data to be transferred to the cloud
and data returned back are randomly selected from 1 KB to 2 MB. This range of data
size represents virus scanning applications. For the WiFi connection, the average
upload speed is randomly ranged from 2 Mbps to 5 Mbps, where, the average
download speed is chosen randomly between 5 Mbps to 15 Mbps. Both mobile pro-
cessor and cloud server processor loads are randomly selected for each task. The
processor speed of mobile is 1 GHz and 3 GHz for cloud server virtual machine.

We evaluate the effectiveness of our algorithm by comparing it with others algo-
rithm under four scenarios. In the first scenario we compare the total execution time
and battery consumption of executing different number of tasks 1000, 2000, 3000 tasks
under each algorithm.

Figure 2 shows the total execution time for different workloads 1000, 2000, and
3000 tasks in both algorithms RDA algorithm and others algorithm. We can notice that,
the RDA algorithm gives better performance in all workloads compared to others
algorithm. The improvement of performance is better for large number of tasks (3000).

Moreover, from Fig. 3 results, it is clear that, our algorithm RDA reduces the total
of battery consumption at the different workloads. It saves around 5 % compared to
others algorithm for the workload of 3000 tasks.

Fig. 2. Total execution time for workload under RDA and others algorithm

Fig. 3. Total battery consumption for different workloads under RDA and others algorithms
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We take a further step to investigate the efficiency of our approach. Where we
compare our algorithm RDA and others algorithm for different type of tasks such as:
data sizes and computation requirements. There are three scenarios here. The first one,
when the size of task is large and it needs high computation (LARGE_HIGH), the
second is (SMALL_HIGH) which defines the tasks of small data size and need high
computation. In the third scenario (LARGE_LOW), tasks have large data size and
require low computation.

The results of Fig. 4, show an improvement of the total execution time of RDA
about 27 % compared to others algorithm for both cases where the tasks have large size
which impact the network transfer (LARGE_HIGH, LARGE_LOW). This improve-
ment is explained by taking the good decision of RDA based on the dynamic con-
gestion level of the network. Where others algorithm is assuming no congestion at all.
For tasks of small data size and require high computation (SMALL_HIGH), the RDA
provides slight improvement in the execution time.

Fig. 5. Total battery consumption of different task data size and computation needs under RDA
and others algorithm

Fig. 4. Total execution time of different task data size and computation needs under RDA and
others algorithm
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It is clear from Fig. 5 that, the others algorithm consumes more battery (30 %) than
our approach RDA when executing tasks that have large data size and need high com-
putation. The RDA consumes less amount of battery compared to others algorithm for
executing tasks that have large data size and require less computing (LARGE_LOW).
For tasks that have small data size and need high computation, both algorithms have
relatively similar total execution time and amount of energy consumptions.

6 Related Work

Many previous works did not calculate mobile execution time at runtime. For example,
Zhou et al. [16] run the application before the real execution and calculate the exe-
cution time physically and store that in local database to be used in cost calculation at
the next run time. Zhou et al. approach is similar to ThinkAir approach [10], they used
last execution time in database to make the decision of offloading. In addition to that,
Muai scheme [11] instrumented each method by running it on smartphone to measure
method’s duration time, and CPU cycles before the real execution. Estimating the
mobile execution time of each task at runtime is crucial for optimal offloading solution.
Because at real time, CPU utilization rate, Memory space, and battery level could be
changed at every execution. The mobile could run other applications and the operating
system that will affect definitely the task execution time at the mobile. This also could
change the offloading decision. We used device profiler to collect CPU usage rate at
runtime for both mobile and cloud server.

Zhou et al. [16] and Chen et al. [15] proposed the effect of how seriously can the
battery life affect the mobile performance as a coefficient of a fixed value (0.5). We
think that this coefficient should be dynamic to reflect the real cost of energy con-
sumption. This coefficient could reflect the user preference of when to offload. For
example, when user mobile battery level is full, the user preference for offloading
maybe less, the cost of offloading could differ, while, when the battery level is low, the
user would prefer the offloading if it will save energy. We used dynamic formula to
represent the seriousness of the impact of battery level on the mobile performance.

Jade scheme [18] showed that a remote task divided into two parts, input data (e.g.,
images, texts, numbers) and task code that contains operations to be executed on input
data. It mentioned that the size of input data is more than the size of task code. Due to
different sizes and computation requirements of each task. Then, the offloading deci-
sion should consider the task size and processing requirements.

7 Conclusion

This paper proposed a realistic code offloading algorithm that considers the real
environment changes at the runtime such as CPU load for mobile and cloud, battery
level, network bandwidth, the seriousness of battery level on mobile performance, and
data size to be transferred. We provide an architecture to our approach. We also provide
cost models that predict the execution cost of the task in mobile device and in the
cloud. Then these costs are forwarded to the decision engine where the algorithm
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makes the optimal offloading decision based on the minimum cost. We then design and
implement our approach using simulation. We evaluate our algorithm RDA with others
algorithm. The results showed that our approach provided minimum execution time
and battery consumption compared to other algorithm. Where, it saved around 5 % of
battery for workloads of 3000 tasks. That indicates the RDA algorithm can give better
performance and save energy for those applications that large number of tasks. In
addition of that, the RDA algorithm reduced the total execution time of tasks that have
large data size and need high level of computation to 25 % compared to others algo-
rithm. Not only that, the others algorithm consumes more battery (30 %) than our
approach RDA when executing tasks that have large data size and need high
computation.

As part of our future work, we plan to enhance our approach and doing more robust
evaluation. Also we aim to include multiple wireless connections such as 4 G and
Bluetooth and different cloud resources such as cloudlet, public cloud and mobile
ad-hoc network. Another direction of our future work, is to implement the RDA
algorithm in real mobile devices to determine its real effectiveness.
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Abstract. The usage and development of mobile applications (referred
to as apps) are experiencing exponential growth. Moreover, the vastness
and diversity of mobile devices and operating systems oblige the software
companies, that want to reach a wide audience, to develop and deploy the
same app several times, once for each targeted platforms. Furthermore,
the dilemma between browser-based and native user interfaces remains
relevant and challenges the capacity of organizations to meet the increas-
ing demand for mobile apps. The adoption of model driven development
(MDD) can simplify the development of mobile apps, reducing signif-
icantly technical complexity and development costs. Several researches
have applied MDD techniques to address these challenges. In this paper,
we define a set of criteria to assess the current model driven approaches
to mobile apps development. We classify those approaches according the
defined classification schema and present the current trends and chal-
lenges in this field. The survey shows a preference of code generation
over model interpretation and of native apps over cross-platform ones.

1 Introduction

Nowadays, mobile devices are becoming the most common computing device. A
vast array of features has been incorporated into those devices to address the
different demands of users spanning from games to serious business. Mobile appli-
cation usage and development is experiencing exponential growth. According to
Gartner, by 2016 more than 300 billion applications will be downloaded annu-
ally. The number of apps that are available in the online markets has reached
unseen numbers. In fact, by July 2015, the Google Play store counted 1.6 mil-
lion of available apps while Apple’s App Store counted 1.5 million [3]. In parallel
with these numbers, the market also expects an increase in the number of global
smart-phones users, which is expected to surpass 2 billion by 2016 [1] in com-
parison with 1.4 billion users estimated in 2013 [3]. From those statistics we
can expect a healthy market of mobile apps that would be powered by a steady
increase in the number of mobile device users, which as of today have, on aver-
age, 41 apps installed on their devices [2]. Furthermore, the motivation of the
software development companies to continue producing more and better apps
is supported by recent industry figures, according to which global mobile app
c© Springer International Publishing Switzerland 2016
M. Younas et al. (Eds.): MobiWIS 2016, LNCS 9847, pp. 93–107, 2016.
DOI: 10.1007/978-3-319-44215-0 8
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revenues are projected to surpass 76.52 billion US dollars in 2017. ABI research
forecasts in 2018, app revenues will be worth 92 billion US dollars [25].

The mobile domain presents new challenges to software engineering. It is
experiencing an intense competition among software and hardware providers who
are continuously introducing innovative operating systems and increasingly pow-
erful mobile devices into the market. Thus, in addition to an increasing request of
mobile apps, developers must provide applications that work on all platforms, at
least on the most popular ones (Android, iOS, and Windows Phone). Moreover,
the dilemma between browser-based and native interfaces remains relevant and
challenges the capacity of organizations to meet the demand for mobile apps.

So far, several authors have applied model driven techniques to the develop-
ment of various aspects of mobile application. Model driven development (MDD)
is a development paradigm that uses models as the primary artifact of the devel-
opment process, with the aim of supporting as many phases as possible, covering
also executability, i.e., the possibility of getting executable applications out of
modeling efforts. Usually, in MDD the implementation is (semi) automatically
generated from the models which allows for gains in productivity and quality
of the software to be built [7]. This survey overviews the main state-of-the art
model driven approaches to the development of mobile applications that support
executability, and classifies them based on:

(i) The phases of development process covered : Requirements analysis, design,
implementation, and testing;

(ii) The aspects of mobile application covered : App data, user interaction, user
interface, and business logic;

(iii) Model driven techniques applied : Type of modeling language, model trans-
formations, code generation or model interpretation;

(iv) Mobile application developed : Native, hybrid, or mobile web;
(v) Supported mobile platforms: Android, iOS, or Windows Phone.

The rest of the paper is structured as follows. Related work is studied in
Sect. 2. Section 3 describes the classification criteria. Section 4 introduces the
surveyed approaches and classifies them according to our classification schema.
In Sect. 5 we present our analysis of the trends and evolutions. And Sect. 6
concludes.

2 Related Work

This research is the first one that attempts to assess various model-driven
approaches to the development of mobile applications with aim of providing
their classification and identifying current challenges and trends. In this work
we surveyed only the approaches that apply model driven techniques to the
development of mobile applications, covering the phases of development down
to model execution either in terms of code generation or model interpretation.
Thus, this section assesses the existing works that apply the model driven tech-
niques to other concerns of mobile applications or that are not focusing their
attention to executability.
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Those works can be divided into two different clusters. On one hand we
encounter a corpus of researches that apply model driven techniques to specify
application interfaces and user interaction (in a broad sense) for multi-device
UI modeling. Among them we can cite: TERESA (Transformation Environment
for inteRactivE Systems representations) [6], based on a so-called One Model,
Many Interfaces approach to support model based GUI development for multiple
devices from the same ConcurTaskTree (CTT) model; MARIA [24], another app-
roach based on CTT; UsiXML (USer Interface eXtended Markup Language) [33];
IFML (Interaction Flow Modeling Language) [8], a platform independent mod-
eling language designed to express the content, user interaction, and control
behavior of the front-end of software applications; and Unified Communication
Platform (UCP).

On the other hand we find a collection of works that propose model
driven solutions to address non functional requirements of mobile apps. In this
cluster we encounter works that apply model driven techniques to automate
mobile applications testing. Namely, MobiGUITAR (Mobile GUI Testing Frame-
work) [5] is a model driven testing framework which uses the state machines to
test Android apps. Also Ridene et al. [26] proposed MATeL (Mobile Applica-
tions Testing Language), a DSL allowing the modeling of test scenarios. Other
researches apply model-driven approaches to address the issues of power con-
sumption [22,29]. Thompson et al. [30] developed a model driven tool, SPOT
(System Power Optimization Tool), which automates power consumption emu-
lation code generation.

Few research works that use model driven approaches only for the purpose
of modeling mobile apps can be found. Mobile IFML [9] is a PIM designed for
expressing the content, user interaction, and control behavior of the front-end
of mobile apps. Recently, a variant of Mobile IFML has been applied in the
tool WebRatio Mobile Platform to model the user interactions of cross-platform
mobile apps [4,31].

Currently, the hot debate in the research and the development community
in general is whether to go down the native app route (developing mobile apps
for a specific operating system) or cross-platform (developing apps that work
across multiple platforms). Several works conducted research studies to com-
pare the different development platforms using metrics such as complexity and
user experience. For instance, Mesfin et al. [23] conducted a comparative eval-
uation of usability of cross-platform apps on the deployment platforms. They
observed that the usability of crossword puzzle app developed with PhoneGap
(for Android, Windows Phone, and BlackBerry) was unaffected when deployed
on the respective native platforms. The research performed by Tor-Morten
et al. [16] reviewed the mobile app development challenges and compared the
issues and limitations of mobile platforms. Heitkötter et al. [17] evaluated the
cross-platform development approaches for mobile apps. However, all these
studies are comparing the different development platforms (native and cross-
platform) at the programming level. This paper complements this discussion by
offering a classification of model-based approaches for both native and web-based
mobile applications development.
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3 Dimensions of Analysis

In this section, we define a list of criteria for evaluating model-driven approaches
to the development of mobile applications. This set of criteria will guide our
discussion of the surveyed approaches in the next sections. For a better under-
standing, the list of criteria has been structured into perspectives: development
process, aspects covered, techniques, and generated apps.

3.1 Development Process Phases

The development process dimension considers the main phases of the develop-
ment process of the app: requirements analysis, design, implementation, and
testing. The aim is to check which phases of the process are directly covered by
each analyzed approach.

– Requirements analysis. This criterion examines whether the approach in
question covers the requirements analysis phase.

– Design. This criterion examines whether the approach in question covers the
application design phase.

– Implementation. This criterion examines whether the approach in question
addresses the coding phase.

– Testing. This criterion examines whether the approach in question covers the
testing phase.

3.2 Covered Mobile App Aspects

Aspects covered perspective sums up criteria relating to the layer of the app
covered by the MDD approaches.

– Content. This criterion examines whether the approach in question covers the
aspects related to the logical structure and operation to the data managed by
the application.

– Business logic. This criterion examines whether the approach in question
covers the aspects related to the internal behavior of the application.

– User interaction. This criterion examines whether the approach in ques-
tion addresses the aspects related to the interactions between user and the
application.

– GUI. This criterion examines whether the approach in question covers the
graphical user interface of the application.

3.3 Model-Driven Development Techniques Applied

This dimension regroups the criteria related to the model-driven techniques used,
e.g. visual modeling, code generation, or model-to-model transformations.

– Modeling language. This criterion assesses how the applications are mod-
eled in the approach under exam. It indicates whether the approach uses a
graphical and/or textual concrete syntax.
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– Multilevel code generation. This criterion examines whether the approach
in question uses intermediate models (e.g. platform independent model which
maps to different platform specific models from which the code is generated)
to describe the app requirements or produces the finally code directly from the
initial models (e.g. final code generated from a platform independent model).
This implies the use of model-to-model (M2M) transformations too.

– Executability. This criterion examines how the approaches addresses exe-
cutability, i.e., it determines whether the approach relies on code generation
or on model interpretation to execute the running apps. Notice that our analy-
sis only focus on approaches that cover executability in some way.

3.4 Generated Apps Perspective

The generated apps dimension examines whether the approach generates native,
hybrid (aka., cross-platform), or web apps. Native apps consist of applications
developed for a specific target platform, using a programming language or frame-
work provided by the platform itself (e.g., Objective C, or Java), and com-
piled as an executable software for that platform. Hybrid or cross-platform apps
are designed and developed once and executed on multiple platforms, typically
thanks to HTML-based code, that is wrapped inside some kind of Web brows-
ing technology and delivered as executable applications. Finally, by web apps
we mean actual web sites, developed on purpose to be consumed mainly from a
mobile device (mobile-first development).

4 Overview of MDD Approaches

In this section we introduce the surveyed approaches based on the classifica-
tion schema defined in Sect. 3. Those approaches are grouped into: researches
approaches and commercial solutions.

4.1 Research Approaches

MD2. MD2 [18] is a model-driven framework for cross-platform development
of data-driven mobile apps. In MD2, the application is firstly described in a
platform independent model through a textual DSL. Then, a code generator
(one for each platform of interest) transforms the PIM into source code, the
business logic of the app along with necessary files to implement the the GUI,
for the corresponding platform. The MD2 framework provides in addition a
code generator which creates a server back-end based on the data model of the
application.

MobML. MobML is a collaborative framework for the design and develop-
ment of data-intensive mobile apps [15]. The framework is composed of three
components: modeling languages, synthesizers (code generators) and a collab-
oration tool. It offers four platform independent modeling languages each of
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which addressing a different concern of mobile application: (i) Navigation, which
describes a mobile app as a collection of views and a set of navigation flows;
(ii) UI, which describes the graphical interface of the app as a collection of
graphic elements, which some extensions to represent the components of a par-
ticular target platform; (iii) Content, which models the data managed by the
app; and (iv) Business logic, allowing the modeling of the internal operations of
the app, and the interactions that occurs between the user and the app. A syn-
thesizer receives as input the four different models of a mobile app and produces
the source code for the targeted platform.

MobIle MultImodality Creator (MIMIC). MobIle MultImodality Creator
(MIMIC) [13] is a model driven framework that enables the modeling and auto-
matic code generation of multimodal mobile applications. MIMIC relies on the
Mobile MultiModality Modeling Language (M4L), a language based on use of
state machines to model input and output multimodal mobile interfaces. The
M4L and its graphical editor have been specified through Obeo Designer1.
The mobile interaction modalities supported by the framework include the tac-
tile, speech, and proximity. The framework generates multimodal interfaces for
Android, iPhone and Web.

Applause. Applause2 is a toolkit for creating cross-platform mobile apps. It
consists of a DSL to describe mobile apps and a set of code generators that
use these models to generate native apps for iOS, Android, Windows Phone and
Google App Engine. Applause2, the second version of the framework, is expected
to cover all the aspects of a mobile app.

JUSE4Android. JUSE4Android [11] is a model driven tool that allows the
automatic generation of business information systems (BIS) for Android. The
apps are specified through annotated UML class diagrams from which the run-
ning code is generated.

Francese et al. Francese et al. [14] prose a model-driven approach for the
development of multi-platform mobile apps based on finite-state machine. The
proposed development environment provides a finite-state machine editor (an
Eclipse plug-in) and a generator, which produces source code starting from the
model (Data flow, control flow, and user interaction) of the mobile app. The
business logic of the application is written in JS. The editor allows developers
to call device native features accessed through PhoneGap.

MAG: Mobile Apps Generator. MAG is a model driven development app-
roach to generate mobile apps for multiple platforms. The MAG approach is
based on UML. The application requirements are modeled through use case
diagrams, UML class diagrams are used to model the structure of the app while
1 www.obeodesigner.com/.
2 https://github.com/applause/applause.

www.obeodesigner.com/
https://github.com/applause/applause
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UML state machine diagrams are used for behavioral modeling. The mobile
domain specific concepts are included in the application models thanks to the
mobile UML profile [32]. MAG allows the developer to automatically generate
the business logic code of the app from those models while the GUI of the app
is developed separately.

Vaupel et al. Vaupel et al. [34] propose a modeling language and an infrastruc-
ture for model-driven development of mobile business apps that support the con-
figuration of user roles variants. Following this approach, different user roles are
not combined in one app but lead to several app variants that may be config-
ured after code generation. An app model consists of a data model defining the
underlying class structure, a GUI model containing the definition of pages and
style settings for the graphical user interface, and a process model which defines
the behavior facilities of an app in form of processes and tasks.

Chi-Kien Diep et al. Chi-Kien Diep et al. [12] propose an online model-
driven IDE which provides developers with a platform-independent GUI design
for mobile apps. This approach consists on visually designing the GUI of the
application once, as an abstract model, and transforming it several times tar-
geting different specific platforms.

Mobl. Mobl [19] is a DSL based on standard web technologies for the devel-
opment of mobile web applications. It integrates languages for user interface
design, styling, data modeling, querying and application logic into a single, uni-
fied language.

Rule-Based Generation of Mobile User Interfaces (RUMO).
RUMO [27] is a model driven development framework for multi platform user
interface generation. The UI development in RUMO starts with the creation of
a platform independent model which describes the basic structure of the user
interface. Then, a set of rules has to be defined through a rule DSL in order to
introduce application specific constraints such as usability or guidelines to guard
the generation of the targeted user interfaces. Once the rules have been success-
fully checked, the PIM is finally transformed into target specific user interface
(UI for Android, iPhone or for Win Phone). The platform specific ui generation
involves the template mechanism which uses the predefined templates. Each
template file is responsible of creating the source code for the desired platform.
Furthermore, RUMO allows the creation of different versions of the template
files as to address the issue of different versions of the same platform.

WL++. WL++ is a model driven code-generation framework for developing
multi-platform mobile apps as clients to existing RESTful back-ends [28]. WL++
framework is based on IBM Workinglight platform, Backbone3, and the WL++
app modeling plugin. WL++ inputs the specification of an existing back-end
3 http://backbonejs.org.

http://backbonejs.org
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service in the form of the APIs it exposes or the schema of the resource it serves,
and infers the data model of the application. Then the developer enriches that
application model by adding the proper views and the navigations among them.
The source files are finally generated from those models through a set of pre-
defined templates.

AXIOM. AXIOM [20] is a model-driven approach for the development of cross
platform mobile apps. It uses Abstract Model Tree (AMT), a consistent model
representation, as the basis for model transformations and code generation. In
AXIOM, the requirements of the application are are firstly described in platform
independent intent models (interaction and domain perspective) using AXIOM’s
DSL. Those intent models are then enriched with structural decisions and refined
with platform-specific elements during a multi-phase transformation process to
produce the source code for native apps: from requirements models to platform
independent model (PIM), from PIM to platform specific models (PSMs), and
finally from PSMs to running code.

4.2 Commercial Solutions

Mendix App Platform. The Mendix4 App Platform enables business users
and developers to build and deploy multi-channel apps with a MDD platform.
The core library is offered as a set of standard services in the platform while spe-
cific libraries required for an optimal UI and user experience are built once and
then offered as reusable widgets. In Mendix App Platform, the apps are built by
defining visual models for the various app components such as the domain model,
user interactions and business logic. Those models are then executed in a run-
time environment. In addition, the platform provides core capabilities for non-
functional application requirements, such as performance, scalability and secu-
rity. Mendix combines model-driven development, the support of native device
functions with the integration of Adobe PhoneGap to generate cross platform,
hybrid apps.

IBM Rational Rhapsody. IBM Rational Rhapsody5 integrates with Rational
Team Concert to offer modeling capabilities for Android applications and the
visual representation of the Android framework API that developers can ref-
erence from within Rational Rhapsody. The references are then generated into
Java code to automate the manual coding task. Additionally, Rational Rhapsody
can read the AndroidManifest.xml file to visualize activities, services, broadcast
receivers, main activity and content provides specified for better understand-
ing of the application. The Rational Rhapsody Debugger also enables runtime
animation of the class diagrams created for an Android app.

4 www.mendix.com.
5 http://www.ibm.com/developerworks/.

www.mendix.com
http://www.ibm.com/developerworks/
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WebRatio Mobile Platform. WebRatio Mobile Platform6 is a model-driven
development tool for the development of mobile applications [9]. The tool is
based on the mobile-extended version of IFML standard [4]. WebRatio Mobile
provides three integrated environment: (i) the modeling environment allowing
the specification of user interactions through IFML diagrams and application
content model through UML or ER diagrams; (ii) the development environment
for supporting the implementation of custom components; and (iii) the layout
template and style design environment, which allows the customization of UI
through HTML 5, CSS and JavaScript. The code generated by the tool consists
of ready-to-deploy cross-platform mobile apps, based on the PhoneGap.

Appian Mobile. Appian Mobile7 is part of the integrated Appian BPM Suite
designed for mobile applications following the write-once, deploy anywhere archi-
tecture. In Appian Mobile, application designers can simply drag-and-drop to
design mobile process patterns in Appians Process Modeler. Using a graphi-
cal Business Process Modeling Notation (BPMN) modeler, even business users
can model and orchestrate processes, define and update rules, create forms and
enable them to render natively in mobile apps. The User Experience is pow-
ered by Appian Self-Assembling Interface Layer (SAIL) which allows designers
to create a single user dynamic interface definition, then deploy to native mobile
client applications on major device platforms and across major web browsers.

4.3 Classification

Table 1 summarizes the classification of the the surveyed approaches according
to the classification schema defined in Sect. 3.

5 Trends and Outlook

Starting from the analysis we performed, this section identifies the current trends
and suggests an outlook on the future of the Mobile MDD field.

5.1 Multilevel Code Generation Approaches

The surveyed approaches can be grouped into two clusters depending on whether
they apply intermediate modeling (and thus model-to-model transformations) or
not. When following multilevel code generation, the app is firstly specified in a
platform independent manner, then the PIM is transformed into different PSMs,
one for each platform of interest, from which the running code is generated. Only
two approaches adopt this strategy: AXIOM (see Sect. 4.1) and the approach pro-
posed by Chi-Kien Diep et al. (see Sect. 4.1). Therefore, despite the complexity
of the mobile context and the number of possible target platforms, most of the
approaches do not consider efficient to have some intermediate platform-specific
models, which are in some sense seen as an excessive burden.
6 www.webratio.com.
7 www.appian.com.

www.webratio.com
www.appian.com
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Table 1. Model-driven approaches to the development of mobile applications and
classification of their main characteristics.

aThe Platforms column reports the platforms actually supported by the approach,
but in some cases those are only a subset selected to describe the approach.

5.2 Single Level Code Generation Approaches

This category groups the approaches which skip one or more levels of the model
driven architecture. Rhapsody and JUSE4Android approaches specify directly
the app in a platform specific models (PSMs) from which the android code is
generated (PSM-to-Java Code). This is common when targeting a single platform
since in that case there is no global model that can be reused across the target
platforms. The remaining approaches like (MD2, MobML, MIMIC, WebRatio,
and Mobl) directly generate the code from the platform independent models
PIMs skipping the PSM level. This is either obtained through actually generating
cross-platform (hybrid) code, or through multiple generators of native code.
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5.3 Development Process

All surveyed approaches apply MDD to Design and Implementation phases.
Only 23 % of the approaches covers the testing phase, and only 35 % covers the
requirements phase. However, it is interesting to note that 3 out of 4 analyzed
commercial platforms cover requirements. This means that this is deemed a very
important phase for production. Overall, only 11 % apply MDD to all phases of
the development process.

5.4 Mobile App Aspects

Some approaches cover only few aspects of mobile applications. User interac-
tions and GUI are the most covered aspects (94 %) while only 70 % of surveyed
approaches address content and business logic aspects. This is explained by the
fact that the most crucial points of mobile apps are related to user interaction.
Therefore, the approaches specifically target these aspects with custom modeling
solutions. Viceversa, more consolidated aspects like content and business logic
can be covered with traditional modeling languages and approaches (E.g., UML,
BPM and so on).

5.5 Executability

Model driven development approaches are commonly used to generate the final
code either for a single concern or for all aspects of a mobile application. In fact,
94 % of surveyed approaches apply code generation: the running code is generated
from the high level models, while only the 6 % relies on model interpretation.
When following model interpretation, a generic engine is implemented and the
model is interpreted by that engine, thus, model interpretation does not requires
to generate the code to create a working application from a model. The code
generation is preferred to model execution mainly for the following reasons:

(i) Code generation is easier to start with and allows reusing existing program-
ming artifacts. The developers can start using code generation by turning
existing code into templates and replacing parts of the code with tokens
which will be replaced by model information;

(ii) The generated implementation is easier to understand. The generated code
is produced in a standard programming language that any developer can
understand, while for model interpretation one needs to understand the
generic implementation of the interpreter and the semantics of the model;

(iii) A code generator is usually easier to maintain, debug, and track because it
typically consists of rule-based transformations, while an interpreter has a
generic and complex behavior to cover all the possible execution cases;

(iv) Code generation provides an additional check for errors since the generated
code needs to be compiled.

(v) Generated apps are typically more easily accepted and integrated within
an enterprise setting, because the generated code can be aligned with the
company standards.



104 E. Umuhoza and M. Brambilla

5.6 Native, Cross-Platform or Web Applications

Web apps are the less popular solution in MDD for mobile. Adoption of native
and cross-platform apps is supported among others by the following advan-
tages [10,21] with respect to mobile-accessible web applications:

(i) Availability. Users can easily find and download apps of their choice from
the app stores and marketplaces;

(ii) Offline. With respect to web sites, apps have the ability to run offline;
(iii) Safety and security. Apps have to get the approval of the app store they

are intended for.

More precisely, the model-driven community is focusing its attention on
native apps development. In fact, 82 % of surveyed approaches target the devel-
opment of native apps. The main reason of this is the perceived higher quality
of the obtained applications, in terms of performance, usability, and capability
of exploiting and integrating with the most advanced features of mobile devices.

This trend could be very interesting for the software development compa-
nies, especially to the SMEs. Indeed SMEs with limited resources, are currently
obliged to go down the hybrid route, and thus, loosing some of the advantages of
native apps in order to reach a large audience at a sustainable cost.8 Adopting a
MDD approach would allow these company to get the same benefit obtained
through native development, but with the productivity of cross-platform
development.

5.7 Cross Platform Development

When following MDD, with code generation, cross platform can be reached either
by providing a code generator for each of targeted platforms or by generating the
code required by the cross platform tool (like PhoneGap, Appcelerator Titanium,
and Xamarin) to produce cross platform apps [31]. Basically, those code genera-
tors receive in input the same model describing the application and produce the
code for the corresponding platforms. More than 88 % of surveyed approaches
target the development of at least two platforms.

5.8 Lack of Standard Mobile Modeling Language

The modeling language is a fundamental building block of each model driven
development approach. Almost each approach relies on its own DSL either
defined from scratch [13] or from the existing standards [31,32]. However, no
specific standard has been devised for the mobile domain. This means that the
community looses all the advantages offered by the standards. This should be
one direction to target in the near future.

8 Gartner predicts that more than 50 % of mobile apps deployed by 2016 will be hybrid.
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6 Conclusions

In this paper we presented the results of a survey on model-driven approaches to
the development of mobile apps. We have classified those approaches based on
the covered development phases, adopted MDD techniques, type of developed
apps, and supported platforms. The current trends are in line with the ones
of mobile apps, i.e., preference of native applications (more than 80 % of the
cases), and prefer to apply code generation rather than model interpretation for
the executability of apps.
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Abstract. Immense increase in digital images demands an efficient and accu-
rate image retrieval system. In text based image retrieval, images are annotated
with keywords based on human perception. On the other hand, keywords are
included in a user query based on his/her requirements. Query keywords are
matched with the annotated keywords for image retrieval. This process has been
extended with ontology to resolve semantic heterogeneities. However, crisp
annotation and querying processes could not produce the desired results because
both involve human perception. To overcome this problem, we have proposed a
fuzzy ontology based retrieval system that makes use of ontology for improving
retrieval performance. For modeling the semantic description of image, it is
divided into regions and regions are classified into concepts. The concepts are
combined into categories. The concepts, categories and images are linked
among themselves with fuzzy values in ontology. Retrieved results are ranked
based on the relevancy between the keywords of a query and images. Experi-
mental results show that the proposed system performs comparatively better
than the existing systems in terms of retrieval performance.

Keywords: Image retrieval � Text based image retrieval � Fuzzy ontology

1 Introduction

Digital images are of great importance nowadays in every domain such as medical,
education, astronomy, fashion and security [1, 2]. Everyday huge amount of images are
generated by either military or civilian equipment that need to be organized for efficient
and accurate retrieval [2]. Image retrieval is the science of finding images that fulfill a
specified user need [3].

In text based image retrieval system [4], images are annotated with keywords based
on human perception. On the other hand, keywords are included in a user query based
on his/her requirements. Query keywords are matched with the annotated keywords for
image retrieval [5]. The relationship between queries and images and the relevance of
the retrieved images is considered as a foundation for image retrieval system. This
process has been extended with ontology to resolve the problem of semantic hetero-
geneity. Ontology is a type of background knowledge. A complete description of

© Springer International Publishing Switzerland 2016
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ontologies and their usefulness in image retrieval system have been mentioned in [6].
Ontological query language system: immense, has been proposed by Town et al. [7],
for efficient image retrieval. Similarly ontology based systems such as OLYBIA and
OntoPic have been proposed in [8, 9]. In the existing systems, the annotation of images
with keywords is binary that is a keyword is either present or not in an image.
However, annotation and the retrieval processes involve human perception that is
mostly approximate or uncertain [10, 11]. We believe that the images cannot be pre-
cisely represented with keywords using binary model of annotation. Therefore existing
systems could not produce the desired results. To overcome this problem fuzzy based
retrieval systems are required as the relative importance of a particular keyword in
annotation and retrieval process is different for different users and this information is
essential for accurate satisfaction of a query.

In this paper we have proposed a fuzzy ontology-based model that makes use of
ontology to improve the retrieval performance. Images are represented with concepts
and a category. An image illustrates multiple concepts. A concept describes objects that
the image contains. In order to annotate the image with all the possible concepts, it is
divided into regions and regions are classified into concepts by adopting the technique
proposed in [12]. The frequency of occurrence of the concepts inside an image deter-
mines the category. A category depicts a scene. This categorization allows for semantic
comparisons of scenes and also helps in search space reduction while querying for
specific concepts inside a category. Concepts, categories and images are linked among
themselves with fuzzy values in the ontology. By adding a value for degree of mem-
bership to each concept and category, the retrieved images from ontology based search
reflect the likely information need. For mapping the query terms and ontology concepts,
fuzzy search mechanism is applied that search and rank the retrieved results based on the
relevancy degree between the keywords of a query and images.

The remaining paper is organized as follows: Sect. 2 describes the related work.
Section 3 describes the proposed methodology and image retrieval process. Section 4
contains the experimental results. The paper has been concluded in Sect. 5.

2 Related Work

Image retrieval systems are either content based or text based. In content based image
retrieval systems (CBIR) low level features are extracted automatically and images are
indexed by their visual content like color, shape, texture [1] but there is a gap between
what image features, a system can recognize and what human perceives from the
image. The focus of this research is on text based image retrieval systems so we will
not discuss CBIR systems. Literature survey is categorized as: text based, ontology
based and fuzzy ontology based retrieval systems.

2.1 Text Based Retrieval Systems

In text based image retrieval, images are annotated with text descriptors [4]. On the
other hand, keywords are included in a user query based on his/her requirements.
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Query keywords are matched with the annotated keywords for image retrieval [5].
Keyword and content based image retrieval has been proposed in [13]. The model is
built for qualitative spatial relationships like before, after or more, less. In [14], text
based image retrieval system has been combined with content based model for efficient
search. First text based search was applied and then content based filtering was applied
on the resulting set.

2.2 Ontology Based Retrieval Systems

Ontology is an explicit specification of the terms in a domain and the relations among
them [5]. It defines a common vocabulary that can be shared among people and domain
knowledge that can be reused [15]. In [16], author built and proved the ontologies in
reducing the gap between low level features and high level semantics. Keyword and
ontology based image retrieval has been compared by Wang et al. [17]. Result showed
that ontology based system performed better as compared to keyword based system in
terms of precision. A complete description of ontology’s and their usefulness in image
retrieval systems has been mentioned in [6]. In [12] a supervised learning system
named OntoPic has been proposed that allows semantic searches. It has used
DAML + OIL for domain knowledge but system performance was not mentioned. In
[18], semantic based image retrieval system has been proposed. A domain specific,
flower family, low level feature based ontology has been created. These low level
features were set as a data property in OWL. Users can enter a text/image query.
Features are extracted from a query image and matched with the ontology and matched
images are retrieved and shown to the users. Semantic image representation model
containing local and global categorization of scenes has been proposed in [19].
Ontology based image annotation (OLYBIA) system has been proposed in [8]. Low
level features were extracted and were mapped to high level concepts through object
ontology and inference rules. The experimental results have not been compared with
any other model. In [20], content based image retrieval system has been proposed that
has used ontology for object recognition. Retrieval algorithm has not been discussed
and results were not compared with any other system. In [21], image annotation and
retrieval through ontology has been discussed. Ontology was constructed for animal
domain. Although the proposed work shows the benefits of using ontologies but the
burden of manual annotation was still there.

2.3 Fuzzy Ontology Based Retrieval Systems

Document search using fuzzy set theory has been described in [22]. The proposed
model considered the importance of text descriptors in search and the relevancy score
between the query and the documents. Highly relevant documents were retrieved based
on fuzzy set operations and shown to user. Information retrieval model based on
ontology encoded with fuzzy relations has been proposed in [23]. When a user enters a
query, composed of concepts, the system performs query expansion and may add new

110 M. Liaqat et al.



concepts based on the ontology knowledge. After expansion the similarity between the
query and the documents is calculated by fuzzy operations. Author has compared his
proposed model with Ogawa [24] and Horng [25] model. In Ogawa model, a keyword
connection matrix has been proposed for computing the relevance of the document
with the user keywords. Apart from it, users can enter compound queries containing
operators: and, or, not. In Horng model, a multi-relationship fuzzy concepts network
has been proposed that shows the fuzzy relations between the concepts and their
relevance degree with the documents. Results show that the model proposed in [23]
gives better retrieval accuracy as compared to Ogawa and Horng model. The above
mentioned fuzzy based systems were tested for text documents retrieval.

3 Proposed Methodology

An overview of the proposed image retrieval system is shown in Fig. 1. Images are
annotated with concepts and category by adopting the technique followed in [12].
Fuzzy knowledgebase and Fuzzy search are two main modules of the proposed system.
An image with associated concepts and category are the inputs to the Fuzzy knowl-
edgebase. To conceptually represent an image fuzzy ontology is constructed that uti-
lizes the concepts and categories associated with the image. The fuzzy values in the
ontology are then calculated by applying data mining approaches on the input images.
For image retrieval, users are provided with an interface where they can input multiple
keywords based on their requirements. Fuzzy search mechanism is applied and the
retrieved images are ranked and shown to the user based on the relevancy degree
between the image and keywords.

3.1 Fuzzy Ontology Construction

The fuzzy ontology is constructed based on the idea of [23] that was proposed for
documents retrieval. The fuzzy ontology shows the relationship between the images
and concepts, and concepts and categories and categories and images as a value
between 0 and 1 (both 0 and 1 inclusive).

The steps followed for computing the fuzzy values in the ontology is as follows:
Let I {I1, I2, I3, . . ., IM}, A = {A1, A2, A3, . . ., AN} and B = {B1, B2, B3, . . ., BO} be a

Fig. 1. The proposed image retrieval system
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set of images, concepts and categories consisting of M, N and O number of elements
respectively.

Let WCB be the matrix representing binary weights of category to image and is
written as:

WCB ¼
w11 w12 � � � w1M

w21 w22 � � � w2M

..

. ..
. ..

.

wO1 wO2 � � � wOM

2
6664

3
7775; ð1Þ

where wkj = 0 or wkj = 1, 1 ≤ k ≤ O and 1 ≤ j ≤ M. Let WCI be the matrix representing
the frequency of concepts in images and is written as:

WCI ¼
f 11 f 12 � � � f 1M
f 21 f 22 � � � f 2M
..
. ..

. ..
.

fN1 fN2 � � � fNM

2
6664

3
7775; ð2Þ

where fij is the frequency of concept Ai in image Ij, and 1 ≤ i ≤ N and 1 ≤ j ≤ M.
The image content is originally a crisp set as defined by WCB and WCI and is made

fuzzy by proposed methodology. In our system, image content is represented by three
matrices namely weight of the concept to image WA, weight of the category to image
WB, and weight of the concept to category WCF and are defined as:

WA ¼
a11 a12 � � � a1M
a21 a22 � � � a2M
..
. ..

. ..
.

aN1 aN2 � � � aNM

2
6664

3
7775; ð3Þ

where aij is the relevancy between the concept Ai and image Ij, and 0 ≤ aij ≤ 1, 1 ≤ i ≤
N and 1 ≤ j ≤ M. Element of weight of concept to image matrix aij is calculated as:

aIJ ¼ f IJ
TJ

; ð4Þ

where fij is the frequency of concept Ai in image Ij and Tj is the total number of
concepts in image Ij. The weight of the concept to category is a matrix as shown below:

WB ¼
b11 b12 � � � b1O
b21 b22 � � � b2O
..
. ..

. ..
.

bN1 bN2 � � � bNO

2
6664

3
7775; ð5Þ
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where bik is the relevancy between concept Ai and category Bk, and 0 ≤ bik ≤ 1, 1 ≤ i ≤
N and 1 ≤ k ≤ O. The proposed formula for calculating weight of the concept to
category bik is as follows:

bik¼
PM

j¼1 aij wkjPM
j¼1 wkj

; ð6Þ

The weight of the category to image is a matrix as shown below:

WCF ¼
c11 c12 � � � c1M
c21 c22 � � � c2M
..
. ..

. ..
.

cO1 cO2 � � � cOM

2
6664

3
7775; ð7Þ

where ckj is the relevancy between category Bk and image Ij, and 0 ≤ ckj ≤ 1, 1 ≤ k ≤ O
and 1 ≤ j ≤ M. Element of weight of concept to image matrix ai,j is calculated as:

ckj¼
PM

j¼1 aijbik
Fik

; ð8Þ

where Fik is the number of concepts in a category.

3.2 Image Retrieval

A user query consists of keywords that can be concepts, categories or combination of
concept and category. Table 1 shows the retrieval algorithm.

The detail of algorithm is illustrated below through example.

3.3 Walk-Through Example

Let I {I1, I2, I3, I4}, A = {Sky, Foliage, Grass, Water} and B = {Sky_Cloud, Field} be
a set of images, concepts and categories. The matrix WCB representing binary weights
of a category to an image is defined as:

WCB ¼ 1 0 1 0
0 1 0 1

� �

The matrix WCI representing the frequency of concepts in images is defined as:

WCI ¼
80 20 70 40
0 20 30 0
20 60 0 60
0 0 0 0

2
664

3
775
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The fuzzy weights in matrices WA, WB, and WCF are computed according to the
proposed formulas (4), (6) and (8) and are as follows:

WA ¼
0:8 0:2 0:7 0:4
0 0:2 0:3 0
0:2 0:6 0 0:6
0 0 0 0

2
664

3
775 WB ¼

0:75 0:3
0:15 0:1
0:1 0:6
0 0

2
664

3
775

WCF ¼ 0:31 0:08 0:285 0:18
0:18 0:15 0:12 0:24

� �

Table 1. Retrieval algorithm

Input: Single or combination of concepts, AN,  
OR single or combination of categories, BO ,  
OR a combination of concepts and categories, AN BO, Retrieval size S,  

           Database size Db        
Output: A list of Ranked Images R 
Basic Idea: 
1. case 1: [query contains single or combination of concepts] 
2.               [Use procedure 1.1 to retrieve images]  Call RetrieveA(AN, S, Db, R) 
3. case 2: [query contains single or combination of categories] 
4.               [Use procedure 1.2 to retrieve images]  Call RetrieveB(BO, S, Db, R) 
5. case 3:  [query contains combination of concepts categories] 
6.               Split the query into two. Q1= AN and Q2= BO

7.               Call RetrieveA(AN, S, Db, R),  Call RetrieveB(BO, S, Db, R) 
8.               Take intersection of images returned by both the procedures and store it  
                  in R. 
9. Show R to users. 
10. Exit 

Procedure 1.1: RetrieveA(AN, S, Db, R) 
1. Repeat step 2 to 3 for k=1 to N [where N is the total number of concepts  
             in Q] 
2.              Repeat step 3 for p=1 to Db 
3.                   R2[Ak][p]= WA[Ak][p] 
4.           Rank each row of R2 in descending order. Take intersection of rows of  
              R2 and store the result of intersection in R. Return R based on S.          
Procedure 1.2: Call RetrieveB(BO, S, Db, R) 
1.     Repeat step 2 to 3 for k=1 to N [where N is the total number of  
             categories in Q] 
2.              Repeat step 3 for p=1 to Db 
3.                   R2[Bk][p]= WCF[Bk][p] 
4.         Rank each row of R2 in descending order. Take intersection of rows of  
            R2 and store the result of intersection in R. Return R based on retrieval  
            size.          
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Fuzzy ontology constructed according to the above computed weights is shown in
Fig. 2.

The next step is to take user requirements and retrieval size and apply retrieval
algorithm to get the list of retrieved images. If query contains concepts Q ¼ A1f g.
From WA following vector is extracted against the given query:

R ¼ 0:8 0:2 0:7 0:4½ �;
The above vector is sorted in descending order 0:8 0:7 0:4 0:2½ � and with the retrieval
size of 3, images I1, I3, and I4 will be shown to user.

When a query contains categories Q ¼ B1f g. From WCF following vector is
extracted against the given query:

R ¼ 0:31 0:08 0:285 0:18½ �;

The above vector is sorted in descending order 0:31 0:08 0:285 0:18½ � and with the
retrieval size of 3, images I1, I3, and I4 will be shown to user.

When query contains both the concepts and categories Q ¼ A1;B1f g. The query is
first split into two queries Q1 ¼ A1f g containing the concepts and Q2 ¼ B1f g con-
taining the categories. Q1 will return following vector from WA:

R ¼ 0:8 0:2 0:7 0:4½ �;

and Q2 will return following vector from WCF:

Fig. 2. Fuzzy ontology
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R ¼ 0:31 0:08 0:285 0:18½ �

Sort both the vectors in descending order, take the intersection and store the result of
intersection in R. Keeping the retrieval size of 3, images I1, I3, and I4 will be selected
for user illustration.

4 Experimental Results

A dataset of seven hundred annotated images (i.e. N = 700) about natural scenes has
been used to validate the proposed retrieval model. The dataset consists of six categories
(i.e. O = 6) namely sky_clouds, forest, field, coast, waterscapes and landscape with
mountains and ten concepts (i.e. M = 10) namely sky, foliage, grass, rocks, mountains,
trunks, flower, water, sand and fields. The dataset have been used for building the
proposed fuzzy ontology. In order to compare our system, we have selected the fuzzy
relational ontological model proposed in [23]. The performance of the proposed
methodology and reference model have been evaluated in terms of precision, recall,
normalized modified retrieval rank (NMRR), average normalized retrieval rank
(ANMRR), and normalized discounted cumulative gain (NDCG) [26, 27].

In order to evaluate the proposed methodology total of 167 queries have been used
in which 122 queries are based on concepts, 11 queries are based on categories and 34
queries are based on combination of concepts and categories. Figure 3 shows the result
of different queries against different evaluation measures. Higher precision values
indicate that more relevant results are retrieved than irrelevant results; whereas higher
values of recall indicate that most of the relevant results are retrieved. On the other
hand, NMRR and ANMRR scores indicate the performance of algorithms based on the
ranking of results; lower the value of NMRR and ANMRR better the algorithm ranked
the results. NDCG measures the usefulness of images based on its position in a
retrieved list. Higher NDCG indicates that the highly relevant images are retrieved at
the top of the list.

Figure 4 shows the retrieved results for the proposed methodology and reference
model against 3 different queries with retrieval size of 15. The first row shows the
results of query-by-concept that is flower. Second row shows the results of
query-by-category that is field. Third row shows the results of query-by-concept-
and-category that is flower and field.

It is evident from the results that the proposed methodology outperforms the
reference model. The proposed methodology shows better results in case of a
query-by-concept and query-by-concept-and-category. However, the reference model
shows slightly better result in the case of a query by category that is tolerable.
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Fig. 3. Evaluation measure results against different queries consisting of concepts, categories
and combination of concept and category. (a) Evaluation results against 122 different queries by
concept. (b) Evaluation results against 11 different queries by category. (c) Evaluation results
against 34 different queries by combination of concept and category.
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5 Conclusion

In this paper, we have proposed a fuzzy ontology based model for improving the
performance of image search results. First a fuzzy ontology is constructed by utilizing
the concepts and categories associated with images. Then users are provided with an
interface to input keywords. Search results are ranked based on the relevancy between
the keywords of a query and images. The advantages of the proposed model are that
relationship between an image and concepts and image and categories are fuzzy values
that resolve the problem of binary annotation and retrieval. Secondly, it allows an
image to belong to different categories with different degrees of membership. Experi-
mental results showed that the proposed model achieves better results as compared to
the reference model. Currently we are improving the ranking of the retrieved results
where user requirements include multiple concepts and categories.

a 

b 

c 

Fig. 4. Retrieval output of the proposed methodology and reference model for retrieval size 15.
Left column: Proposed methodology, Right column: Reference model [23]
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Abstract. History of the logic games like chess, checkers or five in a row as is
old as humanity itself. Primary goal of these games is to train the human brain
with a thinking on the future moves. Idea is that the winner is that one with the
most successfully predicted moves. Any help for this goal is more than wel-
come. In current day there is trend to brings all games to our SmartPhones to fill
the free time by a possibility of play at any place anytime. There is a many
existing solutions, application and ideas how design graphical user interface of
these game applications, where the actual trend is to make an intelligent com-
puter opponent with some intelligence which has no standard (all time same)
strategy or starting parts. The goal of this paper is to use some standard algo-
rithms like Minimax or Alpha-Beta with the help of user/player face detection
usable for difficulty level adjustment. This is described in whole paper step by
step as design as well as implementation issues related to appropriate parts of
solution. Face detection is used to indicate meta-info of the player by the help of
front camera of SmartPhone. This meta-info as age, sex or mood is evaluated
and is taken as input for difficulty adjustment not only at start of every game,
and even in every move, what make a playing this game amazing.

Keywords: Android � Five in a row �Minimax � Alpha-Beta pruning � Genetic
algorithms � Face recognition

1 Introduction

Actual trend in western society is that every people above 15 own one SmartPhone
(exclude old people). Many of these holder use it not only for general purposes (make a
call or text messages), but also for performing some applications and games as well.
One example of such game is known as school desk game – five in a row. Playing five
in a row on the smartphone has a big advantage, that the user doesn’t need a real
opponent. The opponent can be some algorithm of an artificial intelligence.

For the best possible enjoyment of the game it is important that the user can choose
the opponent to play with the equable emulator possible. And even better is, if the
suitable opponent for the user is set automatically and the user can simply enjoy the
experience of the game with the opponent and does not have to deal with any appli-
cation settings.
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For the automatic selection of the opponent’s level can be used the data from the
smartphone front camera. Presently there exist a number of algorithms of computer
vision, which are able not only to identify a human faces (face-detection), but also to
analyse the found face and gain different specifications (face-recognition), such as sex,
age, race etc.

The main goal of this work is the conception of the suitable opponent algorithm in
the game five in a row that can intelligently change its difficulty according to the front
camera data. Thus the work handles with two main topics:

(1) formation of the algorithm for the opponent in the game five in a row with a
possibility to modify its difficulty

(2) work with the image from the front camera and application of the computer vision
algorithms with the purpose of recognition the shot faces

The formation of the new algorithm for recognition of the shot faces is beyond the
scope of this work. It is a difficult problem, which is well described in an article [1].
Though, this work resumes information about currently used technologies. Conse-
quently, the technologies are used and compared.

In this work there is suggested the algorithm of the artificial intelligence for the
opponent in the game five in a row. The paper does not contain explanation of the game
rules. Concretely there are considered game rules of Gomoku with a playing field sized
15 × 15, see [6].

According to [2] there generally exist two types of algorithms for five in a row (and
similar games such as chess) – no-searching and searching.

• The first, easier of them, is mostly based on several rules that result from experience
of the algorithm’s author. This way in contrary to the other does not use any
searching.

• The second way is more sophisticated and uses space searching of all the possible
rolls into a certain depth. Principally it comes from already existing algorithms such
as Minimax or its enhancement – Alpha-Beta pruning. These algorithms are
described in detail for example in articles [3] and [4] and in the work they will be
represented in the next section. For this work it is more suitable to use the second
way with searching, because it is possible to easily change the performance of the
algorithm by customizing the searching depth. The concept of the evaluating
function is a subject of next sections.

2 Problem Definition

Problem described in introduction section can be seen in two main areas, algorithm
development and image processing from camera source respectively. This section
contains both of the problems.

2.1 Genetic Algorithms - Minimax

One goal is to suggest the suitable artificial intelligence algorithm for the opponent in
the game while one suitable algorithm is minimax. This algorithm uses a “game
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Fig. 1. Minimax algorithm [7]

tree” [5]. The algorithm calculates with the game tree limited by a certain pre-set depth,
because the whole tree would be huge. Minimax evaluates every tree leaf using the
evaluating function. The evaluation of each node is defined as the best value of its
successor. The best value is defined different way in the case of odd and even tree
levels [5]. The principal of minimax method is shown in the figure (Fig. 1).

An article [8] suggests total of 6 methods to implement the evaluating function.
Through a tournament it was found out, that in a competition stands the best an
algorithm called “Simple (Line Based)”. It evaluates every unblocked tuple of a
specific player with value 4n and again every unblocked tuple of an opponent with
value −4n. Then the function result becomes a sum of these values.

Evaluating function by author [9] searches for every quadruplet, triplet and couple
on the playing field and to these values it assigns a certain weight, whereas the weight
of the quadruplet is the highest and the weight of the couple is the lowest. Generally, it
applies, that the more of such consecutive quadruplets, triplets and couples the player
has, the bigger is his chance to win.

Next author [10] mentions an evaluating function based on searching models.
Every model is evaluated by a certain value; the result afterwards becomes a sum of
these values. The models are being searched in all possible different directions.

Next evaluating function was designed by author [11]. The principal is to locate all
the quintuples of consequent fields, whereas every quintuple is evaluated according to
its content [11]. This work utilizes the last mentioned algorithm of the evaluating
function and tries to improve it. Unfortunately the numbers suggested by the author
[11] are not supported by any objective analysis. Therefore, this paper try to find out
the optimal values for this evaluating function.

2.2 Face-Based Difficulty Adjustment of the Game According to the Shots
from the Front Camera

As it was mentioned in the first section, for setting the difficulty of the five in a row it is
possible to use the shots from the front camera on the mobile device. These shots can
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be analysed and out of them it is possible to obtain various information about the user,
who plays the game. Among the obtained information range user’s age, sex and mood.
Concretely it is possible to use the data in the game this way:

• Automatic setting of the easiest level in the case the user is a child.
• Adaptation of a graphic interface and the game level regarding to sex and age of the

user [17].
• If the user thinks too long and the application recognizes he is sad, it displays a help

option with the best roll.

Part of this work is therefore a summary of existing technologies for the face
recognition in the image, which can be used on the Android platform, and their
comparison [23, 24].

In the August 2015 Google Company introduced a new version of Google Play
services, specifically version 7.8. A component of this version is new Mobile
Vision API, which contains a support for the face recognition in the image and a
real-time [20] recognition of the barcodes. The new API for the face recognition in the
image has 4 functionalities for now [14]: (1) Face detection in the image; (2) Face
tracking; (3) Discovering areas of concern in the face; (4) Classification. Unfortunately,
Google Play services are not able to guess sex, age and race etc. But it is possible to
find various web services available on the internet.

The first one from Microsoft Company is a “Face APIs” [15]. This service can
classify information about the found person listed below: (1) Different facial land-
marks – many times more than Google Play services (total 27); (2) Age and sex.
Though the Microsoft service is free, but unfortunately it is limited by up to 20 requests
in a minute and 5000 requests in a month, what is reachable in a hour unfortunately.

Next service (free with no limits), is called Face++ [16]. It can classify following
data about the identified person: (1) Various facial landmarks – less then Microsoft
service (total 6); (2) Probability of smile; (3) Sex – including its probability; (4) Race –
including its probability; (5) Age – including from-to range.

There are also some other web services, but majority of them is charged, while they
don’t bring something new in regarding the purposes of this game project.

3 New Solution

This section concerns with suggesting the new opponent algorithm in the game five in a
row and results from the algorithm described in the second section. To find a suitable
quadruplet of aforementioned values there are used genetic algorithms in the work.
Genetic algorithms are inspired by natural evolution process in the nature. The fun-
damental is Darwin’s theory of natural selection and Mendel’s genetics theory. The
intention of the genetic algorithms is seeking through the space and discovering the
optimal solution of the specific function, for which doesn’t exist (or is too difficult) an
exact algorithm. Every possible solution is represented by an individual in a popula-
tion. The population then is a set of individuals – a set of possible solutions. Over time
the population evolves. The poor individuals die out; better individuals appear and
replace them.
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Such algorithm can be written in pseudo code this way:

The step Recombination P(k) means executing two genetic operators – crossing and
mutation. Evaluation P(k) is realized by fitness function calculation, which evaluates
each individual in the population according to his quality [12].

The selection in the genetic algorithms may be realized using several selection
methods. These include for example different alternatives of roulette selection and a
tournament selection. In this work it is used the tournament selection that picks the best
individuals from the population on the base of an arranged tournament between the
individuals.

3.1 Design and Realisation of Tournament Selection

Within this work it was arranged a tournament between algorithms for five in a row.
Every individual was represented by a quadruple of values (a, b, c, d), where

• a represents number of points for one sign in a quintuple
• b represents number of points for two signs in a quintuple
• c represents number of points for three signs in a quintuple
• d represents number of points for four signs in a quintuple

in the evaluating function described supra.
The tournament was realized using all-play-all method. The matching rivals were

algorithms with different values (a, b, c, d) in the evaluating function with scanning of
the minimax tree into depth 2. In every match of two individuals:

• the winner gained 1 point
• the loser gained 0 points
• both players gained ½ point in the case of draw (filling the whole playing field

15 × 15)
• Further tournament specification:
• In every round total 10 individuals matched each other; in that round they competed

each other two times; every time different player started the match.
• Total 21 rounds of the tournament were arranged.
• In every round there were played total 90 matches.
• Fitness function of an individual means a sum of points gained during a specific

tournament round.
• Into the next round principally progressed:
• 2 individuals with the highest fitness function (without crossing and mutation),
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• 5 individuals originated by mutation of an individual with the highest fitness
function,

• 3 randomly generated individuals
• In the zero generation there were generated ten individuals by a generator of

pseudorandom numbers.

4 Implementation Issues of Developed Game

4.1 Implementation of the Game Algorithm

The whole application is implemented in Java language and is intended for Android
platform [23]. The main logic of the algorithm is divided into two classes [18].

The most important class is the class GomokuMiniMaxEngine with the method
play, which receives as an input a two-dimension field of values representing an actual
game position and also a numeric value, which represents the specific symbol (a cross
or a circle). The method returns coordinates of the best found roll. The second con-
siderable class is GomokuGame, which represents a certain game position. The class
includes a method checkGameEnd, which returns value 0 in the case that it’s not end
yet, 1 in the case the cross wins, 2 in the case the circle wins and 3 in the case of draw
(filling the whole playing field).

The basic minimax algorithm was improved in this work with the alpha-beta
pruning, which is very well described for example in the article [2]. This algorithm
accelerates the slow minimax by pruning the minimax tree by redundant branches. This
way it gives the same result with a shorter calculation time. For easier imagination the
calculation with the classic minimax algorithm with searching into depth 3 took
approximately 1.5 min on a common laptop.

Using alpha-beta pruning the calculation was reduced to ca. 6 s. With alpha-beta
pruning it depends on an order of searching the rolls, in which they are being searched
through – therefore in the work it was implemented also simple sequencing of the rolls.
With this sequencing of the rolls the calculation was reduced from 6 s to ca. 1 s, which
is already an acceptable calculation time.

4.2 Implementation of the Technologies for the Face Recognition

The technologies applicable for the face recognition in the image were mentioned in the
second section. This section handles with their practical use.

(1) Google Play services
The first technology applicable for the Android platform is Faces API in Google
Play services. A fundamental class of this API is a class FaceDetector. While
creating the class it is possible to set how much the API shall recognize in the
detected face [18]. Concretely:

• setTrackingEnabled turns on/off tracking the face in the shots sequence
• setLandmarkType – when a value ALL_LANDMARKS is set, there are

detected the facial landmarks, with NO_LANDMARKS there aren’t detected
any of them
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• setMode regulates a velocity (and therefore also accuracy) of the calculation.
The possible variants are FAST_MODE and ACCURATE_MODE

• setProminentFaceOnly estimates, if the service shall look for all the faces in
the image, or just the most distinctive one

• The concrete values can be then obtained from the concrete instances of the
class called Face, which contains methods such as getIsSmilingProbability(),
getIsLeftEyeOpenProbability(), getIsRightEyeOpenProbability(), or getLand-
marks().

(2) Face APIs (Microsoft)
For the API by Microsoft [15], it is possible to set demanded parameters similarly
as with Google Play services. Furthermore, while requesting the web service it is
necessary to use a key (subscription-key), which can be generated while regis-
tration on the web. Afterwards the web service returns the calculated values in the
JSON format [18].

(3) Face++
To simplify the use of API Face++ in the Java language there exist an elementary
library directly from authors of Face++, which can be downloaded at the project
web site [16]. While creating an instance httpRequests of the class HttpRequests it
is required to enter the generated key, similarly as with the Microsoft product.

4.3 Implementation Issues of Face-Based Difficulty Adjustment

Computing of the AI is time consuming, therefore it is necessary that the calculation is
made in the background by using an IntentService.

The playing field of size 15 × 15 is realized in the GUI by 225 instances of an
ImageView class. If the square is empty, then empty white area is selected, if the square
isn’t empty, image of a cross or a circle is selected. For each square it is applied an
onClickListener, which operates a certain event (a click).

After game is started, GUI show the selection option for New Game and Option,
where some selection as well as modification of game are available (Fig. 3, left). After
the press of “New Game” button, the code is checking whether is selected option
“Intelligent adjustment of complexity” (Fig. 2 left) or not. Application was designed
mainly for the purpose of testing this options, so this is one of the key point of this
article as well as whole project. Code is checking firstly user face detection by the help
of face recognition APIs (Sect. 4.2). This option takes approximately 7–8 s depending
on actual light disposition and user/player face and used HW SmartPhone as well (see
Sect. 5.3). Other options like a detection of smile, left and right eye are showed
immediately after the GUI is showed, so immediately after “New Game” button is
pressed. After age is detected (Fig. 2) the exact age is returned with a correctness of
this fact. E.g. number 35 ± 10 or 40 ± 8 years. This value is taken as an input value
for the selection of difficulty level, where option easy, 2nd, 3rd and 4rd (most difficult) is
available. If face detection fail, there is an option to manual selection of difficulty level
(as a standard way in normal games). This problem of fail selection of age can be also
verified by shading of front camera. If player unfortunately allow front camera, the

Face-Based Difficulty Adjustment for the Game Five in a Row 127



selection of appropriate opponent is changed immediately based on detected face and
returned value (see Fig. 2 at right bottom corner with an option of real-time detection).

Second intelligent adjustment option lay in the selection of sex (man or woman),
where real comparation of both types is a not a contribution of this paper and is set in
the code based on study [19].

The last part of algorithm (Fig. 2) describe an option for real-time which allow to
provide a sequential executing of parallel thread of face detection based intelligent
adjustment of game difficulty.

Real-time execution of face detection is a very time consuming operation which
consume a high power of the device. This is the reason why there are implemented two
possibilities of use in the option. Detection of face on the start of a new game or
real-time execution of face detection. In this case it is displayed the user’s face below

Fig. 2. Algorithm of game initialization
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the playing board to him and there are showed the detected information in real-time.
See figures (Figs. 2 and 3).

4.4 Implementation Issues of Real-Time Option for Artificial Intelligence

GUI of the developed application is showed in figure (Fig. 3 right). In the top left
corner, there is a visualization of the actual player (a person) with a name and a symbol
for which he plays. In the right top corner there is the opponent (computer player) with
his symbol. This opponent is selected based on player age and sex or set manually.

The whole game is thanks to the real-time option (Fig. 3 left) providing an amazing
game entertainment thus the selection of appropriate level can be for each move
different. The best essence is added by the smile option, where user can be sad or smile
what have an effect to a final selection of game difficulty. For example, if the user going
to win with the sad smile strategy and is one or two moves before the win and make a
smile, difficulty option is immediately changed to harder level while user can lose
whole game in several moves! This fact is one of the key points in the sense of user
experience.

Fig. 3. GUI of developed testing application – game (left). Settings menu (right).
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5 Testing of Developed Solution

This section describes a testing of the newly designed opponent algorithm in the game
and also there are compared the technologies for the face detection. As the obvious and
mandatory part of testing, there is also a performance testing section based on standard
methodologies for testing with various HW options.

5.1 Testing of the Newly Designed Algorithm

The third section describes a way used to design the new quadruple of values for
evaluating function of the minimax algorithm. This section targets to compare the
original algorithm by author [11] with the algorithm suggested in this work.

The easiest comparison of the two algorithms for the game five in a row is to let
them play against each other. But this comparison resulted with a draw – every time
became a winner the player who started the game.

For a better comparison of the two algorithms this work employs a game opening
called SWAP. While opening with SWAP the starting player places 3 signs on the
playing board; 2 crosses and one circle or 1 cross and 2 circles. The second player
picks, which sign he wants to take. The first roll takes the player that has less signs on
the playing board. This way guarantees that the game is more equable than with the
classic opening the five in a row game (called surewin) [13].

To compare the algorithms there were suggested total 4 signs locations to open the
game that are more equable than the classic opening the game. The four opening types
are visualized on the figure (Fig. 4).

The test consisted of 8 games of the algorithms mentioned supra. Every algorithm
played each opening type two times – ones with crosses and for the second time with
circles. The game results are displayed in table (Table 1).

Fig. 4. Opening for test no. 1, 2, 3, 4

Table 1. The results of the comparison

(1, 73, 511, 1751) (1, 4, 193, 1079)

Opening 1 0 wins 2 wins
Opening 2 0 wins 2 wins
Opening 3 0 wins 2 wins
Opening 4 1 win 1 win
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The original algorithm [11] with the quadruple (1, 73, 511, 1751) made it only once
to win - in the fourth opening. Concretely in that case the algorithm played with circles
(that is two signs in the SWAP opening). This result approves that the new suggested
solution is better than the original one.

5.2 Comparison of the Technologies for the Face Detection in the Image

In the second section there were mentioned existing technologies for the face detection
in the image. This section brings their comparison by concrete examples. For the
testing there were used total 10 pictures of people taken from public web servers. The
information detected using Face++ (F++), Face API by Microsoft (MS) and Google
Play services (G) are showed in table (Table 2).

From testing results it was recognized, that both of the web services (Face++ and
Microsoft Face API) successfully managed to recognize sex of the photographed
people in all the cases. The person’s age estimation was also very good in all the cases;
the largest diversion from the real age was made by Face++ service in the last photo
(diversion of 24). An average diversion was similar for both of the services: Face++ 5.8
years and the Microsoft service 5.9 years.

Considering the probability of the certain person’s smile is a subjective matter. The
measured values are only informative. But taken subjectively we can say that both of the
algorithms work very well. The largest difference between the algorithm values is within
the penult person, though neither a human would say if this person does smile or not.

5.3 Speed Performance Testing

The mandatory part of testing is a performance of whole designed and developed
application. Our solution was tested on two HW SmartPhones:

Table 2. Technologies comparison

Sex (M/F) Age Smile (%)
R F++ MS R F++ MS F++ MS G

F F F 18 23 20 88 – 45
M M M 24 35 39 3 – 0
F F F 26 25 27 95 – 98
M M M 29 21 31 1 – 1
F F F 31 30 27 5 – 1
F F F 32 30 23 1 – 1
F F F 34 34 38 4 – 12
M M M 39 36 35 0 – 27
M M M 62 65 71 58 – 10
M M M 76 52 67 94 – 98
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• Xperia Z1 Compact with Android 5.1.1 (further Z1)
• Samsung Galaxy Note 4 with Android 6.0.1 (further Note 4)

Z1 has Qualcomm Snapdragon 800 2.2 GHz quad-core CPU with 2 GB of RAM
and display with resolution at 1280 × 720 pixels.

Note 4 SmartPhone is setup by processor Exynos 7 Octa, with a technology ARM
big.LITTLE. It has four cores on 1.9 GHz (Cortex-A57) and four green cores on
1.3 GHz (Cortex-A53). Graphical acceleration provides with Mali-T760 on 695 MHz.
Display with 2560 × 1440 pixels’ resolution.

GUI of developed solution were showed on both models with no problem. Game
play ground was rendered up to all corners. Camera preview was also targeted to right
place at left bottom corner with correct display of green rectangle around face (Fig. 3
right) all time with defined frequency of 30 FPM (Frame Per Second) [21, 22].

The most CPU drained part of the application running is the real-time mode option
when enabled every move (algorithm with minimax and alpha-beta) is computed after
face detection (age, smile, eyes) which select appropriate level of difficulty for every
move. For both testing devices the time of “thinking” was not disturbing as it was all
time under the two second limit, which is defined as the maximum limit for which user
(player) is able to wait and watch the display without any loss of concentration [25].

6 Conclusions

The main goal of this project was to confirm an idea if it is possible to develop an
application of some game with the intelligent (artificial intelligence) adjustable diffi-
culty of computer opponent during the play. This goal was evaluated by the partial
results from face detection evaluation and comparation of three APIs as well as
development of game algorithm with implementation of minimax and alpha-beta
pruning trees.

Side goal of this project to compare the new developed algorithm with existing one.
Also this goal was successfully evaluated while the newly developed one beat his
predecessor.

As a next result we can mention the evaluation of actual trendy technology of face
detection in real usage where results are very good (Table 2) and the CPU drain is not a
big disadvantage in the case of modern SmartPhone devices, like we used in the testing
process.

Future development of game application will be directed to show thinking time of
each computer move as well as number of computed iterations. Also option for limited
thinking for both side is going to be implemented as to put for both player’s same
conditions.
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Abstract. Mobile systems interact with many autonomous entities and
multiple services that provide a ubiquitous environment for societies.
In this environment, trust to security is a challenging issue. Entities
and services have unpredictable behaviors therefore conventional trust
models have limited accuracy for security related computations due to
static nature of the models. Adaptive trust computations are needed
to make accurate trust decisions. In this paper, we propose an adaptive
approach to compute trust for mobile security. We evaluate the approach
with different scenarios and comparisons to show the adaptive property.

Keywords: Security · Mobile · Trust · Adaptive

1 Introduction

The increasing amount of mobile systems with autonomous entities has made
societies connected more than ever. Such systems provide an open communi-
cation environment for social interactions. People interact with their relatives,
friends, and colleagues by using intelligent systems over mobile devices. Finan-
cial operations, health care services are some of other significant relations that
have become popular with the ubiquitous access opportunities provided by
mobile systems. The diverse number autonomous entities and services running
on mobile systems has made trust based decision making about security a sig-
nificant research challenge [2,4].

The concept of trust has been widely used in various contexts since it provides
diverse decision-making opportunities under different subjective expectations
of entities [11]. This makes a trust model highly context dependent and only
suitable for specific conditions. On the other hand, mobile systems are highly
personal so each user may have different expectations when a mobile system
moves. Moreover, mobile systems provide new security vulnerabilities. Therefore,
different models are needed when a mobile system has changed its state, location,
or interactions to have precise trust based decisions. However, existing trust
approaches use only one computation model, where models are not adaptive
or have limited adaptive properties. Having an adaptive trust based decision-
making approach related to security is a significant issue for mobile systems
that is our motivation in this paper.

c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-44215-0 11
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The contribution of this paper is an adaptive computation approach for
decision-making based on trust in mobile systems. It ensures a mobile system to
use many trust and information gathering models to have more accurate trust
computation results. We have also explained the proposed approach with six
scenarios by showing how the approach may be applied to the scenarios with
four existing models.

The rest of the paper is organized as follows. Section 2 is a brief overview
of trust. Section 3 describes the adaptive trust computation approach with six
scenarios and four models. The paper is concluded in Sect. 4.

2 Trust in Mobile Systems

Generally, cryptographic methods are used to establish trust in mobile systems.
Trusted Computing Group (TCG) has specifications to measure, store, and mon-
itor hardware and software integrity through root-of-trust, which is a hardware
platform called Trusted Platform Module (TPM) and Core-Root-of-Trust Mea-
surement (CRTM). CRTM measures the boot loader of a system before it runs
and then it stores measurements into the TPM. Then, the image of operating
system is loaded and executed. A detailed survey regarding trust and security
for mobile devices is given in [6,13].

Trust is a significant research area in mobile ad-hoc networks [16]. It enables
users in such networks to cope with uncertainty. Moreover, assessing the trust
of information received from network security services is essential to have secure
resource sharing among entities and services [7]. A detailed survey regarding trust
computations and trust dynamics in mobile ad-hoc networks is given in [3].

Recently, there are significant research efforts on trust to security of services
in information systems. For instance, security as a service in relation to trust
is investigated in [9]. In a more specific study, privacy of trust negotiations is
achieved with an ontology-based approach [14]. The number of trust models has
rapidly increased, but they are for specific contexts and not adaptive.

3 Scenarios for Adaptive Trust

In this section, we present the adaptive trust computation approach and six
scenarios for mobile systems, where an entity can dynamically change its trust
computation model to have more accurate trust computation results. Moreover,
we show how four known computation models, namely EigenTrust [8], FIRE [5],
PeerTrust [17], and TrustInfo [1] can be applied in proposed scenarios.

Trust is highly context sensitive and information varies in each context.
Therefore, there are two significant components of trust based decision making,
the information gathering model and the trust computation model. In existing
trust computation approaches, trust is computed according to a specific model
with a fixed information gathering approach. On the other hand, mobile systems
are dynamic. This means that the systems may contain many applications which
interact with different services temporarily, such as smart phones. Thus, mobile
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systems should have different information gathering and trust computation mod-
els to cope with dynamic security requirements. In this paper, we propose an
adaptive approach for trust based decisions about mobile security with different
scenarios.

In our approach, a mobile system may use different information gathering
and trust computation models according to changing conditions to have more
accurate trust based decisions. Assessing the trust of security related to a par-
ticular application in specific conditions and then making decisions about the
application according to the trust assessments is an instance for adaptive trust
based decision making.

Our approach considers data obtained from environment with its commu-
nication interfaces and sensors, such as wi-fi interface, which we call data from
outside. The configuration and the number of software and hardware components
provide data for information extraction regarding trust computations, which we
call data from mobile system. For example, a mobile system can extract infor-
mation from security systems with the model presented in [1]. Additionally, the
proposed approach considers prior trust computations and trust based decisions
for subsequent trust computations.

Since obtaining information is one of the two conditions, a mobile system may
use different models to obtain information depending on changing conditions. An
optimal model is another condition required for adaptive trust computations.
The remaining of the algorithm is similar to many other trust based decision
making approaches in literature.

Adaptive trust based decision making, which we call AdaptiveTrust, for
mobile systems works according to assessed trust with a condition that is used
to determine the result of the decision. Since the trust assessment may be done
with different trust models depending on moves of the mobile system, each trust
model may use different information. Therefore, the accuracy of the decision
depends on the success of context and environment representations related to
trust assessment model. Equation 1 shows adaptive trust based decision making
Θ(T (t), Ξ(t), t) ∈ {0, 1}, where Θ(T (t), Ξ(t), t) = 1 and Θ(T (t), Ξ(t), t) = 0
mean accept and reject respectively. Θ(T (t) represents assessed trust whereas
Ξ(t) is trust threshold, which is used for decision making.

Θ(T (t), Ξ(t), t) =
{

1 if T (t) ≥ Ξ(t)
0 if T (t) < Ξ(t) (1)

Context is a significant factor for trust computations. In this paper, we focus
on security context of mobile systems therefore the scenarios are constructed
accordingly.

3.1 S1: Based on System Configuration

A mobile system simply consists of hardware and software that may change time
to time. For example, an external speaker may be attached to a smart phone or a
memory card may be removed from the phone. On the other hand, the user may
install or remove some applications, such as a game application or an anti-virus
program.
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Configurations of hardware and software components are important to meet
the requirements of a mobile system user. Mobile systems like smart phone are
highly personal so a user is free to configure hardware and software components
of its mobile system. This makes some mobile systems prone to various attacks,
such as security attacks and physical thefts.

In this scenario, the initial state of the configuration of a smart phone has a
hardware component and two software components, state 1. The hardware com-
ponent is a GSM communication interface. Software components are a conversa-
tion component and a game application. Let us assume that the user removes the
game application and installs a social networking application. Moreover, the user
updates the configuration of GSM interface to connect cheaper but less secure
GSM networks, state 2. Furthermore, since the smart phone now has a social
networking application which supports Bluetooth communication, the user has
enabled the Bluetooth interface for social networking with its application in a
cheaper way. The user knows that recent updates make its phone vulnerable to
security attacks so she installs an additional security application to the smart
phone, state 3.

In this scenario, different trust computation and information gathering mod-
els may be used due to changes in information sources and trust computation
parameters. Specifically, the game application is removed and a social network-
ing application is installed, where the user may receive information from peers
in its social network via the networking application. On the other hand, hav-
ing a new communication interface may also necessitate updating parameters of
information gathering and computation model. Thus, specific models for infor-
mation gathering and trust computation are needed to have more accurate trust
metrics. The proposed approach supports the change of models.

3.2 S2: Communication Interface Diversity

Mobile systems may contain many communication technologies, such as wi-fi,
Bluetooth, and NFC. Additionally, each communication technology has differ-
ent properties so different information gathering models are needed to compute
trust metrics. On the other hand, people trust mobile systems more than con-
ventional communication systems because mobile systems are considered to be
more personal. This makes people careless. For example, 44 % of adults access
personal emails via free or unsecured wi-fi connections [12,15].

Consider scenario S1. Assume that the smart phone has a secure access solu-
tion to entities and services from GSM interface. All entities accessed from a
secure interface are honest. On the other hand, the phone has no secure access
to entities and services from Bluetooth interface. Moreover, there are both hon-
est and fraudulent entities, where malicious activities may occur. Furthermore,
the user can enable the USB interface of the phone and then connects it to
a personal computer. Here, the USB connection is assumed insecure. Actually,
when the number of active communication interfaces increases in a mobile sys-
tem, the total number of vulnerabilities in a system increases for both secure
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and insecure interfaces. Therefore, a trust computation approach should con-
sider information gathering differences between secure and insecure interfaces
with the total number of different communication interfaces.

The mobile system may use the same information gathering and trust com-
putation models during the execution of this scenario. However, parameters of
the information gathering model need to be updated to cope with the effect of
changing communication interface. This scenario shows that an adaptive trust
computation solution may be provided with updating the parameters of infor-
mation gathering and trust computation models for some cases.

3.3 S3: In Secure Environment

The mobile system moves in a secure environment, where many security solutions
are applied. Additionally, all connections of the mobile systems are considered
secure whereas there may be dishonest entities. In a secure environment, deter-
mining dishonest entities is a significant issue due to relatively high trust to the
environment.

Assume that the smart phone in scenario S1 communicate only with wi-fi
interface and it is connected the internal network of a financial company. The
network has many wi-fi access points and the mobile system can connect any of
them according to move. The company has strong security policies and periodic
security assessments are carried on by security experts. In this paper, such kinds
of networks are considered to be a secure environment.

In this scenario, the mobile system moves in a secure environment. If there is
no change in the system, the mobile system may not update information gath-
ering and trust computation models. Otherwise, such models may be updated
according to changes in the mobile system, such as configuration updates. This
scenario shows that different models may be needed either in secure environ-
ments.

3.4 S4: In Open Environment

A mobile system may move only in a secure environment or an insecure envi-
ronment. If there is no change in the system, the mobile system may not update
its information gathering and trust computation models in any environment.

Here the mobile system moves in an open environment that is considered to
be insecure. There are different kinds of entities and services that may have mali-
cious behaviors in such environments. Moreover, open environments are highly
dynamic. Thus, trust based decision making in dynamic environments, where
malicious events occur, necessitate adaptive approaches to have accurate deci-
sions. In our approach, the mobile system changes trust and information models
according to its needs and dynamic condition of the environment. Specifically, the
mobile system replaces its information gathering and trust computation models
when it changes connections to wi-fi access points and updates interactions with
entities and services.
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This scenario shows that adaptive trust based decision approaches are needed
to have precise decisions in open environments. Our approach supports such
needs by combining many trust computation and information gathering models
in an adaptive manner.

3.5 S5: Move Along Environments

Contemporary pervasive communication opportunities ensure mobile systems to
traverse many environments without losing their connections. Since a mobile
system may move among different environments and within an environment,
trust based decisions should consider all the conditions mentioned in scenarios
S2, S3, and S4. Additionally, moving between two environments may need to
change trust computation and information gathering models considerably.

Consider scenario S2. Assume that the user has a meeting in a foreign country
and she attended the meeting after a journey with her smart phone. Initially,
the user was in her office and connected to internal network via wi-fi to access
the Internet. Then, she left the office and went to airport with a taxi, where she
was connected to the office database via a UMTS connection. In airport of her
country, she had a secure connection to a special network dedicated for premium
passengers only. She used the insecure network connection of the airplane during
the fight. In the foreign airport, she made a payment by using a mobile payment
service of her smart phone via NFC. Finally, she connected to a network in
meeting point. In this scenario, the mobile system traverses many environments
with different security levels. If the mobile system was applied our approach, then
it would have more accurate trust based decisions because of adaptive property
of our approach.

3.6 S6: Having Connections with Many Entities

Mobile systems may interact with many other entities simultaneously that have
honest, dishonest, or malicious behaviors. Trust based decisions may be highly
inaccurate if trust computation approaches are constructed according to specific
types of entities with a single trust computation model. An adaptive trust based
decision making approach should consider as much as possible types of entities
and so it should be able to integrate different kinds of trust computation models.

In scenario S5, the mobile system moves along many different environments.
Assume that the user has new connections with many new peers in these environ-
ments and she keeps going these connections either she moves from one environ-
ment to another. Moreover, the mobile system continues to interact with entities
from different environments. This makes the trust computation process of the
mobile system highly vulnerable to security attacks [10]. An entity can update
its trust computation and information gathering models in such cases to cope
with different kinds of entities. In this scenario, our adaptive trust computation
approach can update models according to interacted entities.
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3.7 Applying Trust Models to the Scenarios

We show four computation models that may be used for adaptive trust compu-
tations based decision making. We have compared the models with respect to
the scenarios in Table 1.

Table 1. Adaptive trust computations for the scenarios with four trust models.

Trust model S1 S2 S3 S4 S5 S6

EigenTrust [8] − + + + − +

FIRE [5] − − + + − +

PeerTrust [17] − + + + + +

TrustInfo [1] + + + − − −

PeerTrust is a reputation based trust model for peers in P2P networks [17],
where peers communicate directly with each other. The significance of PeerTrust
is that it has two adaptive factors in computing trustworthiness of peers. However
these factors do not represent all changes in a mobile system, such as context
changes explained in S1.

PeerTrust model uses Eq. 2 to compute trust T (u) of peer u, where I(u, v)
represents the total number of transactions performed by peer u with v, I(u)
denotes the total number of transactions performed by peer u with all other
peers. p(u, i) is the ith transaction of other participating peer and S(u, i) is
the normalized amount of satisfaction peer u receives from p (u, i) in its ith
transaction. Cr(v) is the credibility of the feedback submitted by v and TF (u, i)
is the adaptive transaction context factor for peer us ith transaction. The last
parameter CF (u) represents the adaptive community context factor for peer u.

T (u) = α

I(u)∑

i=1

S (u, i) CR (p (u, i)) TF (u, i) + βCF (u) . (2)

Another reputation based trust computation model is FIRE [5]. It com-
bines interaction trust TI (a, b, c), role-based trust TR (a, b, c), witness reputa-
tion TW (a, b, c), and certified reputation TC (a, b, c) with Eq. 3 to have trust
T (a, b, c), where ωk is an importance coefficient. FIRE is an important model
to assess the performance of a peer but it is not adaptive and needs models for
information gathering to provide accurate trust assessments.

T (a, b, c) =

∑
k∈{I,R,W,C} ωkTk (a, b, c)

∑
k∈{I,R,W,C} ωk

. (3)

EigenTrust model uses histories of peers in a file sharing system to compute a
global trust value for each peer [8]. Local trust of peer i about peer j is computed
with Eq. 4, where sat (i, j) is the number of satisfactory transactions with peer
j of peer i and unsat (i, j) is the number of unsatisfactory transactions. The
normalized values of local trust are computed with Eq. 5.
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si,j = sat (i, j) − unsat (i, j) . (4)

ci,j =
max (si,j , 0)∑
j max (si,j , 0)

. (5)

ti,k =
∑

j

cijcjk. (6)

Global trust is computed with the aggregation of normalized local trust val-
ues. EigenTrust model has a version for distributed environments. The model
deals with some security attacks, such as Sybil attack; therefore it is a useful
model for P2P environments. However, the model does not consider internal
configurations of systems and entities.

Security information is a significant factor to have accurate trust computa-
tion results related to the security of a mobile system. However, there is a lack
of information gathering model in some prominent trust computation models,
such as FIRE [5]. TrustInfo [1] may provide detailed information about secu-
rity of mobile systems according to needs of a specific entity by extracting trust
information from the security systems of a service. Extracted information can
be represented with a set according to the granularity need of the computa-
tion model to ensure adaptive trust computations. Trust information related to
atomic unit pj is represented with taj (t) ∈ [0, 1] and is computed with Eq. 7.
Moreover, extracted trust information related to an atomic unit consists of all
trust information extracted from the security system of a service based on needs
an entity. Specifically, extracted trust information is a combination of informa-
tion extracted from the security policy of a service and the security system of the
service. Additionally, it depends on the perception of the entity. Extracted trust
information from service c in an entity related to atomic unit pk is represented
with ιk (t) ∈ [0, 1] and is computed Eq. 8.

taj (t) =

⎧
⎨

⎩

1 , stpj (t) + hj (t) > 1
0 , stpj (t) + hj (t) < 0
stpj (t) + hj (t) , otherwise

(7)

ιk (t) = πk,j (t) taj (t) . (8)

A model may be a convenient model for a specific scenario whereas it may
be an inconvenient one for another one as shown in Table 1. Specifically, all
computation models in the table can be used in scenario S3 whereas some of
them may be convenient only for some scenarios. For instance, EigenTrust and
PeerTrust models are convenient for scenarios S2 and S6. Thus, these scenario
and trust models show that emerging mobile systems necessitate adaptive trust
computation approaches regarding security of mobile systems to have accurate
trust based decisions. Our approach provides an adaptive trust computation for
security of mobile systems.



Adaptive Trust Scenarios 145

3.8 Numerical Evaluation

We evaluate the adaptive trust based decision making according to the presented
scenarios and trust models compared in Table 1 numerically. We used adaptive fac-
tors in each model to determine the accuracy of trust computations so the accu-
racy of the adaptive trust based decision making for mobile systems were done
accordingly. EignTrust has one adaptive factor. FIRE, PeerTrust, and TrustInfo
have four, two, and three adaptive factors in sequence. We selected TrustInfo for
scenarios S1 and S2, FIRE for scenarios S3 and S4, PeerTrust for scenario S5,
and EigenTrust for scenario S6 according to the adaptive trust computation based
decision making. Moreover, we set Ξ(t) = 0.5 for decision makings.

We simulated ten updates of trust assessments for EigenTrust, FIRE,
PeerTrust, and TrustInfo according to boundaries shown in Table 2. Since the
trust models use different factors to compute trust, assessed trust results are
inconsistent among the models for a specific time as shown in Fig. 1. In Figs. 1,
2, and 3, time may represent a second, a minute, or any other time interval.
The time interval depends on computing power of the mobile device. Inconsis-
tent behaviors of trust models may lead to inaccurate trust decisions. For this
reason, the trust based decision making for a mobile system should consider the
inconsistency and the decision making should use adaptive trust computations.

In the numerical analysis, we computed trust based decisions according to
each individual model and Ξ(t) = 0.5 as shown in Fig. 2. Similar trust assessment
results to trust decisions may be consistent or inconsistent for specific times. For
instance, trust decisions are accept in all models for time 4 and 5 as shown in
Fig. 2. In contrast, trust decisions based on EigenTrust and TrustInfo for time 1
are accept whereas FIRE and PeerTrust based decisions are not accept for the
same time as sown in the figure.

We selected one of the four models for each scenario according to the proper-
ties of the scenarios as described in the first paragraph of this sub section. Since
all trust based decisions are accept according to all trust modes and the thresh-
old for time 4 and 5, decisions based on the adaptive trust computations are also
accept for time 4 and 5 as shown within the ellipse in Fig. 3. This means that
any of the four trust models provides the same decisions for all scenarios with
values of factors for time 4 and 5. On the other hand, only PeerTrust provides
the correct decision for scenario S5 in time 6 as shown with the arrow in Fig. 3.
These results show that mobile systems should have adaptive trust computation
approaches depending on their dynamic circumstances that here we explained
with different scenarios.

Table 2. Boundaries of models for trust assessments.

Trust model EigenTrust [8] FIRE [5] PeerTrust [17] TrustInfo [1] AdaptiveTrust

Min 0.1 0.45 0.3 0.4 0.1

Max 0.9 0.7 0.6 0.8 0.9
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Fig. 1. Trust assessments for the models.
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Fig. 2. Trust based decisions for EigenTrust, FIRE, PeerTrust, and TrustInfo.

We analyzed the adaptive trust based decision making by using a single
trust model for each scenario yet. This provides accurate trust based decisions
instead of using a single trust model for all scenarios. However, many trust
computation models may be used to have more accurate trust assessments so
we may have more precise decisions. For instance, we selected PeerTrust for
scenario S5. Assume that the mobile system uses three trust models for each
scenario when there is a decision change and it updates the decision according
to the weighted average of the trust assessments by considering the three models.
For example, the decision for scenario S5 goes from not accept to accept when
time goes from 2 to 3 and it goes from accept to not accept when time goes from
7 to 8 as shown in Fig. 3. In this case, if the new approach is applied the decision
changes may not occur.

These analysis show that more grained adaptive trust assessments will pro-
vide more accurate trust based decisions. Using trust models simultaneously will
provide more accurate results but this may consume more computing resources
of mobile systems. Performance evaluation regarding computing resources of the
adaptive trust assessment based decision making is beyond the scope of this
paper.
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4 Conclusion

Adaptive trust computation related to security is a significant challenge for trust
based decision-makings in mobile systems because they may be highly personal
and move along dynamic environments. There are also many autonomous enti-
ties with different behaviors that complicate trust computations in such environ-
ments. In this paper, we proposed an adaptive trust computation approach for
decision-makings based on trust results about security of mobile systems. The
approach was illustrated with six scenarios to show its diverse applicability in
different circumstances. Additionally, we compared the scenarios according to
four existing models to clarify the adaptive property of our approach.

Our contribution in this paper is the adaptive trust computation approach
for security of mobile systems. It can adaptively select an information gathering
model and/or a trust computation model to provide more accurate decisions
based on trust results. Such decisions will help societies to be more connected
by doing some critical transactions and operations over mobile systems.
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Abstract. Recent tendencies in the field of application development
indicate the more and more significant role which mobile applications
fulfil in everyday live of the rapidly growing number of smartphone users.
It is important to establish new standards of data management as well
as create mobile applications extending the functionalities of their exist-
ing systems to enable the users to benefit from the newest technologi-
cal advances. Addressing these tendencies the paper presents the secure
development model to overcome the existing threats faced by mobile
application developers with particular emphasis on access control and
proposed access control model.

1 Introduction

In order to assess and find flaws in the security of any mobile application it
is worth determining what are the possible points of interest for the potential
attacker. The most obvious reasons for breaking into the application are stealing
the confidential data like passwords, account or credit card numbers and other
personal data. Sometimes also capturing the multimedia data like videos or
photos, data contained in the address book, mail or location info may be the
target of the attack. Among other reasons one may also distinguish the will to
omit some licensing issues or simply doing this “for fun”.

Basing on these potential aims that the attackers want to gain an access to
one can deduce that the most vulnerable parts of the application will embrace
the data storage points, the permission management policy, the application file
system and any kind of configuration files that may be stored within the device.
Even if we do not want to use external configuration files and some configuration
data are just stiffly hard coded in the code of the application one has to remember
that there exist numerous reverse engineering techniques which may enable to
extract such data. It would require more effort however still it is possible.

While assessing the potential risks in mobile application development a com-
mon term of privacy violation by unauthorized access to sensitive data is fre-
quently used. At this point it is worth to specify what is meant by sensitive data.
According to [1] the term sensitive data refers to a wide range of information
which embraces “ethnic or racial origin, political opinion, memberships, health
details, personal life, (...) information that relates to you as a consumer, client,
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employee, patient or student, (...) contact information, identification cards and
numbers, birth date”.

The increase in mobile Internet traffic is mainly due to the increasing pos-
sibilities of mobile devices offered to the users. Nevertheless, these possibilities
would not be achievable if it wasn’t for the enhanced development features rep-
resented by the newest versions of operating systems. iOS owes its popularity
both to the luxurious brand status as well as to its reputation of being more
secure and less prone to external attacks than any other system. However, the
intuitiveness and ease of use of Android applications make it comparably attrac-
tive despite its known drawbacks in the area of security. Any developer of mobile
application for these platforms should be aware of the threats and vulnerabilities
that each of them carries and should adjust the development strategies in such
a way so that the optimal level of security is assured especially when interaction
with confidential or sensitive data is required.

The problem presented in the paper concerns the known mobile application
vulnerabilities for two most popular mobile platforms – Apple’s iOS and Google’s
Android, and proposes the secure development model to overcome the existing
threats faced by the mobile application developers with particular emphasis on
access control and proposed access control approach.

The presented paper is structured as follows: Sect. 2 gives the outline of
possible security risks in the development of iOS and Android applications, pre-
senting the existing solutions to prevent the security treats in such development.
Section 3 deals with the concept of security model which aims to facilitate the
work of mobile application developers by enabling the usage of a range of secu-
rity mechanisms. Section 4 presents the access control model approach for mobile
applications while Sect. 5 describes the unified framework incorporating security
procedures at different levels of application operations.

2 Mobile Security - Treads and Vulnerabilities

Preventing the threats connected with development of iOS applications and vul-
nerabilities characterizing the platform is not a task which can be realized by
a single targeted solution. Some attempts have been made to establish the pol-
icy of securing the iOS applications each of them embracing different regions of
security breaches.

The popularity of Android and lack of the vetting process makes it the most
frequent aim of attacks, therefore its developers make every effort to increase
the security of their system and as a result the security of applications created
for their platform.

2.1 Security Risks in iOS Application Development

According to the Apple’s security report the design ore of the iOS architecture
is its security [3]. And it is beyond doubt that a lot care has been taken to assure
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proper level of security by incorporating such mechanisms as data encryption,
code-signing and sandboxing.

Encryption is a standard mechanism and should prevent any unauthorized
party from decoding information even if they are captured. Code-signing is con-
nected with a strict procedure reserved for any application to be published in
the AppStore which assures that only applications conforming to the Apple’s
standards, using allowed API’s methods and submitted by registered distribu-
tors will let to be published. Sandboxing is a well-known mechanism for running
programs separately from other system resources so that there is full control over
the permissions and allowed access that the application requires. Sandboxing is
frequently used with untrusted programs which have to be run on the device
but here it is used to prevent downloaded application to use the resources of
other application or the system or accessing the kernel resources that they are
not allowed to.

All these internal platform security measures seem to be more than sufficient
to feel secure while starting to use any new application from the AppStore. Nev-
ertheless, this is not entirely true. The iOS platform implements sandboxing at
the kernel level which means that privileges are granted basing on a set of pre-
defined sandboxing profiles. The sandboxing profiles are assigned to all mobile
applications admitted for distribution. During runtime an application invokes
certain system calls and the process of granting appropriate privileges to such
application i.e. whether it can perform desired operation run as a validation
mechanism when a system call is invoked. The operating system itself has how-
ever no knowledge on the Objective-C runtime and it allows any installed third
party application to invoke system calls and use the public resources. This makes
all public resources vulnerable to attacks as well as creates the opportunity to
manipulate the initial set of privileges and gaining more control than allowed
access rule enable [5].

One of the most frequently used features provided by Apple is the possibil-
ity to use the key-chains as a storage for sensitive data. Key-chains enable to
store string data outside of the application sandbox, which also makes it more
vulnerable to be captured by third party applications. Apple itself uses key-
chains to store the data such as passwords to Wi-Fi or VPN networks. Many
developers also choose it as a definitely more secure and convenient alternative
to NSUserDefaults. Data stored in key-chains enable the user to be constantly
logged in and he is not required to input credentials every time he opens the
application.

The aforementioned examples seem to be controllable if a sensible approach
to data storage and access is assured. Some actions of the potential attackers
cannot be however predicted and avoided. There exist numerous jailbreaking
tools available widely through the Internet. They require some deeper knowledge
on the architecture of the system itself and skill in mastering them however they
can be used to break into the application in many ways and therefore to gain
an access to its code. By gaining access to the code it is meant the access to the
information about the structure of the application, data and control flow within
it through the reversed binaries of the application.
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2.2 Major Vulnerabilities of Android Applications

Compared with iOS applications, Android ones more frequently become the
target of attacks of malicious software [4]. Even though they have been reported
as more vulnerable is terms of security. This may derive from the fact that unlike
Apple, Google is not performing a strict vetting process i.e. it does not check
the compliance of the applications published on Google Play with the company’s
standards. Therefore more malicious software may be slipped through on to the
market.

Android applications are commonly written in Java which makes them more
easily reversible than iOS ones. As it was mentioned in Sect. 2 reversing any
application allows to gain the information on its structure, data flow and control
flow. Thus, the security risks for Android applications are in this case correspond-
ing to the ones encountered when dealing with iOS ones. Although the changes
that can be done to the application are a lot further-gone as after reversing an
Android application it is possible to change the obtained byte-code and repack-
age the application. The target of such repackaging may be for instance an XML
file containing permission configuration – AndroidManifest.xml. Among others
the information which permissions the application has to store: Internet access
permission, sharing location, accessing contact list, etc. By altering this file,
doing which in fact does not require the changing of byte-code, one may easily
increase the range of permissions available for an application. Reversing Android
applications is the first step in finding all the information the potential attacker
would have in his list. As proven by [6] anything starting from configuration
files, database files, certificates, keystores with the use of proper and available
tools can be recovered from the byte-code of the application and altered.

Going further, another visible threat which can be used by malicious soft-
ware is connected with activities that Android applications contain. Activity is a
component of Android application which defines the user interface and specifies
what the user can to do. Activities return the results which can be easily cap-
tured by other activities and they are the consequence of the interaction with
the user. The values returned by activities maybe for instance passwords, logins
or card numbers which the user would rather leave unknown to others. Normally
the activities are fired one by the other as the components of the application
interact sequentially. Firing the activities can be performed by malicious soft-
ware applications. Also each activity has to be defined in AndroidManifest.xml
file where its permissions for other components and applications are specified.

3 Secure Development Model

The field of security of mobile applications requires the elevated attention
because of the privacy issues of millions of users of smartphones and the lack of
adequate solutions to assure the security of data. Having this in mind it is worth
to think about more ways of how to reduce the risks connected with the mobile
security in the context of the development process itself [7–10].
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Fig. 1. Pillars of Secure Development Strategy for mobile applications

The developed model called Secure Development Strategy (SDS) was intro-
duced for building mobile applications so that they would be less vulnerable to
external attacks and leaks of sensitive data (Fig. 1).

The existing approaches to mobile application security focus mainly on the
transmission of sensitive data to external services, whereas using the SDS app-
roach equal focus is put on all aspects of the sensitive data management. Safe
data transfer between mobile and external devices is undoubtedly a crucial link
in the process of securing the applications, however not the only one.

The idea of Secure Development Strategy assumes that application should
conform to predefined security standards embracing three main areas: storage
(of sensitive data on the mobile device), access and transfer of sensitive data.
Conformation to the standards should be achieved by implementing threefold
security pattern for each of the mentioned areas. The model specifies the assump-
tions on how to achieve a proper level of security in each field and provides nec-
essary details on the implementation of mechanisms which will allow achieving
desired security effects.

3.1 Data Storage Security Model

The first pillar of the SDS storage concerns solely the client-side of the system i.e.
the mobile application. The major assumptions of data storage pattern embrace
sensitive data encryption, limitation and restricted access (Fig. 2).

While designing mobile applications the developer has two possibilities on
where to store application data. He can choose external server where data will
be stored in databases and special firewall mechanisms will block access to it. On
the other hand some of the information which the application uses are necessary
to be stored on the device. The most common reason for this, is application
working in an offline mode when there is no communication with the server and
the external database and login mechanisms with “remember me” feature.

The first option seems to be a better solution as it eliminates the risk of
losing data when the device is damaged. Nonetheless, it requires a large amount
of data traffic between the application and the server. In that light the second
option comes in handy – it reduces the amount of data transfer. However it



154 A. Poniszewska-Maranda and A. Majchrzycka

Fig. 2. Assumptions of data storage model

seems to be less practical, as the data to be valid need to be updated. Moreover,
the storage space of the device is also limited. Thus, the combination of both
solutions comes from the need of keeping the data up-to-date and accessible by
many devices at any time simultaneously giving the possibility to store a little
number of crucial information on the device.

The storage mechanisms depend on the place of where the data is saved on
the device. Two places for data storage which are also a potential risk points can
be discussed for SDS: key-chain and device file system. Three rules regarding the
data storage can be formulated as follows:

– sensitive data should never be stored as plain text, but they should always be
encrypted and stored as such in key-chains and any other storage places,

– sensitive data could be stored within the application database files and
encrypted using encryption keys stored in the external server databases to
limit the risk of reading the data,

– access to the internal database objects should be restricted only to the privi-
leged functions (function calls).

3.2 Data Access Security Model

The second pillar of SDS strategy concerns the access to data. This comes from
the fact that mobile applications need to communicate with external services
and other applications. The major assumptions of this area of security embraces
three mechanisms which aim to enable identification of the user requesting access
to application resources (Fig. 3).

The access to the application resources can be controlled at different levels.
Firstly, one may consider an access to the resources by application functions
which is vital in case if anyone tries to modify the behaviour of the application
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Fig. 3. Assumptions of data access models

by for instance swizzling method. This issue was partially addressed in the pre-
vious section regarding permission-based model to the database objects which
may contain vital information. The other point of view is an access to data by
unprivileged services or remote calls to the server from parties impersonating
valid devices. The SDS strategies for such threats include the use of the geoloca-
tion and the device identifier as means of distinguishing suspicious behaviours.

The fundamental SDS rules for the data access are:

– the mobile application should inform about the current location of the device
every time it requires an access to sensitive data,

– the mobile application should always present itself with a digital signature
composed of unique device identifier,

– server should always check whether the device session is open before it realizes
any requests.

3.3 Data Transfer Security Model

Data transfer pattern refers to all mechanisms which involve the exchange of data
between the mobile application and the external services. These mechanisms
should incorporate in their action flow the additional security procedures – data
encryption, the use of security keys and the verification of the requests integrity
(Fig. 4).

Data transfer seems to be the weakest link in the entire process of the mobile
application development. It comes from the fact that the requests are travelling
over the Internet in an unprotected space and they are prone to a special kind
of attacks called the “man in the middle”.

This attack means that between the mobile device and server application a
third-party may be listening and waiting for the exchange of information. There
exist three types of attacks for “man in the middle” scenario:
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Fig. 4. Assumptions of data transfer model

– attack on the privacy of data – stealing confidential information,
– attack on the integrity of data – changing the content of the message,
– impersonation – impersonating other device/user.

4 Access Control Model Approach

Currently, traditional access control models, such as Discretionary Access Con-
trol (DAC) model [14], Mandatory Access Control (MAC) model [14], Role-
Based Access Control (RBAC) model [11] or even Usage Control model [15],
are not sufficient and adequate in many cases for information systems, espe-
cially modern, dynamic, distributed information systems, which connect different
environments by the network. The same situation exist in the aspect of mobile
applications and mobile platforms. It caused the creation of new access control
model for mobile applications that can encompass the traditional access control
ideas and solutions and allow to define the rules for mobile applications and
systems, containing both static and dynamic access control aspects. Therefore,
to ensure the functionality of the second pillar of SDS strategy, i.e. data access
security model, the new access control model approach for mobile applications
was proposed.

Actual applications and information systems can contain or work with many
different components, applications, located in different places in a city, in a
country or on the globe. Each of such components can store the information,
can make this information available to other components or to different users.
The authorized users accessing the information can change this information, its
status, role or other attributes at any time. These changes can cause the necessity
of modifications in security properties of accessed data at access control level.

Therefore, there is the need to have the access control approach that will
describe the organization of mobile application/system that should be secured,
their structure in proper and complete way, and on the other hand it will be
appropriate and sufficient for dynamic application/system.
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Fig. 5. Elements of mobile Application-based Access Control model

The proposed mobile access control approach was named mobile Application-
based Access Control (mABAC) model. The core part of mABAC approach essen-
tially represents the basic elements of access control, such as subjects, objects and
methods (Fig. 5). We distinguished two main types of subjects in mABAC: user
(User and mobile device (Device). These two elements are represented by the
element Subject that is the superclass of User and Device. Subjects hold and
execute indirectly certain rights on the objects. Mobile applications are working
on behalf of users who execute them on devices directly or indirectly.

Subject permits to formalize the assignment of users and mobile devices to
different functions. Subject can be viewed as the base type of users and mobile
devices in mobile system. It can be presented as an abstract type, so it can
not have direct instances – each subject is either a users or a devices. A mobile
application Application is a mobile program executed on a device by a user. It
needs to obtain an access to the desired data in order to realize the tasks asked
by a user, so it represents the system entity, that can obtain some access rights
in a system. A User is a human being, a person or a process in a system, who
can also indirectly obtain some access rights in a system or on the device.

The Session element represents the period of time during which the user is
logged in a system and can execute its access rights or represents the period of
time during which the application is working on the device and can also execute
its access rights. In our model the Session is assigned to the Subject, i.e. a user
is login on the device during a single session. On the other hand a session is
connected with the functions and this association represents the functions that
can be activated during one session.

The association relation between the subjects and applications is described
by the association class SubjectAttributes that represents the additional sub-
ject attributes (i.e. subject properties) as in usage control. Subject attributes
provide additional properties, describing the subjects, that can be used in tak-
ing decision about granting or revoking the subject an access to certain object –
especially Location and Device ID, but also for example an identity, role, credit,
membership.

Location, L is expressed by IP address of the device. It is used to determine
whether the request is valid (or should be handled) by checking the privileges
pursuant to incoming IP address.
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A Function is a job-activity within the application with some associated
semantics regarding the authority and responsibility conferred on this applica-
tion. The function can represent a competency to do a specific task-activity
and it can embody the authority. The applications are assigned to the function,
based on their functionality. The application can have different functions in dif-
ferent cases/situations. It is also possible to define the hierarchy of functions,
represented by aggregation relation FunctionHierarchy, which represents also the
inheritance relations between the functions. The function of the part end of the
relation inherits all privileges of parent function.

The association relation between applications and functions is described by
the association class ApplicationAttributes that represents the additional
applications attributes (i.e. application properties) that can be used in taking
decision about granting or revoking the application an access to an object. Appli-
cation attributes provide additional properties, describing the applications, espe-
cially Security Level and Application-Device ID.

Security level, Sl is the ability to set different levels of security for different
methods/objects or at the level of entire application. It is necessary therefore,
that not all applications require such extensive control and security. There are
three levels of security: Ignore, Warn, Block. It is used especially when detected
no permission for the request.

Application-Device IDentifier, ADID is combined string of unique application
ID (the same for all devices using the application, 16 characters, alpha-numeric)
and device UDID. Application ID is stored in the configuration file of the server
and the configuration of application (XML config file). UDID is transmitted
during the first application use and stored in the database (encrypted).

Each function can perform one or more operations, so it needs to be associ-
ated with a set of related permissions Permission. A function can be defined
as a set or a sequence (depending on particular situation) of permissions. The
access to required object is needed to perform an operation, so necessary permis-
sions should be assigned to corresponding function. Therefore, all the tasks and
required permissions are identified and they can be assigned to the application
to give it the possibility to perform the responsibilities involved when it realize
its functionality. Due to the cardinality constraints, each permission must be
assigned to at least one function to ensure the coherence of the whole access
control schema.

The permission determines the execution right for a particular method on
the particular object. In order to access the data, stored in an object, a message
has to be sent to this object. This message causes an execution of particular
method Method on this object Object. Very often the constraints have to be
defined in assignment process of permissions to the objects. Such constraints are
represented by the authorizations and also by the obligations and/or conditions.
Therefore, the permission can be presented as a function p(o, m, Cst) where o
is an object, m is a method which can be executed on this object and Cst is a
set of constraints which determine this permission.
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Taking into consideration the subjects attributes (Location and DeviceID)
SubjectAttr = {L, DID} and application attributes (Security level and ADID)
AppAttr = {Sl, ADID}, the permission can be presented as a function p(o, m,
SubjectAttr, AppAttr, Cst) or more precisely as p(o, m, {L, DID}, {Sl, ADID},
Cst).

Authorization (A) is a logical predicate attached to a permission that
determines the permission validity depending on the access rules, object
attributes and subject attributes. Obligation (B) is a functional predicate
that verifies the mandatory requirements, i.e. a function that a user has to
perform before or during an access. They are defined for the permissions but
concerning also the subjects – Subject can be associated with the obligations
which represent different access control predicates that describe the mandatory
requirements performed by a subject before (pre) or during (ongoing) an access.
Conditions (C) evaluate the current environmental or application status for
the usage decision concerning the permission constraint. They are defined also
for the permissions but they concern the session – Session can be connected
with the set of conditions that represent the features of a system or application.

A constraint determines that some permission is valid only for a part of the
object instances. Taking into consideration a concept of authorization, obligation
and condition, the set of constraints can take the following form Cst = {A, B,
C} and the permission can be presented as a function p(o, m, {L, DID}, {Sl,
ADID}, {A, B, C}) . According to this, the permission is given to all instances
of the object class except the contrary specification.

The objects are the entities that can be accessed or used by the applications.
The objects can be either privacy sensitive or privacy non-sensitive. The relation
between objects and their permissions are additionally described by association
class ObjectAttributes that represents the additional object attributes (i.e.
object properties) that can not be specified in the object’s class and they can be
used for usage decision process. The examples of object attributes are security
labels, ownerships or security classes. They can be also mutable or immutable
as subject attributes do.

Fig. 6. Meta-model of mABAC model
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The constraints can be defined for each main element of the model pre-
sented above (i.e. subject, session, application, function, permission, object and
method), and also for the relationships between the elements. The concept of
constraints was described widely in the literature [12,13,16]. It is possible to dis-
tinguish different types of constraints, static and dynamic, that can be attached
to different model elements. Detailed view of presented mobile Application-based
Access Control (mABAC) model with the set of all elements and relationships
is given in Fig. 6.

5 iSec Framework as the Implementation of SDS Model

The aforementioned model for building the secure mobile applications speci-
fies the guidelines which should be taken into consideration while creating such
applications by developers. They were used to created iSec framework (Fig. 7).

The implementation of the ready-to-use classes and methods which would
assure security of any mobile applications seems to suit the current needs for
simultaneous time-efficiency and security. That is why in the scope of this
research the prototype framework iSec was developed. Its main components cor-
respond to three pillars of the security model presented in the previous section:
storage, access and transfer. Additionally, addressing a practical need for a fast
login mechanism, the component generating classes and controllers indispens-
able while creating login views was designed and incorporated as a part of this
framework. This mechanism enables also the use of roles, which are frequently
applied for the mobile applications.

Fig. 7. Components of the iSec framework
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All the major components of the framework use the encryption module which
provides basic and complex encryption methods gathered together for the sim-
plicity of use. Its user will be able to specify the default encryption algorithm to
be used or he will use different ones for different purposes. Another component
common for others is the XMLParser which will enable to read and write the
security configuration stored in an external XML file. This configuration refers
to the variables set from all three basic modules, with the most significant usage
of function privilege information.

6 Conclusions

The presented Secure Development Strategy for mobile applications introduces
three pillars which should be taken into consideration while designing and imple-
menting the mobile applications and their security aspects. All these pillars: data
storage, data access and data transfer should be treated as equally significant
throughout the entire development process. The SDS provides details on its
assumptions and mechanisms which should be implemented within the applica-
tion framework in order to provide the mobile security.

The mobile Application-based Access Control (mABAC) model presented in
the paper allows to define the access control policy based on access request,
as traditional access control models, and the access decision can be evaluated
while the access to information to which we want to control the usage. All
the elements of mABAC approach form fairly complex model to present the
features of mobile applications/systems at the access control level. On the other
hand, it expresses more then simple authorizations but also the interdictions or
obligations that have to be fulfilled in order to obtain the access to dynamic
applications/information systems.

The practical implementation of the components of SDS strategy has shown
weaker points of the assumptions made initially. It also enabled to look deeper
into the structures of the applications and find other possible areas where security
can be breached and the breaches could be avoided. The possibilities include
especially the data access control mechanisms. The further research on data
storage model will be conducted in order to provide an easy to use way for
developers to securely store indispensable data directly on the device.
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Abstract. To increase the low birth registration rate in Pakistan a Mobile
Identity concept is proposed and used in a pilot project in Punjab and Sindh
provinces in Pakistan. This paper explains thoroughly the Mobile Identity
concept, which makes use of mobile technology, i.e. mobile networks, mobile
handsets and mobile application in the birth registration and establishment of
civil identity for children. The paper also clarifies how Mobile Identity can
surpass the obstacles to the current birth registration. The value propositions to
the citizens, government and mobile operators are presented. A social benefit
analysis is also depicted showing that Mobile Identity is more beneficial to the
society than the current birth registration.
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1 Introduction

In the last two decades mobile communication has evolved from a pure communication
system providing only voice and message communication services to be a mobile
computing system which makes use of mobile communication, mobile hardware, and
mobile software to offer uncountable useful and fancy services to users. But, the
potential of mobile communication does not stop there. In fact, the usefulness of mobile
communication can be extended further in the development of the society. In devel-
oping countries where the fixed telecommunication is not sufficiently deployed mobile
communication can play a central role in the development and improvement of the
societal infrastructure such as health, education, housing, civic, etc. In this paper, we
present an initiative called Mobile Identity, carried out by Telenor [1] and UNICEF [2]
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within the GSMA [3] Mobile Identity Programme [4], which aims at contributing to the
establishment of civil identity. More specifically, the goal of the initiative is to improve
the birth registration rate in Pakistan by using the mobile communication system.

The goal of this paper is to shed light on the concept of Mobile Identity, which
proposes to use mobile communication as enabler for the establishment of citizen
identity and hence paving the way for other societal and public services. The paper is
aiming at showing that the Mobile Identity is both a technically feasible and a social
economically beneficial concept rather than a technology or scientific contribution to
mobile technologies. The paper starts with reviewing the notion of identity, citizen
identity and digital, which are essential to understand the Mobile Identity concept. The
central part of the paper is the description and clarification of the Mobile Identity
concept. The values propositions for governments and mobile operators are also pre-
sented. Last but not least, a social benefit analysis is also explained.

2 Definition of Identity

As defined in [5, 6] an identity is a set of permanent or long-live permanent attributes
and personal identifiers associated with an entity such as an individual. With an
identity, it must be possible to recognize an individual.

As shown in Fig. 1 an identifier is an attribute that is most representative for an
entity within a context. An identifier is also referred to as name, label and designator.

Related to identity there are three different processes that need to be clarified as
follows:

• Identification is the association of a personal identifier with an individual pre-
senting certain attributes. For example, accepting the association between a physical
person and claimed name, or determining the association with a medical record and
a patient using physical attributes.

Fig. 1. Definition of identity
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• Authentication is proving an association between an identifier or attribute, and the
relevant entity. For example, an automobile is identified by its license place, and
that is authenticated as legitimate by the database of cars that are being sought for
enforcement purposes.

• Authorization is a decision to allow a particular action based on an identifier or
attribute. Examples include the ability of a person to make claims on lines of credit,
the right of an emergency vehicle to pass through a red light or a certification of a
radiation-hardened device to be attached to a satellite.

In most of countries, in order to ensure the rights and obligations of citizens
governments wish to establish a national identity used in the identification and
authentication of their citizens.

A national identity includes quite often the following attributes:

• Full name (i.e. First, Middle and Last Name)
• Birth Date
• Gender
• Place of Birth
• Parent Names
• National identification number (e.g. social security number, national number, per-

sonal identification number, personal number)
• Religion
• Ethnic

However, an identity with only the mentioned extrinsic attributes is very difficult to
verify since extrinsic attributes can be copied, falsified and mistaken easily. Intrinsic
attributes like face, fingerprints, iris, etc. must be used to ensure the authenticity of a
person. In addition, these attributes must be stored in databases that are available and
accessible for authentication when requested.

To facilitate identity authentication additional credentials or identification docu-
ment or identity card are introduced.

A credential is an attestation of qualification, competence, or authority issued to an
individual by a third party with a relevant de jure or de facto authority or assumed
competence to do so.

An identification document or identity card is a credential designed to verify
aspects of a person’s identity. Information present on the document might include the
bearer’s full name, a portrait photo, age, birth date, address, an identification number,
profession or rank, religion, ethnic or racial classification, restrictions, and citizenship
status. New technologies could allow identity cards to contain biometrics such as
photographs, face, hand or iris measurements, or fingerprints.

A digital identity is a representation of a human individual’s identity in a computer
network system like Internet, Corporate Intranet, Home networks, etc. A person does
not really exist in the cyber world. Moreover, the communications and interactions in
the cyber world are not face to face. People do not see who they are dealing with.
Consequently, the physical intrinsic attributes like face, hair colour, fingerprint, etc.
cannot be used to identify the user. Extrinsic attributes and identifiers like name,
pseudonym, etc. are required. Unfortunately, they can be easily copied and duplicated.
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A credential must hence be introduced as an additional attribute to prevent theft of
identity. This credential is a secret that only each individual and the corresponding
authentication authority know. In its simplest and weakest form, this credential is a
password. For higher level of security, encryption keys and algorithms are used to
realize this credential.

3 The Mobile Identity Concept

There is no unanimous and clear definition of Mobile Identity. According to [7]
“Mobile Identity is an extension of the digital identity which may be divided into three
classes (and their combinations): device-to-device, location-to-location, and
context-to-context.” Mobile Identity is intended for the authentication and authorisation
to resources when moving and changing devices, locations or contexts. Another dif-
ferent definition is from the Estonian government in their e-Estonia programme [8]
which defines Mobile-ID as a service that allows a client to use a mobile phone as a
form of secure electronic ID.

With the focus on developing countries we adopt a broader definition for Mobile
Identity that will be elucidated as follows:

In every society, establishing the identity of the individual is the cornerstone for
development and prosperity. Indeed, a government can only provide services like
health, education, security, financial, etc. to its citizen with the existence of a sound
identity system. Unfortunately, this is not always the case in developing countries.

Mobile Identity is defined as the concept of making use of mobile communication
in the establishment, development and protection of civil identity.

Hence, Mobile Identity includes the following features:

• Use of mobile communication including mobile network, infrastructure and dis-
tribution chain in:
• The establishment of citizen identity.
• The distribution, authentication and verification of citizen identity.
• The provision of governmental, public and social services.
• The provision of financial, private and enterprise services.

• Use of mobile phone as an identification and authentication token.

The Mobile Identity concept will now be illustrated with some concrete use cases.

3.1 Establishment of Citizen Identity – Birth Registration

In developing countries today, people living in poverty in rural areas do not have any
kind of identification e.g. social security number, driving license, military ID, etc. and
identity verification systems are not functioning properly. Every year, 51 million babies
remain invisible and are being denied their right to an identity, to the fulfilment of
additional rights and to protection as citizens.

Statistical analysis [9] show that children under five years old whose births have not
been registered, tend to:
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• Being poor, living in rural areas, having limited access to health care.
• Not attending early childhood education.
• Having higher levels of malnutrition and a higher mortality rate.

The consequences of the lack of birth certificates are very severe as follows:

• Difficulty in enrolling at school or taking exams.
• Access denial to health services such as vaccination programmes.
• Problems in being reunited with the right family after being trafficked or separated

from families due to conflict or natural disaster.
• Child headed households are often denied inheritance.
• Problems accessing bank accounts, financial products, passports, ID cards, voting.
• Problems accessing telecommunication services and mobile money services (e.g.

M-Pesa).

3.2 Obstacles to Birth Registration in Pakistan

According the Pakistani national statistics, nearly 60 million children in Pakistan, in
which approximatively 3 million are added every year, can simply not prove their legal
existence due to non-registration. This shows that just over a quarter of birth or more
precisely 27 % are registered, with 32 % in urban areas and 24 % in rural areas.
Currently, births are registered to the Civil Registration Management System (CRMS)
managed by the National Data base and Registration Authority (NADRA) through
local governmental basic unit, Union Councils (UC) offices. Although there are 6550
Union Councils only 2,233 UCs have been made operational with varying degrees of
effectiveness. Still more than 70 per cent of children are not registered at birth, espe-
cially girls, children belonging to a religious or minority group, refugee children and
children living in rural areas.

The low rate of birth registration is due to the following reasons:

• Long distance and lack of transportation means: Parents have often to travel
long distances to registration office to register their children’s birth and several trips
may be required to obtain the birth certificate. This can be costly time consuming
and impractical if they have to use public transportation. The level of effort required
can appear disproportionate especially as the importance of birth registration is not
always well understood.

• Lack of awareness: In many cases, the rural population is unaware of the
importance of birth registration. Literacy remains low in many rural areas of
Pakistan and legal documents are often not clearly understood by citizens.

• Administrative delays and inefficiency: According to field research in Pakistan, it
is quite common for registration offices to run out of official registration forms. In
other cases, offices refuse to register people if they do not pay for the certificate at
the same time. Such problems contribute to undermine people’s willingness to
register new-born babies.

• Cost and poverty: Quite often, birth registration is free as in Thailand or rather
cheap in Pakistan when it is done on time. However, associated travel expenses can
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be discouraging, though it is important to note that families often travel much
greater distances to inform friends and family of a birth (and incur greater cost).
Combined with the time required to complete a registration, the low level of
awareness of its importance, and the other financial priorities of families on
extremely low incomes, the perception of the cost of registration serves to further
reduce participation.

Taking into consideration the mentioned obstacles the usage of the mobile tele-
phone and network could contribute to improve the current birth registration.

3.3 Mobile Birth Registration in Pakistan

To address the main obstacles of the current birth registration in Pakistan, namely the
long travel for birth registration and the awareness of the parents, and to drive up birth
registration, the Mobile Birth Registration process proposes the introduction of trusted,
reliable and community based ‘gatekeepers’ who make use of mobile phones to carry
out birth registration.

These gatekeepers can help leapfrog the natural adoption and acceptance of birth
registration as a must practice. While the citizens and households will take a long time
to reach the literacy and awareness levels to proactively get births registered among the
various societal issues and bias, gatekeepers can help increase birth registration rates.

Two types of gatekeepers are proposed:

• Mobile gatekeepers: will comprise of government officials/field staff that have
regular interaction with households in the communities and are well aware of any
births happening.
The potential primary gatekeepers in this category are:
• Lady Health Workers/Supervisors/Visitors who are the agents of maternal

and child health advisory especially in rural areas.
• Teachers who are aware of community dynamics by virtue of their respected

role in the social settings and interactions with children in school.
• Nikah Registrars (Marriage Licensing Registrars) who are the only agents

registering marriages in a community and are connected to the Union Council as
part of their legal authority.

• Stationary gatekeepers: will serve as an intermediary facilitation improving access
of households to get births registered. Instead of interacting with only one UC
office, presence of multiple stationary gatekeepers will not only help reduce the
travel time and cost but also streamline the process stages by gatekeepers serving as
process facilitators.

Typically, private sector partners who have a ready distribution network
equipped with technology systems can serve as the ideal fit. Telenor Pakistan, being
a partner for this pilot, has offered to use their ‘Sahoolat Ghar’ distribution network
of retailers as stationary gatekeepers.

Gatekeepers will be equipped with handheld devices and a custom application to
digitize the standard birth registration application form. As shown in Fig. 2 all inputs
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necessary for birth registration will now be entered into this mobile application and
saved as unique applications.

All necessary documents (CNIC1, hospital certificate etc.) will be scanned and/or
pictured through the device to serve as an electronic copy. The CNIC details will be
verified through NADRA (National Data base and Registration Authority) online/Short
Message services to ensure the data entered is credible. Once the form has been duly
filled, gatekeepers will also collect the stipulated fee and issue a receipt through a
pre-printed book.

The digital forms along with supporting digital documents will then be transferred
to the respective UC along with the fee collected for onwards birth registration through
the NADRA CRMS (Civil Registration Management System). The mobile application
will be designed to shake hands with the NADRA CRMS and enable import of data.

The UC Secretary, can then review applications address any queries and process the
registration. Once registered, the gatekeepers will be issued Birth Registration Cer-
tificate (BRC) for their respective households for onward delivery.

To ensure security stronger encryption is carried out using a ciphering key gen-
erated by the SIM card.

4 Value Proposition

The Mobile Identity is undoubtedly valuable to the people in rural areas but it is
nevertheless quite compelling both the governments and mobile operators.

Fig. 2. Mobile Birth registration process

1 Computerized National Identity Card.
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For governments the values are as follows:

• Cost efficient: Digital document management is usually 6 times less costly than
paper equivalents

• Better security: Potentially, mobile ID on the phone can be more secure because it
is protected by a pin or is stored securely on the SIM or servers

• Higher flexibility: Identity can be managed remotely (mobile certificates can be
erased, forwarded to another party easily etc.)

• Better services to the citizens: Putting identities on mobile phones will allow users
to access places and services anytime, anywhere

For mobile operators the values are as follows.

• Leveraging their assets: The SIM card own by the mobile operator will have more
important role since it carries in addition to service data user personal data.

• Reducing churn: With the SIM strongly tied to the users, it is less likely that they
will change operators.

• New revenues:
• Diversify revenue streams with new B2B solutions to public and private clients
• Increase customer ARPU

• Extended reach and improved image:
• Facilitation of ID registration means more citizen will be able to access mobile

operator services
• Improving operator’s image

• Best defense against Internet players: Big players such as Apple, Google or
Facebook are entering the identity field with their Over-the-top services like Google
Authenticator, Facebook Connect, etc.) and Mobile Identity is the operator’s best
weapon.

5 Social Benefit Analysis

To show the social benefits brought by the Mobile Identity concept, a comparison
between mobile birth registration and the traditional fixed registration was carried out.
The obvious value of Mobile Identity is to increase the registration rate from around
27 % to 100 %. The project is obviously beneficial since it will bring a better future to
a lot of children but the challenge here is how to monetize the outcomes of mobile birth
registration and how to prove that it is better than the fixed birth registration. In fact it is
very difficult or almost impossible to put a value on a child’s life. To avoid this, a
Cost-Effectiveness Analysis (CEA) [10] is proposed.

The Cost-Effectiveness is defined as the ratio of Cost to Outcome. Lower CE will
yield high effectiveness.

According to the Pakistani national statistic, 60 million of children i.e. around 73 %
are not registered.

Let the current birth registration cost be Co and the outcome be the birth registration
percentage.
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The current Cost-Effectiveness is:

CEo ¼ Co

27
¼ 100Co

27� 100

Let CM the cost of introducing Mobile Identity and if the goal is to achieve 100 %
birth registration the outcome will be 100.

The Mobile Identity Cost-Effectiveness is:

CEM ¼ Co þCM

100
¼ 27Co þ 27CM

27� 100

If Mobile Identity is more beneficial than the current fixed birth registration we
have:

CEM �CEo $ 27Co þ 27CM � 100Co

$ 27CM � 73Co

$ CM � 73Co

27
$ CM � 2; 7Co

In general it is difficult to find statistics and we propose to concentrate on the costs
for one Union Council instead of the whole country.

According to the figures from The Telenor Mobile Identity pilot project in Pakistan
the total implementation cost of Mobile Identity in two Union Councils in Sindh and
two other in Punjab is 30 592 800 Rs.

The average cost for one Mobile Identity is hence:
30 592 800 Rs.: 4 = 7 648 200 Rs.
Regarding the cost of the current birth registration we are not able to find any

documentation. Since the current birth registration is executed by the Union Councils
(UC) we propose to use part of UC’s total expenditure, for instance a quarter of the
expenditures as the birth registration cost.

According to Tehsil Municipal Administration Kasur [11] the total expenditure of
Tehsil Kasur in 2012–13 is 729 546 800 Rs.

The average expenditure of a UC is:
729 546 800 Rs.: 55 UC in Kasur = 13 263 487 Rs.
The estimated birth registration cost is:
13 263 487 Rs.: 4 = 3 315 872 Rs.
Consequently:
CM = 7 648 200 Rs. < 2,7 Co = 2,7 × 3 315 872 Rs. = 8 952 854 Rs.
This shows that:
CEM < CEO

This proves hence at Mobile Identity is more beneficial for the society than the
current birth registration.
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6 Conclusion

In this paper the usability and usefulness of Mobile Computing in the development of
the society. In fact, mobile computing with its ubiquity and agility is by far a superior
solution to the fixed infrastructure, which is not sufficiently installed in developing
countries. A typical example is Mobile Identity which makes use of the mobile net-
works, mobile handsets and mobile application in the birth registration and establish-
ment of civil identity. This is a compelling concept that could help increasing the birth
registration rate due to its flexibility and reachability. Indeed, it reaches people in rural
areas that the current birth registration is not capable of. Mobile Identity brings values
not only to the citizen user but also to the governments, the intermediary gatekeepers
and mobile operators. A preliminary social benefit assessment shows also that Mobile
Identity is more beneficial than the current birth registration. A pilot project is currently
executing at 4 Union Councils in Sindh and Punjab regions in Pakistan and statistics
will be collected to enable the execution of a complete financial feasibility study that
will be useful for a full scale deployment of Mobile Identity in Pakistan. The experi-
ences and lessons learned can be then used in other countries in the benefit of the
children in the world.
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Abstract. Lately, several episodes of tapping and tracking of mobile phones in
Europe including Norway have been revealed, showing the vulnerabilities of
both the mobile network and mobile phones. A better protection of the user’s
confidentiality and privacy is urgently required. This paper will present an
innovative mobile network security system using machine learning. The paper
will start with a vulnerability and threat analysis of the evolving mobile network,
which is a fusion of mobile wireless technologies and Internet technologies,
complemented with the Internet of Things. The main part of the paper will
concentrate on clarifying how machine learning can help improving mobile
network security. The focus will be on elucidating what makes machine learning
superior to other techniques. A special case study on the detection of IMSI
Catcher, the fake base station that is used in mobile phone tracking and tapping,
will be explained.

Keywords: Mobile network security �Mobile privacy � Cyber security � Cyber
attacks

1 Introduction

Until lately the mobile network was perceived as quite secured compared to the Internet
since the users benefit of stronger encryption provided by the SIM card [1]. Unfor-
tunately, the recent phone tapping incidents revealed by the former CIA agent Snowden
have shocked the whole world and raised doubt about the security of the mobile
network [2]. In fact, the reduced prices of hardware equipment resulting from advances
in microelectronics combined with the availability of open source mobile communi-
cation software have made the attacks on mobile networks both easier and more
affordable. The need for better protection of user security and privacy is more urgent
than never. The biggest challenge is, however, due to the fact that the mobile network
resulting from a fusion of mobile and Internet technologies, inherits the weaknesses of
both parties and worst suffers also of the unknown ones born by the marriage.
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This paper will present an innovative mobile network security system using
machine learning. The paper will start with an overview of the vulnerabilities and
threats of the modern mobile network, which is a fusion of mobile wireless tech-
nologies and Internet technologies, complemented with the Internet of Things. The
main part of the paper will concentrate on clarifying how machine learning can help
improving the mobile network security. The focus will be on elucidating what makes
machine learning superior to other techniques. A special case study on the detection of
IMSI Catcher, the fake base station that is used in mobile phone tracking and tapping,
will be explained. A machine learning based IMSI catcher detection is described. The
paper ends with suggestions of future works in the area of Machine Learning and
mobile network security.

2 Related Works

Mobile network security has attracted more attention lately but the research activities
are still limited to the ones of a few communities that will be briefly described in the
coming sections.

2.1 Security Research Labs (SRLabs)

The SRLabs [3] in Berlin led by the famous German Cryptographer and security
researcher Karsten Nohl has considerable activities related to detection of mobile phone
tapping. SRLabs has a collection of tools for the assessment of mobile network
security.

2.2 P1 Security

P1 Security (Priority One Security) [4] is a company led by Philippe Langlois, a
well-known security expert, which is dedicated to providing top security products and
services for high-expertise security areas. P1 Security has a Telecom Security Task
Force, which is a research think tank and consulting network in Telecom sector.

2.3 SBA Research

SBA Research [5] is an Austrian research center for Information Security funded by the
national initiative for COMET Competence Centers for Excellent Technologies and
consisting of 25 companies, 4 Austrian universities and several international research
partners. The center is focusing on challenges ranging from organizational to technical
security and has recently a few activities on mobile network security including the
implementation of the IMSI catcher.

All the mentioned communities do have activities on mobile network security
yielding valuable results, which are used in our research. However, none of them
proposes to use machine learning in the protection of the mobile network.
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3 Threats and Vulnerabilities in the Mobile Network

Although compared to the Internet the mobile network is still much more secured it is
now more exposed. Designed and built as a walled garden system the mobile network
has evolved to become an open system, which is in nature much more vulnerable to
attacks. Further, a lot of changes have been happening since the introduction of mobile
communication and reshaping the landscape dramatically. First, deregulation was
removing the monopoly of telecom operators at the same time as opening the market
for less trusted parties. Next, in order to pave the way for innovative services in
addition to voice and short message, mobile operators have to adopt IP technology,
which brought with it a series of weaknesses. Third, advances in microelectronic have
made possible the production of lower price hardware equipment that could be used in
the attacks against mobile networks. Last but not least, the emergence of open source
mobile communication software such openBTS [6], openBSC [7], Open Source GSM
Baseband software, etc. has enabled the construction of base station of a few hundred
dollars, which can be used as fake base station, aka IMSI catcher [8–10] to impersonate
the users.

Figure 1 shows the vulnerable entry points where attacks have been launched
against the mobile network as follows:

• Mobile phone: mobile phones are exposed to viruses and could be crashed by
attacks such as SMS of Death. OsmocomBB [11] a free Open Source GSM
Baseband software implementation can be used to build hostile phones that are used
in the attacks against subscribers and mobile networks.

Fig. 1. Vulnerabilities in the mobile network
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• BTS (Base Transceiver Station): Open source openBTS can be used to build fake
base station aka IMSI catcher. Crypto cracking (by Karsten Nohl), Baseband vul-
nerabilities (by Weinman) show that the encrypted radio channel between the BTS
and the mobile phone could be cracked.

• BSC (Base Station Controller): Fake BSC can be built using OpenBSC. Femtocell
hacking can be used to penetrate the mobile core network.

• SMSC (Short Message Service Center): SMS injection can be used to attack
SMSC.

• HLR (Home Location Register): Location tracking, IMSI capture (by Tobia
Engel) can be launched using the HLR’s external APIs

• SS7 (Signalling Signal 7): Scanning & attacking SS7 CN, SIGTRANS, IMS vul-
nerabilities, LTE scanning (by Langlois) show the vulnerabilities of SS7 networks.

4 Briefly About Machine Learning

Before examining how machine learning can contribute to securing mobile network it
is worth to revise the definition of machine learning. According to Mitchell [12]:

“The field of machine learning is concerned with the question of how to construct computer
programs that automatically improve with experience”

He provides also a short formalism as follows:

“A computer program is said to learn from experience E with respect to some class of tasks T
and performance measure P, if its performance at tasks in T, as measured by P, improves with
experience E.”

The machine’s ability to learn and improve its solutions to problems is hence
central in machine learning and there are different learning ways that can be chosen for
the machine depending on the nature of the application as follows:

• Supervised learning: the machine is trained using labeled examples, such as an
input where the desired output is known. For example, a piece of log file could have
data points labeled either “A” (attack) or “B” (benign).

• Unsupervised learning: this method is used against data that has no historical
labels. The system is not told the “right answer.” The algorithm must figure out
what is being shown. The goal is to explore the data and find some structure within
them.

• Semi-supervised learning: this method is used for the same applications as the
ones for supervised learning. But both labeled and unlabeled data for training are
used – typically a small amount of labeled data together with a large amount of
unlabeled data (because unlabeled data is less expensive and takes less effort to
acquire).

• Reinforcement learning: this method discovers through trial and error which
actions yield the greatest rewards.

Two of the most widely adopted machine learning methods are supervised learning
with around 70 percent and unsupervised learning with 10 to 20 percent.
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5 How Can Machine Learning Improve Mobile Network
Security

5.1 Zero Day Attacks

As stated previously, the mobile network has considerable vulnerabilities but the worst
is that not all the vulnerabilities are identified and there are probably other unknown
vulnerabilities.

In addition to attacks that exploit older, more commonly known vulnerabilities that
have not yet been patched, or make use of basic poor security practices, there are Zero
day attacks.

Zero day attacks are attacks on zero day vulnerabilities, i.e. vulnerabilities that
become publicly known (zero-day) on the same day of the attack or more generally,
vulnerabilities which have not been patched or made public. Once known the vul-
nerability is not called zero day anymore but known vulnerabilities and a race for
protection solutions begins.

A zero-day attack starts when a flaw or software or hardware vulnerability is
exploited and attackers release malware before a developer has an opportunity to create
a patch to fix the vulnerability — hence “zero-day.”

Vulnerabilities may be discovered by hackers, by security companies or
researchers, by the software or hardware suppliers themselves or by users. If discovered
by hackers, the vulnerabilities will be exploited and kept secret for as long as possible.
Hackers will circulate only through the ranks of hackers, until software or security
companies become aware of it or of the attacks targeting it. These types of attacks are
defined by some as ‘less than zero-day’ attacks.

Lately, although not yet common, attacks exploiting multiple zero day vulnera-
bilities has emerged. Further, in order to extend the attack window the attackers modify
their tools just enough to evade detection a little bit longer. Polymorphism and
metamorphism are obfuscation techniques that are used to evade detection.

Consequently, zero day attacks and their mutations are quite difficult to parry and
this is where Machine Learning can come to help. It can help building a variety of
profiles such as user profile, network traffic, service usage, access activities, etc. which
define normal situation or normal behavior. Any deviation indicates anomalies that can
trigger an alarm resulting to intervention of experts.

5.2 Challenges in the Construction of Conclusive Attack Signatures

To detect known attacks on their networks mobile operators could use signature based
IDS (Intrusion Detection System). There exist several definitions of attack signature
which are slightly different depending on the focus and detail level. In this paper, an
attack signature is defined as a characteristic or distinctive pattern that can be searched
for or that can be used in matching to previously identified attacks [13]. Unfortunately,
some serious known attacks on the mobile networks do not have sufficiently distinctive
patterns that can be used to distinguish them from regular benign actions. The usage of
such patterns in the detection of abuses in the mobile network leads to both unac-
ceptably high false positive rate and high false negative rate i.e. while the usage of
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insufficiently distinctive patterns trigger a lot of false alarms, real abuses can still go
unobserved. This situation will be illustrated with the case study IMSI catcher in the
next section.

6 Case Study: The IMSI Catcher

6.1 Short About IMSI Catcher

According to [14] An IMSI catcher is a device for intercepting GSM mobile phones. It
subjects the phones in its vicinity to a Man-In-The-Middle (MITM) attack by pre-
tending to be the preferred base station in terms of signal strength. Actually, it is a fake
base station that lures mobile phone to attach to it instead of legal ones. As its name
tells, the IMSI catcher logs the IMSI numbers of all the mobile phones in the area, as
they attempt to attach to the base station, and can determine the phone number of each
individual phone. It also allows forcing the mobile phone connected to it to revert to
A5/0 for call encryption (in other words, no encryption at all), making the call data easy
to intercept and convert to audio. The phone calls can hence be tapped and recorded by
the IMSI Catcher.

6.2 Challenges in the Detection of IMSI Catcher

IMSI catchers constitute undoubtedly a substantial threat to the users since they can be
used in the invasion of the user’s privacy i.e. they can be used in the surveillance of the
users, in the interception of calls and short messages. However, they do not cause any
harm to the mobile network neither in terms of availability and performance nor
revenues and reputation. Further, they do not leave real trace since they do actually not
intrude into the mobile network. This is probably the reason for that most of the IMSI
catcher detection solutions are device based, i.e. a dedicated handheld device such as a
GSMK CRYPTOPHONE [15] or an app like to be installed on a smartphone like
Android IMSI-Catcher Detector (AIMSICD) [8], Snoopsnitch [16]. In fact, according
to our knowledge there is currently no IMSI catcher detection solution that is on the
network and operated by mobile operator for the protection of the users. In this case
study, we are proposing a network-based IMSI catcher which is using Machine
Learning to detect the presence of IMSI catcher.

6.3 Challenges in the Establishment of IMSI Catcher Signature

To detect the presence of IMSI catcher in the mobile network it is necessary to have a
signature which does not exist since no detection system exists in the mobile network.
Therefore, we have to build a signature by composing several indicators i.e. charac-
teristics that could together indicate a probable presence of an IMSI catcher. A thor-
ough study of the mobile network architecture, network elements and network
interfaces has been carried out to identify the relevant indicators that are successively
described in the coming sections.

178 V.T. Do et al.



6.3.1 Handover from 3G to 2G
The current mobile network is usually a composition of 2G (GSM) and 3G (UMTS)
mobile networks in order to provide ubiquitous mobile coverage and support of all
types of mobile phones. However, most of current mobile phones in use support both
2G, 3G and a series of frequency bands. When the mobile phones are moving around
handover i.e. shift between cells of same technology, i.e. 2G-2G or 3G-3G or between
cells of different technologies, i.e. 2G-3G or 3G-2G can be executed depending on:

• Signal strength variation
• Signal quality
• Load balancing between cells
• Distance between cells

Indicator HO1: Abnormal high handover from 3G to 2G in an area where 3G cov-
erage is good could indicate the presence of an IMSI catcher jamming 3G signal and
forcing mobile phones to downgrade to 2G for call tapping.

• Dependency: Must be used together with other indicators
• Limitation: 3G-2G handover is quite usual because 2G usually has better coverage

than 3G
• Quality: High level of false positives
• Confidence: Low

Indicator HO2: Changes in the 2G-2G handover patterns could also indicate the
arrival of an IMSI catcher.

• Dependency: Must be used together with other indicators
• Limitation: Influenced by changes in the network such as network optimalisation,

errors in neighbor cells, traffic variations, atmospheric variation, etc.
• Quality: Very high level of false positives because 2G-2G can occur due circum-

stances mentioned in limitation
• Confidence: Low

Indicator HO3: Increase in unsuccessful handovers could also be due to the signal
jamming of an IMSI catcher.

• Dependency: Must be used together with other indicators
• Limitation: Influenced by changes in the network such as network optimalisation,

errors in neighbor cells, traffic variations, atmospheric variation, etc.
• Quality: Very high level of false positives because unsuccessful handovers can

occur due circumstances mentioned in limitation
• Confidence: Low

6.3.2 Location Update
In the mobile networks, cells are grouped into Location Area (LA) for 2G networks,
Routing Area (RA) for 3G networks. These areas are identified by an area code such as
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Location Area Code (LAC), Routing Location Code (RAC). When a mobile phone
moves and changes location areas it will perform a location update to inform the mobile
network about the new location area such that calls can be delivered to the mobile
station. A mobile terminal can change areas between 2G and 3G network without
changing geographical locations. Changes in LAC or RAC can be used in the detection
of IMSI catcher because they can show abnormal location areas or abnormal location
update patterns due to the presence of IMSI catcher.

Indicator LU1: Increase in LAC updating can be a sign of an IMSI catcher

• Dependency: Must be used together with other indicators
• Limitation: Influenced by changes in the network such as network optimalisation,

errors in neighbor cells, traffic variations, etc.
• Quality: High level of false positives because the increase in LAC updating can be

due to circumstances stated in limitation
• Confidence: Medium

Indicator LU2: Sequence of last visited LAC can also indicate the presence of an
IMSI catcher

• Dependency: Must be used together with other indicators
• Limitation: If the IMSI catcher is configured as a 3G base station covering the same

area as the 2G cell this indicator will not be able to detect it.
• Quality: High level of false positives because the mobile phones can be switched off

or run out of battery
• Confidence: Medium

6.3.3 Relation Between IMSI and IMEI
Every mobile subscriber gets assigned from her mobile operator a universal unique
identity called IMSI (International Mobile Subscriber Identity), which, installed in the
SIM card is used in the identification of the subscriber at connection to the mobile
network. The mobile phone itself has also a unique identity called IMEI (International
Mobile Equipment Identity). Normally the relation IMSI-IMEI is quite stable and
recorded in mobile network. A change of the IMSI-IMEI relation can be used in the
detection of IMSI catcher.

Indicator II1: Multiple IMSI One IMEI can indicate that one IMSI catcher is
impersonating multiple subscribers

• Dependency: Relies on the database storing the relation IMSI-IMEI
• Limitation: This indicator can be used to detect only active IMSI catchers that are

monitoring calls or intercepting SMS but fails to detect passive IMSI catchers that
track the location of the user. More advanced IMSI catchers can also clone the IMEI
of their target and remain invisible. Of course, this indicator fails totally when a
large number of phones does not have IMEI or use the same fake IMEI as it is the
case of many developing countries.
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• Quality: medium quality to detect less advanced IMSI catchers but low quality for
advanced IMSI catchers

• Confidence: Medium

Indicator II2: One IMSI Multiple IMEI can indicate that a particular subscriber is
exposed for attack by one or more IMSI catchers.

• Dependency: Relies on the database storing the relation IMSI-IMEI
• Limitation: This indicator has the same limitations as indicator II1. In addition, the

user may also have multiple devices and move her SIM card between them.
• Quality: medium quality to detect less advanced IMSI catchers but low quality for

advanced IMSI catchers
• Confidence: Medium

By examining all the indicators we can conclude that none of the indicators can be
used alone by itself and more importantly, by using all the indicators together it is still
not sufficient to determine the presence of an IMSI catcher. Therefore, a signature
based IMSI catcher detection is proved to be insufficiently efficient.

6.4 A Machine Learning Based IMSI Catcher Detection

Although the indicators described in the previous sections are not sufficient to compose
a signature usable in the detection of IMSI catchers they can be used in a Machine
Learning based IMSI catcher detection.

As shown in Fig. 2 the online-detection part contains different anomaly detectors,
each of which uses an indicator i.e. HO1, HO2, HO3, LU1, LU2, II1 and II2 to define
normal and abnormal behavior. A simplest form of the ensemble model is the majority
voting between the different detectors but a weighted voting may also be considered in
later phases. Several machine-learning algorithms, such as one-class Support Vector
Machines [17] and Neural Networks, can be used as anomaly detectors.

Following the suggestions from the ensemble detector, security experts would then
look at suspicious places to verify if there any true IMSI catchers at a point in time. The
feedback from the security experts is then given back to off-line learning part to update
the models where the normal behavior was defined.

Fig. 2. The proposed Machine Learning based IMSI catcher detection
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At the present stage of our project no real data set has been yet collected from the
mobile network and for illustration sake we did some experiments on the public
available data set related to IMSI catcher detection from Aftenposten [18]. The data
came from a handset while interacting with the mobile network and possibly with the
IMSI catchers as well, and we cannot show the advantages of machine-learning in
correlating different events from many different devices. However, the main objective
of this experiment is to show that there is a potential of applying machine learning
techniques to facilitate the detection process.

For our simple experiment, from the data set we were interested in the frequency of
the mode change between 2G and 3G. Our hypothesis is that the high value of the
frequency would indicate abnormality in an area.

We split the data by equal time slots and calculate the ratio between the number of
2G and 3G in each time slot. We applied the anomaly detection algorithm named
S-H-ESD from Twitter [19] to detect abnormalities for those obtained ratio values. The
result is shown in Fig. 3. The three high spikes, which denote the abnormalities,
indicate the possible presence of IMSI catcher.

In the next stage, we will deploy an IMSI catcher that we are building using
openBTS in a test mobile network. We will collect data and feed them into the anomaly
detectors. The results from the Ensemble Detector will be used to train the off-line
learning.

7 Conclusion

In this paper we explain the vulnerabilities of the mobile networks which can exploited
by malicious attacks. Unfortunately, current Intrusion Detection Systems using sig-
nature are not sufficiently efficient for mobile networks. This is because of zero-day
vulnerabilities and attacks without distinctive signature. To remedy the situation, we
propose to adopt machine learning technique that makes use of indicators to define
normal and abnormal situation. Such detection could be much more efficient than

Fig. 3. Experiments on 2G/3G modes with Aftenposten data set
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existing solutions. The paper presents an IMSI catcher detection as a case study and a
pilot Machine Learning based IMSI catcher Detection is elaborated for verification. As
further, we will establish a test mobile network and an IMSI catcher by using openBTS
such that experiments can be carried out and data collected for the Machine Learning
detection.
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Abstract. In cloud environment, security is a vital issue that will bring major
impact to business operation. Cloud service provider has to ensure that data
storage and communication medium is highly secured. In recent years,
password-based authentication method has gained attention because of its
simplicity, its capability in providing a secured process and its resistance from
vulnerabilities. Nevertheless, there still have an issue on providing user identity
protection and integrity of data from being abused by an adversary. Most of the
current scheme involved third party in verification process and some of the
scheme expose user’s identity during authentication process. These can lead to
the trust and transparency concern to the user. By exposing user identity will
make a chance to the adversary to perform impersonate attack by impersonating
legitimate user. Thus, strong cryptography algorithm with secure key exchange
protocol is needed to further enhance the authentication process. This paper
proposed an enhancement of password-based authentication scheme with
anonymity features and key derivation function. The proposed scheme uses the
Secure Remote Password (SRP) protocol and Password-Based Key Derivation
Function 2 (PBKDF2) to enhance the authentication process. This paper also
presents the anonymity description in authentication process which preserves
user’s identity information from being exposed. Anonymity is one of imperative
feature that could hide identity of users during the authentication process. This is
then followed by discussion of comparison of using password-based authenti-
cation scheme with other methods of authentication. Finally, this paper presents
the flow of the proposed scheme which involved some algorithm modification.
This research significantly enhances security level in password-based authenti-
cation using anonymity features and PBKDF2 to preserve user’s privacy and to
resist from any attack vulnerabilities.
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1 Introduction

Cloud computing provides dynamic and flexible infrastructure in order to serve
multi-tenancy and multiple domain. Sharing equipment (hardware, software, applica-
tion, etc) requires security assurance for protection of assets and data. Trust relationship
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between cloud service provider and cloud user becomes important when all the
resources are disseminated beyond their control perimeter [1]. Trust achievement
between both parties will encourage the growing of cloud services with the guarantee
of security control.

Most of the information is linked together with a user’s identity information.
Information leakage usually relates to exposure of user’s identity information which
leads to privacy issue. There have been many studies that propose solution to overcome
the identity thief issue [2]. Most cases are associated with authentication and autho-
rization process to protect from unauthorized user. Authentication process is an
essential element to control and filter legitimate user to access important information
via application system. Weak authentication scheme will cause vulnerability to mali-
cious attacks [3]. Hence, strong and flexible authentication scheme is needed to support
heterogeneous independent cloud platforms. It also has to preserve user’s privacy by
protecting the user’s identity information during authentication process.

Anonymization of user’s identity in authentication scheme will protect user’s
credential by hiding the user ID and password. Cloud users often exposed their users’
credential in the cloud domain and some of them using the same user ID and password
for multiple applications thus are highly exposed to adversary attack. User anonymity
is n important requirement for information privacy and it has critically becoming a
challenge for cloud security. Applying anonymity in authentication scheme can conceal
user identity and at the same time could preserve user privacy from unauthorized party.
User does not have to worry whether they communicate in a secured network or
otherwise. The strong anonymous authentication should be able to protect user cre-
dential in both circumstances. Anonymity can improve trustworthy of the computer
system and will eventually enhance the level of trust among the cloud users to utilize
the cloud services [4].

There are many types of authentication scheme which can provide solution for a
secured communication system [5, 6]. However, there is no single solution that could
serve for all types of environment and application systems. System developers should
study the overall process of the system before they can come out with the solution.
Password-based authentication is a basis authentication scheme which is commonly in
use until now. Although there are many new solutions proposed in the current market,
password-based authentication still receives much of attention in recent years. It is a
simple method (using user ID and password), does not require any complex infras-
tructure and also easy to deploy. Therefore, password-based authentication scheme is
still relevant and suitable for use in a dynamic and big scale environment. This research
uses SRP as a zero knowledge proof protocol with enhancement on key derivation
using PBKDF2. This paper will further discuss details in providing strong anonymous
password-based authentication scheme to enhance the trust relation as well as user’s
privacy in cloud environment.

This paper is organized in the following sections. Section 2 presents the back-
ground of study including authentication scheme comparison and anonymity in
authentication scheme. Section 3 presents the proposed scheme which introduces
PBKDF2 workflow and details description of the protocols. Section 4 describes the
security analysis of the possible attack and its solution. Finally, Sect. 5 concludes the
proposed scheme and future works.
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2 Background

Authentication and authorization is considered as one of the most important key issue
in cloud security issue. The weakness of authentication will allow room for vulnera-
bility from malicious attack to get into cloud resources. It could lead to issues of
transparency, integrity, privacy and may also cause security breach. Therefore strong
authentication is needed to preserve user’s privacy as well as to ensure secured com-
munication among the cloud users. Nevertheless, there are still loopholes in the current
studies that require further research and improvement.

2.1 Authentication Scheme Comparison

The selection of authentication scheme is associated with possible attacks that will
cause vulnerability in the user business process. Some users are communicating using
secured network infra while some of them are not. Thus, the best solution is authen-
tication scheme that could accommodate with both environments. There are several
types of authentication scheme that provide solution for the users to enhance their
security control in order to verify legitimate user before they can access to resources.
Authentication process act as a frontline protection in the communication system to
verify and authorize only legitimate user can gain access to the resources.

The classic authentication paradigm described that authentication type is based on
three factors such as something you now (password), something you have (token) and
something you are (biometric) [7]. Based on this classic paradigm, three main
authentication techniques that are commonly in use are password-based authentication,
biometric authentication (finger print, voice, face) and smart-card authentication. There
is no standard set of security properties which can be widely adopted for all types of
system development. Each of this authentication schemes have their own strength and
weakness. Thus system developers should consider and understand business require-
ment in order to adapt with user need.

A. Password-based authentication

Password-based authentication is a basic authentication scheme which are widely used
because of its convenience, simplicity and easy to deploy. User need to memorize user
ID and password for verification process without any requirement for additional
devices. Users have to ensure that their passwords are not being exposed to prevent
them from being stolen. Password stealing has always been one of critical issues in
security because it could happen due to internal attack, external attack, website
spoofing or key logging on public terminal [3]. It is also vulnerable to malicious attack
such as man-in-the-middle attack, dictionary attack and eavesdrop attack. To overcome
these issues, the cryptographic secret key is introduced to secure the session key
exchange in the authentication process. Key establishment in the authentication process
is a fundamental procedure to enhance the security level in network communication
over an insecure platform [8]. The user will exchange secret key over the network for
verification during the authentication process.
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A classic model for key exchange is the Diffie-Hellman Key Exchange [9].
Diffie-Hellman protocol is a method that enables two users to share a secret key and
agree to exchange the information over insecure network. However, this protocol is
vulnerable to the man-in-the-middle attack because it allows user’s credential to be
transmitted via network communication. Password-Authenticated Key Exchange
(PAKE) has been introduced key exchange protocol in password-based authentication
technique to enhance their security in the communication [10]. This scheme uses
one-way function to generate verifier and all party involved to compute the secret key.
However, this scheme suffers in protecting the verifier from malicious attacker and the
corresponding secret password is still needed. Lamport’s scheme [11] has been
introduced to allow authentication over insecure network infrastructure. However, this
scheme also faced many problems including password management, storage capacity,
hash computation overhead and necessity of counter resetting. It was also vulnerable to
many attacks such as reply attack, dictionary attack, eavesdropping and Man in the
Middle attack.

B. Smart card authentication (Two-factor authentication)

Smart card authentication scheme seems to be the most convenience way to provide
two-factor authentication because of its efficiency in providing the cryptographic
method together. It is a secured user credential with complex intelligent computation
capability. It [12] was mentioned that smart card provide multi-functional and is easy to
adapt with any of devices physically or logically. It will also cover a wide range of
application deployment at affordable cost. Chang and Wu have used the Chinese
Remainder Theorem (CRT) as a basis method to propose a remote password authen-
tication scheme using a smart card [13]. This scheme resists replay attacks and does not
require verification table in the server. Nevertheless, this scheme does not allow users
to determine and change their own passwords freely. It is also not suitable in a dynamic
and big scale environment such as cloud.

According to the [14], there is possibility that the smart card is vulnerable to the
attack if the adversary manage to obtain secret information or some intermediate
computational results from the smart card. Smart card is also vulnerable to imper-
sonation attack, stolen smart card attack, offline password guessing attack and server
masquerading attack. Additionally, smart card has some limitation on deployment
process because not all computer and devices could support the smart card reader. They
cannot utilize the smart card technology in public application system such as airport,
bus station and hotel. Due to this limitation and constraints, thus smart card is difficult
to be used in a wide range of dynamic and flexible environment.

Apart from using a smart-card as alternative solution for two-factor authentication
(2FA), there is another alternative solution by using mobile phone for the second factor
authentication. Mobile phone 2FA is widely use particularly involving financial
institution and others well known organization such as Google, Amazon, Facebook,
Microsoft and many more. In order to enable 2FA using mobile phone, users have to
sacrifice their some personal information such as mobile phone number to enable 2FA
in securing their account. It’s actually expose their another personal secret information
to the application owner and lead to the privacy issues. Another issue is some of the
application cannot be used in certain platform (android or iOS). This constraint will
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lead to inefficient and useless. The integration is needed to close the gap between
computer and mobile devices. However, in order to increase efficiency and usability,
it’s jeopardized 2FA with synchronization vulnerabilities and can cause the security
breach [15]. Synchronization vulnerabilities is use a usability feature to blurs the gap
which can potentially open the attacker (man-in-the-middle attack) to intercept
One-Time-Password sent via mobile phone and bypass the chain of 2FA mechanism.

C. Biometric authentication

A biometric authentication is mechanism that use human body features as a unique and
immutable measurement such as finger print, voice, face, etc. Biometric provide
non-repudiation element and is more reliable in handling confidential and classified
information. The characteristics are very difficult to counterfeit, cannot be lent or
stolen, the person have to present himself to the point of authentication [16]. It is very
hard to break a biometric key since it cannot be copied, shared or distributed [17]. The
range of biometric signal is from hundred bytes to over a megabyte which is higher
than password phrase that makes it more complicated and complex. The use of bio-
metric authentication could solve a few limitation of password-based and smart card
scheme. Nevertheless, biometric also have some limitation to the users. The following
are limitations of using biometric authentication:

• Additional devices – Require additional device such as finger print reader, facial
recognition system, speaker and voice recorder to authenticate the features of
human body. It also requires technical expert to install and troubleshoot.

• Cost overhead – Additional devices to set up the biometric technology will
increase the cost project. It does not only prepare the reader but also storage for
logging data (PC) and also requires more storage capacity in the server.

• Location of devices – Installation of device have to consider a few things such as
lighting (face recognition), background noise (voice recognition), temperature and
air pressure, etc. Bad lighting and noise will cause major problem because it will
interrupt the reader to capture the right input for authentication process.

• Interference of Devices – Injury like cut or burns on physical body (finger) will
disrupt the reader and most probably fail to read the finger print. Similar problem
for face recognition if the users cut have a haircut or increase their weight would
result to failure in identifying the captured images.

• Fake biometric – It is possible that the adversary to reproduce the same biometric
technology and will use fake finger, copy of signature and fake mask to assault the
system application.

• Accuracy – If someone stole or copy a user identity, the user cannot change the
record. It is because the users cannot change their finger, voice or face easily to
replace their stolen or duplicated user identity.

Based on the discussion above, there are pros and cons for all types of authenti-
cation scheme. The selection of authentication scheme should be wisely chosen. The
key security issue for all authentication mechanism is to bind the user credential using
the security method that you have. The strength of authentication mechanism can be
measured as follows:
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– The complexity of entropy of the mechanism
– Exploitation of vulnerabilities
– Procedural and human interaction

Table 1 shows the comparison of authentication mechanism based on the above
measurement. Following the discussion, password-based authentication is still signif-
icant to be implemented with further enhancement to achieve the research objective.
This research will be using Secure Remote Password (SRP) protocol as a basis of
password-based authentication scheme. Secure Remote Password (SRP) [18] is a
password-based protocol that provides zero-knowledge proof and it is a popular choice
by the IETF for strong password protocols. The advantages of this protocol are as
follows [8]:

i. Not Require Password Table - The protocol does not require password table in
the server to store any information of password equivalents. In this protocol, the
password will be computed together with random number known as salt number to
generate the verifier value. Therefore, the attacker will not be able to guess or even
if they can gain access to the server they still fail to predict or capture the real
password. It also protects the server from dictionary attack.

ii. Verifier-based - Its verifier is values that replace the password for verification
purpose during the login process. This is what they called as “verifier-based” which
protect password from being stolen if there is any hacking or attack attempt. The
server will use verifier value to prove knowledge of the legitimate user. Thus, the
password will never be sent via network. If the attackers get access to the server,
they cannot use verifier value to authenticate because it requires both sides to verify
the process known as mutual authentication process.

iii. Strong key establishment - The protocol provides strong session key establish-
ment without revealing the key in public. Both user and server will establish new
session key every each login session. Thus, the key is not useful to eavesdropper
because the session key is different for each processing task.

Table 1. Authentication scheme comparison

Item Password-based Smart card Biometric

Complexity of
entropy

High entropy (depend on
the length of password)

High entropy Medium entropy

Exploitation of
vulnerabilities

- Vulnerable to social
engineering attack

- Reverse
engineering of
the chip

- Flaw in design/
implementation

- Lack of secrecy
- Biometric trait cannot
replace

- External attack

Procedural and
human
interaction

- Forgot password
- Easy to guess
- Short password make
easy for adversary to
guess

- Lost smart card
- Theft
- Can distribute
or sharing

- Fake machine
- Cannot change/update if
fingerprint copy by someone
else

- Accuracy of reader may
cause problem
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iv. Mutual authentication - Both parties have to verify each other before they can
begin communicate. This is what they called “mutual authentication” by sending
the evidence message for verification purpose. The advantage of mutual authen-
tication is to allow the user to communicate with the server even in an unsecured
network.

v. Not require trusted third party - It does not involve any third party for verifi-
cation or identification of user credential. It can also avoid overhead that is
equivalent with the PKI-based scheme.

2.2 Anonymity in Authentication Scheme

Anonymity is a fundamental right and very important to protect information privacy in
all aspect especially related to finance, crime and terrorism. User’s privacy protection is
one of the most challenge issues because once it is breached, it will affect the whole
system communication. User’s privacy is associated with classified information that
should be protected and located in secured environment. Anonymity in authentication
process is to preserve user credential from being exposed over the network commu-
nication. Some of the applications called it anonymous authentication. The exposure of
user credential will affect security process in daily business operation and lead to
security breach [19]. Many researches were carried out to accommodate with this
requirement [20, 21]. Vulnerability from malicious attack can intercept and manipulate
user’s identity to gain access to sensitive data of users in the cloud storage.

Implementation of anonymity is not only to protect from external intruder but also
to protect from internal intruder especially intruders who are using a third party service
as an entity to authorized the legitimate user. This is important for the user to control
and monitor their privilege especially in cloud environment since they do not know
exactly where the server and storage is located. Therefore, there is a need for strong
cryptography mechanism to secure the authentication process to verify and control the
communication system. The mechanism should be capable to hide user credential from
being exposed to prevent from adversary impersonating as legitimate user. In this
research, the proposed scheme is secured with anonymity feature which does not
transmit the plaint-text of user ID and password across the network. The mutual
authentication process takes place without any involvement of third party will make the
proposed scheme become stronger.

2.3 Password-Based Key Derivation Function 2 (PBKDF2)

PBKDF2 is a pseudorandom function to derive a secret key and it is part of RSA
Laboratories’ Public-Key Cryptography Standards (PKCS) series - PKCS#5 v2.0. It is
also published as Internet Engineering Task Force’s RFC 2898. PBKDF2 use password
together with large value of random salt and iteration count to compute stronger key
value. The password is never sent across the network during the process of generating
the key and only available during the active session. Although the password is not
stronger enough but the key can reasonably be generating strong key due to
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combination of random salt value and iteration count. Figure 1 below shows the flow
of PBKDF2 to derive the key.

This function is using symmetric encryption key which can be generated only in
active session and what is more the password is not stored in the server. By adding
large iteration count, it will make password cracking much more difficult and will take
a longer time, it is also called key stretching. Having random salt added to the com-
putational function will reduce the chance of pre-computed hashes for attacks. Both
random salts and iteration count will ensure that the key derivation process is secured
against brute-force attack and dictionary attack. Here are the steps on how to derive a
key using PBKDF2 [22]:

Derived Key ¼ PBKDF2 P; S; c; dkLenð Þ

Where:
PRF pseudorandom function of two parameters with output length hLen (e.g. a

keyed HMAC)
P password, an octet string
S salt, an octet string
c iteration count, a positive integer
dkLen desired length of the derived key
DK derived key, a dkLen-octet string

Steps:

i. If dkLen > (2^32 − 1) * hLen, output “derived key too long” and stop.
ii. Let l be the number of hLen-octet blocks in the derived key, rounding up, and let r

be the number of octets in the last block as Eqs. (1) and (2):

l ¼ CEIL dkLen=hLenð Þ ð1Þ
r ¼ dkLen � l � 1ð Þ � hLen ð2Þ

iii. For each block of the derived key apply the function F defined below to the
password P, the salt S, the iteration count c, and the block index to compute the
block as Eq. (3):

Password

Salt HASH
FUNCTION Hash Result

N

Fig. 1. PBKDF2 process flow
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T 1 ¼ F P; S; c; 1ð Þ
T 2 ¼ F P; S; c; 2ð Þ

� � �
T l ¼ F P; S; c; lð Þ

ð3Þ

where the function F is defined as the exclusive-or sum of the first c iterates of the
underlying pseudorandom function PRF applied to the password P and the concate-
nation of the salt S and the block index i as Eqs. (4) and (5):

F P; S; c; ið Þ ¼ U 1nxor U 2nxor � � � nxor U c ð4Þ

where

U 1 ¼ PRF P; S jj INT ið Þð Þ
U 2 ¼ PRF P; U 1ð Þ

� � �
U c ¼ PRF P; U fc� 1gð Þ

ð5Þ

iv. Concatenate the blocks and extract the first dkLen octets to produce a derived key
DK as Eq. (6):

DK ¼ T 1 T 2j jj j � � � jj T l\0::r � 1[ ð6Þ

v. Output the derived key DK.

3 The Proposed Scheme

This section will describe the detail process of proposed scheme. It includes the
anonymity features in SRP and also the enhancement of key derivation using PBKDF2.
This scheme is mutual authentication scheme which provides zero-knowledge proof
using verifier value to validate the process.

3.1 Protocol Description

The main goal of this paper is to preserve user’s privacy in order to establish trust in a
secured communication. It also protects user’s credential vulnerability from malicious
attack. It will use SRP protocol as a basis on developing the proposed protocol. In this
proposed scheme, it consists of two phases; client registration phase and authentication
phase.

The flow of client registration phase is shown in Fig. 2. The value of (n) and (g) is
assumed as known value. This phase is normally done once for each user during
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account setup. In this phase, anonymous identification (U) and password verifier (v) is
computed based on Eqs. (7), (8) and (9). Descriptions of this phase are as follows:

i. Client input username (I) and password (P);
ii. Select salt (s) randomly;
iii. Compute anonymous identity (U) as Eq. (7) by using Secure Hash Algorithm

(SHA-1) as a one-way hash function which produce 160-bit hash value (H);

U ¼ H I; Pð Þ ð7Þ

An practical example of the calculation of U can be the following, using SHA-1 as
the hash function H:

U ¼ SHA1 I j Pð Þ
iv. Compute password verifier (v) as Eqs. (8) and (9) by using PBKDF2;

x ¼ PBKDF2 P; s; c; dkLenð Þ ð8Þ

v ¼ gx ð9Þ
v. The value of anonymous identity (U), verifier (v) and salt (s) send to server;
vi. Server stored all the value received into its database.

The actual username and password is not sent over the network or even stored in
the database. This will preserve the user ID to be exposed during the authentication
phase. Attackers have suffered to identity the user ID is belonging to whom before they
can try to breach a password.

Once the registration phase is completed, the client will then proceed with
authentication process by providing anonymous identifier (U). Both client and server
will calculate public key (A) and (B) by choosing random ephemeral private key
(a) and (b). All these value will be exchanged to calculate Session Key (S) as Eq. (10).
Finally, they will exchange evidence messages M1 and M2 to proof each other. The
cryptographic strong key session (K) will be generated after successfully proof the
secret knowledge as Eq. (11).

Client Server

Choose salt

U=H(I,P)

x=PBKDF2(P,s,c,dkLen)

v=gx

U,s,v,c,dkLen

Store (U, s, v,c,dkLen)

Fig. 2. Client registration phase
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Sclient ¼ B � kgxð Þaþ ux

¼ kv þ gb� kgx
� �aþ ux¼ gabþ uxb ¼ gagxuð Þb

¼ Avuð Þb¼ Sserver

ð10Þ

Sclient ¼ Sserver ¼ [ PBKDF2 Sclientð Þ ¼ PBKDF2 Sserverð Þ ¼ K ð11Þ

Figure 3 shows the workflow of the client authentication process between client
and server. Both side required four roundtrip by exchanging the public key (A and B)
and message evidence (M1 and M2) before establishing cryptographic strong key
session (K).

4 Vulnerabilities and Security Analysis

4.1 Cloud Vulnerabilities

Cloud services require a mechanism to manage identity management for control and
filter the access from cloud user. To a certain extent, compromising the authentication
process will lead to primary vulnerability in the cloud services and cause security
breach [20]. Cloud computing provides convenient, on-demand, dynamically scalable,
highly available, interoperable and can be provisioned with minimal management
efforts [23]. Following are examples of vulnerabilities with root causes in one or more
of these characteristics [24]:

• Unauthorized access to physical machines – One of the cloud characteristics is
resource pooling among the multiple users. All resources are sharing the same
device to pool all the resources. Cloud service provider has full authority to access

Client Server

U=H(I,P)

x =PBKDF2(P,s,c,dkLen)

A = ga

u = H(A,B)

S = (B-kgx)a+ux

M1 = H(A,B,S)

(verify M2)

K = PBKDF2(S,s,c,dkLen)

U Lookup (s,v,c,dkLen)

B = kv + gb

u = H(A,B)

S = (Avu)b

(verify M1)

M2 = H(A,M1,S)

K= PBKDF2(S,s,c,dkLen)

s,c,dkLen

A

B

M1

M2

Fig. 3. Client authentication phase
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and monitor to the physical server activities. It is possible that vulnerability may
come from internal attack. This issue will bring impact and put the cloud services at
high risk.

• Internet protocol vulnerabilities – Cloud computing is on-demand and ubiquitous
network access which can be accessed via web application. Some of the users
access from a trusted network but there are some who access from an untrusted
network. Web application protocol (HTTP) is vulnerable to session-hijacking,
session-riding and man-in-the-middle attack.

• Data recovery vulnerability – Broad network access characteristic provide
heterogeneous platforms which allow for multiple platform sharing and commu-
nicate in the same cloud domain. In some cases, this characteristic needs to recover
data from different platform and need to allow access to the devices. The process of
data recovery gives possible chances to adversary to penetrate into the network
communication.

4.2 Possible Attacks

Proposed authentication scheme provide protection against different types of attacks
such as dictionary, man-in-the-middle, impersonation, replay, stolen verifier attack and
other feasible attacks. The scheme is secure against possible attack as follows:

• Dictionary Attack – Attacker using this technique to defeating and trying to
determine decryption key or user ID and password offline or online. In proposed
scheme, private key (a) and (b) compute at both side (client and server) and does not
exposed in public. Furthermore, it’s use PBKDF2 to derive the key, so it is very
hard for attacker to break a key.

• Impersonate Attack – The adversary will assume one of the legitimate user in the
system communication to perform an attack. It’s very hard to assume because this
scheme will not exposed user ID or password and do not transmitted user credential
over the network. The session key (K) also not exposed in public so attacker cannot
compute the evidence message (M1) and (M2) to prove that they are a legitimate
user.

• Replay Attack – This attack is a form of network attack by adversary to intercept
the valid data and repeatedly retransmitted. This scheme use a random ‘salt’ value
(s) to generating secret key and keep changing for every login session. So the
attacker cannot use a same value to retransmit because it keeps changing at every
session.

• Man-in-the-Middle Attack – This attack is an interception the communication
between two parties. The adversary secretly relays in between two parties and try to
alter the communication path for them to capture the conversation and information.
It’s only possible if the adversary can capture the user ID (I) and password (P) for
them to authenticate as a legitimate user. But, in proposed scheme, user ID (I) and
password (P) are not transmitted over the network. So, it is impossible to mas-
querade as a client or server.

• Stolen Verifier Attack – This attack performing to steal a user’s verifier s in the
database when they gain access to the server. In order to perform an authentication
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process or to generate a verifier value, they still required a user’s password which not
stored in the server. So, it is hard to break the communication even though they got
the verifier value because the value of (x) is computed based on value (I) and (P).

• Anonymity Protection – This attack is to steal user credential including user ID
and password to impersonating as a legitimate user to get an access to the system
application. Proposed scheme are not exposed user ID and password to preserve
user’s privacy by replacing it as a anonymous identity using one-way hash function.

5 Conclusion

Cloud security can be achieved through high level of trust and privacy of information
in system application. Authentication is a major issue in order to achieve trustworthy in
cloud services. Password-based authentication with secure key exchange protocols has
offer better solution in handling vulnerability from malicious attack. Vulnerability in
the operating system application requires new approach and method to overcome
weakness in the operating system which could lead to high risk of data integrity.
Providing anonymity in an authentication scheme will hide user’s credential from being
exposed to any feasible attack.

This paper has proposed a password-based authentication scheme using secure key
exchange protocols with some enhancement on derivation key and applying anonymity
element. SRP provide strong mutual authentication password-based authentication
which provides zero-proof knowledge based. PBKDF2 is used to enhance the process
of derivation private key (x) and cryptographically strong key session (K) in the SRP
protocols. Anonymity element is applied to hide user ID during registration and
authentication process to prevent from adversary attack.

For future work, the proposed scheme will be evaluate and verify by performing the
attack model to proof of concept of the proposed scheme. It also be measure the
performance of the proposed scheme by compute the response time and latency during
authentication process. Furthermore, it will also put under study to enhance it with
certificate pinning method to reduce computation overhead and roundtrips communi-
cation steps. It is an effective method to reduce latency in computation cost.
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Abstract. In this paper, we consider the optimal joint resource alloca-
tion problem of subcarrier and power for non-real time wireless networks
that use visible light communication (VLC) technology. VLC has been
recognized as a promising technology as it allows to transmit data in
considerably higher orders of magnitude compared to traditional radio
frequency (RF) methods [3]. Therefore, it is expected that most of the
current existing protocols for resource allocation using traditional RF
technologies will adapt to VLC technology in the near future. We model
the resource allocation problem by means of a mixed integer nonlinear
optimization problem that we further linearize using a piecewise linear
approximation method. The latter allows to compute optimal and near
optimal solutions for the problem. Optimal solutions can be obtained as
long as the number of line segments is sufficiently large. Subsequently,
we propose a variable neighborhood search based decomposition proce-
dure that allows to compute, in average, tight near optimal solutions in
less than one second compared to the high CPU time required by the
piecewise linear model.

Keywords: Visible light communications · Mixed integer nonlinear
programming · Piecewise mixed integer linear programming · Variable
neighborhood search

1 Introduction

Wireless Networks is becoming an active research field due to the innumerable
real life applications including medicine, transportation, agriculture, industrial
processes, environmental monitoring, battlefield surveillance, smart buildings
and cities, and military applications [1,3,15,16,19]. In this paper, we consider
the optimal joint resource allocation problem of subcarrier (subchannel) and
power for non-real time wireless networks that use visible light communication
(VLC) technology. VLC has been recognized as a promising technology as it
allows to transmit data in considerably higher orders of magnitude compared
to traditional radio frequency (RF) methods [3]. Therefore, it is expected that
most of the current existing protocols for resource allocation using traditional
RF technologies will adapt to VLC technology in the near future.
c© Springer International Publishing Switzerland 2016
M. Younas et al. (Eds.): MobiWIS 2016, LNCS 9847, pp. 201–212, 2016.
DOI: 10.1007/978-3-319-44215-0 16
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We model the resource allocation problem by means of a mixed integer non-
linear optimization problem that we further linearize using a piecewise linear
approximation method. The latter allows to compute optimal and near optimal
solutions for the problem. Optimal solutions can be found as long as the number
of line segments used in the piecewise linear model is sufficiently large. In prac-
tice, the number of line segments is enough when the objective function values
found with the piecewise linear model do not further increase while incrementing
the line segments. Piecewise linear methods allow to transform nonlinear pro-
gramming problems into pure mixed integer linear programming problems which
can be efficiently solved with specialized solvers [2,12]. We refer the reader to
[6,8,14,17,20] for a deeper understanding on piecewise linear methods.

The proposed model aims to maximize the total bandwidth channel capacity
of a wireless network subject to a quality of service constraint on the maximum
signal to interference noise ratio (SINR) allowed in the system while simultane-
ously scheduling users in time. The SINR is mainly generated due to subchannel
reuse which is caused by the different users [3]. In general, notice that the nodes
are continuously interchanging information with a base station in the network.
Therefore, the resource allocation problem must be solved dynamically in time
in order to assign different subsets of subcarriers to users. As such, the proposed
model is best suited for non-real time applications where signals can be trans-
mitted at different time slots without further restrictions. The latter allows the
fact that sub-channel multiuser diversity can be further exploited simultaneously
in frequency and in time domains. As far as we know, joint subcarrier and power
allocation transmission schemes for wireless networks have not been investigated
so far for non-real time applications using RF and VLC technologies [5,13,18].
Moreover, there has been no attempt yet to solve this problem to optimality
using piecewise linear models and variable neighborhood search (VNS for short)
based metaheuristic procedures. We propose a VNS based decomposition proce-
dure that allows to compute tight near optimal (and possibly optimal) solutions
in significantly less computational effort compared to the piecewise linear model.
The decomposition approach solves within each iteration a convex optimization
problem which is characterized by its Karush Kuhn Tucker (KKT) conditions
leading to the optimal solution.

The paper is organized as follows. Section 2 briefly introduces the system
description and presents the nonlinear mathematical formulation of the prob-
lem. Next, we present the equivalent piecewise linear model. In Sect. 3, we sketch
the VNS procedure. Subsequently in Sect. 4, we conduct preliminary numerical
experiments in order to compare the piecewise linear model with the VNS pro-
cedure. Finally, in Sect. 5 we give the main conclusions of the paper.

2 System Description and Problem Formulation

In this section, first we give a brief system description of a wireless VLC network
and then, we present the mathematical formulation of the resource allocation
problem.
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2.1 System Description

We consider a radial transmission area composed by a base station placed at
the center and several mobile users randomly placed inside this area that simul-
taneously interchange information with the base station. The interchange of
information generates interference and degrades the quality of wireless channels.
In general, the interference phenomena is a major concern in wireless networks.
One of the most used strategy to overcome interference is to make an efficient
use of bandwidth channel capacity. This can be performed by dividing the band-
width channel into several parallel subcarriers which allows to assign different
subset of subcarriers to different users in the network. This allows to exploit the
so-called multi-user diversity which in turn allows to increase the overall capac-
ity of the system [4]. We consider a wireless VLC based network composed by
a set of N = {1, . . . , N} subcarriers, a set of K = {1, . . . , K} users and a set of
T = {1, . . . , T} time slots within a given transmitted frame. A frame is a packet
in which the data to be transmitted is placed. Each frame is composed by T
time slots and N subcarriers.

2.2 Problem Formulation

We propose the following nonlinear formulation for this problem

P : max
{x,p}

T∑

t=1

K∑

k=1

N∑

n=1

xkt log2
(
1 + ϕt

knpt
kn

)
(1)

s.t.
K∑

k=1

N∑

n=1

Ht
knpt

kn ≤ Γ, ∀t ∈ T (2)

T∑

t=1

xkt = 1, ∀k ∈ K (3)

pt
kn ≥ 0, ∀k, n, t (4)

xkt ∈ {0, 1}, ∀k, t (5)

where ϕt
kn = RPDHt

kn

σt
kn+η

. Variables pt
kn for all k, n, t and xkt for all k, t are the

decision variables. The variable pt
kn denotes the amount of power to be assigned

for user k in subcarrier n if scheduled to be attended on time slot t. Similarly, the
variable xkt = 1 if and only if user k is scheduled to be attended on time slot t and
xkt = 0, otherwise. The nonnegative condition on variable pt

kn and the binary
condition on variable xkt are imposed in the constraints (4)–(5), respectively.
Notice that whenever xk′t′ = 0 for a particular k′ and t′, this implies that pt′

k′n =
0 for all n ∈ N since the objective function (1) equals zero. The objective function
computes the maximum capacity of the network [1,3,16]. The parameters RPD,
Ht

kn, σt
kn and η denote the photo-detector response, channel gain associated

to subcarrier n for user k in time slot t, the Additive White Gaussian Noise
(AWGN) and the accumulated AWGN power, respectively [3]. Constraint (2)
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ensures that the optimal solution cannot be larger than a predefined maximum
SINR threshold denoted by Γ . Finally, constraint (3) schedules each user to be
attended on a unique time slot t ∈ T .

2.3 Piecewise Linear Formulation

We note that problem P is formulated as a binary nonlinear optimization prob-
lem which is hard to solve directly. Instead, we propose an equivalent piecewise
mixed integer linear programming model. It turns out that each log-term in the
objective function (1) is an increasing concave univariate function of the variable
pt

kn. Besides, we can remove the variable xkt from the objective function (1) and
add the following constraints pt

kn ≤ xktM ∀k, n, t where M is a bigM positive
value. These constraints ensure the facts that pt

kn = 0 when xkt = 0 and pt
kn > 0

when xkt = 1. Finally, we let θt
kn = ϕt

knpt
kn and introduce the nonnegative con-

tinuous variables φt
k,n for all k, n, t to bound from below each log-term in (1).

This leads us to write the following model

MP : max
{x,p,φ,θ}

T∑

t=1

K∑

k=1

N∑

n=1

φt
k,n (6)

s.t. φt
k,n ≤ amθt

kn + bm, ∀k, n, t,m (7)

pt
kn ≤ xktM, ∀k, n, t (8)

θt
kn = ϕt

knpt
kn, ∀k, n, t (9)

K∑

k=1

N∑

n=1

Ht
knpt

kn ≤ Γ, ∀t ∈ T

T∑

t=1

xkt = 1, ∀k ∈ K

pt
kn ≥ 0, ∀k, n, t

xkt ∈ {0, 1}, ∀k, t

where the index “m” represents the line segments used for the piecewise lin-
ear approximation in constraint (7). The parameters am and bm are obtained
with the points we evaluate in the logarithm function. Clearly, the higher the
number of line segments, the better the accuracy of the model. Although, the
computational cost to solve the problem will certainly increase since we add more
constraints in the model. So far, we consider MP as an alternative approxima-
tion method to compute near optimal solutions to be compared with our VNS
approach.

3 VNS Decomposition Procedure

Metaheuristics are simple algorithmic procedures often used to find suboptimal
(or near optimal) solutions for combinatorial optimization problems. In practice,
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they have proven to be highly effective when solving many of these hard problems
[9]. Especially when the dimensions of the problem increase rapidly which is often
the case in real world applications and where no solver is available yet to solve
these large size instances to optimality. The most frequently utilized metaheuris-
tics are: Genetic Algorithms, Tabu Search, Ant Colony Optimization, Particle
Swarm Optimization, Variable Neighborhood Search, Simulated Annealing, just
to name a few. For a detailed explanation on how these metaheuristics work, we
refer the reader to the book in [9]. Basically, any metaheuristic approach would
serve to compute feasible solutions for P. However, we propose a VNS approach
due to its simplicity and low memory requirements. In particular, we adopt a
reduced VNS approach which drops the local search phase of the basic VNS
algorithm as it is the most time consuming step [10,11].

In order to compute feasible solutions for MP using a VNS approach, we
randomly partition the set of users into T disjoint subsets of users within each
iteration of the VNS approach. Denote by Ωt the set of users for each t ∈ T .
In this case, we should solve T small size convex optimization subproblems, one
for each subset of users assigned to time slot t ∈ T = {1, . . . , T}. In fact, this
is a keystone of our proposed VNS approach since the subproblems we solve are
convex and thus, we compute the optimal solutions for each one of them within
each iteration of the VNS approach. More precisely, for each t ∈ T and for a
fixed assignment of variable x = x̄, problem P reduces to solve the following
convex optimization problem

Q : max
{p}

∑

k∈Ωt

N∑

n=1

log2
(
1 + ϕt

knpt
kn

)
(10)

s.t.
∑

k∈Ωt

N∑

n=1

Ht
knpt

kn ≤ Γ (11)

pt
kn ≥ 0, ∀k ∈ Ωt, n (12)

In principle, notice that each subproblem can be solved to optimality in
sequential or in parallel order using any algorithmic procedure. Also notice that
there are TK feasible assignments for variable x̄. A simple strategy to solve prob-
lem Q can be obtained as follows. First, we can intuitively relax the nonegative
power constraints as we maximize on the continuous variable pt

kn. Next, notice
that the constraint (11) will always be active, i.e.,

∑
k∈Ωt

∑N
n=1 Ht

knpt
kn = Γ

since the variable pt
kn is continuous. Consequently, the Lagrangian function of

problem Q can be written as

L(p, λ) =
∑

k∈Ωt

N∑

n=1

log2
(
1 + ϕt

knpt
kn

)
+ λ

(
Γ −

∑

k∈Ωt

N∑

n=1

Ht
knpt

kn

)
(13)

The derivatives ∂(L(pt
kn,λ))

∂pt
kn

for each k ∈ Ωt, n ∈ N are calculated as

∂(L(pt
kn, λ))

∂pt
kn

=
ln(2)ϕt

kn

(1 + ϕt
knpt

kn)
− λHt

kn (14)
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By equating to zero these derivatives, it is easy to see that

ϕt
kn ln(2)

Ht
kn(1 + ϕt

knpt
kn)

=
ϕt
11 ln(2)

Ht
11(1 + ϕt

11p
t
11)

= λ (15)

for each k ∈ Ωt, n ∈ N where (k �= 1) or (n �= 1). Thus, we arrive at the following
explicit power formula

pt
kn =

[
Ht

11(1 + ϕt
11p

t
11)

ϕt
11H

t
kn

− 1
ϕt

kn

]+

(16)

where [·]+ = max{·, 0}. The latter ensures that each power pt
kn is nonnegative.

By replacing this power formula in the active constraint
∑

k∈Ωt

∑N
n=1 Ht

knpt
kn =

Γ allows one to compute

pt
11 =

1
Ht

11|Ωt|N

(
Γ +

∑

k∈Ωt

N∑

n=1

Ht
kn

ϕt
kn

)
− 1

ϕt
11

(17)

We mention that in our numerical results, none of the found solutions violates the
active constraint

∑
k∈Ωt

∑N
n=1 Ht

knpt
kn = Γ which means that all the solutions

found are optimal solutions for problem Q.
VNS is a metaheuristic approach that uses the idea of neighborhood change

during the ascent toward local optimal solutions in order to avoid being trapped.
The aforementioned decomposition approach allows us to propose the VNS pro-
cedure depicted in Algorithm 1. It works as follows. It receives an instance of
problem P as input and provides a near optimal solution for it. We denote
by (x̄, p̄, f̄) the final solution obtained with the algorithm where f̄ represents
the objective function value of P. In Step 0, we initialize all the required vari-
ables. Then, in Step 1 we obtain an initial feasible solution for the problem.
For this purpose, we use the optimal power allocation formulas (16) and (17).
Finally, during the execution of the while loop in Step 2, the algorithm performs
a variable neighborhood search by randomly switching {0, 1} values in H entries
of variable x. Initially, H=1 and it is increased by one unit when there is no
improvement after new β1 solutions have been evaluated. On the other hand, if
a new current solution is better than the best found so far, then H ← 1, the
new solution is recorded and the process goes on. Notice that if “β1” solutions
have been evaluated without improvement and if H = β2, then we set H ← 1.
This gives the possibility of exploring in a loop manner from small to large zones
of the feasible space. The whole process is repeated while the cpu time variable
“Time” is less or equal than the maximum available “maxTime”.

4 Numerical Results

In this section, we present our preliminary numerical results in order to compare
the piecewise linear model MP with the VNS procedure. For this purpose, we
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Algorithm 1. VNS approach
Data: An instance of problem P
Result: A near optimal solution (x̄, p̄, f̄) for P
Step 0: Time ← 0; H ← 1; count ← 0; xkt ← 0, ∀k, t; pt

kn ← 0, ∀k, n, t;

Step 1: foreach k ∈ K do

Choose randomly j ∈ T ;
xkj ← 1;

Compute the optimal power allocation using the formulas (16) and (17);
Let (x, p, f) be the initial solution found for P with objective function value f ;
Step 2: while (Time ≤ maxTime) do

for i = 1 to H do
Choose randomly i ∈ K;
Choose randomly j ∈ T ;
xit ← 0, ∀t ∈ T ;
xij ← 1;

Compute the optimal power allocation using the formulas (16) and (17);
Let (x∗, p∗, g∗) be a new feasible solution found for P with objective
function value g∗;
if (g∗ > f) then

H ← 1, (x, p, f) ← (x∗, p∗, g∗); Time ← 0; count ← 0;

else
Keep previous solution; count ← count + 1;

if (count > β1) then
count ← 0;
if (H ≤ β2) then

H ← H + 1;

else
H ← 1;

(x̄, p̄, f̄) ← (x, p, f), Return (x̄, p̄, f̄);

generate the input data randomly as follows. Each entry in the channel gain
matrix Ht = Ht

kn for each t ∈ T is computed as [3]

Ht
kn =

A

d2kt

I ∗ cos(ψt
kn)

where A is the surface capacity of the receiver. We assume that each receiver
has an area of A = 1 cm2. The distance between the base station and each user
is denoted by d2kt and is randomly generated in the interval [3, 10] ms whilst
the angle of incidence of light at the receiver ψt

kn is randomly generated in
the interval [150, 450]. Finally, I is a Lambertian radiant intensity profile and
models light emitting diode radiation. We set this value to I = 500 [3]. Finally,
the entries in the matrices σt = (σt

k,n) are drawn from the interval (0, 1] while
the values of η = 1, RPD = 0.55 and Γ = 100, respectively. These are realistic
input data values for direct line of sight (LOS) VLC networks [3].
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In Fig. 1, we plot for a fixed time slot, the distribution of the received power
(dBm) for users in a room of dimensions 10*10 ms2 with height equal to 3 ms. In
particular, in this figure we consider only four subchannels in order to show the
existence of interference in an indoor environment while using VLC networks
with direct LOS [7].

Fig. 1. Power distribution in a room of 10*10 ms2 with height equal to 3ms in four
subchannels where interference is present.

The input parameters of the VNS algorithm are set to β1 = 50, β2 = 5 and
maxTime = 10 s, respectively. In MP, we set the bigM value to M = 1000. We
implement a Matlab program using CPLEX 12.6 [12] to solve MP and the VNS
Algorithm 1. The numerical experiments have been carried out on an Intel(R)
64bits core(TM) with 2.6 GHz and 8 GoBytes of RAM.

In Table 1, columns 1–3 present the instance dimensions. Column 4–7 presents
the optimal solution found with MP, the number of branch and bound nodes, its
CPU time in seconds, and the real objective function value of P obtained with
the optimal solution of MP. This allows to observe how tight is the piecewise
linear model with respect to the real objective function values. In columns 8–
10, we present the initial solution found with VNS, the best solution found
and its CPU time in seconds. Finally, in columns 11–13, we present gaps we
compute as

(
|MP−RObj|

RObj

)
∗ 100,

(
|V NS−V NSI |

V NSI

)
∗ 100 and

(
|V NS−RObj|

RObj

)
∗ 100,

respectively. Without loss of generality, we set the maximum available CPU time
for CPLEX to solve MP to one hour. Additionally, we calculate the maximum
value θ̄ = max{k,n,t} {θk,n,t = ϕk,n,tpk,n,t} for MP and consider the interval [0, θ̄]
while divided into equally spaced subintervals of length one in order to generate
the piecewise linear segments. In order to give more insight with respect to the
numerical results obtained, in Fig. 2 we plot averages for 10 samples with the
same dimensions of each instance in Table 1.
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Table 1. Numerical results for MP and for VNS Algorithm 1

K N T MP B&Bn CPU(s) RObj V NSI V NS CPU Gap1 (%) Gap2 (%) Gap3 (%)

4 16 4 114.1260 144 9.72 114.1673 70.2843 114.5032 0.03 0.04 62.91 0.29

8 16 4 149.0225 31 9.92 149.0961 136.9480 150.4059 0.15 0.05 9.83 0.88

10 16 4 157.6509 276 18.43 157.7854 139.9098 160.6967 0.07 0.09 14.86 1.85

12 16 4 161.9502 21 12.96 162.0643 124.4928 167.5892 0.51 0.07 34.62 3.41

4 32 4 146.5794 13 9.26 146.7490 114.5512 148.7284 0.10 0.12 29.84 1.35

8 32 4 170.5687 14 14.33 170.6914 132.9067 177.9621 0.34 0.07 33.90 4.26

10 32 4 179.1046 486 48.09 179.2365 144.5489 187.9955 0.07 0.07 30.06 4.89

12 32 4 184.0684 17 19.76 184.3013 190.4371 194.2784 0.19 0.13 2.02 5.41

4 16 7 116.7848 215 22.45 116.8431 113.8818 117.1993 0.01 0.05 2.91 0.30

8 16 7 209.8958 8258 517.91 210.0034 162.8886 210.8523 0.22 0.05 29.45 0.40

10 16 7 224.8082 60419 3600 224.9441 192.9419 226.2670 0.07 0.06 17.27 0.59

12 16 7 244.2483 41342 3600 244.4127 181.6533 246.6191 0.15 0.07 35.76 0.90

4 32 7 147.3715 1595 115.12 147.4217 114.7067 149.1415 0.01 0.03 30.02 1.17

8 32 7 262.8989 2525 358.49 263.1283 200.5413 267.1121 0.03 0.09 33.20 1.51

10 32 7 276.8499 15406 2082.54 277.1304 238.1528 284.0400 0.24 0.10 19.27 2.49

12 32 7 289.3150 8804 1674.89 289.5962 254.1204 299.6867 0.27 0.10 17.93 3.48

4 16 10 117.7056 342 34.88 117.7458 114.1273 118.1262 0.09 0.03 3.50 0.32

8 16 10 231.9223 29370 3600 231.9960 184.9788 232.8376 1.17 0.03 25.87 0.36

10 16 10 291.3993 2212 578.95 291.5066 179.6399 291.9474 10.61 0.04 62.52 0.15

12 16 10 306.3240 32012 3600 306.4276 214.1476 307.7926 0.12 0.03 43.73 0.45

4 32 10 146.2666 8844 910.86 146.3518 146.0650 147.7009 0.06 0.06 1.12 0.92

8 32 10 295.0916 11070 3600 295.2685 231.4539 298.4896 0.23 0.06 28.96 1.09

10 32 10 366.6056 1474 866.93 366.8600 268.0650 370.3158 2.63 0.07 38.14 0.94

12 32 10 383.3237 9332 3600 383.7929 317.0072 389.9256 0.66 0.12 23.00 1.60

Min. values 114.12 13 9.26 114.16 70.28 114.50 0.01 0.03 1.12 0.15

Max. values 383 60419 3600 384 317 390 11 0 63 5

Ave. values 215.6 9759.2 1204.4 215.7 173.7 219.2 0.8 0.1 26.3 1.6

From Table 1, we observe that the objective function values obtained with
the piecewise linear model are very tight when compared to the real objective
function values of P. This can be confirmed by the gaps reported in column
11 which are in average 0.1 %. This suggests that MP is a tight approximation
for P. Consequently, the solutions obtained with MP are near optimal solutions
for P. Next, we observe that the number of branch and bound nodes increase
significantly with the instance dimensions. This is also illustrated by the amount
of CPU time required by CPLEX to solve the large size instances with MP.
Notice that for some instances, we cannot solve MP to optimality in 1 hour.
The remaining instances are solved to optimality in less CPU time. The average
CPU time for all the instances is 1204.4 s.
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Fig. 2. Average numerical results for the optimal and near optimal solutions and for
the CPU time in seconds of MP and V NS algorithm.

Regarding VNS Algorithm 1, we see that the average of the initial feasible
solutions found is 173.7. Whilst the average for the best solutions found is 219.2.
This means that VNS improves upon the initial feasible solutions obtained in
about 27 %. This shows the effectiveness of the proposed algorithm. Concerning
the CPU time required by VNS, we observe that the average is below 1 s which
is a remarkable numerical result. Notice that only 3 out 24 instances require less
than 11 s. All the remaining instances require less than 1 s. Finally, we observe
that the objective function values obtained with the VNS approach are slightly
better than the real objective function values of P obtained with the optimal
solutions of MP. More precisely, these values report an average improvement of
1.6 %. This last observation can be verified by the gap column 13 in Table 1. The
average curves in Fig. 2 confirm all our observations in Table 1. More precisely,
we observe that VNS Algorithm 1 allows to obtain near optimal solutions in
remarkably less CPU time compared to the piecewise linear model. Finally, we
observe that the average initial solution found with VNS algorithm improves
significantly in less than one second of CPU time.
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5 Conclusions

In this paper, we consider the optimal joint resource allocation problem of sub-
carrier and power for non-real time wireless networks that use visible light com-
munication technology. We model the resource allocation problem by means of
a mixed integer nonlinear optimization problem that we further linearize using
a piecewise linear approximation method. The latter allows to compute opti-
mal and near optimal solutions for the problem. Finally, we propose a variable
neighborhood search based decomposition procedure that allows to compute
tight near optimal solutions in remarkably less computational effort compared
to the solutions obtained with the piecewise linear model. Moreover, the decom-
position approach allows to obtain slightly better solutions than the piecewise
linear model.

Our future research will be focussed on other variants of the proposed model
as well as on other metaheuristic approaches for different configurations of visible
light communication networks.
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Abstract. We have proposed an automatic evacuation guiding scheme
based on cooperation between evacuees and their mobile nodes. In the
previous work, we assume that information about blocked road segments
is shared among mobile nodes through Epidemic routing, which is a Delay
Tolerant Network (DTN) routing protocol. In this paper, we propose an
information sharing scheme called On-Demand Direct Delivery, which
can reduce the network load compared to Epidemic routing. Since each
evacuee moves to a safe place, he/she will require the information about
blocked road segments in the region from the current position to the
safe place. The proposed scheme selectively retrieves the information
about blocked road segments in that region, through Direct Delivery.
Through simulation experiments, we show the proposed scheme can keep
the effectiveness of evacuation guiding with reduction of network load to
about 1/36, compared to Epidemic routing.

Keywords: Automatic evacuation guiding · Mobile nodes · On-Demand
Direct Delivery

1 Introduction

The 2011 Great East Japan Earthquake highly damaged communication
infrastructures. As a result, disaster victims and rescuers could not smoothly
collect and distribute important information, e.g., safety information, evacua-
tion information, and government information, even though they carried their
own mobile nodes, e.g., smart phones [10] When disasters occur, disaster vic-
tims have to evacuate quickly to near safe places for their own safety. Although
they can acquire static information, e.g., map and locations of safe places, in
usual time, they cannot grasp dynamic information, e.g., damage situations, in
advance.

To tackle this problem, we have developed an automatic evacuation guid-
ing system based on implicit cooperation between evacuees and their mobile
nodes [9]. In [9], each mobile node tries to navigate its evacuee by presenting

c© Springer International Publishing Switzerland 2016
M. Younas et al. (Eds.): MobiWIS 2016, LNCS 9847, pp. 213–221, 2016.
DOI: 10.1007/978-3-319-44215-0 17
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an evacuation route. At the same time, it can also trace the actual evacuation
route of the evacuee as the trajectory by measuring his/her positions periodi-
cally. Thus, it can automatically estimate a road segment, which yields the dif-
ference between recommended route and actual evacuation route, as a blocked
road segment. As a result, it can recalculate an alternative evacuation route,
which does not include blocked-road-segments discovered. In addition, mobile
nodes also share such information among them, with the help of Delay Tolerant
Network (DTN) [3].

In [9], we evaluated the effectiveness of evacuation guiding in terms of aver-
age/maximum evacuation time, but did not consider network load caused by
information sharing. As in [4,5], the evacuation guiding scheme in [9] applies
Epidemic routing for information sharing. In Epidemic routing, when two mobile
nodes can directly communicate with each other, one tries to send information
about blocked road segments that the other does not possess, and vice versa.
Thus, the network congestion will occur with the increase in the target region
and/or in the population of evacuees. Since each evacuee moves to the safe place,
he/she will improve his/her own evacuation by the information about blocked
road segments in the region, called view, which spreads over before him/her.
Note that the view of each evacuee keeps changing during his/her evacuation. In
such situations, DTN routing will not work effectively because the information
to be shared between mobile nodes will change per meeting.

In this paper, we propose an information sharing scheme, called On-Demand
Direct Delivery. When a mobile node can communicate with other node, i.e.,
a mobile node or a server on the cloud system, it tries to obtain necessary
information based on its view from the node. Actual data transfer among nodes
can be achieved by Direct Delivery [6]. Through simulation experiments, we
evaluate the effectiveness of the proposed scheme in terms of both evacuation
time and network load.

The rest of this paper is organized as follows. Section 2 gives related work.
After introducing the overview of automatic evacuation guiding system in
Sects. 3 and 4 describes the proposed scheme. In Sect. 5, we show the simula-
tion results. Finally, Sect. 6 provides conclusions and future work.

2 Related Work

It has been expected that Information and Communications Technology (ICT)
can effectively support evacuation guiding [4,5,7,9]. Iizuka et al. propose an
evacuation guiding system using an ad hoc network, which can present evacuees
with both evacuation routes and timing to avoid crowds of evacuees [7]. When
a large-scale disaster occurs, it may be difficult to maintain an ad hoc network,
which tries to keep connectivity among mobile nodes. There are several studies [4,
5,9], which try to support evacuation guiding even in such poor communication
environments, with the help of DTN.

In [4,9], when evacuees and mobile nodes newly discover blocked road seg-
ments, they try to broadcast the corresponding information using Epidemic rout-
ing. Note that the mobile nodes can automatically (resp. manually) discover
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information about blocked road segments in [9] (resp. [4]). Gorbil and Gelenbe
propose a scheme that collects emergency information, i.e., hazard points and
their discovered times (time stamps), from three kinds of sources: (1) fixed nodes,
mobile nodes, and social networks among evacuees [5]. They also apply Epidemic
routing but additionally introduce a prioritization mechanism based on the time
stamps. The newer the time stamp is, the higher the priority becomes.

If network resources are abundant, Epidemic routing is effective in terms of
bundle (message) delivery ratio and bundle delivery delay. Epidemic routing,
however, also lays heavy burden on the network, because of its nature of broad-
cast. To alleviate the network load while keeping high bundle delivery ratio and
short bundle delivery delay, there exist many studies on DTN routing proto-
cols [2]. They are generally based on store-carry-forward paradigm where mobile
nodes carry stored information and forward it to other nodes through direct
wireless communication. Each DTN routing protocol tries to control the balance
between bundle delivery ratio, bundle delivery delay, and network load.

In this paper, we focus on the fact that the necessary information for evacuees
changes during their evacuations as mentioned above. In such situations, when
two mobile nodes can communicate with each other, it is reasonable for them to
share only the necessary information. For this purpose, we propose On-Demand
Direct Delivery in the next section.

3 Automatic Evacuation Guiding System

In this section, we give the overview of automatic evacuation guiding system
proposed in [9]. G = (V, E) denotes a graph representing the internal structure
of the target region, where V is a set of vertices, i.e., intersections, and E is a
set of edges, i.e., roads in the map. There are K (K > 0) evacuees in the region
and each of them has a mobile node. K = {1, 2, . . . ,K} denotes the set of all the
nodes. Each node k ∈ K measures its own locations by using Global Positioning
System (GPS) at a certain interval of IM (IM > 0).

Recommended 
route 1

Blocked road  
segment

Safety place

Trajectory
1. Present recommended 
     route 1

2. Encounter blocked 
     road segment

3. Avoid the segment

5. Present recommended route 2

s1 d1

d1

Evacuee

4. Estimate the blocked road segment

Recommended 
route 2

Fig. 1. Flow of evacuation guiding

Figure 1 illustrates the flow of guiding one evacuee to a safe place. Note that
the evacuee has to pre-install an application for evacuation guiding into his/her
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mobile node before disasters occur. The application obtains the surrounding map
of the target region and the location information of the safe places in usual time.
When disasters occur, the evacuee initiates the applications on his/her node. The
application first finds out the nearest safe place d1 from the location s1 of node
k, which was recorded on start-up. Next, it calculates an evacuation route p̂ks1,d1

and presents him/her the route as a recommended route. (Step 1 in Fig. 1.)
The evacuee tries to move along the recommended route. When the evacuee

discovers a blocked road segment during his/her evacuation along the recom-
mended route p̂ks1,d1

(Step 2 in Fig. 1.), he/she will take another route by his/her
own judgment. (Step 3 in Fig. 1.) The application can trace his/her actual evac-
uation route as the trajectory by measuring his/her positions periodically. Thus,
the application can detect the road segment e ∈ E , which yields the difference
between the recommended route and the actual evacuation route. The applica-
tion adds the road segment e to the set Ek

NG of blocked road segments. (Step 4 in
Fig. 1.) After that, the application recalculates the nearest safe place d2 from the
current location s2. Next, it also recalculates a new evacuation route, which does
not include blocked road segments (∀e ∈ Ek

NG), and presents him/her the route.
(Step 5 in Fig. 1.) The succeeding flow is the same as that for the first recom-
mended route p̂ks1,d1

. (Note that s2 = s1, d2 = d1 in Fig. 1.) Evacuation guiding
finishes when the evacuee reaches the safe place or the application cannot find
out any evacuation route to any safe place.

In addition, the evacuee may encounter other evacuees and get a chance to
communicate with infrastructures during his/her evacuation. Under these sit-
uations, the application will obtain new information about blocked road seg-
ments. (See the details in Sect. 4.) Then, it recalculates a new recommended
route and present it to him/her.

4 Proposed Scheme

As mentioned above, the application of each mobile node k ∈ K automatically
obtains the information about blocked road segments Ek

NG on the way to the safe
place. Evacuees may improve their own evacuation if they can share blocked road
segments Ek

NG, which were acquired by other evacuees.
In this paper, we assume that there are two ways to share the informa-

tion among nodes: direct wireless communication among nodes and communica-
tion with the cloud system via remaining communication infrastructures. As we
stated in Sect. 3, mobile node k maintains the information about blocked road
segments Ek

NG on the application layer. When mobile node k can communicate
with other node j (k, j ∈ K+, k �= j), i.e., mobile node or the server on the cloud
system, it tries to obtain the information from node j on demand. Note that
K+ = K ∪ {0} and the server’s ID is set to be 0. In this section, we propose an
information sharing scheme, called On-Demand Direct Delivery, which consists
of two procedures: (1) selecting blocked road segments that evacuees may need,
and (2) sending the selected information through DTN routing.

In what follows, we give the detail of On-Demand Direct Delivery.
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4.1 Selection of Blocked Road Segments Based on Evacuees’ Views

Information sharing without any restriction will cause network congestion with
the increase in the target region. Since each evacuee moves to the safe place,
he/she will require the information about blocked road segments in the region
from the current position to the safe place. Although there may be several ways
to define that region, we apply the concept of view [1] because of its simplicity.
Specifically, we define evacuee k’s (k ∈ K) view vk(lk, ld) as a rectangle whose
diagonal vertices are current coordinates of evacuee k’s location, lk = (xk, yk),
and coordinates of his/her destination, ld = (xd, yd), as shown in Fig. 2.

Evacuee k basically tries to retrieve the information about blocked road seg-
ments in set Ek

view(lk, ld), which consists of the blocked road segments whose one
(both) of the end points is (are) included in view vk(lk, ld). The current/future
route, however, will be out of the view, depending on the locations of blocked
road segments and the graph structure. To tackle this problem, we extend the
range of view by adding margin ν (ν ≥ 0) to both x-axis and y-axis. Let
vk(lk, ld, ν) and Ek

view(lk, ld, ν) denote evacuee k’s view with the margin and
the corresponding set of blocked road segments, respectively. Whenever mobile
node k can communicate with other node j (k, j ∈ K+, k �= j), it calculate
Ek
view(lk, ld, ν).

k

d
lk = (xk, yk)

ld = (xd, yd)

vk(lk, ld)

ν
vk(lk, ld, ν)

d

d

ν

ν

Fig. 2. Selection of blocked road segments based on evacuees’ views

4.2 Communication Through DTN Routing

When large-scale disasters occur, conventional TCP/IP may not work well due
to the damage of communication infrastructures. In such situations, DTN, which
is based on store-carry-forward routing, is expected to be a promising technique.
Mobile nodes store and carry bundles (data), which are originally generated
or received from others. When mobile nodes meet others, they first exchange
summary vectors, which are lists of their possessing bundles. Then, the mobile
nodes send part/all of others’ unpossessing bundles to them, depending on DTN
routing protocols.



218 N. Komatsu et al.

One of the most typical DTN routing protocols is Epidemic routing [11].
Since Epidemic routing is a kind of flooding schemes, it achieves high reacha-
bility together with heavy network load. In our scenario, we assume that each
bundle includes information about a blocked road segment. This also causes
wasteful transfer of bundles, which are generated by different mobile nodes but
include the information about the same blocked road segment. In addition, each
evacuee requires the information about blocked road segments, depending on
their current position and destinations, as mentioned in Sect. 4.1.

Taking account of these points, we propose the following information sharing
scheme. When mobile node k can communicate with other node j (k, j ∈ K+,
k �= j), i.e., a mobile node or a server, it sends node j coordinates lk of the cur-
rent position, coordinates ld of its destination, and margin ν. Then, mobile node
j calculates Ek

view(lk, ld) ∩ Ej
NG and sends it back to mobile node k. For this direct

communication, we can use Direct Delivery [6], which is a DTN routing protocol
where source nodes send their own bundles only to their destination nodes.

If node j is a mobile node, j can also obtain its necessary information from
mobile node k in the same manner. On the other hand, if node j is a server,
it sends mobile node k two coordinates, which describe the whole region, and
ν = 0, such that it can retrieve the information about blocked road segments in
the whole region.

5 Simulation Results

Through simulation experiments, we evaluate the effectiveness of On-Demand
Direct Delivery. First, we evaluate the appropriate value of ν. Next, we evaluate
the effectiveness of On-Demand Direct Delivery in terms of the network load.

5.1 Simulation Model

We used the ONE simulator [8]. We also used the street map of Helsinki, which
is included in the ONE. The size of the map is 4500 [m] × 3400 [m]. We assume
that one hundred evacuees with their own mobile nodes start evacuating from
initial positions, each of which is randomly chosen from the points on the streets
of the map. In addition, we set one safe place near the center of the map. We set
the simulation time to be 7200 [s]. When the simulation starts, a disaster occurs
and all evacuees start evacuating from their initial positions to the safe place at
moving speed of 4 [km/h].

We set IM to be 10 [s]. Mobile nodes can directly communicate with other
nodes through Wi-Fi Direct whose transmission range is 100 [m], and commu-
nicate with a server in the cloud system through Wi-Fi access points whose
transmission range is also 100 [m]. We set Wi-Fi access points in a 5 × 5 grid
manner, which can cover about 7 % area of all road segments. We made a disaster
scenario as follows. We randomly set a certain number of edges on graph G to
be blocked such that the probability that evacuation routes exist from arbitrary
points to the safe place becomes 0.6.
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We use average/maximum evacuation time and network load as evaluation
criteria. The evacuation time of an evacuee is the time interval from the evac-
uation start to the evacuation completion. We define the network load as the
cumulative number of bundles sent by all mobile nodes. The succeeding results
are the average of 100 independent simulation experiments.

5.2 Appropriate Margin of View

Figure 3 illustrates average and maximum evacuation times of On-Demand
Direct Delivery, when changing the value of ν. In addition, we also show the
lower bounds of average and maximum evacuation times, which are given by
On-Demand Direct Delivery with ν = ∞. We observe that both average and
maximum evacuation times monotonically decrease with ν and almost converge
to their lower bounds when ν = 400. Thus, we use ν = 400 as an appropriate
value. Note that the appropriate value of ν may change depending on the map
structures and disaster scenarios. As future work, we plan to propose a scheme
to determine the appropriate value of ν.

5.3 Network Load

Figure 4 illustrates the cumulative number of bundles sent. Note that the scale
of the vertical axis is logarithmic. We observe that On-Demand Direct Delivery
with ν = ∞ can reduce the network load to about one twelfth compared to
Epidemic routing. In Epidemic routing, when different mobile nodes discover
an identical blocked segment, they generate their own bundles. These bundles
include the same information but any DTN routing protocols in Bundle layer,
e.g., Epidemic routing, cannot inspect the content of them and finally treat
them as different bundles. This cause wasteful transfer of bundles. On the other
hand, On-Demand Direct Delivery can avoid this problem. In On-Demand Direct
Delivery, mobile nodes generate bundles on demand when they can communicate
with other nodes. The bundles are generated according to the information about
blocked road segments, which they have at that time.
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In addition, we observe that On-Demand Direct Delivery with ν = 400 can
reduce the network load, by appropriately regulating the information about
blocked road segments according to view. On-Demand Direct Delivery with
ν = 400 can reduce the network load to about one third, compared to that
with ν = ∞. The minimum ν, i.e., zero, can achieve the lowest network load but
gives worse average and maximum evacuation times as mentioned in Sect. 5.2.

6 Conclusions

In this paper, we proposed an information sharing scheme, called On-Demand
Direct Delivery, for the automatic evacuation guiding system. When two mobile
node can communicate with each other, they try to obtain the information about
blocked road segments in their own view, which are possessed by the opponent.
Through simulation experiments, we showed that On-Demand Direct Delivery
with appropriate ν can reduce the network load to about 1/36, compared to
Epidemic routing. As future work, we plan to propose a scheme to determine
the appropriate value of ν.
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Abstract. The next generation of cellular networks is based on the concept of
autonomous infrastructure deployment. Deploying femtocells inside a macrocell
in a cellular network can significantly increase the macrocell’s capacity in terms
of network optimization. However, the deployment of many femtocells within
a macrocell’s coverage area causes severe femto-femto interference, or
macro-femto interference, which may have an impact on the overall perfor-
mance of femtocells. Avoiding interference is very important for co-tier or
cross-tier femtocells and macrocells. In this paper, we propose a femtocell
resource allocation scheme to alleviate the problem of co-tier or cross-tier
interference. In the proposed scheme, orthogonal avoid interference with other
femtocells. This paper studies a framework for autonomous network optimiza-
tion based on the method of cognitive interference management to decrease the
system’s capacity. Results showed improvement in femtocell QOS.

1 Introduction

Currently, more than 20 cellular operators worldwide, representing together more than
1.8 billion of the total 3.5 billion mobile subscribers in the world, have already stated a
commitment to LTE, and more than 32 million LTE subscribers are expected by 2013
[4]. Figure 1 shows LTE traffic growth from 2013 and expected growth until 2017.
Therefore, many researchers have concentrated their efforts on the study of LTE sys-
tems, proposing new solutions in order to analyze and improve their performance.

LTE has developed a new technology in order to enhance indoor coverage. This
new technology is called femtocells (short distance) and is achieved with the use of
access points installed by home users; however, interference problems between fem-
tocells and the macrocells decrease the system’s capacity. Femtocells are one sufficient
solution to increase the capacity and coverage to meet the high demand of the next
generation of services on broadband wireless access. This paper focuses on femtocell
technology and studies a framework for autonomous network optimization based on
the method of cognitive interference management to decrease the system’s capacity.
Femtocells are not only a good solution for users but also for vendors. E-UTRAN
Node B (eNodeB) is the base station in the Long Term Evolution/System Architecture
Evolution (LTE/SAE) network [3]. It has many functions, such as radio resource
management, radio mobility, and routing user plane data towards SAE gateway,

© Springer International Publishing Switzerland 2016
M. Younas et al. (Eds.): MobiWIS 2016, LNCS 9847, pp. 222–231, 2016.
DOI: 10.1007/978-3-319-44215-0_18



internet protocol (IP) header compression and encrypting of data streams. eNodeBs are
connected via X2, and to the SAE gateways (S-GWs) via the S1 interface. An access
gateway in the radio network design connects eNodeBs together.

The paper is organized as follows. The first section presents related works. The next
section defines the key issues regarding interference between femtocells and macro-
cells, and one possible solution to the problem is shown. Next, the principle of cog-
nitive channel allocation is explained. The last section presents simulation frame and
performance results for capacity and coverage increase scenarios.

2 Related Works

The idea of project a vision for (LTE) 4G cellular networks based on the concept. [1]
Femtocell is a low-power cellular base station designed primarily to provide the best
coverage inside buildings in the commercial and small business office. It is affordable
and it can be connected to an existing operator’s network via broadband, such as DSL
or cable, without the need for expensive towers. In addition, it is a limited user support
to eight users. A call that begins from a handset equipped with a femtocell base station
would start at a cellphone and then be sent to the femtocell, which would then go from
the femtocell to the internet via a broadband connection and end up at the cellular
network, as represented in Fig. 2 [5, 6].

As shown in Fig. 2, a femto network consists of a femtocell and various elements
supporting a network which provides communication security, network provisioning,
network management and integration. Home Node B (HNB) is the device that is
installed to the user’s premises serving as a femtocell. This operator has no exact
control of the location.

In [8], they provided a survey of the different state-of-the-art approaches for
interference and resource management in orthogonal frequency-division multiple

Fig. 1. LTE Traffic growth

Cognitive Downlink Interference LTE Femtocell 223



accesses (OFDMA)-based femtocell networks. In addition they provided a qualitative
comparison of the different approaches. They concluded that with efficient interference
management schemes, the network capacity and coverage can be increased to benefit
both the subscribers and the operators.

In [9] the author employed the colouring algorithm concept to mitigate the inter-
ference of the femtocell. The developed algorithm works by creating the interference
graph by using the colouring algorithm, and once the graph is produced, the colouring
algorithm is applied to that. The chromatic number of that graph is found, that chro-
matic number leads to a number of zones being created in the femtocell region, and
once the zones are divided, the users are sent to a particular zone depending upon the
SINR value. Meanwhile we allocate the number of channels to that particular user.
They concluded that the proposed system algorithm reduces interference and increases
the performance by more than 5 %, and in some scenarios it reaches up to 10 %.

3 Problems

The femtocell which operates at the same frequency band as the existing macrocell
system would induce interference between femtocells or macrocell to femtocell,
leading to these problems seriously affecting their performance [10]. Note that the term
macrocell is used to describe the broadest range of cell sizes, and they are found in rural
areas or along highways.

Co-channel interference is more critical in the femtocell network. There are two
types that can thus be divided into tiers: themacrocell tier with femto interference and
femto-femtocell tier interference [10] (see Fig. 3).

LTE cellular networks based on the concept of autonomous infrastructure
deployment, cellular base station or femtocell access points are deployed by network
users without being constrained by the conventional cell planning process from the
network operator. Figure 4 explains the cognitive channel allocation procedure.

As seen in Fig. 4, cognitive channel allocation starts to process a femtocell access
point by constantly sensing the radio environment (step one) and characterizes the

Fig. 2. Generic femto network architecture
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interference signature from its neighbour (step two), then the condition channel
information can be exchanged between femtocell and macrocell.

This process is supposed to run as a loop according to a particular control period
(opportunistic channel scheduler is implemented) (step three). The scheduler works to
always pick the best channel for reuse in which the inverse causes low interference to
other cells. The user’s Quality of Service (QOS) requirement will be evaluated based
on the selected channel condition. If the channel can satisfy the target service

Fig. 3. A femtocell based two-tier OFDMA network [2, 7, 11]

Fig. 4. Cognitive channel allocation procedure
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requirement, a valid power will be allocated to serve the user according to the equation,
otherwise a handoff processes an opportunistic channel reuse scheduler.

m = femto manages
j = total of number channel in a cellular network
i = number of user in femtocell

Cognitively characterized for user I as

a j
m;i ¼

h j
m;i

2

I jm;i

H and I = channel gain in user femtocell
Optimal channel

j� ¼ argmaxjða1m;i; a2m;i; ; ; ; ; a j
m;iÞ

aj�m;i ¼
hj�m;i

2

Ij�m;i

Equation service quality

pm;i tð Þh2m;i
Im;i þNm;i

� cm;i

Min
XNm

i¼1

Pm;i

Pm;i � aj�m;i � cm;i

Pm;i � 0

P(t) transmit power control of channel
H = channel amplitude from femtocell to user inside coverage
j* = best channel
cm;i = user QOS of channel SINR
Nm;i = noise level
Im;i interference from neighbor femto and macro cell

4 Simulation

Design macrocell scenario system is model one cell macro contains many femtocell we
will main simulation assumption of study can be draw macrocell and user generation
distribute in macrocell with femtocell.
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The Matlab program is used for the simulation of macrocells. The system is
modelled on one macrocell as four femtocells.

The main simulation assumptions of the study are shown in Table 1. The simu-
lation is used to evaluate the performance of the cognitive channel allocation
procedure.

Subscribers Generation. The system-level simulators are used to generate a random
distribution of users as shown in Fig. 5. A total of 500 users are generated in a
macrocell and contain four femtocells. (0–8) users in a femtocell serving base station of
a given subscriber are taken as the one that is associated with the path loss.

Table 1. Simulation parameters.

Parameter Value

Macrocell radius 500 m
Femtoocell radius 40 m
Carrier frequency 2 GHZ
Bandwidth (BW) 5 MHz
Tx power fmtocell 20 mw
Tx power macrocell 20 w
White noise (thermal noise) −174 dB/Hz
Pathloss 38.4 + 20log(d),d = distance (meter)
Data rate R = BW(1 + SINR)
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Fig. 5. Distribution of random subscribers
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5 Results and Discussion

Figure 6 shows an estimation of the Signal to Interference plus Noise Ratio (SINR)
(mobile terminate or user) level at any given position of the user’s macrocell and user
femtocell; it also shows the minimum improvement in SINR of the user’s macrocell
because of the high interference. This fact increases the experienced SINTR maximum
level corresponding with the minimum distance requirement to preserve the SINR
level.

Figure 7 shows the maximum achieved data rate values. The femtocell users’ data
rate is higher than macrocell users’ data rate. The users that are near to the centre of the
femtocell receive higher power compared to those who are close to the centre of the
base station.

Figure 8 shows the SINR for a femtocell. If the power is between p = 5mw, the
performance of the SINR decreases. If the power transmits (femtocell) a maximum of
20 mw, the highest SINR, but decreases power, the femtocell’s SINR decreases. This
means high QOS (SINR) femtocell avoidance, so the interference between femtocells
achieves the best signal for the femtocell.

Figure 9 shows an estimation of the Bit Error Rate (BER) of the user’s macrocell
and user’s femtocell. It is also shows the minimum improvement in SINR of the user’s
macrocell because of the high BER. This fact increases the experienced SINTR
maximum level corresponding with the minimum BER femtocell.
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6 Conclusion

In this paper a new framework has been proposed for autonomous network opti-
mization based on cognitive interference management and simulation of macrocells and
user generation distributed in macrocells with femtocells. Features covered by this
simulator will allow both researchers and practitioners to test enhanced techniques for
improving 4G cellular networks, such as decreasing the system’s capacity and high
performance, and so on.

The proposed system algorithm improves QOS of femtocells in next generation
LTE and reduces interference. In addition, the proposed system increases the perfor-
mance of femtocells by achieving more data.

Future works aims to study network capacity based on different strategies for user
access i.e. open access, closed access or hybrid access. Other network factors will be
considered in the model for power management, such as the traffic distribution in cells
and mobile handoff between macrocells and femtocells.
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Abstract. Researchers focusing on code division multiple access devote sig-
nificant attention to complete complementary codes. The reason for the interest
on these codes lies in the unique ideal overall correlation properties of these
codes that no other codes dispose of. These ideal overall auto-correlation and
cross-correlation allow concurrent transmission of communicating users without
interference. However, there is a significant limitation in the given number of
users for given length. Quasi orthogonal complete complementary codes enable
trade-off between ideality of overall correlation and the number of users. These
non-ideal codes allow higher number of users for a slight loss of ideality of these
properties. This paper provide analysis of identified changes of the correlation
properties of these quasi orthogonal complete complementary codes related to
the changes in element dimension and provides recommendation in further use.

Keywords: Code Division Multiple Access (CDMA) � Complete
Complementary Codes (CCC) � Quasi Orthogonal Complete Complementary
Codes (QOCCC) � Ideal correlation properties

1 Introduction

Communication technology enables fast communication over distant places for a large
number of users. Technology that allowed to become truly mobile (communicating
whilst travelling) is the mobile wireless technology. The number of communicating
users and devices is increasing with time. For this reason, new technological approa-
ches that would allow higher number of communicating users or higher efficiency of
the communicating channels are being researched and developed.

The Code Division Multiple Access (CDMA) allow differentiation of concurrently
communicating users by unique code sequences and transmits the user transmissions
concurrently. Among the codes used for several purposes, among those also the dif-
ferentiation of concurrently transmitting users is, belong complete complementary
codes that dispose of unique correlation properties.

© Springer International Publishing Switzerland 2016
M. Younas et al. (Eds.): MobiWIS 2016, LNCS 9847, pp. 232–245, 2016.
DOI: 10.1007/978-3-319-44215-0_19



Golay introduced unique binary sequence pairs in 1961 [1] that disposed of unique
auto-correlation properties in his studies. Since this important discovery, several
researchers devoted their efforts to this area and introduced sequence pairs and later
sequence sets with ideal auto- and cross-correlation properties [2–14]. These codes
became called Complete Complementary Codes (CCC).

The CCCs dispose of ideal overall auto- and cross-correlation properties. Ideal
auto-correlation property denotes the property when the aperiodic auto-correlation
function equals zero value for all possible shifts except the zero shift. Ideal
cross-correlation property denotes the property when the aperiodic cross-correlation
function equals zero value for all possible shifts. It was proven, that is it not possible to
maintain ideal auto- and cross-correlation properties for more than two individual
sequences [5, 6]. To maintain these ideal properties, a set/collection of sequences has to
be composed [5, 6]. The word overall denotes the fact, that this property is maintained
only for the set/collection as whole and not for each single sequence. These unique
properties are very special and enable applications of these codes in several scientific
areas [10]: physics, mathematics, combinatorics, as well as in the area of digital pro-
cessing: image processing, radar technology, and telecommunication technology.
These codes found their application also in eHealth and evacuation guiding system or
disaster prevention. Further information about the versatile application of these codes
can be found in [10].

These codes found their widest application in telecommunication where the ideal
overall cross-correlation property enables interference free concurrent communication
of several users [11]. The ideal overall auto-correlation property enables fast recog-
nizing of the given user transmission using a matched filter on receiving end [11].
These two correlation properties of CCCs attracted the researchers attention and pro-
mise wide use in telecommunication technology.

Until 1988, these collections of sequences were identified by brute force. In 1988,
Suehiro and Hatori introduced first automated generating algorithm [9] that enabled a
systematic generating of these codes without exhausting computational complexity of
the search. Since then, several researchers devoted their endeavors to this research field
and introduced several construction algorithms and introduced CCCs with shorter and
shorter sequence length. We consider among most important construction algorithms
those, which introduced codes with shorter sequence length what is considered to be
advantageous for some mobile applications [11]. These most interesting constructions
that allowed shorter sequence length were: sequence length N2 introduced in 1988 [9],
2N introduced in [12] and the most recent construction allowing the shortest possible
length N introduced in 2011 [13] where N denotes number of sequences in a collection
and is the power of two. The last mentioned construction algorithm denotes the shortest
sequence length published so far.

The discovery of CCC become spread to two-dimensional case by Farkaš and
Turcsány in 2003 [14] who introduced construction algorithm that generated codes
based on one-dimensional CCCs with length N2 from 1988 [9]. This construction was
generalized later by Dávideková, Farkaš and Ružický in 2013 [15]. This generalized
construction allowed use of newer one-dimensional CCCs with shorter sequence length
[12, 13] on input.
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However, the ideal CCCs allow the concurrent communication of only a very
limited number of users. This is why, the researchers Turcsány and Farkaš developed
Quasi Orthogonal Complete Complementary Codes (QOCCC) in 2003 [16] that used a
trade-off between ideal overall correlation properties and the number of concurrently
communicating users. Dávideková published the generalized construction of this
algorithm in 2013 [17, 18] to allow newer CCCs on input, similarly to the previous
generalization. These codes promise to keep the number of communicating channels
low when enabling higher number of communicating users. Therefore, these codes
denote a very interesting field with significant importance for the development of the
communication technology.

This paper analyzes the properties of these newer QOCCC and identifies the
changes in the correlation properties that are related to the changes of sequence length.
It identifies the shifts of broken ideality of these unique properties and describes the
parameters of these codes. This analysis contributes to the analysis results of QOCCCs
based on one-dimensional CCCs with parameters (N, N, N2) from 1988 [9] and
(N, N, N) from 2011 [13] published in [20].

This paper is organized as follows: Sect. 2 provides basic definitions of CCCs for
the convenience of the reader including the construction algorithms of analyzed codes.
Section 3 provides research results of the analysis and proposes solutions of detected
issues. The conclusion gives a brief summary of the research carried out and its results.

2 CCC Definitions

In this section, the basic brief definitions on CCC are given for the convenience of the
reader. This section includes also the construction algorithms of analyzed CCC and
QOCCC constructions.

2.1 One-Dimensional CCCs

For better understanding, the terms used in this paper are given first and followed by
mathematical definitions.

A signature denotes a sequence set or collection of sequences that disposes of ideal
overall auto- and cross-correlation properties and is assigned to one user [10].

Ideal overall auto-correlation property denotes the property for which the aperiodic
auto-correlation function (1) equals zero for all shifts except the zero shift, computed
through all sequences [15].

Ideal overall cross-correlation property denote the property for which the aperiodic
cross-correlation equals zero for all possible shifts computed through all sequences [17,
18].

Two signatures are called mutually orthogonal if every two sequences in the col-
lections are mates of each other [20].

Each signature consists of sequences called elements [19]. An element consist
usually of complex numbers with absolute value equal to one. For the convenience of
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the reader, in this paper, the elements will consist of binary symbols +1 and −1 denoted
as + and – in this paper.

The aperiodic correlation function qc ið Þ;c jð Þ sð Þ [16] for L long sequences c ið Þ 2 C and

c jð Þ 2 C is defined as:

qc ið Þ;c jð Þ sð Þ ¼
XL�1

l¼0
c ið Þ lð Þ: c jð Þ lþ sð Þ

h i�
ð1Þ

where τ denotes the shift. For i = j (1) denotes auto-correlation and for i ≠ j (1) denotes
cross-correlation function.

Then, an i-th signature in a set C of N signatures can be denoted as follows:

cðiÞ ¼ c ið Þ
1 c ið Þ

2 . . .c ið Þ
E

� �
; i ¼ 1; 2; . . .N ð2Þ

where k-th element of it of length L is denoted as follows

cðiÞk ¼ c ið Þ
k;1c

ið Þ
k;2. . .c

ið Þ
k;L

� �
; k ¼ 1; 2; . . .E ð3Þ

Each element denotes a vector in one-dimensional CCC (1D-CCC) case, consisting
of complex numbers (in this paper, binary +1 and −1 were used for the convenience of
the reader).

Ideal overall aperiodic correlation property denotes the case for which (1) equals to
zero for any shift for cross-correlation and for any shift except the zero shift for
auto-correlation.

Elements have to be transmitted via independent channels in Multi-Carrier CDMA
architecture [11]. This allows the computation of the correlation functions indepen-
dently for each channel on the receiving end and then to sum up all independent results
to obtain the overall correlation [19].

The generating algorithms of analyzed constructions are noted in following
manner:

number of signatures; number of elements of one signature; element lengthð Þ-CCC
ðM;N; LÞ-CCC

where the parameter N denotes power of 2. As it is advantageous for some applications
to use the shortest possible elements, only the CCCs with maximal number of signa-
tures (M) and the shortest possible element length (L) are considered.

Both analyzed constructions are based on unitary-like matrices where a unitary-like
matrix is defined as follows:

UN :UH
N ¼ UH

N :UN ¼ aIN ð4Þ

where IN denotes a N � N identity matrix, UH
N denotes a Hermitian transpose of UN,

a[ 0 denotes a scalar and N denotes the power of 2. UN denotes a unitary matrix if
a ¼ 1.
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The construction of (M, N, L = 2 N)-CCC from 2005 [12] is composed of 2 steps:
the construction of generation matrix Δ and the cross-concatenation.

The generation matrix is composed of two unitary-like matrices A and B defined as
follows:

A ¼
a0
a1
. . .
aN�1

2
664

3
775 ¼

a00 a10 . . . aN�1
0

a01 a11 . . . aN�1
1

..

. ..
. . .

. ..
.

a0N�1 a1N�1 . . . aN�1
N�1

2
6664

3
7775 ð5Þ

B ¼ bmn
� � ð6Þ

where jamn j ¼ 1, jbmn j ¼ 1, 0 ≤ n, m ≤ N−1.
The submatrices Δ0, Δ1 … ΔN−1 of the generation matrix Δ are:

Mi ¼ B:diagðanÞ ð7Þ

where the diag operator for a vector a = (a0, a1, …aN−1) is:

diag að Þ ¼
a0 0 . . . 0
0 a1 . . . 0
..
. ..

. . .
. ..

.

0 0 . . . aN�1

2
6664

3
7775 ð8Þ

The generation matrix is then constructed:

M ¼
M0

M1

. . .
MN�1

2
664

3
775 ð9Þ

The one-dimensional CCC is generated by the cross-concatenation as follows:

D ¼ cross j Mð Þ ¼

M0 � þM1

M0 � �M1

M2 � þM3

M2 � �M3

. . .
MN�2 � þMN�1

MN�2 � �MN�1

2
666666664

3
777777775

ð10Þ

The maximum case for this construction is for M = N and L = 2N.
The construction of (M, N, L = N)-CCC from 2011 [13] is generated in one step

from following equation:
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C ¼ cmn
� �N�1

n¼0

n oM�1

m¼0
¼ umN � unN

� �N�1
n¼0

n oM�1

m¼0
ð11Þ

where � is the Hadamard product, umN is m-th row of unitary-like matrix UN of order
N and cmN is the coordinate of n-th element of m-th signature and M = N. The maximum
case for this construction is for M = N = L. In other words, the maximum number of
signatures equals the number of elements and the element length L.

2.2 Two-Dimensional CCCs

An element represents a matrix C of order P in two-dimensional space, where the
element consists of complex numbers cij with absolute values |cij| = 1:

C ¼
c11 c12 � � � c1P
� � �
cP1 cP2 � � � cPP

2
4

3
5: ð12Þ

Then the 2D-CCCis composed of M2D sets of N2D matrices

fCð1Þ
1 ;Cð1Þ

2 ; . . .;Cð1Þ
N2D

g; . . .; fCðM2DÞ
1 ;CðM2DÞ

2 ; . . .;CðM2DÞ
N2D

g; ð13Þ

with the ideal overall correlation properties. The two-dimensional auto- and
cross-correlation functions can be found in [14] in the appendix. A set of N2D matrices

CðiÞ
1 ;CðiÞ

2 ; . . .;CðiÞ
N2D

n o
is called i-th signature and a matrix CðiÞ

j is called the j-th element

of i-th signature.
The construction [17, 18] generates i-th line of n2D-th element of a k2D-th signature

of the ðNID:M2
ID;NID; LIDxLIDÞ�QOCCC as follows:

ck2Dn2D;i
¼ cð½ðk2D�1ÞmodM1D� þ 1Þ

n2D � cðf Þv;i ð14Þ

f ¼ ðk2D � tÞmodM1D½ � þ 1 ð15Þ

v ¼ k2D � 1
M1D

þ 1
� 	

� 1

 �

mod N1D

� 
þ 1 ð16Þ

t ¼ tþ 1 for k2D � 1ð ÞmodM2
1D ¼ 0 ð17Þ

�N1D þ 1	 t	 0 ð18Þ

k2D ¼ 1; 2; . . .;M2
1D:

L1D
N1D


 �
ð19Þ

n2D ¼ 1; 2; . . .;N1D ð20Þ
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where xb c is the greatest integer, which is equal or smaller than x, M1D and N1D denote
the number of signatures and the number of elements of the inputted 1D-CCC,
respectively.

3 QOCCC Properties

The properties of the analyzed QOCCCs of given underlying 1D-CCCs are described
and discussed in this section.

3.1 Parameters

As it can be seen, the parameters of analyzed QOCCCs are as follows:

L1D
N1D


 �
:M2

1D;N1D; L1D � L1D


 �
-QOCCC ð21Þ

where

L1D
N1D


 �
¼ 2 for ½12� ð22Þ

L1D
N1D


 �
¼ 1 for ½13� ð23Þ
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Fig. 1. Example of auto-correlation properties of (16,4,4 × 4)-QOCCC constructed by [17, 18]
based on [13] where only non-zero values are displayed
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Fig. 2. Examples of auto-correlation properties for (16,4,4 × 4)-QOCCC constructed by [17,
18] based on [13] where only non-zero values are displayed
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Fig. 3. Examples of auto-correlation properties for (32,4,8 × 8)-QOCCC constructed by [17, 18]
based on [12] where non-zero values and zero values for horizontal zero shift are displayed

Correlation Properties of QOCCC Based on 1D-CCC 239



Thus, starting from a unitary-like matrix of order 4 we get following parameters:

1D-CCC 12½ �: 4; 4; 8ð Þ-CCC ð24Þ

2D-QOCCC 17; 18½ �: 32; 4; 8� 8ð Þ-CCC ð25Þ

1D-CCC 13½ �: 4; 4; 4ð Þ-CCC ð26Þ

2D-QOCCC 17; 18½ �: 16; 4; 4� 4ð Þ-CCC ð27Þ

Table 1. Patterns of auto-correlation function for (16,4,4 × 4)-QOCCC constructed by [17, 18]
based on [13]

signature
1., 6., 11., 16. 2., 5., 12., 15. 3., 8., 9., 14. 4., 7., 10., 13.

0     0     0    16     0     0     0

0     0     0    32     0     0     0

0     0     0    48     0     0    0

0     0     0    64     0     0     0

0     0     0    48     0     0     0

0     0     0    32     0     0     0

0     0     0    16     0     0     0

0     0     0   -16     0     0     0

0     0     0    32     0     0     0

0     0     0   -48     0 0     0

0     0     0    64     0     0     0

0     0     0   -48     0     0     0

0     0     0    32     0     0     0

0     0     0   -16     0     0     0

0     0     0   -16     0     0     0

0     0     0   -32     0     0     0

0     0     0  16     0     0     0

0     0     0    64     0     0     0

0     0     0    16     0     0     0

0     0     0   -32     0     0     0

0     0     0   -16     0     0     0

0     0     0    16     0     0     0

0     0     0   -32     0     0     0

0    0     0   -16     0     0     0

0     0     0    64     0     0     0

0     0     0   -16     0     0     0

0     0     0   -32     0     0     0

0     0     0    16     0     0     0

Table 2. Patterns of auto-correlation function for (32,4,8 × 8)-QOCCC constructed by [17, 18]
based on [12] where zero vectors are depicted by �0 and only zero horizontal shift is enumerated
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Fig. 4. Examples of cross-correlation properties for (16,4,4 × 4)-QOCCC constructed by [17,
18] based on [13] where non-zero values and zero values for horizontal zero shift are displayed
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The correlation properties change with the changing element length. For the
auto-correlation, the whole horizontal zero shift line changes. The auto-correlation
function for this shifts results in numbers which vary in the interval < −0.75max; max>
for [13] based QOCCC and < −0.625max; max> for [12] based QOCCC.

Figures 1, 2 and 3 illustrate the correlation properties detected during the analysis.
This values and proportions are notable also for higher dimensions. For the QOCCC
based on the 1D-CCC with shorter element length, the whole horizontal zero shift is
not equal to zero (Figs. 1, 2, Table 1). For the QOCCC based on the 1D-CCC with
longer element length, the horizontal zero shift is only partially broken and equals zero
and non-zero values (Fig. 3, Table 2).

In other words, the auto-correlation property of the QOCCC with smaller element
dimension [12] is broken for all vertical shifts of the horizontal zero shift and therefore,
less suitable for transmission if compared to [14].

Similar to the auto-correlation, the analysis results of the cross-correlation shown in
Fig. 4, Table 3 and Fig. 5 depict the cross-correlation of given QOCCCs. As it can be

Table 3. Patterns of cross-correlation function for (16,4,4 × 4)-QOCCC constructed by [17, 18]
based on [13]

signature
1.&5., 11.&15. 1.&9., 6.&14. 1.&13.,4.&16.,6.&10.,7.&11. 2.&6., 12.&16.

0     0     0   -16     0     0     0

0     0     0     0     0     0     0

0     0     0   -16     0     0     0

0     0     0     0     0     0     0

0     0 0    16     0     0     0

0     0     0     0     0     0     0

0     0     0    16     0     0     0

0     0     0   -16     0     0     0

0     0     0   -32     0     0     0

0     0     0   -16     0     0     0

0     0     0     0     0     0     0

0     0     0    16     0     0     0

0     0     0    32     0     0     0

0     0     0    16     0     0     0

0     0     0    16     0     0     0

0     0     0     0     0     0     0

0     0     0   -16     0     0     0

0     0     0     0     0 0     0

0     0     0   -16     0     0     0

0     0     0     0     0     0     0

0     0     0    16     0     0     0

0     0     0    16     0     0     0

0     0     0     0     0     0     0

0     0     0    16     0     0     0

0     0     0   0     0     0     0

0     0     0   -16     0     0     0

0     0     0     0     0     0     0

0     0     0   -16     0     0     0

2.&10., 5.&13. 2.&14.,3.&15.,5.&9.,8.&12. 3.&7., 9.&13. 3.&11., 8.&16.

0     0     0    16     0     0     0

0     0  0   -32     0     0     0

0     0     0    16     0     0     0

0     0     0     0     0     0     0

0     0     0   -16     0     0     0

0     0     0    32     0     0     0

0     0     0   -16     0     0     0

0     0     0   -16     0     0     0

0     0     0     0     0     0     0

0     0     0    16     0     0     0

0     0     0     0     0     0     0

0     0     0    16     0     0     0

0     0     0     0     0     0     0

0     0     0   -16     0     0     0

0     0     0    16     0  0     0

0     0     0     0     0     0     0

0     0     0   -48     0     0     0

0     0     0     0     0     0     0

0     0     0    48     0     0     0

0     0     0     0     0     0     0

0     0     0   -16     0     0     0

0     0     0    16     0     0     0

0     0     0    32     0     0     0

0     0     0    16     0     0     0

0     0     0     0     0     0     0

0     0     0   -16     0     0     0

0     0     0   -32    0     0     0

0     0     0   -16     0     0     0

4.&8., 10.&14. 4.&12., 7.&15.

0     0     0   -16     0     0     0

0     0     0     0     0     0     0

0     0     0    48     0     0     0

0     0     0     0     0     0     0

0     0     0   -48     0     0     0

0     0     0     0     0     0     0

0  0     0    16     0     0     0

0     0     0   -16     0     0     0

0     0     0    32     0     0     0

0     0     0   -16     0     0     0

0     0     0     0     0     0     0

0     0     0    16     0     0     0

0     0     0   -32    0     0 0

0     0     0    16     0     0     0

242 M. Dávideková and M. Greguš ml.



seen, the cross-correlation of the QOCCC based on shorter sequences [13] reaches
values in interval < − 0.75max; 0.75max>. The QOCCC based on longer sequences
[12] the cross-correlation achieves < −0.875max; 0.875max>. The table with
cross-correlation patterns for (32,4,8 × 8)-QOCCC is left out due to its size. Please,
contact the authors for retrieving it in case of need.
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Fig. 5. Examples of cross-correlation properties for (32,4,8 × 8)-QOCCC constructed by [17,
18] based on [12] where non-zero values and zero values for horizontal zero shift are displayed
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In other words, the broken cross-correlation is present for all vertical shifts or each
second vertical shift of the horizontal zero shift for the QOCCC based on the 1D-CCC
with the shortest element length. The ideality of the cross-correlation is broken for all
vertical shifts, each second vertical shift or first three out of four vertical shifts of the
horizontal zero shift for the QOCCC with longer element.

Avoiding the non-zero values of the cross-correlation would be possible by for-
bidding these shifts by the used protocol [14]. However, to recognize the particular
element in this case may be difficult due to the broken auto-correlation properties that
reach 0.75max also for cross-correlation with different signatures [20]. Such a recog-
nition would require a very accurate measurements. As the differences in auto- and
cross-correlation for the (32,4,8 × 8) are measurable (0.625max and 0.875max) it is
possible to easier distinguish between auto- and cross-correlation and therefore, to
identify the particular signature.

Based on the presented analysis results, the recommendation would be to use the
QOCCC based on longer 1D-CCC elements. Such QOCCCs consist of higher number
of signatures with more suitable auto- and cross-correlation properties in comparison to
the other QOCCC.

4 Conclusion

This paper provided research results of carried out analysis of the correlation properties
of QOCCCs based on one-dimensional CCCs with parameters (N, N, 2N) introduced in
2005 [12] and (N, N, N) introduced in 2011 [13]. The resulting QOCCCs were con-
structed by the generalized construction introduced in 2013 [17, 18]. These two
resulting QOCCCs were compared in terms of correlation properties. The differences
in the correlation properties of these codes were identified and discussed including
recommendations for the solutions of possible issues.

As it can be seen, the CCCs with longer sequence length of the underlying
one-dimensional CCC from 2005 allow higher number of concurrently communicating
users than the more recent CCC with shorter sequence length from 2011. Also the
correlation properties of the QOCCC based on the older CCCs are more suitable for
sequence recognition if compared to the QOCCC based on the newer CCC from 2011.
These two facts are causing the older CCC construction being more suitable for
QOCCC generation in comparison to the newer CCC construction.
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VEGA 1/0518/13 and by the Department of Information Systems, Faculty of Management of the
Comenius University in Bratislava.
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Abstract. Traditional wireless sensor networks (WSNs) face power limitation
which is mainly caused due to inter-node data transfer. Multi-sensor nodes, in
which multiple sensors are mounted on a single radio board, are becoming
popular to counter this issue. However, these sensor nodes may require handling
heterogeneous traffic in terms of different bandwidth demand, traffic load and
packet sizes. A single traffic based model cannot provide a tractable perfor-
mance analysis of heterogeneous traffic. In this paper, we propose a heteroge-
neous traffic-based model to analyze the performance of WSNs. The proposed
model is capable of handling traffic of variable bandwidth requirements, load
and packet sizes. Our results indicate that heterogeneity of traffic affects the
performance of individual traffic and overall network efficiency.

1 Introduction

The advancements in CMOS (Complementary Metal-Oxide Semiconductor) technol-
ogy has given rise to low cost cameras, microphones, biosensors, bio-potential Elec-
trode Sensors and chemical sensors which together with the enhanced processing
capabilities and memory have changed the face of the traditional sensor networks
[1, 2]. This new class of sensors has improved the monitoring and control systems by
embedding real-time analysis and interpretation with the controlled environment.
Examples of such systems include multimedia surveillance systems, traffic monitoring
systems, industrial process control, smart grids, smart home building, and smart
healthcare systems. These WSN applications generate traffic that may vary in band-
width requirement, packet sizes and traffic loads.

Today’s sensor networks are quiet effectively using multi-sensor based sensor nodes
in which a set of non-intrusive sensors are mounted on a single sensor board [3–7].
The rapid evolution of the sensing technologies, MEMS (Micro-Electro-Mechanical
Systems) and WSNs has contributed to the development of multi-sensor nodes.
A number of applications that are potentially using multi-sensor platforms are listed in
Table 1. These multi-sensor nodes are gaining popularity for minimizing the inter-node
data transfers and improving its power efficiency.

In this paper we propose a heterogeneous traffic-based CTMC (Continuous Time
Markov Chain) model for WSNs. The proposed model assumes that each device is
capable of generating heterogeneous traffic. To the best of our knowledge, our pro-
posed model is unique in its approach of analyzing the performance of multi-sensor
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based WSNs. By keeping track of the type of traffic in our model we have made our
performance analysis more tractable.

2 Applications

In order to appreciate the applicability of this model this section presents an example
use case of a smart healthcare system.

2.1 Smart Healthcare System

In a smart healthcare system remote monitoring of patients can be performed via
medical sensors such as audio sensors, location sensors and motion and activity sen-
sors. These patients wear various sensors to monitor parameters such as body tem-
perature, blood pressure, pulse oximetry, ECG (Electrocardiogram) and breathing
activity [8]. The process flow chart in Fig. 1 represents a patient health monitoring
system. A data collection and processing unit is the central entity of this system.
A request for patient’s ECG may be sent to the control unit. The request can be either
internal or by external sources such as by the authorized nursing staff. The system
periodically observes the patient’s pulse rate. The internal alert is caused after an
abnormal pulse value from the pulse reading sensors. If an internal request is received

Table 1. Multi-sensor devices and applications

Year Multi-sensor
platform

Sensed data Communication
network

Application

2007 Mica Weather
Board [3]

Photoreceptive, digital
temperature, humidity, digital
pressure, thermopile (infrared
detector)

WSN Habitate and
microclimate
monitoring

2009 APOLLO (Air
POLLutants
mOnitoring
system) [4]

CO, CO2, NO2, (PM), volatile
organic compounds (VOCs),
temperature/humidity sensor

WSN Monitor air
pollution

2009 PIR Sensors [5] Pedestrian Monitoring, Traffic
Monitoring, vehicle
detection, travel direction,
vehicle classification and
speed estimation

WSN Human and
vehicle
activity
monitoring

2015 STEVAL-
IDI003V2 [6]

MEMS accelerometer, pressure
sensor, humidity sensor, and
microphone

Contiki and
6LoWPAN

Develop
applications
for IoT,

2015 SmartSense,
MSP430
MCU & TI
CC2420 [7]

Movement, vibration,
orientation or angle, and
temperature

Zigbee,
IEEE802.15.4

Zigbee
applications
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at the control unit, the system will check for other vitals such as patient’s blood
pressure, fever, oximeter reading to evaluate the case further against a set of predefined
rules. For this purpose a set of sensors will be implanted on patient’s body to monitor
major vitals. For abnormal vitals, the request for ECG is approved and the ECG sensors
capture and transmit the ECG images to the central control unit. When the central
control unit receives a request for patient’s ECG from the external source the request is
entertained instantly.

The system will instantly request the ECG sensors for the patient’s current ECG. In
this example the abnormal pulse reading data is termed as T1 traffic while the images of
ECG is termed as T2 traffic. It can again be seen here that both the traffic types have
different arrival rates, traffic load and different QoS (Quality of Service) requirements
such as bandwidth, reliability and delay bounds.

3 Related Work

Modeling of heterogeneous traffic has been widely done for Internet and cellular
networks. However, to the best of our knowledge, little work has been done to model
heterogeneous traffic for WSNs. Shrestha et al. in [9] model WSN in which different
devices can generate heterogeneous traffic. The model takes into account the hetero-
geneity of traffic in terms of variable bandwidth requirement and packet size by dif-
ferent devices. In this work the authors have proposed a general discrete time Markov
chain model for the hybrid communication system of IEEE802.15.4. The model,
however, does not consider multi-sensor nodes capable of collecting heterogeneous
traffic from the environment.

Pulse 
reading 
sensors

Data 
collection 

and 
processing 

unit

External 
Request for 

ECG

Request of ECG 
received

Yes
Request ECG 
from sensors

ECG data (T2)

Output
Terminal

No

No abnormality 
found

Abnormal Pulse reading (T1)

Is request from 
authorized external 

source?

Check other 
vitals for 

abnormality

Abnormality found

Fig. 1. Smart healthcare system
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An extensive research has been done to evaluate the performance of WSNs through
simulations. Kan [10] proposes a multi-hop activity aware delay analysis of WSNs. The
paper suggests that by optimizing the data rate along a multi-hop path the transmission
delay can be minimized. Sung et al. [11] proposed an efficient request handling
mechanism that ensures that each sensor mote’s queue is stable. This scheme is based on
a compressed sensing mechanism that achieves near contention free transmission.
Fallahi et al. [12] proposed a channel reservation scheme that can effectively reduce
packet loss and improve network local channel efficiency in multi-hop wireless
networks.

However relatively sparse work has been done on the performance modeling of
contention-free and contention-based sensor networks. In a contention-based network
nodes compete for the channel to get the right to transmit. Das and Abouzeid [13]
obtained a closed form solution for the average end-to-end delay of packets and
throughput of nodes in an opportunistic secondary cognitive radio network that co-exist
with a primary network. In another work Lin and Weitnauer [14] proposed a model
based on a Markov Decision Process (MDP) framework. The model analyzes the life-
time of multi-hop sensor networks. The authors incorporate the dynamics of MAC
(medium access layer) layer link admission, routing layer queuing and energy evolution
issues into their model. Similarly Kempa in [15] models the performance of WSNs using
a mathematical model. The model derives the time-dependent queuing delay by using
the idea of embedded Markov chain to derive the queuing delay distribution of nodes at
fixed time period. Liu et al. in [16] proposed an infinite queuing model to study the
tradeoff between network performance and power consumption in contention-based
sensor networks. The model considers active/sleep states of a sensor node and an infinite
buffer. Luo et al. in [17] has done similar work for a finite buffer size. In [18] similar
authors have developed a finite queuing model of contention-based WSNs with the
synchronous wakeup patterns. Jun et al. in [19] proposed an analytical model to analyze
the impact of active-sleep dynamics and node buffer size on the performance of
SMAC-enabled network. Yang and Heinzelman in [20] proposed a Markov model to
describe the behavior of SMAC with variable number of nodes, queue capacities,
contention window sizes and data arrival rates. Liu and Lee [21] present an infinite
queuing model of sensor nodes and analyze the network performance in contention-free
WSN. In [22] the tradeoff between network performance and power consumption in
contention-based sensor networks using an infinite queuing model has been discussed.
None of these models, however, have addressed heterogeneity of traffic.

4 System Model and Assumptions

Consider N sensor nodes in a contention-based sensor network. Nodes may be ran-
domly deployed in geographically dispersed area. Nodes are connected to the sink node
through multi-hop multi-path topology. Each node can collect two types of traffic and
transmit to the sink. Traffic of both types is independent and identically distributed. It is
assumed that every node follows periodic active and sleep cycles for energy conser-
vation. As the active period starts, nodes turn on their radio transceivers for commu-
nication with other nodes. In the sleep period nodes turn off their radios. In sleep state
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nodes can locally generate packets but they can neither receive any traffic from other
nodes nor initiate any transmission. During the sleep cycle all pending packets are
stored in a local node buffer to be sent in the upcoming active period.

4.1 Heterogeneous Traffic Model

In order to design a model based on heterogeneous traffic we will make some sim-
plifying assumptions to make the model tractable. Following are some of the
assumptions we shall make:

i. We represent type of traffic by k such that 1 ≤ k ≤ R, where R is total number of
types of traffic.

ii. Assume traffic stream arrives as independent Poisson process with average arrival
rate kk.

iii. The model does not sustain the type information of packets inside the buffer. We
keep track of the type of packet at the head of the queue.

Sensor nodes are modeled as periodically transitioning between active (A) and sleep
(S) states according to predefined fixed value of duty cycle. As the model assumes that
the traffic generated by sensing the environment ðkg;kÞ as Poisson process we make a
simplifying assumption that the relayed traffic ðkr;kÞ to a node is also Poisson process.
Now we can define the average arrival rate of packets when the node is in active state
kak by using the additive property of Poisson process such as kak ¼ kg;k þ kr;k. The
average arrival rate of packets when the node is in sleep state is ksk ¼ kg;k.

4.2 Sensor Node Queuing Model

We have assumed the duration of the active and the sleep period are exponentially
distributed with mean Ta and Ts respectively. We made this assumption to simplify
analysis. Therefore the sensor node’s active and sleep states can be modeled using a
CTMC as shown in Fig. 2. The node transitions from state A to state S with rate a ¼ 1

Ta

and from S to A at rate s ¼ 1
Ts
.

The multi-sensor node in Fig. 3 can transmit traffic of R different types with average
arrival rate kak in active state and k

s
k in sleep state. lk is the transmission rate of packet of

type k. We assume that the system capacity is limited to a maximum of M packets.

Fig. 2. Active/sleep model of sensor Fig. 3. Sensor node queuing model
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5 Traffic Model of a Sensor Node

In this section we model a single node by a CTMC as shown in Fig. 4. Let Pak;m denote
the probability that a node is in active state with m number of packets in the system.
The subscript k represents the type of packet being served. Correspondingly, Psk;m
denotes the probability that a node is in sleep state with m number of packets in its
buffer. In sleep state the node does not transmit data therefore the subscript k represents
the type of packet at the head of queue. The state space of a heterogeneous sensor node
in Fig. 4 is defined as State (t, k, m).

Where
t € (A, S) or t = active/sleep state of a node,
k € (1−R) or k = type of packet
R = total number of types of traffic and
m € (0−M) or m = current number of packets in system and M = Capacity of the
system.

In Fig. 4 kaT represents the average arrival rate of packets of all types. The rate of
forward transition between two states for m ≥ 1 is equal to kaT. This is because we do
not keep track of type information inside the buffer. Therefore an average of all arrival
rates has been used to show the transition rate of a packet from the buffer to the server.
Similarly ksT is the transition rate of a packet to the head of a queue when the node is in
sleep state. The equations for kaT and kaT are as follows:
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Fig. 4. Transition diagram of queuing model of a sensor node
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kaT ¼
XR

k¼1

kakp
a
k; ksT ¼

XR

k¼1

kskp
s
k ð1Þ

In the equation above pak is the probability that the next packet that gets service is of
type k given that the node is in active state as shown in equation below.

pak ¼
kakPK
i¼1 k

a
i

ð2Þ

6 Network Performance Estimation

We derive the performance of WSN in terms of average packet loss probability,
average latency and average power consumption as given below:

6.1 Average Loss Probability of Packet of Type k

Packet loss occurs due to buffer overflow. The loss probability of packets can be found
by adding the total number of lost packets in active and in sleep states and dividing this
number by the sum of average arrival rates. Now we can find the average network loss
probability by simply summing up the loss probabilities of all the nodes in the network.
The average network loss probability of packet of type k is as follows:

�Pk
loss ¼

PN
i¼1

PR
k¼1½ð

PR
k¼1ðPa;i

k;MÞÞka;ik þðPR
k¼1ðPs;i

k;MÞÞks;ik �
N
PK

k¼1 k
k
g

ð3Þ

Where i = 1, 2, ……, N.

6.2 Average Network Throughput of Packet of Type k

Network throughput is the mean packet arrival rate at the sink node. Throughput of
packets of type k of a node can be found by subtracting the number of lost packets of
type k from its average arrival rate. The network throughput of traffic of type k will be
sum of throughput of N nodes in the network as shown below:

Ck ¼ N
XR

k¼1

kkg �
XN

i¼1

XR

k¼1

½ð
XR

k¼1

ðPa;i
k;MÞÞka;ik þð

XR

k¼1

ðPs;i
k;MÞÞks;ik � ð4Þ

6.3 Average Network Delay of Packets of Type k

The average network delay of packets of type k can be found by using Little’s law [23].
According to which the average number of packets of type k in the buffer of a node can
be calculated by the following equation:
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�mk ¼ pak
XM

m¼1

mkPak;m þ psk
XM

m¼1

mkPsk;m ð5Þ

Hence by applying Littile’s law we can find the average network delay for packets of
type k is as follows:

�Dnet;k ¼
PN

i¼1 �m
i
k

Ck
ð6Þ

7 Network Performance

We implemented our model in Matlab and derived the performance of heterogeneous
traffic in WSN. The system parameters used for our theoretical analysis are as follows:
N = 10, W = 64, Pwtran ¼ 17 mA, Pwrecv ¼ 16 mA, Pwidle ¼ 16 mA, Etr ¼ :025 mJ.
The average arrival of T1 and T2 traffic are k1g = 1 packets/s (pps) and k2g ¼ 0:5 pps.
Mean service rates for T1 and T2 traffic are 45.5 pps and 35.5 pps respectively.

Figure 5 shows packet loss probability and power consumption for different values
of duty cycles. Our result shows that as duty cycle increases nodes remain active for
longer which causes packets loss to reduce. The fall in loss probability is higher for T1
traffic due to the higher arrival intensity and faster service rate compared to T2 traffic.
However this reduction in loss probability comes with a cost of increased power
consumption. Figure 6 shows the impact of different values of duty cycles on the
average end-to-end delay. It is observed that the delay decrease gradually as duty cycle
increases for both types of traffic. This happens because at lower duty cycles nodes
remain active for short time hence fewer packets can be transmitted. This increases end
to end delay significantly. While at higher duty cycles nodes remain active most of the
time and can transmit more packets while in active state.

Hence packets do not remain inside the buffer for long which results in reducing the
network delay. This reduction in delay, however, comes with a cost of increased power
consumption.
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In Fig. 7 we observe that probability of loss decreases as system capacity increases.
The higher loss of T1 traffic is due to its higher arrival rate. Power consumption
increases initially. However when the value of M is higher than 12, the loss curve and
the mean power consumption level out to a fixed value. We can conclude that the buffer
size of 12 may be a good choice for better performance. Figure 8 shows that the delay
for T1 is higher than T2 due to the fact that it has higher arrival rate. It is also observed
that increasing system capacity will increase the average network delay. This might be
due to the fact that at very small values of M both types of packets get dropped almost
equally. However as M increases the number of T1 packets in the system increases
significantly that broadens the delay gap between the two types. Like the previous
experiment initially the mean power consumption increases with increasing system
capacity. However when the value of M is higher than 12, the curve of the mean power
consumption levels out to a fixed value.

8 Conclusion

In this paper we presented a model for performance analysis of heterogeneous traffic
based WSNs. Our results indicate that heterogeneity of traffic impacts the performance
of individual traffic types. For example traffic with higher average arrival rates exhibit
higher network loss probability and end-to-end delay. Being able to keep track of the
performance of individual traffic will enable us to satisfy the varying QoS demands of
heterogeneous applications.
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Abstract. This paper proposes an application especially designed for
indoor navigation, Duco. A hybrid approach at trying to find a solution
to the problem of indoor navigation by mainly utilising pedestrian dead-
reckoning (PDR) along with the aid of iOS wireless location determina-
tion systems to aid the process. Using merely the digital accelerometer
and compass sensors of modern smartphones, PDR can reflect location
changes in real-time with high-precision while retaining battery life at
maximum. An algorithm is utilised to analyse the data from these noisy
sensors to enable high success rate of detecting step count. Duco also
makes use of wireless location determination systems to retrieve the ini-
tial location where PDR falls short or iBeacons to get around problematic
places inside an indoor venue like stairs, elevators or signal dead-zones.

Keywords: Indoor navigation · Positioning · Pedestrian dead-
reckoning · Smartphone inertial sensor · iBeacon · CoreLocation

1 Introduction

While outdoor navigation unfolds at full-speed, indoor navigation remains mar-
ginal. People are losing time and energy when they are inside an indoor environ-
ment since a viable solution is not available to retrieve precise location informa-
tion continually as GPS does for outdoors.

Due to the lack of line of sight to satellites, GPS usage in an indoor envi-
ronment is not plausible. To fill in this gap, various other researches focuses
on utilising wireless signals such as Wi-Fi or Bluetooth Low Energy (BLE), e.g.
[1–3], to provide a location determination infrastructure in indoors. Through the
years, researches in this manner made headway that even though still not precise
enough as a GPS solution, such infrastructures can yield sufficient results [4,5].
Although their major downside is that their precision is not continuous that
it gets affected by various indoor environment elements, such as signal reflec-
tions [2] from various indoor materials or signals being absorbed by humans,
and therefore return fluctuating results [6]. Another downside is that, it’s not
cost efficient to deploy and maintain such a network to operate at it’s highest
accuracy [7]. Even then, constant usage of such a network requires a lot energy
usage on the smartphone (receiver) end ([8]) which is problematic since smart-
phones have a limited battery capacity along with various other tasks going on
as todays smartphones are getting more capable.
c© Springer International Publishing Switzerland 2016
M. Younas et al. (Eds.): MobiWIS 2016, LNCS 9847, pp. 256–267, 2016.
DOI: 10.1007/978-3-319-44215-0 21
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The proposed system in this paper, namely Duco which means to lead in
Latin, aspires to solve the problem of indoor navigation in a two-fold manner:
(1) retrieve the initial location of the user via the underlying operating system’s
location estimation framework. (2) Once the initial location is determined, start
navigating the user with pedestrian dead-reckoning.

Most indoor environments already have Wi-Fi coverage available with a proper
network. This infrastructure yields information of value and therefore should be
utilised to retrieve the initial location as PDR lacks on this subject. If location
determination using Wi-Fi signals used continuously, the returned results may not
be satisfactory. Although for an initial fix, they should be sufficient.

The technique of PDR merely relies upon using the accelerometer and the
digital compass. These low-cost sensors practically found on every smartphone
provide noisy data, although the algorithm proposed can cope with the analysis
and provide accurate step count. This allows Duco to operate with high precision
while making minimal energy usage.

Another advantage of Duco is it’s usage of Bluetooth Low Energy devices;
more specifically beacons operating with Apple’s BLE beacon protocol: iBeacons.
Because of their signal specifications, iBeacons provide highly accurate results
in a short range. Due to this short range, they can’t cover physically large areas
but they can be successfully used to provide location data in specific places such
as stairs, elevators or Wi-Fi dead zones.

2 Background

An indoor navigation solution’s fundamental requirement is getting an initial fix
on the user’s location. The approach for location determination mostly relies on
utilising various wireless signals (cellular, Wi-Fi or Bluetooth) either in a stand-
alone or a cumulative manner and afterwards interpreting them with different
techniques [9].

A popular technique is trilateration. In broad terms, trilateration (or triangu-
lation) measures the distances (or angles) to a set of access points at known loca-
tions (at least three points required) and calculates the position of the receiver
as a set of linear mathematical equations [10]. A notable use of trilateration is
done by GPS systems [11].

In terms of indoor navigation, [12] uses trilateration collectively with Blue-
tooth and Wi-Fi signals. First, since Bluetooth signals are better at accuracy
than Wi-Fi [13], they propose the methodology to find the propagation of Blue-
tooth signals and then combine it with the propagation model of Wi-Fi signals.
Finally, an algorithm determines the receiver location through these models. The
interesting part of this study is that they observed that the RSSI values of trans-
mitters, either Bluetooth or Wi-Fi, vary in huge amounts over time. Therefore,
the researchers conducting the study opted for using the RSSIs of the receivers,
in this case, the smartphones. In their evaluations, their results were satisfac-
tory, 0.5 m precision. However their testbed was not a large scale crowded indoor
environment with complex paths where a lot of signal interferences occur but a
straight line at the ground floor of a house (Fig. 1).
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Fig. 1. Trilateration using wireless access points [10]

Another approach at location determination is fingerprinting which consists
of two phases: offline and online. In the offline phase, a receiver device gets
moved inside the selected venue by an expert, measures the RSSIs of the access
points and notes them in a database; also known as database training. At the
online phase, a device is able to determine it’s location by taking real-time RSSI
measurements and comparing them against the database. The complication is
that various environmental effects distorts the signals and changes the RSSI
values at the premises. Therefore the measurements in the database does not
match with the ones taken by the receiver at the online phase and the database
requires periodic retraining. Moreover, covering a large scale environment is time-
consuming; therefore makes fingerprinting impractical.

[8] utilises Wi-Fi fingerprinting. Their purpose is to make use of the ubiqui-
tous Wi-Fi networks but at the same time be able to minimise it’s energy usage
footprint. For this reason, they propose making use of the device’s sensors to
provide information about minimal user movements and disregard fingerprint-
ing at that moment. One other proposed idea to reduce the energy consumption
from the authors was to make most of the computation on device rather than
transmitting it to a server. In line with their proposed idea, their findings showed
that a transmission between a Wi-Fi network and a receiver uses five times more
power compared to just connecting to that same access point. As a result, they
achieve a usage of 14 h with a precision of 4.75 m.

[6] study Bluetooth and Wi-Fi signals coexisting at the same environment.
The researchers utilise the technique of fingerprinting. The principal notion is
that as Bluetooth and Wi-Fi signals both operate at the same unlicensed 2.4 GHz
frequency spectrum, they experience a lot interference. Therefore they propose
methods to improve the signal quality by tuning the receivers to minimise interfer-
ence. A tuning they propose for the Wi-Fi terminals is changing their broadcasting
channels. And for Bluetooth signals, they suggest spread-spectrum frequency hop-
ping to avoid interference. Their evaluations have shown that Wi-Fi positioning
performed the worst while Bluetooth devices were online at the same time.

So far we have discussed location estimation and indoor navigation using
signal strength and beacons. Another approach at indoor navigation is the use
of pedestrian dead-reckoning (PDR) which is already being used by ship and
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aircraft navigation systems [14]. In broad terms, PDR is the technique of deter-
mining one’s current position via a previously determined position, and advanc-
ing that position based upon known or estimated speeds over elapsed time and
course [15]. PDR is subject to errors although it performs well with inertial nav-
igation systems where a computer aids in the process. Then again, the downside
of PDR is that as it requires the previous location in every step, it’s unable to
get a fix on the initial location. For PDR to function, the initial location must
have been established as precise as possible. However, some researches came
over this by the method of pattern matching. [16] initially retrieves a rough esti-
mate about where the user is located using Assisted Global Positioning System
(AGPS), as their solution is for outdoors, and forms a perimeter as to where the
user might be. Following the initial step, they match the user’s walking patterns
with the paths available in that perimeter. The results of their study show that
they can estimate the user’s position by an error rate of 11 m. [17] takes this
approach a step further. They leave out the usage of AGPS and fully rely on
pedestrian dead-reckoning by applying string matching algorithms from the field
of bioinformatics to be able to initially determine the user. As their field of usage
is for indoors, they cut the usage of an additional network infrastructure and
become fully self-contained with no additional network costs. When errors accu-
mulate during navigation, the system resets itself by turns in the path or when it
detects elevator like patterns. A downside of this study is that the system require
the user to walk before determining his/her location. Therefore instantaneous
location determination is not possible.

3 Implementation

Duco, in order to perform, requires two facets of processing: offline and online.
Offline phase, which is a one-time routine for any selected venue that entails
the creation of the indoor map. Whereas the online phase consists of 2-steps:
(1) determining the location of the user and (2) navigating the user from the
identified location to the selected destination.

3.1 Indoor Map Graph Generation

Since outdoor navigation has been around and used for a long period of time,
outdoors have been mapped pretty meticulously over the years and navigation
maps are available for almost every geographical area [18]. Also, there are various
local providers sharing their map data for outdoors and most of those providers
constantly update their data even upon a minor change.

As indoor navigation is still at it’s infancy and has not been widely accepted
commercially, indoor venues aren’t fully covered by these map providers [19,20].

One of the map providers, Google, displays indoor maps in it’s map solution by
letting venue owners submit their floor plans. Although the submitted floor plans
are not capable of navigation, such as route determination, they provide detailed
explanation on the indoor environment. As a result, even though indoor routing
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graph creation is out of the scope of this research paper, to compensate for this
shortcoming, Duco employs a rudimentary graph creation approach. Accordingly,
it employs a simple graph creator app, namely Cartographer, which can create
routing graphs that can be superposed on the existing indoor map views.

More specifically, Cartographer allows the user to visually create the indoor
map graph data structure. The user drops the nodes by making the long press
gesture to the touchscreen and afterwards connects those nodes by selecting
them. Accordingly, the Cartographer app records the positions of the nodes
and edges in geographic coordinate system. As soon as the map graph data
collection is finished, it is then exported out of Cartographer and imported into
Duco (Fig. 2).

Fig. 2. Graph creation inside Cartographer

The graph over the map view represents a grid structure. A grid arrangement
is chosen to be able to systematically determine the location and paths. As so,
the nodes of the graph represents the possible locations a user can be at and the
edges are the paths available to the user.

Duco only makes use of the cardinal directions and hence the grid system
is designed accordingly since human movement is complex and sharps turns
provide clarity to the PDR algorithm.

When the map graph creation process finishes, Duco is able to parse the
indoor floor plan; that is it can identify possible user locations along with the
routes available.

3.2 Initial Location Determination

In order for the navigation process to start, Duco is required to establish the
initial location of it’s user. The navigation methodology being used by Duco,
pedestrian dead-reckoning, is only capable of getting the user from point A to
point B. For this reason, the starting point is of utmost importance to provide
precise navigation.
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Duco utilises the underlying operating system’s (iOS) location services frame-
work, CoreLocation, which provides the following capabilities: location determi-
nation, interaction (ranging or region monitoring) with iBeacons and compass
updates. All aspects of CoreLocation are controlled through a manager object
which can start/stop the location updates at any given moment. This manager
also has parameters regarding the precision returned, which are set to be the
highest. Although this precision level consumes a lot battery power, as soon as
the initial location is identified, all location updates are stopped to preserver
battery. Duco uses two methods to retrieve the location information. It either
acquires location information from CoreLocation’s location estimation or, if pos-
sible, uses an iBeacon in range to assign the user to a location (Fig. 3).

Fig. 3. iBeacon ranging

CoreLocation’s location estimation occurs by utilising a combination of GPS,
cellular, Wi-Fi and Bluetooth signals though since it works as a blackbox, it’s
specific implementation details are unknown.

iBeacons are deployed to places such as stairs, elevators or Wi-Fi dead-zones.
If Duco captures a signal from one of the iBeacons, it assigns the user location
to a location in range of that iBeacon.

3.3 Navigation

After the initial location estimation process, Duco is ready to accept the target
destination. Hence, at this stage, the app is ready to accept a target destina-
tion from the user. Following the user’s destination input, it by taking under
consideration the user’s current location and the target destination, Duco uses
Dijkstra’s shortest path algorithm on the indoor map graph to find the shortest
path between the given two points.

Once the path is determined, Duco calculates the step count required to
complete the path along with the directions of each step. After these processes
are completed, Duco is ready to route and navigate the user to the destination
via pedestrian dead-reckoning (Fig. 4).
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Fig. 4. Location determination scheme

When the navigation starts, the manager object of CoreLocation receives a
message to stop all location estimation services as it’s requirement is complete
and to reserve battery life. Although the manager’s iBeacon ranging and compass
update (required for the PDR algorithm) functionalities, are still in effect.

The existing PDR algorithm in the literature [2] has been enhanced so that
it performs with more precision. It analyses the accelerometer data to classify
the user’s walking pattern into one of the three states: static, slow walking or
fast walking.

The actions that are taken to conclude if a step occurred or not are the
following:

1. Retrieve the raw x-y-z axis accelerometer data,
2. Apply a low-pass filter of 15 % to each axis,
3. Calculate the Euclidean Norm,
4. Measure the variance in a window length of 1 s,
5. Compare the variance against the two threshold values (Tstatic, TslowWalking):

– Va ≤ Tstatic: user static
– Tstatic < va ≤ TslowWalking: user slow walking
– TslowWalking < va: user fast walking

Empirical study by [2] shows that the best results are obtained when the
thresholds Tstatic, TslowWalking are set to be 0.008 g2 and 0.05 g2 respectively. Their
test device was a Nokia N95. Duco was implemented on an Apple iPhone 5. Due to
this change with the hardware, after empirical analysis, the thresholds were found
to be 0.013 g2 and 0.05 g2 respectively.

Each individual exhibits a unique pattern of acceleration. Even though Duco
does not make real-time threshold analysis and adjust the thresholds on-the-fly,
the above thresholds are found to be suitable as an average for most people.

If the analysis of the user’s acceleration using the above procedure is found to
be between Tstatic and TslowWalking, it is considered as a single step. Otherwise,
if the acceleration is accounted to be higher than TslowWalking, then it is assumed
as two steps.
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The above step detection system only properly functions while holding the
phone parallel to the floor a little above the waist line. This holding position can
also be defined as holding the phone at the state where it’s possible to use it
standing up (Fig. 5). The main reason for requiring this specific walking posture
is due to the threshold points used in the development of the step detection
algorithm described above. Therefore the activity of sliding the hand or placing
the phone into a pocket/bag will provide additional acceleration data and hence
will result in extra unwanted step detection.

Fig. 5. The norm walking state

As each step is detected, Duco also retrieves the current heading (measured
in degrees) relative to true north. This heading value is then used to assign a
cardinal direction (up, down, left and right) to the user’s movement relative to
the venue.

Finally, the detected real-time step count along with the heading information
is checked against the direction required by the route. If they both match, the
user’s movement is reflected to the map view with the number of steps taken.

4 Evaluation

4.1 Evaluation Environments

Duco is intended for large venues like airports, hospitals or shopping malls.
However, due to availability and logistical reasons, initially it was evaluated
in a home environment as a proof-of-concept in a small environment, which is
133.64 m2.

As the second test bed, TAV Istanbul Atatürk Airport was chosen as a real
life test environment, that is 179,000 m2 (all three floors of the international ter-
minal). The reason for choosing Atatürk Airport is that their indoor floor plans
are already available on Google Maps since they were recently been uploaded
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Fig. 6. Ongoing navigation at the airport

by the airport authorities. Both environments have Wi-Fi coverage and where
supplied with six iBeacons (Fig. 6).

4.2 Evaluation Hardware

Duco is developed for iOS 9.1 and above with Swift 2.2. Mainly is was tested
using an Apple iPhone 6 64 GB housing a 1.4 GHz dual-core 64-bit ARMv8-A
with 1 GB LPDDR3 RAM.

The smartphone includes a wide range of sensors available but the ones
related to Duco were the 3-axis gyroscope, 3-axis accelerometer and digital com-
pass.

In the evaluation of the Duco navigation system, Estimote iBeacons were
deployed because of their high range capabilities compared to other iBeacons,
i.e. 70-m signal broadcasting range instead of the usual 50 m.

4.3 Small Environment Test - Home Scenario

Even though CoreLocation is not a part of the development process in this study
but merely used as a blackbox for providing the initial location, it was tested to
see how well it was performing. For this reason, five different spots were chosen
and made measurements for two times to check the location fix CoreLocation
displayed inside the map view against the real location. Table 1 represents the
results regarding CoreLocation being tested in the home scenario.

The rest of the home scenario evaluation was concerning the PDR algorithm.
To measure how well step detection performs, 9 people were chosen to take thirty
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Table 1. Home scenario CoreLocation test results

Trial 1 Trial 2

Spot 1 4 m 3.5 m

Spot 2 0.5 m 0.5 m

Spot 3 1 m 2m

Spot 4 4 m 4m

Spot 5 0.5 m 1m

steps twenty times in a predetermined route. The subjects were instructed to
perform their regular walking patterns. Figure 7 represents the average steps
detected for each subject.

Fig. 7. Step detection results

There were cases where the algorithm captured all thirty steps for subjects
with an average of more than 20 steps. It was observed that if the subject
exhibited a dynamic walking pattern, that is the upper body moving with the
phone as well, it captured enough acceleration to account for a step. If the
subject was walking with the upper body mostly staying intact, the algorithm
was unable to retrieve enough acceleration to detect a step. Another aspect of
these tests was that sharp turns immensely helps the algorithm to detect a step
due to the evident change in acceleration.

4.4 Large Environment Test - Istanbul Atatürk Airport Scenario

In accordance with the home scenario, initially, CoreLocation was tested before
hand. Table 2 represents the results obtained by trying CoreLocation in ten
different spots for three times. As mentioned in the table, some of the spots had
GPS line-of-sight (LOS).
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Table 2. Airport scenario CoreLocation test results

GPS LOS Trial 1 Trial 2 Trial 3

Spot 1 Yes 6 m 11 m 11 m

Spot 2 Yes 3 m 6 m 4 m

Spot 3 No 3 m 1 m 0.5 m

Spot 4 No 2 m 2 m 1 m

Spot 5 No 1 m 3 m 4 m

Spot 6 No 5 m 9 m 14 m

Spot 7 Yes 0.5 m 4 m 1 m

Spot 8 Yes 5 m 2 m 1 m

Spot 9 Yes 2 m 2 m 4 m

Spot 10 No 6 m 6 m 5 m

The rest of the tests were regarding the navigation. To determine how well
it was performing, various routes were taken. Table 3 reflects these results.

Table 3. Misplacement from the destination when navigation finished

Misplacement

Route 1 4m

Route 2 6m

Route 3 5m

Route 4 1m

Route 5 7m

Route 6 6m

5 Conclusion and Discussion

The growing popularity of location based services calls for greater localisation,
better ubiquity, higher precision and lower energy usage. Therefore indoor navi-
gation is a popular subject attracting many people. It has been researched for a
long period of time and it is still an actively researched area. Although that may
be the case, indoor navigation still remains an immense challenge. Through the
years, it made headway in terms of acquiring greater success although the factors
presented by indoor environments makes it difficult to provide a decent solution.

Wireless technologies are a crucial part of an indoor navigation solution
although it’s also plausible to utilise different approaches such as pedestrian
dead-reckoning to achieve the navigation process. Duco evaluates this approach.
Trying to achieve a better precision while conserving battery life.



Duco - Hybrid Indoor Navigation 267

References

1. Faragher, R., Harle, R.: An analysis of the accuracy of bluetooth low energy for
indoor positioning applications. In: Proceedings of the 27th International Technical
Meeting of the Satellite Division of the Institute of Navigation (iON gNSS+2014)
(2014)

2. Liu, J., Chen, R., Pei, L., Chen, W., Tenhunen, T., Kuusniemi, H., Kroger, T.,
Chen, Y.: Accelerometer assisted robust wireless signal positioning based on a
hidden Markov model. In: Proceedings of IEEE/ION PLANS, pp. 488–497 (2010)

3. Jung, S.-H., Lee, S., Han, D.: A crowdsourcing-based global indoor positioning and
navigation system. Pervasive and Mobile Computing (2016)

4. Altintas, B., Serif, T.: Improving RSS-based indoor positioning algorithm via k-
means clustering. In: European Wireless, 27–29 April 2011, Vienna, Austria (2011)

5. Altintas, B., Serif, T.: Indoor location detection with a RSS-based short term mem-
ory technique (KNN-STM). In: Tenth Annual IEEE International Conference on
Pervasive Computing and Communications, PerCom, 19–23 March 2012, Lugano,
Switzerland, Workshop Proceedings, pp. 794–798 (2012)

6. Pei, L., Liu, J., Guinness, R., Chen, Y., Kröger, T., Chen, R., Chen, L.: The
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Abstract. Can you imagine a city that feels, understands, and cares about your
wellbeing? Future cities will reshape human behavior in countless ways. New
strategies and models are required for future urban spaces to properly respond to
human activity, environmental conditions, and market dynamics. Persuasive
urban systems will play an important role in making cities more livable and
resource-efficient by addressing current environmental challenges and enabling
healthier routines. Persuasive cities research aims at improving wellbeing across
societies through applications of socio-psychological theories and their inte-
gration with conceptually new urban designs. This research presents an
ecosystem of future cities, describes three generic groups of people depending
on their susceptibility to persuasive technology, explains the process of defining
behavior change, and provides tools for social engineering of persuasive cities.
Advancing this research is important as it scaffolds scientific knowledge on how
to design persuasive cities and refines guidelines for practical applications in
achieving their emergence.

Keywords: Persuasive technology � Socially influencing systems �Wellbeing �
Sustainability � Urban design � Health behavior change � Quantified
communities

1 Motivation

Quality of life and the health of the individual and communities are important subjects
that can be studied and improved through the creation of persuasive cities, streets,
buildings, homes, and vehicles [16]. Information technology and computer systems are
increasingly designed to support everyday routines and advance user experience in
multiple ways [6]. Novel computer systems can be also intentionally designed to
influence how users think and behave. Theories of persuasion [18] and social influence
[4] provide various strategies for the developers of such systems to facilitate desired
effects on users.

Research on persuasive cities seeks to advance urban spaces to facilitate societal
changes. According to social sciences [2], any well-designed environment can become a
strong influencer of what people think and do. There is an endlessly dynamic interaction
between a person, a particular behavior, and an environment in which that behavior is
performed. This initiative leverages this knowledge to engineer persuasive environ-
ments and intervention for altering human behavior on individual and societal levels.
This research is primarily focused on socially engaging environments for supporting
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entrepreneurship and innovation, reshaping routines and behavioral patterns in dense
urban districts, intelligent outdoor sensing for shifting mobility modes, enhancing
environmentally friendly behaviors through social norms, interactive public feedback
channels for affecting attitudes, engaging residents through socially influencing systems,
exploring methods for designing persuasive neighborhoods, testing agent-based models
and simulations of persuasive interventions, and fostering adoption of novel urban
systems.

2 Perspective

This research aims at tackling an area that is currently underestimated, but at the same
time, bears extremely high importance for mankind to prosper. The world’s population
grows exponentially, especially in cities, so the architecture and design of future urban
places are going to have the dominant impact on human behavior. The proposed
research agenda is highly important, as it will directly influence everyone living in
future cities. Environmental, personal, and behavioral factors are locked into triadic
reciprocal determinism [2], meaning that all three are strongly interconnected and
continuously reshaping each other. Thus, environmental design, including persuasive
urban systems, is strong influencer on human behavior and attitude. In other words,
quite often it is merely sufficient to improve urban spaces to help people become
healthier and to create sustainable communities. This is a very powerful vision as it
encompasses transformation of human behavior and urban environments at scale.

The proposed research reflects on novel ways of how socially influencing systems
[20, 21] enable mechanisms to perpetually support motivation of individuals com-
paring to conventional methods, such as those that are based on the principle of carrots
and sticks. Earlier research on motivation discusses methods that have substantial
limitations. For example, monetary incentives are mostly effective only as long they are
provided, so people tend returning to their earlier behavior after the motivators are
taken away. Instead, persuasive urban systems harness social influence from crowd
behavior to craft influential messaging aimed at shifting behavior and attitude of an
individual, who naturally is an integral part of the same crowd. Such continuous
interplay can ultimately result in an ongoing process that reshapes communities and
societies without any other incentives.

3 Emergence of Persuasive Cities

Ongoing research streams focus on sensitive cities (researching sensing technologies to
read human behavior in urban spaces) [12] and smart cities (analyzing big data to
classify groups of people based on their distinct behavioral patterns) [3, 5], however
there is a lack of knowledge about perspective ways to achieve persistent behavioral
changes at scale. Therefore, the proposed research extends an ecosystem of future cities
(Table 1) by introducing the notion of persuasive cities that aims to advance and refine
influential strategies designed for intentionally reshaping how people think and act in
urban environments.
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Each layer of future cities has its role, character, and supportive technology.
Sensitive cities employ sensor networks to read crowd behaviors. In other words, these
cities feel human movements. These crowd behaviors further serve as an input for big
data analytics that smart cities apply to classify groups of people according to similar
behavioral patterns (profiles). When that is accomplished, the groups having better
routines can be exemplified to other underperforming groups through intentionally
designed socially influencing systems, which are at the core of persuasive cities.

3.1 Susceptibility to Persuasive Technology

People generally can fall into one of the three generic categories depending on their
susceptibility to persuasive technology (Fig. 1). Self-contained people (the red circle)
most likely are not open for changing anything in them. They are fully satisfied with
who they are and what they do on daily basis, thus many behavioral interventions
might fail in attempts to influence this group of individuals. Self-driven people (the
green circle) typically have comparatively high levels of motivation and can achieve
everything that they have envisioned. Thus, these people most likely are not looking for
additional sources of encouragement, and therefore persuasive technologies might
become unnecessary for this group.

However, there is another group of people that oftentimes would like to change
their routines, but rarely succeed in doing so. That reminds of New Year’s resolutions

Table 1. Ecosystem of future cities

Role Character Technology

Persuasive
Change Care Socially influencing systems
Smart
Classify Understand Big data analytics
Sensitive
Read Feel Sensor networks

Self-Contained January 1st Self-Driven

Fig. 1. Susceptibility to persuasive technology (Color figure online)
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that in many cases end around February. Therefore, this group is entitled as January 1st
(the yellow circle) and seem to be the most welcoming towards technology supported
behavioral interventions designed to help achieving target behaviors. Although, Fig. 1
presents all three groups as equal circles, in reality the size of each group might
significantly vary depending on the context and particular behavior.

3.2 Defining Behavior Change

To achieve an envisioned target behavior, the process and components of behavior
change have to be well understood and clearly defined. In the process of defining
behavior change, there are three main components, namely the target group, its present
behavior, and its envisioned future behavior (Table 2).

3.3 Tools for Social Engineering

Earlier research on persuasive technology [8] describes several ways how social
dynamics can influence human behavior, which have been further refined and struc-
tured as a framework for Socially Influencing Systems (SIS) [20, 21], see Fig. 2.
The SIS framework is a useful tool for scholars and practitioners aiming at improving
future cities by introducing persuasive urban interventions targeted to support
wellbeing.

The framework describes seven socially influencing principles that can support
persuasive urban interventions. The principles are interlinked and have potential to
exert stronger effects depending on the context of a particular behavioral challenge.
Normative influence and social comparison seem to be more effective to achieve
involvement of the target group as the two principles focus on attitudinal changes.
Cooperation and social facilitation seem to be more effective to make individuals

Table 2. The three main components for defining behavior change

Target group Current behavior Future behavior

Description
A group of people currently
having an unsatisfactory
behavior. It is important to
narrow down the target
group as precise as possible

A certain behavior of the
target group that currently is
not in line with an
envisioned future behavior
in a given context

An ultimate future behavior
of the target group that is
envisioned to be more
beneficial for everyone

Example
There are MIT faculty
members

Who currently commute alone
in their private cars

They could commute by
bicycles instead whenever
possible

Example
There are other people in our
residential building

Who use regular light bulbs in
their apartments

They would change the
regular light bulbs to
energy efficient ones
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participate and do the envisioned future behavior even without a formed attitude
towards it. Competition and recognition seem to be more effective in engaging the
target group to do the future behavior as the principles focus on both attitude and
behavior simultaneously. For example, the effects several socially influencing princi-
ples have already been studied in the context of urban mobility, e.g. bicycling [24].

4 Contexts of Future Persuasive Cities

To achieve substantial behavior changes at scale, the persuasive cities research agenda
is focused on reshaping and redesigning three main urban areas: outdoor environments,
indoor environments, and mobility in cities.

4.1 Outdoor Environments

Public spaces can be advanced in many ways, e.g. supermarkets can project a portion
of how many healthy products have been purchased that day, week, or month.
Responsive environments can use ambient lights to provide feedback about behavioral
patterns of crowds. For example, streetlights can change color depending of how many
joggers have been on that street on that morning. The window frames of residential
buildings can be illuminated for those apartments, which have changed regular light
bulbs to energy-efficient ones.

Fig. 2. Socially Influencing Systems (SIS) framework
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4.2 Indoor Environments

Computer-supported strategies can be implemented to motivate using stairs instead of
an elevator. For example, a situated display that represents various comparisons of
what can happens when stairs or an elevator is chosen. Strategies can be introduced to
increase water intake in offices. For example, a situated display can present an increase
of water consumption, which can be used to compete with other offices. New ways can
be designed for office workers to increase socializing among individuals from various
groups and departments. For example, specific game-like activities can be set up for
employees to promote socializing.

4.3 Mobility

Mobility within dense urban districts can be reshaped in multiple ways, for example, by
introducing influential strategies to facilitate bicycle commuting. Street signage can be
used to display how many bicyclists have ridden over a bridge today, for instance.
Mobile apps can be developed to engage bicycle riders in reporting experiences with
bike lanes and their quality in a selected urban area. Electric bicycles can be com-
plemented with influential strategies to attract more riders and persuade them to pedal.
To care for satisfaction of public transit commuters, a city bus with happier passengers
on board can obtain more colorful outlook.

5 Application to Bicycling in Cities

Besides investing in road infrastructure, cities can work on shifting mobility patterns
towards bicycling as one the most sustainable and healthiest forms of individual
transportation. It also has several major advantages as compared to conventional
motorized transport, e.g. bicycling is carbon neutral, provides major health and
financial benefits, and requires less space than private motorized transport. Therefore, it
is necessary to design interventions for promoting bicycling, experience the enjoyment
from this activity, and develop new mobility patterns [9].

Previous research points out that interventions to promote modal shift can be
effective, however most of these follow traditional policy approaches like publicity
campaigns, engineering measures or financial incentives [17] leaving a blind spot for
behavior oriented soft-policy measures [19]. Persuasive cities have potential to sig-
nificantly contribute to this effort, for example, through publicly displayed street sig-
nage with interactive social comparison [22] on how quickly bicycles move as
compared to the speed of cars on the same street.

5.1 Biking Tourney

In a recent Biking Tourney study [23], a socially influencing system [21] was engi-
neered and implemented to provoke competition between and cooperation [7] within
organizations. In that study, the participating organizations were ranked under four
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different categories related to their performance related to bicycling. The categories
were designed to reflect the goals of the Biking Tourney, that is, to encourage
employees to ride bicycles instead of choosing high-energy means of transportation for
their daily commutes.

The hypothesis of the study was that the competition between organizations would
provoke cooperation among employees in each of the organizations. Furthermore, the
use of publicly displayed rankings in common areas of the companies should raise
awareness of the tourney and facilitate [10] commuting by bicycles. Out of the total
number of 239 registered participants, 127 people filled out the ex post survey that
contained intentionally designed set of questions for assessing their engagement in the
Biking Tourney.

5.2 Assessing Engagement

We used partial least squares structural equation modeling (PLS-SEM) to analyze
factors influencing participants’ engagement in the Biking Tourney. Based on the
relevance to this study, five factors were included as constructs in the research model
(Fig. 3). Three of them were derived from the framework of socially influencing
systems [21], namely social facilitation [10], competition, and cooperation [7].
Rankings and public display were added, as they were fundamental components of the
study design. The indicators for main constructs (Appendix A) were adopted from
Stibe [20] for this particular study.

All constructs of the research model demonstrate good internal consistency, as
evidenced by their composite reliability scores, which range from .85 to .98 (Table 3),
and the fact that they share more variance with own indicators (AVE) than with other
constructs.

The research model (Fig. 3) was built upon the framework for socially influencing
systems [21] and shaped by the strongest correlations between the constructs (Table 3).
Further, it was analyzed using PLS regression algorithm [13] and the results provide

Fig. 3. The structural model with the results of PLS-SEM analysis
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substantial support for the research model. The β-values demonstrate the strength of
relationships between the constructs and the asterisks mark their statistical significance,
while the R-squared contributions are presented in brackets.

The five influencing factors are intricately interconnected and altogether they
explain 26 % of the variance in engagement in the Biking Tourney. The main direct
contributors to explain the variance in engagement were competition (16 %) and
cooperation (10 %). Social facilitation (45 %) and competition (13 %) together explain
58 % of the variance in cooperation. Rankings (44 %) and social facilitation (14 %)
together explain 58 % of the variance in competition. Rankings (13 %) and public
display (8 %) together explain 21 % of the variance in social facilitation.

For a more elaborate view of the model, total effects and effect sizes for total effects
are presented in Table 4. Effect sizes (f2) determine whether the effects indicated by the
path coefficients are small (f2 ≥ .02), moderate (f2 ≥ .15), or large (f2 ≥ .35). The
results of PLS-SEM analysis also provide fit and quality indices that well support the
model [13], such as average path coefficient (APC = .357, p < .001) and average
adjusted R-squared (AARS = .399, p < .001). Overall, the model demonstrates quite
large explanatory power (GoF = .560). Moreover, both Sympson’s paradox ratio
(SPR = 1.000) and the nonlinear bivariate causality direction ratio (NLBCDR = 1.000)
provide evidence that the model is free from Sympson’s paradox instances, and the
direction of causality is supported.

Table 3. Latent variable coefficients and correlations

COR CRA AVE VIF PD RA SF CT CR EN

PD .98 .97 .95 1.2 .97
RA .90 .83 .75 2.1 .20 .86
SF .87 .78 .70 2.3 .33 .36 .84
CT .85 .74 .66 2.6 .34 .71 .51 .81
CR .90 .83 .75 2.5 .38 .32 .73 .53 .86
EN .92 .87 .80 1.3 .18 .34 .39 .38 .42 .89

COR = Composite Reliability; CRA = Cronbach’s Alpha;
VIF = variance inflation factor (full collinearity); Bolded
diagonal = square root of Average Variance Extracted (AVE)

Table 4. Total effects and effect sizes.

PD RA SF CT CR

SF .24**

(.08)
.32***

(.13)
CT .06

(.02)
.69***

(.50)
.27**

(.14)
CR .16**

(.06)
.36***

(.11)
.68***

(.50)
.23**

(.13)
EN .06

(.01)
.32***

(.11)
.25**

(.10)
.40***

(.19)
.23**

(.10)
***p < .001; **p < .01; *p < .05;
(f2) = Cohen’s f-squared
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The results of PLS-SEM analysis illustrate how competition and cooperation [7]
made employees feel engaged in the Biking Tourney. Although social facilitation [10]
and rankings are not directly pointed to engagement, both contributed with strong and
significant indirect effects on it. Interestingly, public display exerted also a significant
indirect effect on cooperation, which emphasizes the importance of ubiquitous feed-
back channels in facilitating social dynamics.

6 Future Research Opportunities

This section describes several potential applications of how the previously introduced
concepts of persuasive cities can be designed and introduced in various urban contexts
to support wellbeing.

6.1 Sedentary Behavior

Recent reports show that a growing number of students are becoming obese not just
because of their lack of exercise, poor diet, and excessive screen time but simply
because they do not stand up during the active hours of their day. Even when they get
enough daily exercise, students who spend the rest of the day seated suffer from a
greater risk of obesity as well as of diabetes, cardiovascular disease, and even some
cancers than students who stand. Thereby, the more stand-biased furniture there is, for
example, installed in classrooms, the more likely students are to stand more than sit and
gradually come to like or at least expect that behavior as the norm.

When implemented, socially influencing systems supported by a technologically
enabled built environment may have a more sustainable impact on behavior change than
stand-biased furniture alone. Therefore, a behavioral intervention can be designed for
the built environment of the classroom with a technologically enabled seating system
that serves as a persuasive change agent [8] even when students are not directly using it.

6.2 Water Conservation

A large component of urban water is attributed to residential use, which includes water
for drinking, bathing, clothes and dish washing, toilet flushing, and landscaping. Use of
persuasive technology [11] paves the way to new channels of influencing behavior
towards sustainability, e.g. better access to quick and frequent feedback, personaliza-
tion and two-way interaction, optimized information source for feedback, and ability to
scale amongst others. The power of persuasive technology lies in its customizability
and opportunity for scale.

Persuasive cities research takes advantage of digital platforms to influence impact
to the individual. By taking this one step further and sharing the tool among users, the
concept of “environmental feedback” can harness the benefits of normative influence
among crowds. This can prove to be very powerful when considering tenants of an
apartment building, or local residents of a neighborhood, or even a city. Thus, by first
using a platform customized to the user, the data among a larger network can be
aggregated and then re-shared to a group of users on situated displays.

Persuasive Cities for Sustainable Wellbeing 279



6.3 Walking

There are modifications that city planners can potentially make, and have made, to the
urban environment to promote walking. For instance, walkability can be improved
through the provision of clean, well-lit and safe sidewalks, shelter from rain and sun, an
attractive urban environment and so on. However, while these are all important ele-
ments, they alone do not seem to be sufficient to bring about the behavior changes that
could be so beneficial to health. In addition to meeting the basic requirements of safe
and navigable walking conditions, there are proven methods of causing attitudinal
change through social influence [4] that can promote sustained behavior change.
Through persuasive changes to the environment, barriers to walking such as normative
influence [14], social learning, and social facilitation [10] can change the way people
think about walking and lead to increased physical activity. Recognition [15], com-
petition [7], and cooperation [1] can be leveraged to build on the initial activity of
walking and promote sustained adoption.

Persuasive cities can make walking experience more engaging by combining a
mobile phone app that interacts with retrofitted traffic light junctions. To participate,
users will have to download a mobile app and provide information on where they live,
in order to be placed into a team that corresponds to their address. When waiting at
traffic light junctions, users obtain riddles either through a small screen attached to the
junctions or directly messaged to their phones. They would input their answers into the
mobile app, and correct answers win points for the team. When playing outside own
neighborhood, or when teaming up with other users, the user gets additional points, for
example. An interactive color strip could be placed on each traffic light, which would
display the top three teams with the highest points scored that day at each light.

7 Conclusions

Fundamentally new strategies must be found for creating the places where people live
and work, and the mobility systems that connect these places, in order to meet the
profound challenges of the future [16]. Novel models for urban architecture and per-
sonal vehicles should be more responsive to the unique needs and values of individuals
though the application of disentangled systems and smart customization technology.
Future research should be directed towards exploring how urban design might be
combined with persuasive technology and socially influencing systems to encourage
healthy behaviors at scale.

Future computer-supported innovations should be designed with intent to under-
stand and respond to human activity, environmental conditions, and market dynamics.
The design of future cities requires optimal combinations of automated systems,
just-in-time information for personal control, and interfaces to persuade people to adopt
sustainable behaviors. Drawing on socio-psychological theories and integrating them
with new concepts for urban design and technology, the proposed persuasive cities
research will advance the livability in future cities.
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Appendix A: Measurement Items and Combined Loadings

Constructs Indicators Load

Social
facilitation

I noticed that my colleagues were participating in the Biking Tourney .880
I noticed how other coworkers rode bikes as part of the Biking Tourney .826
I recognized that there were other people from my organization biking to
work during the Biking Tourney

.799

Cooperation I noticed that my colleagues cooperated during the Biking Tourney .897
I noticed how my co-workers encouraged each other to ride during the
Biking Tourney

.843

I observed that my colleagues are collaborating during the Biking
Tourney

.853

Competition I was able to follow my organization in standings of the Biking Tourney .826
I followed how organizations were competing during the Biking
Tourney

.852

I noticed how competitive my organization was in the Biking Tourney .755
Public
display

My organization had a public screen which displayed the Biking
Tourney standings

.983

I noticed the rankings of Biking Tourney on a public screen in my
organization

.962

There was a public screen in my organization for everyone to see the
Biking Tourney activity

.977

Rankings I noticed the ranking of organizations based on total miles ridden .823
I noticed the ranking of organizations depending on average miles ridden .910
I noticed the ranking of organizations based on number of employees
biking to work

.856

Engagement The Biking Tourney encouraged me to commute by bike to work .937
The Biking Tourney motivated me to continue riding my bike to work .917
I felt engaged in riding to work during the Biking Tourney .818
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Abstract. We present an intelligent data management framework that
can facilitate development of highly scalable and mobile healthcare appli-
cations for remote monitoring of patients. This is achieved through the
use of a global log data abstraction that leverages the storage and
processing capabilities of the edge devices and the cloud in a seam-
less manner. In existing log based storage systems, data is read as fixed
size chunks from the cloud to enhance performance. However, in health-
care applications, where the data access pattern of the end users differ
widely, this approach leads to unnecessary storage and cost overheads.
To overcome these, we propose dynamic log chunking. The experimen-
tal results, comparing existing fixed chunking against the H-Plane model,
show 13 %–19 % savings in network bandwidth as well as cost while fetch-
ing the data from the cloud.

Keywords: Cloud computing · Healthcare IoT framework · Log storage
system

1 Introduction

Remote monitoring of patients through the use of wearable sensors and smart-
phones is becoming an effective tool for quality healthcare delivery. If scaled up,
it can reduce the load on hospitals as well as the need for patients to visit the
hospitals multiple times.

Technologies such as low cost body attached sensors, powerful smartphones
which can act as Internet of Things (IoT) gateways for these sensors, cheap
and easily deployable cloud solutions and many other innovations have become
enablers for remote monitoring applications. Most of the current applications
leverage cloud for storage and analytics of data. The cloud also acts as an entity,
which helps the globally distributed and highly mobile IoT devices to intercon-
nect. However, as the edge devices (such as IoT gateways and smartphones) are
c© Springer International Publishing Switzerland 2016
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becoming powerful, the cloud is also moving closer to the edge as discussed in [1].
This has helped to build IoT infrastructure which delivers low latency response
for applications and reduce network cost of sending large amount of unfiltered
data to the cloud.

Based on these developments, we present a 3-tier architecture for remote
healthcare applications. We call this architecture as H-Plane, which stands for
Healthcare-Plane. It consists of a modified log abstraction for data management
that can facilitate location unaware routing and scalable storage. We also present
a user access pattern based log prefetch model that can highly improve the
efficiency of data reads from the cloud, compared to other systems such as Bolt
[2] and Global Data Plane (GDP) [3].

In H-Plane, the log is the fundamental storage abstraction for transferring
and managing data. The logs are divided into segments and distributed across
different nodes to meet quality of service (QoS) needs. Even though the logs are
divided into segments and distributed, the applications have a single logical view
of Log. The segments are again divided into logical chunks. A chunk constitutes a
contiguous sequence of records and it is the basic unit of data access. Accessing
data from the cloud as chunks helps to prefetch data, which in turn reduces
the number of requests and round trip delay [2]. However, the method of fixed
size chunking in GDP, Bolt and other log based systems, leads to unnecessary
storage and cost overheads due to unused prefetch data. In order to overcome
this, we present a method for dynamic chunking of the logs based on the user
access patterns.

The rest of the paper is arranged in the following way. Section 2 describes
the background and related work. The H-Plane architecture, log data abstrac-
tion and different log operations are discussed in Sect. 3. We introduce dynamic
chunking models in Sect. 4, followed by the evaluation and cost benefits in Sect. 5.
The future direction of the research and conlusion is presented in Sect. 6.

2 Related Work

Earlier IoT and cloud architectures as summarized in [4–6] considered the IoT
devices connected to each other through the cloud. As the edge devices gained
more capabilities, the concepts such as Fog computing [1] gained prominence,
which enabled the use of edge devices as storage and processing nodes. As IoT
and cloud infrastructures are increasingly used for various applications, scalabil-
ity becomes a big factor. It is argued in the work of Zhang et al. [3] that the current
architecture would not scale to the needs of future applications and hence a data
level abstraction, including a log data structure was suggested. The need for a log
based storage for numeric time series data such as EEG and ECG is also well stud-
ied by Shafer et al. [7]. One of the research work by Gupta et al. [2] leveraged these
ideas and implemented the same for connected home devices. Global Data Plane
[3] was proposed to overcome the challenges in Bolt [2]. It utilizes the data man-
agement capabilities of Bolt such as time-series append-only log, chunking of logs
for performance, policy-based storage, data confidentiality and integrity. In order
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to meet the scalability needs, they have used OceanStore [8], which is a highly
scalable distributed storage system. To provide location independent routing, con-
cepts from Named Data Network (NDN) [9] were also incorporated in GDP. Since
this is a new concept, we do not know of any applications that have used or tested
this framework. Our previous experience [10] with remote monitoring healthcare
applications provided the impetus to adapt GDP like architectures for healthcare
applications. We feel that it is going to highly simplify the application develop-
ment and at the same time ensure data integrity.

Many of the existing healthcare applications have been using various cloud
and IoT architectures. As the ground realities are changing, the applications
need to move towards a more scalable architecture, that is both secure and at
the same time ensures certain QoS that are specific to healthcare applications.
In this paper, we have enhanced the data management capabilities of healthcare
applications using H-Plane. Though it is only in the early stages of conceptual-
ization, we have built upon GDP to design H-Plane as a framework for deploying
healthcare applications.

3 H-Plane

3.1 Architecture

In this section, we describe the architecture for H-plane and explain how we
have tailored data management for healthcare applications. We consider an
extended cloud architecture where there are various body sensors connected to
the patient. Usually, these sensors send the data to an IoT gateway, which could
be the patient’s smartphone or another kind of high-end device. These high-
end devices have the capability to perform minimal computation and real-time
processing. There could be multiple high-end devices which are in the neighbour-
hood. These high-end devices could have varying capabilities and could be linked
over a heterogeneous network, such as WiFi or Bluetooth. It may be noted that
the patient’s high-end device could also be connected to another patient’s device
or to a health service personnel (HSP), such as that of a doctor or a clinician.
The high-end devices are connected to the cloud (private or public) over different
media and networks. The cloud has higher capabilities for batch processing as
well as large storage space for long term archival of data. The public and private
parts of the cloud are also connected through proper interfaces. In the following
part of the paper, the sensors, the devices and the cloud are referred to as nodes
in general. This is depicted in Fig. 1.

Here, the edge devices can communicate with each other and share their
processing and storage capabilities, independent of the cloud. The patient’s data
could be routed to the doctors high-end device skipping the cloud, thereby reduc-
ing the upstream traffic to the cloud. The data archival in the cloud could be
done at a later time when the cost of transmission is less. This architecture allows
the high-end devices to go offline from the cloud and then join in later through a
different network. The connectivity of the devices and location unaware routing
are managed using NDN [9].
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Fig. 1. The H-plane architecture.

Figure 1 also shows a global logical log, which has multiple physical log seg-
ments that are located in different nodes. A detailed discussion on logs, chunks,
segments and log operations follows in the next section.

3.2 Logs

In H-Plane, a single-writer append-only log is the basic storage abstraction for
the healthcare applications. The application gets a single logical view of the log,
although it is physically divided into different segments. These segments could be
placed at different nodes (cloud, gateways etc.) in the infrastructure to meet vari-
ous Quality of Service (QoS) requirements as shown in Fig. 2(b). In a log, only the
head segment is mutable and all other segments are immutable. The segments are

Fig. 2. The H-Plane log abstraction. (a) Data is written to the head of a log segment.
(b) Log segments are placed in a distributed manner across different nodes.
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divided into different logical chunks. A chunk is the basic unit of data access in our
infrastructure and helps in batching data during a read operations which improves
the system performance. In the below discussion on logs and log operations, we
assume constant chunk size for the sake of clarity. We introduce the concept of
dynamically deciding the chunk size based on the readers access pattern, and is
explained in a later section. The healthcare applications can use this log abstrac-
tion to store and move data between different nodes. H-Plane provides few basic
operations to enable applications to effectively use log data structure. These may
be further extended based on future needs.

3.3 Log Operations

We define a set of basic log operations that can be used by the applications using
API function calls to the H-Plane.

– Log Creation. An application can create a new log by calling the following
API functions:
create (user id, sensor id=none, sensor type=none, segment size=default)
Using the above, a new log stream is created and a locally generated log id
is returned. The log id is a unique identifier assigned to a log from a 256-
bit address space. The details of the newly created log is then sent to the
metadata server. The segment size can either default to a preset value or
could be assigned according to the type of sensor used. This flexibility would
allow in optimizing performance of the log management for different kinds of
sensors.

– Log Write. The medical data received from the sensors are appended into a
log in the form of data record; a time-tag-value pair, which may be changed
according to the requirements of the application. The append() API function
is provided to write data to the log. This API function is initiated with the
following parameters:
append (log id, value, tag, timestamp)
The append operation identifies the mutable segment corresponding to the log
and then adds the new data record to its head. Once the append operation is
complete, it returns the file offset of the data record. The offset is added to
the segment’s chunk index which is stored along with the segment.

– Log Read. A single log has multiple readers, which enables data sharing
amongst different applications or users. A user is able to retrieve the data
within a particular timeframe using the read API function. It has the following
parameters:
read (patient id, log id, start time, end time)
To retrieve data record from the log for a specific time window, the appli-
cation identifies the location of the segments, which is stored in the segment
index (SegmentIdx) in the metadata server. It has the details such as the loca-
tion, segment id and time window. After identifying the segment location, it
downloads the corresponding chunk index (ChunkIdx) from the remote device
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that has the segment. The chunk index contains entry for each data item in
the segment. The application queries the chunk index locally to identify the
offsets related to the chunk. It then sends a request to the remote device for
the chunk and retrieves the data.

We present a special use case that makes use of logs extensively. Suppose
a user, such as an HSP or patient needs to retrieve a part of the data. The
application can request for log chunks, either from the same log stream or
from different log streams. For example, if the doctors want to see all the sen-
sor readings from a patient during a time frame, then the system can retrieve
the log chunks from different sensors, which have those timestamps. Another
utility is that we can create a critical log stream, that contains only the log
chunks which are flagged as critical. This will help in better management of
critical data across the cloud infrastructure.

– Log Subscribe. The users can subscribe to a log stream to get instant updates
from a particular IoT device. When an application calls a subscribe API, the
corresponding user id is added to the subscribers list associated with a log
stream, which resides in the metadata server. This list is updated when the
user moves to another location or when he switches his device. The following
parameters are passed to the subscribe API:
subscribe (log id)
Once a user is added to the subscriber’s list, the mutable segment of the log
is asynchronously replicated to the node associated with the user. A cloud
backup node can be made, by default, a subscriber to all the log streams.
If a subscriber node goes offline, the data from the source node need to be
temporarily stored and sent at a later time, when the node restores the net-
work connection. This storage may be done locally or in the cloud or in the
neighbouring nodes.

– Log Replication. The reliability and availability of medical data is of utmost
priority. Hence, we can make use of the storage capabilities of the neighbouring
nodes as well as the cloud, viewing them as a shared storage space. A log
segment can be replicated by using the following API call:
replicate (log id, segment id)
This will inturn send the segment to all the subscribers as well as the neigh-
bouring nodes. The number of neighbouring nodes, time of replication and
medium selection are all chosen by the application according to the data man-
agement policy as well as the user preferences. In case of replicating a mutable
segment, the application will need to send the data records to the subscribers
and neighbouring nodes as and when the data is written.

As seen above, the log abstraction model forces the applications to access the
data as chunks. Since the log data is time series in nature and the users generally
tend to access near by data, chunking is an effective method to prefetch data
from the cloud. However, in most of the healthcare applications, the end users are
of different categories. For instance, the doctors, technicians, clinical assistants
and patients access the log in different ways. Also, the temporal variability in
access patterns can also be seen even among the same user group. Suppose the
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doctor requests a one minute ECG data for a particular patient. The downloaded
chunk contains two minutes of extra data which may not be accessed later. It
would be inefficient in downloading that chunk into his smartphone. However, in
case of a technician, he might use all the three minutes of data. Thus, a constant
chunk size leads to inefficient prefetch of data from the cloud, resulting in cost
and bandwidth overheads.

We identified that the log writer cannot decide the chunking size since the
log reader preferences are varying even on the same segment of data. In order
to overcome this challenge, we propose a dynamic log chunking model based on
the reader access pattern.

4 Dynamic Log Chunking Model

In this section, we elaborate our approach towards chunking the log segment
based on user or reader access patterns. As shown in the Fig. 3, a log chunk,
requested by a reader, consists of two parts: requested data - Rsize (data that
is requested for current use by the reader) and extra data - Red (data that is
prefetched along with the requested data). Extra data can be classified as unused
data - Dun (extra data that is not used by the reader for succeeding requests
even though it is stored locally) and used data - Du (extra data that is used in
the succeeding requests). Our aim is to reduce the unused data by dynamically
deciding the chunk size for each reader based on access pattern. In order to
achieve this, we analyze the amount of Dun and Du for each chunk request.
The relationship between Dun and Du is a direct measure of the readers access
pattern, and hence we can change the chunk size Csize, for the next request
based on these. Suppose Cn

size is the current chunk size and Cn+1
size is the chunk

size for the (n + 1)th request, then we formulate it as:

Cn+1
size = Cn

size − Dn
un, if Dn

un > 0. (1)

Cn+1
size = Cn

size + α ∗ Dn
u , if Dn

un = 0 and Dn
u > 0. (2)

Cn+1
size = Cn

size + β ∗ Rn
size, if Dn

un = 0 and Dn
u = 0. (3)

Rn
size

Dn
u Dn

un

Rn
ed

Cn
size

Fig. 3. Representation of a log chunk showing the requested, extra, used and unused
data sizes.
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Equation (1) is used when there is unused data in the current chunk and it
effectively reduces the unused data from the succeeding chunk size. Equation ( 2)
is used when there is no unused data in the current request. This implies that
all the prefetch data was useful. Hence, we can slowly increase the prefetch size
by using a growth rate α. The value of α is decided by the application to control
the growth rate of chunk size. Equation (3) is used when both the used and the
unused data in the chunk is zero. It means that the request size was equal to
the chunk size, thereby leaving no space for any prefetch data. Hence, we can
increase the chunk size by a factor β of the current request size. Once again, the
value of β is decided by the application based on how it wants to control the
growth rate of chunks. The update of the chunk size could be done after each
request or after multiple requests. In H-Plane we have used two different models
to update the chunk size.

– Dynamic Chunking 1 (DC 1). The Eqs. (1) to (3) are applied based on
the average of Dun, Du and Rsize over n requests. Accordingly a new chunk
size Csize is calculated and used for the next n requests.

– Dynamic Chunking 2 (DC 2). Csize is calculated after each request but
not updated until a predefined number of requests, n, are completed. The
average of Csize over n requests is calculated and then used as the new chunk
size for the next n requests.

The frequency of updation of chunk size must be based on the frequency of
reader access. If the logs are accessed with high frequency, then we can learn for
larger number of requests and then use that. On the other hand, if the reader
accesses the logs less frequently, then we may use those few access history to
learn and calculate the new chunk size. In both cases, the goal is to learn and
calculate new chunk sizes faster. This also implies that the frequency of changing
chunk sizes is inversely proportional to the frequency of read requests. Hence,
we formulate the update frequency parameterized by the frequency of requests
and is written as follows:

n = γ ∗ f. (4)

In Eq. (4), n is the number of requests to be used for learning the new chunk
size. The value of γ is used to control the update frequency, and it is up to the
application to decide. The frequency of requests on that log from a particular
reader is represented by f, whose unit is in requests per day. Using this equation,
the application can find out the frequency at which the chunk sizes should be
updated as well as the number of read requests to calculate the new chunk sizes.

To implement the above said dynamic chunking model, we propose modifi-
cations to the data read/write operations and the chunk indexing methodology.
The data write should be done at the record level, while the data read at the
chunk level. Once a complete segment is written and made immutable, an associ-
ated chunk index is created which contains the timestamp and the corresponding
offset for each data record. This implies that the chunk index will contain as many
entries as the number of data records in that segment. When a reader requests
for data from a segment, the application downloads this chunk index locally on
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that device. For every request of size Rsize, the corresponding offsets are iden-
tified from the chunk index. Based on the current chunk size Csize, the prefetch
size is calculated and an offset is identified accordingly. The final request will
thus have the requested data as well as the prefetch data size added together.
The remote device, which has the segment, will retrieve the data according to
the Csize and send it back. It may be noted that for the first read request on a
log, a default chunk size may be used.

5 Evaluation

To evaluate the performance of the proposed model, we compared the Dun that
gets downloaded while using dynamic chunking versus fixed size chunking mod-
els. We used 384 KB for fixed chunk size. This is equivalent to about two minutes
of standard 3-channel ECG data. The request sizes Rsize was picked up from
normally distributed data request sizes, with mean as 230 KB and standard
deviation of 40 KB. The used prefetch data Du also varied with a mean of 60 %
of the extra data Red and standard deviation of 10 %. A total of 100 requests,
totalling to around 35 MB of data (equivalent to four hours of three channel
ECG data) were considered for the evaluation.

The frequency of updation of chunk size, for dynamic chunking, was fixed at
n = 10. This was done based on a sample usage scenario. Suppose there are 100
request/day, we considered γ = 0.1. Hence, the latest ten requests are used to
calculate the log chunk size. After every ten requests, the chunk size was updated
based on both the updation methodologies listed in the above section. The values
used for the growth rate α was 0.3 and that of β was 0.1. Though we experi-
mented with these values, different values of α, β and γ could be used based on
the application requirements. Figure 4 shows Red, Du and Dun as a percentage of
the chunk size while using the fixed chunking method and two approaches of the
dynamic chunking model. In both models the chunk size was updated after every

Fig. 4. Comparison of percentage of used data, unused data, and the extra data while
using dynamic chunking and fixed chunking models.
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10 requests. On an average about 15 % of all the chunk data that is prefetched is
not getting used in subsequent requests (as expected according to our mathemat-
ical modelling of used data sizes). However, in such cases, the dynamic chunking
method 1 decreases the unused data to less than 5 %. Along with this decrease, a
slight decrease in the used data is also seen. Using the second dynamic chunking
model, the unused data percentage stays at 6 % while the used data percentage
is same as that of the fixed chunking method. This reduction in the unused data
without affecting the percentage of used prefetch data is considerable and can lead
to savings in both costs and bandwidth for the service providers as well as the end
user.

5.1 Benefits

Bandwidth Benefits. We notice that on an average about 15 % of all the chunk
data that is prefetched is not getting used in subsequent requests (as expected
according to our mathematical modelling of used data sizes). However, in such
cases, when we use the dynamic chunking method 1, the unused data percentage
decreases to less than 5 %. Along with this decrease, a slight decrease in the used
data is also seen. Using the second dynamic chunking model, the unused data
percentage stays at 6 % while the used data percentage is same as that of the
fixed chunking method. This reduction in the unused data without affecting the
percentage of used prefetch data is considerable and can lead to savings in both
costs and bandwidth for the service providers as well as the end user. The fact
that DC 2 has relatively higher Du also suggests that the reduction in chunk
size has not reduced the used prefetch data in absolute terms.

Cost Benefits. The reduction of unused prefetch data also reduces the overall
data download and upload requirements, both at the cloud as well as at the end
user nodes. Table 1 compares the data downloaded from 100 requests for fixed
and dynamic chunking models, given the same request size. DC 1 gives around
20 % savings while DC 2 saves around 14 % in comparison to fixed chunking.

These data saving translates to similar cost savings too. For instance, an
application provider using the Amazon S3 for data storage would be charged
around $0.09/GB for outbound data bandwidth for up to 1TB per month.
A reduction of 14 % in out-bound traffic would result in savings of $126 per
month. On the other hand, for the end user who uses mobile data for access-
ing patient data, a savings of 14 % translates to around $10/GB. Apart from

Table 1. Data usage comparison (in KB) using dynamic chunking and fixed chunking

Rsize Red Total data Savings %

Fixed chunk 22,546 15,854 38,400 -

Dynamic chunking 1 22,546 8,304 30,850 19.7

Dynamic chunking 2 22,546 10,584 33,130 13.7
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the cost perspective, the dynamic chunking could result in much efficient use of
bandwidth across the entire IoT infrastructure as well.

6 Conclusion and Future Work

The H-Plane architecture for remote monitoring healthcare applications pro-
vides a data centric abstraction using logs and related log operations, thereby
viewing the entire IoT infrastructure including the cloud, the edge devices and
the sensors as a single storage, processing and routing infrastructure. Our expe-
rience with using fixed chunking of logs in healthcare applications presented a
particular problem of unnecessary prefetch from the cloud and remote devices.
The proposed solution was found to improve the performance of log systems
by around 15 % translating into cost and bandwidth savings for the cloud user
as well as the end users. We envisage that the use of dynamic chunking would
be explored further in other domains as well and that other models would be
developed that could further enhance the performance.
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Abstract. At present the demographic changes cause a gradual, but permanent
growth of older generation groups. This trend of aging results in serious
problems such as incidence of aging diseases, social and economic burden.
Therefore there is considerable effort to maintain this population group active
and healthy as long as possible. One of the ways of doing this is the exploitation
of the so-called mobile health devices which can provide people with infor-
mation on their health, reminders for scheduled visits, medication instructions,
or consulting a doctor at a distance. The purpose of this review study is to
explore mobile health devices which are effectively used by older people for the
enhancement or maintenance of their state of health. In addition, the author of
this review study lists the main benefits and limitations of mobile health devices
for older people. The methods used for the discussion of this topic include a
method of literature search, a method of comparison and evaluation of the
selected sources.

Keywords: Mobile health devices � Older people � Randomized clinical trials �
Benefits � Limitations

1 Introduction

Currently, due to the demographic changes, there is a gradual, but permanent growth of
older generation groups. In 2013 there were 44.7 million people aged 65+ living
worldwide. By the year of 2020 it is estimated that the number of elderly aged 65+ will
reach 98 million [1]. For example, in Europe, the proportion of elderly aged 65+ is
expected to rise from 18.2 % in 2013 to 28.1 % in 2050 [2]. This trend of aging causes
serious problems such as incidence of aging diseases, social and economic burden
[3–5]. Therefore there is considerable effort to maintain this population group active as
long as possible. For example, governments all over the world try to establish strategic
plans aimed at aging population groups. They look for sustainable sources of retirement
incomes to support retirement living; emphasize the importance of the need for positive
individual and community attitudes to aging; building up age-friendly infrastructure
and community support (including housing, transport and communications), to enable
elderly to participate in and remain connected to society; and stress the importance of
healthy aging to enable a greater number of older people to remain healthy and
independent for as long as possible [6], which can be maintained by using new modern
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communication and information technologies, particularly the Internet, in order to
improve older people’s health. This concept is called electronic health (e-Health) [7].

At present e-Health has a big potential for elderly because it can enable easier
access to better and more effective healthcare. Moreover, most of older people now
own and know how to use a mobile device which can provide such an e-Health or more
precisely, mobile health (m-Health) service. According to de Veer et al. [9], older
people start to be open-minded towards the use of eHealth applications. As Fiordelli
et al. [8] state, the use of mobile devices can improve diagnosis and compliance with
treatment guidelines, patient information and administration efficacy. At present,
elderly use selected eHealth services which include, for example, obtaining information
on their health, receiving reminders for scheduled visits, medication instructions, or
consulting a doctor at a distance. Furthermore, they use Internet for searching health
information about the right nutrition, exercise or weight issues, diseases such as cancer,
heart disease, or arthritis, high cholesterol, and health providers (cf. [10]).

The purpose of this review study is to explore mobile health devices which are
effectively used by older people for the enhancement or maintenance of their state of
health. In addition, the author of this review study lists the main benefits and limitations
of mobile health devices for older people.

2 Methods

The methods used for this review study include a literature search in the world’s
acknowledged databases such as Web of Science, Scopus, PubMed, and Springer. The
search was based on the key words: mobile health devices/technologies for older
people; mobile health devices/technologies for elderly; and mobile health
devices/technologies in healthcare in the period of 2013 till present. In addition,
methods of comparison and evaluation of the findings from the selected studies were
applied. The studies included in this review comprise only randomized clinical trials
conducted among the older population groups and those written exclusively in English.
Furthermore, the studies had to match the corresponding period, i.e., from 2013 up to
the present time; the period is limited to these years only since till 2013 several review
studies on this topic were written. This analysis was conducted by identifying the key
words and checking duplication of available sources in the databases mentioned above.
Afterwards, the studies were assessed for their relevancy, i.e. verification on the basis
of abstracts whether the selected study corresponds to the set goal. After the exclusion
of such studies, 29 sources were analysed and 21 eventually excluded. In addition,
older studies were used for the comparison of the findings in the part of Discussion, as
well as in the Introductory part to discuss the topic.

3 Results and Discussion

Altogether eight randomized controlled clinical trials were identified and their over-
view is presented in Table 1 below. The studies include both healthy and ill older
individuals aged on average 60 years.
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As the findings in Table 1 show, majority of these studies include mobile health
devices (e.g. smartphones or pedometers), which should help increase physical activity
among older individuals (cf. [13–16]). Two studies [12, 18] show a positive effect of
mobile health devices, such as electronic pill box application on a smartphone, on the
improvement of patients’ medication adherence. In addition, mobile health devices
assist in monitoring of patients’ diseases, for example, diabetes or hypertension [17].
Specific features of mobile health devices, such as accelerometer sensors, can con-
tribute to the development of enhanced methods for diagnosing different diseases older
people may suffer from [11].

Thus, as other research studies state, elderly people are generally in favour of
mobile health devices since they can assist them in reminding them of their hospital
appointments, or monitoring their health (cf. [19–21]). Furthermore, these mobile
health services seem to motivate them in raising their daily physical activities (cf. [22,
23]) and contribute to the improvement of quality of their life. In addition, mobile
health technologies are also beneficial for diagnostics (cf. [24]).

The findings indicate that there have been so far modest benefits of mobile tech-
nologies for elderly (cf. [25]). However, it is becoming evident that with the growth of
aging population worldwide, there will be a higher incidence of chronic diseases,
frailty, and disability and therefore the mobile technologies will be suitable intervention
tools for elderly [2]. In fact, they can provide them with real-time, long-term, nonin-
trusive assisted living and care services, tailored to their personal health condition [26].
The mobile health technologies also enable easier and faster access to healthcare to for
elderly living in remote areas [27]. In addition, these technologies are also more
economical since they can contribute to the reductions of costs of treatment [28].

Although, there are clinical trials in progress [29], the findings show that there
should be more high quality longitudinal randomized controlled clinical trials with
larger size samples of subjects (cf. [25]) since most of the clinical trials in Table 1
included small samples of subjects (cf. [11–16]). In addition, the trial period should last
at least for six months.

Table 2 below then summarizes the main benefits and limitations of mobile health
technologies for older people.

Table 2. Key benefits and limitations of mobile health technologies for elderly

Benefits Limitations

• Very suitable and stimulating
intervention and diagnostic tools for
elderly

• Enhanced access to healthcare for
elderly living in remote areas

• Improvement of elderly people’s
quality of life

• Cutting potential costs of treatment and
care on elderly people

• Ecological approach

• Lower awareness of the benefits of mobile
health applications among elderly

• A lack of longitudinal, randomized controlled
clinical trials with large size samples of subjects

• A lack of motivation among elderly to use mobile
health technologies

298 B. Klimova



4 Conclusion

Overall, with the enhancement of new technologies, mobile devices can assist elderly
both in the prevention and in the treatment since they offer unique opportunities for
monitoring their progress, providing them and their family members (usually informal
caregivers) with education materials, receiving personalized prompts and support,
collecting ecologically valid data, and using self-management interventions when and
where they are requested [30]. However, elderly people must be motivated in order to
understand the magnitude of the health problem and the benefits of the mobile appli-
cation [21].
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Abstract. Wearable computing is fast advancing as a preferred approach for
integrating software solutions not only in our environment, but also in our
everyday garments to exploit the numerous information sources we constantly
interact with. This paper explores this context further by showing the possible
use of wearable sensor technology for information critical information systems,
through the design and development of a proof-of-concept prototype.
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1 Introduction

The topic of wearable computing and smart garments have been researched and
developed for several decades (Mann 1996), but has only in recent years become a
popular research field. Gartner first introduced Wearable User Interfaces into their
Hype Cycle for Emerging Technologies in 2013, two years after introducing Internet of
Things (Fig. 1). Since its introduction, it has stayed on the Peak of Inflated Expecta-
tions, but is showing a trend of moving into the Trough of Disillusionment. According
to Gartner, when a technology transitions into the Trough of Disillusionment, it is
expected to see an increase in failed experiments and implementations within the field,
and a struggle to satisfy the early adopters of, and investors for the technology (Gartner
2016). Because of this, it is important that research on this field focuses not only on
simple prototypes and single-case studies, but also on how it can be integrated with
existing business practices.

For this paper, we will use Sonderegger’s (2013) definition of smart garments:

“Smart garments are clothes containing technology such as sensors, processors, communica-
tion equipment, displays or input devices that are integrated into a textile-based garment
structure and provide some additional functionality compared to the classical physical and
socio-cultural functions of clothing.”
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We also make a clear distinction between the term wearables and the term smart
garments, as the term wearables also includes smart watches and other similar tech-
nologies that can be worn, but does not fill the requirements of a garment.

According to Karrer et al. (2011), current smart garment systems consist of DIY
approaches, textile music controls and specialized systems for health and sports. It has
also recently been embraced by the fashion industry, predominantly with use of LEDs,
and other sources of light, that enhance the visual impact of the garment (Rossi et al.
2011; Ashford 2014a, 2015; Cochran et al. 2015). Several companies are working to
make this technology more accessible for everyone, and Adafruit is a company one of
these companies. They focus on both providing hardware and easy-to-use electronic
components, but also on providing guidance and extensive learning for their users.
Included in their product line is a set of sow able components, with custom pads made
for use with conductive thread, headlined by their electronics platform named Flora
(Adafruit 2016a). Another very similar product is the Lilypad Arduino (Fig. 1), orig-
inally developed to be a kit for schoolchildren and adults to learn how to build and
program their own wearable computers (Buechley et al. 2008), and is now a part of
Arduino’s own product line (Arduino 2016).

Although these examples far from indicate a widespread adoption of this tech-
nology, it does demonstrate the fact that the smart garment industry is not just catering
those with existing knowledge about the technology, but also people competent in
other areas, such as fashion. Because cooperating with the fashion industry is instru-
mental to developing successful smart garments (Jacob and Dumas 2014; Silina and
Hadaddi 2015; Cochran et al. 2015), this trend of making wearable technology easy to
use and develop may be instrumental to a successful, widespread adoption of smart
garments.

According to Perera et al. (2014), most of the research done on IoT during the last
two decades has been focused around prototypes, systems and solutions with a limited
number of data sources. However, as the technology develops, a need to be
context-aware and able to utilize a large number of sensors arises, and with this, the
need to develop solutions which implement a strong core architecture, and is flexible
and modular enough to be combined with other IoT solutions (Perera et al. 2014). One
way of exploring how this would apply to the development of a smart garment, is to

Fig. 1. Arduino processors
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look at how we can connect the garment to other context sources, and how we can
make a garment architecturally robust enough to be utilized by many different kinds of
applications. In addition to this, the development of smart garments poses particular
challenges tied to wearability, fashionability and durability (Karrer et al. 2011) not seen
in many other technological solutions.

Our goal for this paper is to look at how both the architectural- and physical
requirements of the garment can be met, in a way which is flexible and powerful
enough to be context aware. Our method for exploring this will be to develop a
prototype of a smart garment which is simple enough to be worn as a normal garment,
but at the same time, architecturally sound enough to support being utilized by different
applications and contexts. Because of this, the research question for this paper will be:

What considerations are needed when designing a smart garment suitable for a
range of unknown applications?

To answer this, we will present a prototype of a smart garment in the form of a
jacket containing both input, output and networking devices, and how this garment can
be used with different contexts.

2 Background

To provide a robust solution, we have done a thorough literary search on similar
projects and solutions. This includes topics relating both to placement and configura-
tion of the hardware and the garment, as well as architecture and context management.

A reoccurring trend with smart garments is the development of products placed on
the user’s chest or arms (Davide et al. 2014; Karrer et al. 2011; Pailes-Friedman et al.
2014; Jacob and Dumas 2014; Koo 2014; Pailes-Friedman 2015; Mann 1996; Todi and
Luyten 2014; Bian et al. 2011; Randell and Muller 2000). Several of these include
research and testing which supports this being the ideal placement for smart garment
technology as it is now (Pailes-Friedman et al. 2014; Karrer et al. 2011; Gemperle et al.
1998). From their user tests, Karrer et al. found that, for placement of an input device
where the user pinches a piece of fabric, they found that the forearms, upper arms and
area around the collar bone as most popular. The testing also revealed that the chest
may not be suitable for interaction, both because it was seen as possibly socially
unacceptable, and also because it may not be compatible with the use of, for instance, a
low-cut top (Karrer et al. 2011). Because of this, a jacket with an open front has been
chosen for the prototype for this project.

As previously mentioned, Karrer et al. (2011) highlight wearability, fashionability
and durability as challenges when designing, engineering and manufacturing smart
garments. To make sure we meet the challenges tied to wearability, we will be fol-
lowing the set of design guidelines for wearability presented by Gemperle et al. (1998).
The guidelines including the following listing, from simple to more complex: Place-
ment (where on the body it should go); Form language (defining the shape); Weight (as
its spread across the human body); Accessibility (physical access to the forms); Aes-
thetics (perceptual appropriateness); Long-term use (effects on the body and mind).

These guidelines have been used to dictate the design of the garment, and will be
used as a benchmark to evaluate whether or not the solution meets the challenge of
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wearability. Regarding the challenge of fashionability, Karrer et al. (2011) suggest that
the electronics in the garment, if possible, should be completely hidden. However, we
would argue that fashion is about much more than just whether or not the electronics
are visible, but also how the garment reflects the societal impact the garment has. In
general, clothing can have two distinguished functions: the physical and socio-cultural
function (Sonderegger 2013). Not only do clothes keep us protected from the elements,
but it can also reflect the wearer’s individual, sexual, cultural or religious characteristics
and social status (Sonderegger 2013). When looking more specifically at wearables, the
solutions can generally be divided into responsive and emotive wearables (Ashford
2014b). Responsive wearables are a term which describes a wearable technology that
reacts to the user’s social environment, or one which intercepts, processes and displays
data from other devices and context sources (Ashford 2014b). Emotive wearables on
the other hand are technologies which amplifies physiological data associated with
non-verbal communication, reflecting, for instance, the user’s emotions or mood
(Ashford 2014b). This indicates that smart garments may use electronics not only to
make a hidden computer, but also to open up new avenues for self-expression, being
able to adapt itself to the needs and wants of the user continually. In some cases, it can
even assist users who have problems expressing themselves due to mental conditions
such as autism (Koo 2014).

Finally, regarding durability, Karrer et al. (2011) state that in order to truly function
as a regular garment, the smart garment must be able to be stained, washed and dried
repeatedly. According to Berglund et al. (2015), solutions utilizing conductive thread
may be suitable for machine washing, however, it seemed that tumble-drying should be
avoided. Although this test is quite limited in the materials tested, it does indicate that it
would be possible to treat garments containing conductive thread and fabrics just as
you would any other delicate garments. Using solder points on components is however
more fragile to stochastic, high-intensitivity wear conditions (Berglund et al. 2015).
Testing also indicates that using lines of conductive thread is more advantageous than
conductive fabrics with woven conductive yarn, as the fabric is harder to isolate, and
often enforces an orthogonal, constrained trace layout (Berglund et al. 2015). Their
research also suggests that having many, short stitches may me more reliable than few
and long ones.

The functions of the garment must also, naturally, be user-friendly and easy to use.
In their paper, Holleis et al. (2008) test and evaluate input on smart garments in the
form of capacitive touch. They conclude that, for project using similar input methods,
four main aspects are important:

• Finding an input design which is compatible with a large array of people;
• Having the controls be easy to find;
• That it supports one-handed interaction;
• Ensures that the feedback from the action is immediate.

Usability also includes challenges such as connecting the garment to other devices,
the different kinds of output devices it can use and what components the user has access
to. Being able to connect the garment to other devices and the internet is essential to
classifying the garment as smart, and essential to the success of the product (Gubbi
et al. 2013; Henfridsson and Lindgren 2005). To ensure that the garment truly is user
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friendly, rigorous user testing is needed. To mitigate the halo-effect, an effect which
indicates that users correlate the attractiveness of the product with its usability, it is
necessary to do long-term testing, over several hours or days (Sonderegger 2013).

In the context of a garment not tied to a specific application, a scalable and robust
architecture is a necessity. According to Perera et al., a modular architecture, with no
single control point, is the best way to achieve this. They list 12 design principles they
consider to be most important when designing the architecture of an Internet of Things
device: Components and layering, scalability and extensibility, easy-to-use API,
debuggingmechanisms, automatic life cyclemanagement, contextmodel in-dependency,
extended, rich and comprehensive modelling, multi-model reasoning, mobility support,
sharing information, resource optimization and monitoring and detecting events.

These are design principles on which the design of a possible application for the
garment are based, and will be measured by.

3 Design and Implementation

Based on the previously mentioned research by Karrer et al. (2011) and several others,
we have chosen to use a jacket as the choice of garment for this prototype, in order to
make the implementation of this application feasible and related to the cases (See
Fig. 2).

Fig. 2. Smart garment
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3.1 Garment

The garment itself is a blazer, made out of a fabric with little to no stretch. This is to
ensure that the conductive thread used will not stretch and lose its connection during
use (Fig. 3). The jacket also has an inner lining which allows access to the interior of
the garment by just opening a few stitches in one seam. The garment contains an
Adafruit Flora (Adafruit 2016a), connected to a Bluetooth module (Adafruit 2016a)
that is placed directly beside the Flora. These two components do most of the logic
handling in the garment, the Flora doing all the computational tasks, and the Bluetooth
module securing the connection between the garment and other devices. Bluetooth was
chosen because of its compatibility with many different devices and easy connection
and setup.

From the Flora, 4 lines of 3-ply conductive thread (Adafruit 2016a) is sown into the
lining of the garment, following the garment’s natural seams to ensure maximum
stability, ensuring that they won’t budge around. Initial testing indicates that this
connection is stable, but further user testing is needed to verify that this configuration is
stable enough for use. The conductive thread runs down the right arm of the garment,
connecting to the Lux light sensor (Adafruit 2016a), and is further used to chain this
sensor to the color sensor. Both of these sensors are located on the right forearm.
Because of the chainable nature of the sensors, adding additional sensors poses little to
no additional challenge.

The garment also contains two separate LED strips, one located on the exterior of
the garment on the left upper arm, meant to be used for situations where you would
want high visibility, and one located on the inside of the left wrist, giving a subtle
lighting effect to notify the user. Because the LED strips used in this project do not
include sowable pads, the strips had to be connected through wires soldered to pads on
the strips, and on the Flora. For this a flexible, silicon coated wire has been chosen, and
any areas where the solder or wire is exposed, is covered by shrink tubing to insulate it.
The wires are drawn along the inside of the jacket, between the lining and the outer
fabric layer. Because the LED strips can be chained in a similar fashion to the sensors,
the 5 V and GND connections have been chained from the high-visibility lights to the
subtle lights. The data line to the subtle lights, however is drawn directly to the Flora, to

Fig. 3. Close-ups of the prototype
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make it more easy to address and program (Fig. 4). The testing done during imple-
mentation indicated that the jacket is still fully functional as a piece of clothing, and
that the hardware does not contribute to any significant discomfort.

3.2 Application

The example application we have chosen for this project is one which demonstrates the
combination of different contexts with the garment, and how all the components can be
given different instructions according to the needs of the user’s environment. The app is
designed for use with conferences and similar indoor places where the user wants to
locate points of interest. The following scenarios are given:

Scenario 1: The user, Alice, is going to a large conference venue, and has a particular
set of booths that she would like to visit and companies to speak to during the con-
ference. All the businesses have their own stand at the conference, and the organizers of
the event has fitted each stand with a beacon, and made an API tying each beacon to a
specific business. This API is used in an application which Alice uses, and connects to
the garment. She plots the businesses she’s interested in, into the application.

Her friend, Johnny, is meeting her there. Unfortunately, he cannot find her in the
crowd of people, so Alice activates her high-visibility lights, which she previously had
set to light up with the same color as her top with the color sensor. She is now clearly
distinguishable, and Johnny locates her. They both go into the conference.

Fig. 4. Wearable schematics
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The application registers when she enters the location, and when she goes near a
point of interest, the LEDs at her wrist start shining dimly. As she walks nearer the
stand, her wrist shines brighter, to help her find the right stand.

Scenario 2: A fire breaks out in the cellar of the conference, causing the fire alarm to
activate, and, because of damage to electrics, makes the lights of the location go out.
When the fire alarm is triggered, the application goes into emergency mode, and the high
visibility lights are turned on. Several other participants are also wearing the garment,
and the LEDs of those closest to the emergency are brighter than others, using the
location data from a battery-driven beacon. The garment has automatically adapted the
brightness of the lights according the light of the dark room by using the light sensor, to
ensure that the LEDs are clearly visible without being obtrusive. Using the brightest
lights are a guide, she quickly finds her way out of the building and into safety.

These two scenarios demonstrate use of the same components used by two different
contexts, the high visibility lights, being used both to make the user visible, and to
guide the user to the nearest exit. It also demonstrates the combination of several
different devices and context, by including both the beacon system and the fire alarm
system.

3.3 Software Architecture

Based on the two previously mentioned scenarios, we have made a graphical model
representing a preliminary software design architecture, using the guidelines presented
by Perera et al. (2014) as a foundation (Fig. 5).

It shows a modular setup, where each service has a very limited and tightly defined
role. From top to bottom, we first see development and debugging services, acting as a
middle layer between the developer and the garment, providing a data model and
services specifically modelled for development and debugging. Further we see the
software on the garment itself just contains methods to read from and write to the
components. Little to no data modelling is done on this layer, as the modelling may be
context specific. The context acquisition for the garment itself is therefore based on
responsibility, where acquisition happens through pull- and push methods (Perera et al.
2014). From there the data is sent to the user’s device through Bluetooth, and the
application on the device handles routing to the correct data modeler and combining the
data from the garment with other contexts.
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Fig. 5. Software architecture
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4 Conclusions and Future Work

This research highlights the novelty of wearable computing for information critical
purposes. Through design, prototype development and architectural blueprints a novel
approach for sensor integration in clothing is shown. The approach is low cost, feasible
and solves real world challenges. Further work will include a large scale user test and
evaluation to harvest data from the actual use of the garment. We will further pursue
continuous development of wearable computing as an answer to ubiquitous computing
and a full user test will enable rigorous testing of sensor based clothing for innovative
user activities.
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Abstract. Excellent service is a key component of making industrial
plants work without unexpected shutdowns and safety hazards to work-
ers. Especially, up-to-date information regarding installed base is crucial
to support the entire life cycle of systems and products as well as to pro-
vide tailored service offerings. However, the myriad and variety of indus-
trial equipment and systems manufactured throughout various periods
increase the effort related to the collection of corresponding installed
base data. Moreover, organizational changes, such as corporate mergers
or company take-overs can introduce additional complexities, such as
intersecting serial numbers or the existence of heterogeneous identifica-
tion plates. In addition, the time related to collecting installed base data
is critical since it is often done during customer visits by well trained
service engineers that have to focus on solving time-critical problems.
Thus, the corresponding data is often processed slowly because of time
consuming media conversion and paper work before and after the actual
service work.

In this paper, we present an approach to collect installed base data
utilizing wearable and mobile devices. Here, we use different interaction
styles at the same time. The proposed approach falls back on using exist-
ing hardware components, voice commands, and QR codes in parallel.

1 Introduction

Instant availability of up-to-date information is a vital prerequisite in today busi-
ness for decision making and the execution of any job task. Especially in service
business, which is to a high degree based on expertise, experience, skills and
judgement of a human expert, tailored information support is the key factor to
deliver services efficiently and with high quality. This includes knowledge about
customers, products, application domains, the history of installed equipment and
service procedures and processes. This knowledge is prerequisite to diagnose and
fix problems fast and reducing the impact on the rest of the plant at the same
time. In global operating enterprises, this knowledge is in people’s heads, but also
stored as electronic information in many databases of the enterprise information
technology infrastructure. ServIS - ABB’s installed base information system [6] -
is an example for such an enterprise information system which provides the basic
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infrastructure to support the entire life cycle of industrial systems and products
as well as to provide lean and preventive service to ensure best conditions for the
installed base. “A product’s installed base (IB) is the total number of products
currently under use . . .” [4]. An extended definition of IB that also covers sys-
tems can be found in [1]. ServIS allows keeping track of all ABB products and
systems information at a customer site, including technical and project details.
It is integrated with other ABB information systems, such as ABB Product that
provides detailed information regarding available products.

Utilizing mobile and wearable systems to access installed base information pro-
vides an opportunity for more efficient service delivery and execution including:
– Finding the location of industrial equipment

Finding equipment that needs to be serviced might be a challenge if the plant
is large. Augmented reality can be used to overlay real world view of the plant
with information related to the location of the equipment. The current location
of the worker can be obtained via the GPS sensor of a mobile device. The GPS
position of the equipment can be loaded from an installed base management
system, such as ServIS. Afterwards, the field service worker can be guided to
the proper equipment.

– Identification of industrial equipment
Advanced identification and labeling techniques, such as bar codes and NFC-
or RFID-based tags respectively, can be used for efficient identification of the
equipment. The camera of a mobile or head-mounted device can be used to
read the bar code. Moreover, many smart phones are already equipped with
a NFC reader, thus facilitating device identification based on radio technol-
ogy. The data read from the bar code or tag can be used to request further
information from backend systems, such as the aforementioned ServIS system.

– Access to information
Field service workers often need to access various types of information, such
as prior service reports, technical drawings, manuals, and checklists to per-
form proper actions. Field personnel could also access to a process control
system of a plant to view real-time values of different process devices. Mobile
and wearable devices can be used to access this information without being
constrained to a single location. Moreover, augmented reality features can be
used to overlay real world images with work instructions [2] or equipment- or
safety-related information. Moreover, utilizing wearable devices, such as head
mounted displays, eyeglasses, or contact lenses enables hands-free operations
while accessing this information.

– Situational awareness
Recent environmental changes or updates affecting service-execution can be
directly pushed to the service worker via wearable devices in an non-intrusive
way. Here, besides the aforementioned wearable displays technologies, wrist-
watch displays can be used to ensure that the worker can still use his both
hands to proceed with his work while getting recent information updates.
The number of wristwatch displays and smart watches, such as Pebble and
I’m Watch is steadily increasing. Moreover, the provided functionality is
improving.
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– Work quality monitoring and documentation
Person-mounted cameras and microphones can be used for continuous collec-
tion of surrounding plant state. The collected multimedia information, such
as sound recordings or movies can be used for documentation purposes, e.g.,
to provide proofs and audit trail of correct actions as well as for plant analy-
sis. Video records of executed work and supervision of correct execution of
mechanical work by monitoring body movements [3,5] can help to improve
the work quality.

– Seamless integration of the worker
Mobile and wearable solutions provide the opportunity for seamless integra-
tion of mobile field service workers into service processes avoiding media
breaks often introduced by paper based work. Thus, asset information can
be retrieved and updated instantly. Moreover, they enable service workers to
connect to remote diagnostics and optimization applications or expert systems
hosted by backend systems or in a cloud environment. That way, he can fix the
problem fast and properly as well as use the opportunity to optimize asset’s
configuration. Additionally, such devices facilitate remote collaboration with
peers and remote experts.

However, capturing and keeping installed base information up to date are
time consuming and error prone activities. Mobile and wearable devices can sup-
port field personnel in plants by providing equipment identification techniques
and simplified data collection capabilities.

The proWiLAN project (http://www.industrialradio.de/Projects/Home/
PROWILAN) is addressing the development of an innovative wireless commu-
nication technology for industrial applications with focus on low latency, high
bandwidth and a set of inevitable features required by industrial systems. The
corresponding functionality covers safety and security features, an integrated
positioning system providing high accuracy as well as object identification and
tracking techniques. Moreover, new interaction styles and workflow support for
industrial processes are addressed by the project. The latter are in focus of this
paper.

2 Utilizing Mobile and Wearable Devices to Collect
Installed Base Information

Recent advances in information and communication technologies make it feasible
to collect, track, and access installed base information anytime and anywhere.
We used Vuzix smart glasses and an Android smart phone in our approach.

Using smart glasses as the main device for collecting installed base informa-
tion requires new considerations regarding the interaction styles. In contrast to
smart phones and tablet devices, it is not possible to touch objects presented on
the display or use gestures, such as sliding. In this case, one can fall back on the
user interface elements provided by the human machine interdace (HMI) of smart
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glasses, that is operating small buttons or utilizing speech-recognition to deter-
mine the corresponding actions. The usage of the small buttons is often limited
in the daily business since service workers have to wear gloves. Thus, speech-
enabled operation can be used to control the application. However, a number
of industrial environments are characterized by a high noise level. Therefore, we
decided to utilize an approach that supports mixed interaction styles in parallel.
In our approach, the user can perform some actions using the buttons of the
smart glasses, execute actions via voice control, and fall back on quick response
(QR) codes to start actions. The QR codes can be visualized on a smart watch
or a smart phone (see Fig. 1). Afterwards, if the QR code is recognized by the
camera integrated in the smart glasses, the corresponding action is started auto-
matically.

Fig. 1. App providing QR commands.

Utilizing smart watches fosters an almost hand-free operation while using
smart phones or tablets helps to reuse exiting hardware since service personnel
often is already equipped with corresponding devices. Either way, a seamless
transition between the device types is easily feasible.
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2.1 Collecting Installed Base Information

The procedure starts either by creating a new collection or by continuing an
existing collection. Here, a collection is a set of installed base items. In the case
that an existing collection is used, the user can either decide to resume the pro-
cedure using the last collection or to select and load one of the previously stored
collections. The application also stores the corresponding location information
of the collection as well as the included items. Figure 2 presents the general
procedure.

Fig. 2. Procedure to collect installed base information.

We tried to foster an almost hand-free solution in our approach. Besides,
using QR codes for commands, we utilized them for the identification of indus-
trial devices. The collection of industrial devices is done by scanning QR codes
attached to them. Here, the smart glasses scans the environment and automati-
cally recognizes QR codes. Therefore, no user interaction is needed. Once a QR
code has been detected by the device, it parses the information included in the
code and creates an installed base element. The type of the identified element
can be either an item or a block depending on the identified information regard-
ing the serial number of the industrial device. In case that the application was
able to identify a serial number within the scanned element, it is typed as an
item. Otherwise it is typed as a block that have to be followed up in the back
office. Scanning already collected items or blocks are raising a message inform-
ing the user that the element already exists. Should GPS signal be available, an
approximate location will be added to the collected item or block.

We defined a set of commands that represent a particular action but can be
started in a different way, e.g. by pressing a button, voice control, or scanning a
QR code to enable different interaction styles. Table 1 provides an overview of the
commands used in our approach. Additionally, we introduced some commands to
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Table 1. Commands related to installed base data collection

Command Description Voice command Button

Start Start new collection 1

Close/stop Stop collecting items and
close collection

2/stop

Resume Reload last collection to
continue work

3

Load Select and load an existing
collection. Adding
additional items possible

4

Take picture Take picture for the last
collected item

5/take picture -

View View data and pictures 6

Next Dismisses the preview dialog
and waits for next
command

7/next/forward Pressing any button will
dismiss the dialog

Zoom Zoom in or zoom out 8/next/forward Front button: zoom in;
center button: zoom out

Table 2. User interface commands supporting navigation

Command Description Voice command Button

Go up Go up one item in a list or
scroll screen up

Go up Center button

Go down Go down one item in a list
or scroll down

Go down Front button

Go back Go back to previous screen Go back Long pressing rear button

Select Select items/press buttons Select Read button

support the navigation within the application, e.g., to navigate between different
items in a list or screens (see Table 2 for details).

2.2 Commands

As already mentioned, our approach utilizes multiple interaction styles. There-
fore, we used the concept of commands. A command executes a particular action.
However, it can be started using in a different way, e.g., by pressing a button,
voice operation, or scanning a QR code.

– Start
The start command is used to create new collections. The collection is auto-
matically created using the system’s time and date. When the command is
accepted a message notifies the user that he is ready to collect elements.
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– View
This command allows the user to see the already created collections. After-
wards, the user can select one of the available collections and use it to collect
further elements.

– Resume
The resume command loads the last collection allowing the user to continue
working using the last collection. Afterwards, he can add elements to the
collection.

– Load
This command enables the user to access any collection previously stored on
the device by selecting it from a list. Thereafter, he can add elements to this
collection.

– Take picture
This command adds an additional picture to the last collected element. It
gives a 5 s count down before taking the picture.

– View
The view command shows collected elements or pictures depending on the
application mode.

– Next
This command dismisses the preview dialog and waits for next command.

– Zoom
The zoom command enables zooming (in- and out).

– Stop
The stop command tells the application that the user is done with a collection
and that he wants to exit the collecting mode. When the command is accepted
the user will return to the standby mode (waiting for command).

– Navigation Commands
Finally, we defined a set of commands that will help the user to navigate
within the lists or screens. They enable the user to go up/down an item in a
list or switch between different application’s screens, or to select an element.

3 Conclusion

In this paper, we have presented an approach that combines different interaction
styles to improve the collection of installed base information. The proposed app-
roach utilizes existing hardware UI elements, voice commands, and QR codes to
start actions. The different interaction styles support the process of collecting
installed base information in various industrial environments taking into account
corresponding restrictions. These restrictions can limit the usage of existing user
interface elements, such as hardware buttons due to regulations that direct wear-
ing safety gloves or the utilization of voice commands due to a high level of noise
in an industrial plant.
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Abstract. Smartphones are becoming an essential tool in our daily life.
Numerous mobile applications have been developed to make people life easier.
In the field of shopping, for instance, choosing the right piece of furniture that
fits in a room or even matches the other existing furniture is a tedious task.
Therefore, there is a need for an application that helps users to make the right
decision before purchasing items, especially when some stores do not have
refund, return, or exchange policy. This paper proposes a Furniture and
Appliances Virtualizer mobile application that uses the augmented reality
technology. With this application, users can visualize furniture items and elec-
trical appliances, changing their attributes, their location to see how they look
like in a particular location. The application allows users to visualize more than
five items at the same time with a single mobile device, share the captured
picture, order furniture and electrical appliances, locate the nearest store branch.
A maximum of five target markers is used for any number of items to visualize.

Keywords: Furniture virtualizer � Augmented reality � 3D modelling

1 Introduction

Smartphones are multicore systems, equipped with advanced computing features,
sensors, and wireless Internet connectivity [12]. The most popular smartphone devices
are Samsung and IPhone. Furthermore, Android is the most dominant operating system
in the mobile market [2, 10], and this is due to the fact that Android is an open source
operating system compared to iOS. Smartphones are becoming an essential tool in our
daily life. This has resulted in the emergence of numerous mobile applications targeting
almost all fields and sectors such as banking, education, entertainments, health care,
social media, shopping, and much more [5, 6].

Augmented Reality (AR) is an old technology used in the past but its application was
very limited. Now with the advent of smartphones, several applications using AR have
emerged. AR can be defined as a technology that adds the virtual content to the reality
around us [8]. Depending on the method used to connect the three-Dimensional (3D)
objects to the real physical world, several methods are possible [11]. The most popular
AR methods are marker and marker-less tracking. Marker tracking uses a physical
object such as an image target that the system’s AR camera is trained to track. When the
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image target is recognized by the AR application’s camera, an action will take place;
such as displaying 3D object on top of that image target. Markerless tracking can be
implemented by user defined locations. Instead of using an image target, markerless
tracking lets users choosing any area from the world around them and then the appli-
cation augments and displays the required 3D object on that specified area. Markerless
tracking is much more versatile, but also less reliable than marker tracking.

Shopping is a necessity in our life. A recent study conducted in USA on purchasing
furniture [13] has shown that most people who participated in the survey purchase
furniture because they need it. Moreover, only thirty percent of respondents like
replacing some of their furniture frequently. Hence, people need to take the right
decision before purchasing furniture or electrical appliances, especially when furniture
or electrical appliance stores have a no return, refund, or exchange policy. In this paper,
we propose an AR-based mobile application: Furniture & Appliances Virtualizer (FAV
for short) that serves as an important tool to assist customers to make the right decision
when purchasing items.

The remainder of the paper is organized as follows. Section 2 discusses related
research work. Section 3 introduces the proposed application with its architecture,
database system, functions and features, and an illustrative example using FAV.
Finally, Sect. 4 concludes this paper.

2 Related Work

As mentioned earlier, numerous mobile applications have been developed in various
fields. Very few furniture or appliances stores have developed their own AR mobile
applications. Below is a summary of these applications.

Augment [1] is an AR application created by the company Augment. This appli-
cation allows customers to have custom 3D models specially designed for their
industry’s purpose. This includes furniture items virtualization, visualizing real-estate
architectural models, grocery merchandises for planning the structure of a supermarket
by visualizing 3D objects of merchandise before actually placing them.

IKEA Catalogue [7] is an AR mobile application from IKEA, the world’s largest
furniture store. It offers users several services for browsing IKEA catalogue. With AR,
the application gives users the ability to view how a piece of furniture will look like in
their homes using a smartphone or a tablet. They can either view the item with or
without the printed IKEA catalogue as an image target. Also, users can rotate the item
to view it from different angles, take a picture of the 3D object shown in a selected
location and save it in their device gallery.

MEview3D [9] is another AR mobile application from Mitsubishi Electric Cor-
poration. It enables users to view an electrical appliance in a selected location at home
before purchasing it. The MEView3D application has most of the features found in
IKEA Catalogue. But in addition to that, it shows the 3D object with its actual size,
which is not the case of IKEA Catalogue.

Direct Furnishing Supplies Sofa and Room Planner (DFSS & RP) [3] is an appli-
cation that features AR for rendering furniture items and products. This application
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shares similar features with the applications presented earlier. Similar to Augment, DFS
Sofa and Room Planner provides users the ability to see more than one 3D object at the
same time and gives users the choice of either using image targets or not at all. In
addition, with this application user can find and contact their nearest store. Also, it
allows users to take pictures of the room showing 3D objects, and to share them with
people from the application.

Dare Gallery [4] is provided by a furniture store in Australia. Users can choose the
furniture item, take a picture of their room, and then add the 3D model on the picture.
They can share the pictures taken with other people directly from the application.

Although all these applications have several nice features, they still miss interesting
ones. Except from the DFSS & RP application, in all other applications, the user cannot
view multiple items simultaneously. This can be difficult for users who want to see how
different items will look like together in a room. The Dare Gallery application seems to
offer less features and services compared to the other applications. The tracking of the
3D models is not done live from the camera. Instead, users have to take a picture of the
room, and then view the 3D model from the picture. This limits the experience of users,
since they cannot see the 3D model live from the camera in front of them. In addition,
users cannot view the 3D model from different angles.

Moreover, IKEA Catalogue, Augment, and MEview3D do not provide the ability
to share pictures taken for the 3D objects directly from the application. This means
users have to exit the application, and open the gallery from which they can share
pictures. More importantly, all the aforementioned applications do not support the
feature of ordering items directly from the application. This feature could save users
time and effort.

This present paper proposes FAV, a mobile application that assists users in making
decisions before purchasing any furniture item or electrical appliance. This application
helps users to visualize furniture and electrical appliances in any location they want
without having to physically place the items there. Users can visualize up to five items
at the same time with a single smart device. They can take picture of the items
visualized, share, and place order through the application. More details are found in the
following section.

3 The Proposed Application- FAV

FAV is based on the AR technology and runs on smart devices (phone/tablet) that
operate the Honeycomb version of Android (3.1) or higher. It helps users to visualize
furniture items or electrical appliances in a desired location by displaying 3D objects of
these items. By simply pointing the smart phone’s camera to a special printed image to
be tracked, FAV recognizes the image tracked and renders a 3D model of the selected
object to be viewed. Users visualize the exact size of the real product, decide upon the
best color that matches the other pieces of furniture in the room, see the 3D items from
different angles, order the items from their selected stores, display history of ordered
products and locate the nearest store branch.
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3.1 FAV Architecture

The architecture of the proposed application is shown in Fig. 1. It adopts the
client-server three tier architecture: presentation, business logic, and data layers. The
presentation layer contains the set of interfaces through which customers can perform
several tasks such as browse items’ categories, view 3D objects of the required fur-
niture or electrical appliance, capture 3D objects, and other functions detailed later. The
business logic layer has the Java code (Android) that interacts with the XML layouts to
display and get data to and from users. It represents stores’ business rules and FAV
system’s logical constraints. In addition, the data layer contains the entire users,
products, and customers’ orders database and interacts with business logic layer to
retrieve/store data from/and to the database. The database server has all of the PHP files
that allow the application to fetch and alter the data in the database. The FAV database
consists of the entities: User, Category, Product, Branch, Order, 3DObject, ImageTar-
get, Texture, and Material. The User entity is added to enable users to register, login/
logout, change the password to secure the ordering and purchasing operations, edit
profile, receive purchase receipts by email, contact the store or send feedback, have his
own log of orders that he can actually refer to anytime. Also, users’ information can be
used by stores to inform them in case of sales promotions. Additionally, FAV uses
directories to store the 3D objects of the products. These directories are resource folders
of the 3D objects stored in users’ mobile devices.

3.2 FAV Features

The following summarizes the FAV functions:

1. Register/Login/Logout: users register, login, or logout from the FAV application.
Also, FAV permits users to change their passwords if they were previously regis-
tered in the system, or reset the password in case it is forgotten.

2. Browse items’ categories: users browse the items’ categories, furniture and elec-
trical appliances.

Fig. 1. FAV architecture
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3. Visualize 3D objects: users view 3D object(s} of the furniture item(s)/electrical
appliance(s) using the application’s AR camera.

4. Change attributes of 3D objects: users change the attributes of the viewed 3D
object, such as color.

5. Capture 3D objects: users capture a picture of the 3D object(s) and save the cap-
tured picture in the device gallery. In addition, users can share these pictures
directly from FAV application using any photo sharing application installed on the
mobile device.

6. Order products: users order selected item (s) directly from FAV application. The
order can be using credit card or cash payment method. In the latter case, the user
selects the nearest store branch to collect the purchased items.

7. Show history of ordered items: users can access to the list of all the items they
purchased with all details.

8. Locate Nearest Store Branch: this assists users in utilizing the GPS built into the
mobile device to find the nearest store branch to their location.

Once the user login, s/he can then browse items’ categories. There are two main
categories of FAV products: furniture and electrical appliances. The user can browse
products to know more about their detailed information such as products’ name,
quantity, height, width, weight, price, etc. The user can view the categories of products
by selecting the category then the product(s) of that category. The user then can view
3D object for any selected product(s) by projecting it (them) on the image target. The
user can change the color, location, viewing from different angles. The user can then
order any product(s) from that list by adding it (them) to the cart. Two options are
possible for the payment: cash or credit card. In case the payment method is cash, the
user can select the closest store branch using the GPS built into the mobile device and a
maximum of three days is given to the customer to collect the ordered item (s); here
three days are seen reasonable time otherwise, the purchase order will be cancelled. In
both cases, the user receives the order/receipt by email with all the details (products,
quantity, price, total, etc.). The user can access to the history of all orders made in the
past and can save them.

FAV is not only an important tool for customers by helping them in making
decisions in purchasing furniture and appliances, but it is an important application for
furniture and electrical appliances stores as well. FAV provides an engaging, useful,
and interactive environment for customers and concerned stores. In addition, FAV can
boost sales and marketing for furniture and electrical appliances stores since it can
attract a large number of potential users and customers. Moreover, FAV architecture is
flexible to deal with many stores, because its architecture does not enforce stores’
systems to apply dramatic changes in order to use FAV mobile application. The only
changes will be within the database of the FAV system, which is a huge advantage for
many stores that want to escape system configuration problems. The benefits of FAV
are summarized as follows:

– Help users (customers) to visualize products in a given place in a room.
– Give customers the opportunity to experiment with products before buying them.
– Enhance customers’ creativity of home decoration.
– Reduce the risk customers buy inappropriate products.
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– Reduce the risk customers return back purchased products.
– Reduce the risk customers lose money.
– Save time and effort for customers to visit stores.
– Increase the communication and collaboration between customers and stores.
– Boost stores’ sales and marketing.

As said beforehand, FAV allows users to visualize up to five items simultaneously
with a single mobile device. This allows users to experiment with the products and use
their imagination to create different decorating styles and designs. Other applications,
such as IKEA Catalogue, only allow users to visualize one 3D item at a time. Addi-
tionally, compared to the aforementioned applications, FAV has reduced the number of
image targets used to a maximum of five. With our application, users can use five
image targets to visualize any large number of products they want, which will reduce
the number of papers used. Other applications that use image targets such as
MEview3D have a predefined image target for each type of product. This can be
tedious for users since they have to print out each image target not to mention the
negative effects on the environment.

3.3 An Illustrative Example

In this section an illustrative example is given to show how FAV works and the
interfaces that result from user interaction with the system. Note that not all interfaces
are shown here due to the space limitations.

When the user first launches the FAV app, the login screen appears. The user can
then login or register in case s/he is not registered yet. In case the password is forgotten,
the system takes the user to another interface to reset the password. Once the user login
successfully, the home screen appears as shown in Fig. 2. There are four main options:

Fig. 2. The FAV main screen
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“Browse Items Categories”, “Virtualize Products”, “History of Ordered Items” and
“Locate Nearest Store Branch”. By pressing the “Virtualize Products” button, the user
will be directed to the screen shown in Fig. 3. It is the app AR Camera and a toolbar of
six icons that appears at the bottom of the screen: “+”, color palette, camera, cart, help,
and more options icon. With the “+” icon the user can add items to virtualize as 3D
objects. When selected, a menu appears with the list of all the available products for
virtualization. The user first places the image targets then adds the furniture items or
electrical appliances by clicking the “+” button, then the 3D object of the corre-
sponding item will be displayed on the screen. The user can add up to five items
simultaneously on the same screen. By clicking the color palette icon, a list of available
colors will appear to allow the user to select the desired color of the objects to virtu-
alize. The camera icon is used to capture a scene with all selected 3D objects on the
display, and the captured scene can be shared directly from FAV using any
photo-sharing app installed on the device. The cart icon allows the user to order the
selected items. The more options icon includes settings, help, edit profile, change the
language (in our case Arabic and English are the two options.)

The selection of the option “Browse Items Categories” results in the screen shown
in Fig. 4(a). The navigation drawer shows the list of the furniture and electrical appli-
ances available in the store as two sub-categories. For example, if the user selects
“Chairs” from the list, the screen shown in Fig. 4(b) will appear, showing all the chairs
available in the store. From the action bar, the user can sort the products displayed in
ascending/descending order by branch, name, or price. The search icon helps the user to
search for an item by typing full word or using wildcard characters. If any of the items,
result of the search, is selected then the corresponding product screen will appear, Fig. 4
(c). It shows all the details about the product including name, price, whether it is
available in stock or not, available colors, etc. The user can select any color from the
available colors for that product, the required quantity by pressing the button “+” or “−”.
If the user selects a quantity that exceeds the available quantity in the stock, the system
will notify the user. When the user presses the button “Add to Cart”, the item (s) will be

Fig. 3. Virtualize products
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added to the cart. The user can add more items to the cart, and by pressing the button
Cart found at the top of the screen, the list of all items in the cart with their respective
details will be displayed in addition to the grand total shown at the bottom of the screen,
Fig. 4(d).

In case the user decides to proceed to the checkout phase, a new screen appears
prompting the user to choose the preferred payment method either credit card or cash.
In case credit card option is selected, the user selects the type of credit card with the
necessary information, and the preferred date of delivery. However, in case the cash
payment method is selected, the user has to select the nearest store branch using the
mobile device built-in GPS. Once the user places an order, an email will be sent to the
customer with all details of the purchase done as shown in Fig. 4(e). In case the
payment method is cash, an extra message is sent to the user about the selected store
branch from where to pick up items, and a maximum of three days to collect the items
otherwise the order will be automatically cancelled.

Additionally, the user can access to the history of all ordered items from the option
given in the main menu of Fig. 2. The application displays all the orders made by the
user with details as shown in Fig. 5. Selecting one of these orders, the application

Fig. 4. Browse items categories
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shows all the details about the items, their prices, etc. in that particular order. Also, the
user can sort the list by payment method, date, or price in ascending/descending order.

The option “Locate Nearest Store Branch” in Fig. 2 will open the Google Map app
and using the mobile device built-in GPS shows the closest store branch.

FAV has many other interesting features; users can select the preferred language;
the current implementation of FAV allows user to use either Arabic or English. Users
can share the scenes taken with the app AR camera with people directly from FAV
using any of the photo sharing app installed on the mobile device, these features are
found on the settings screen, Fig. 6.

Usability is an important factor to consider when designing any interactive appli-
cation, principles that supports usability have been taken into account. Our application

Fig. 5. History of ordered items

Fig. 6. Settings screen
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is robust, it has user-friendly interfaces, multiple languages are offered to the users
where they can select from the settings the preferred language (English or Arabic), the
users can customize the results based on their choices.

4 Conclusion

This paper has proposed an AR mobile application to facilitate the visualization of
furniture items and electrical appliances. It is an important tool to assist users to make
the right decision before purchasing any furniture or electrical appliances, especially
when stores do not have return, refund, or exchange of items policy. Also, this
application can be used in the field of interior design improving customers’ creativity in
decorating homes. Unlike other applications, FAV allows users to visualize up to five
different items simultaneously using one single mobile device, and using a maximum
of five image targets which saves users’ time and effort and protecting the environment.
With FAV users can also order the items from their selected stores, display and save
history of ordered products, share captured picture directly from the application using
any photo sharing application installed on the mobile device, and locate nearest store
branch. Last but not least, FAV architecture is flexible to deal with many stores,
because its architecture does not enforce stores’ systems to apply dramatic changes in
order to use FAV mobile application. The only changes will be within the database of
the FAV system, which is a huge advantage for many stores that want to escape system
configuration problems.
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Abstract. The autonomy of mobile systems depends greatly on the
capability of the power source that supplies the necessary energy. Typ-
ically these sources are limited batteries that cannot keep up with the
functionality and services that modern mobile equipment features. This
situation motivates researchers and practitioners to develop strategies to
promote efficient energy usage on mobile platforms. However, to reduce
the energy consumption it is required to have reliable means to measure
the devices behavior and its relationship to the battery discharge. This
problem is relevant in platforms that depend strongly on batteries like
cellphones, tablets, wearables, or drones. This paper focuses on drones,
introducing a software system that acquires data during a drone mission,
featuring an online battery discharge analyzer. The goal of this software
is to provide a means to identify the operations that spend more energy
and, as consequence, deliver the necessary information to avoid energy
expensive movements and extend the battery lifetime for improved drone
autonomy.

Keywords: Autonomy · Battery · Drone · Energy · Mobile

1 Introduction

Mobile computing systems had unfolded in a variety of applications that sup-
port many aspects of daily life. From smartphones and tablets to wearables
and drones, the autonomy of mobile devices is of paramount importance for the
accomplishment of their goals, since they are designed to perform the majority
of their functions away from a power source. Moreover, the capabilities and fea-
tures of the most modern mobile devices boost a high demand of power that
traditional batteries cannot sustain. For example, mobile phones have vibra-
tors, sensors and antennas that are power consuming, or drones have small prop
engines or built-in video-cameras that take an important toll from the avail-
able battery. This situation triggers the need of strategies to promote efficient
energy usage to reduce the power demand on mobile platforms, with the goal of
guaranteeing the capacity of these devices to complete their functions properly.

The fast development and diffusion of the new generation of unmanned aerial
vehicles, more popularly known as drones, has brought a number of needs and
c© Springer International Publishing Switzerland 2016
M. Younas et al. (Eds.): MobiWIS 2016, LNCS 9847, pp. 334–344, 2016.
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opportunities for different research paths. The drone industry has been a very
relevant object of study both for researchers and practitioners. In the last decade,
the discussion on drones has spanned in different aspects: applications, handling,
management, airworthiness, autonomy, and energy efficiency.

Although there has been extensive research about designing software for
autonomous, energy-efficient mobile devices (for instance, smartphones, tablets,
or wearables) [17], there is a very limited body of research or experience reports
about applying the energy-aware computing approach in drone platforms. To
create drones that offer an improved performance with respect to energy con-
sumption and battery usage, there is much need of techniques that facilitate
the design and development of energy aware software. However, to accomplish
this goal an important requisite raises first: to suggest approaches to reduce the
consumption of energy in a given target, it is of utmost importance to have the
ability to understand the way in which the energy is invested and spent. To con-
tribute to address this issue, in this paper we outline a strategy to measure the
energy consumption of commercial quad drones. We developed Green Flight, a
software system that provides a means to identify the behavioral patterns that
spend more energy and, as consequence, supply the necessary intelligence to
avoid energy expensive maneuvers. This knowledge can be of great importance
for strategic actions like identifying and monitoring power-relevant characteris-
tics of drones; propose metrics to evaluate the energy performance; and establish
baselines to manage energy consumption and identify energy relevant faults.

The rest of the paper is organized as follows: Sect. 2 covers the related work
on energy aware software design for non-stationary platforms; Sect. 3 shows the
project environment and solution approach; Sect. 4 describes two prototypical
analyses that were performed to assess the suitability of our approach, and to
determine if it is worth pursuing the approach further; Sect. 5 sets directions for
future work; Sect. 6 draws conclusions.

2 Related Work

2.1 Literature Review

The problem of energy-awareness in non-stationary devices has been discussed
since the introduction of mobile target computers, like primitive smartphones
or hand-helds [8]. The analysis of the state of the art in the field of non-
stationary devices shows that the existing strategies are mostly based on com-
mon, autonomous devices such as smartphones, tablets or wearables. As battery
technology and other hardware-based innovations run at a slow pace, a com-
mon approach is the design and implementation of software-based energy aware
techniques [3]. These techniques include: understanding the way in which the
battery is invested in the target [16,21]; strategies to save energy at operating
system level, implementing extensions for economic profiles [6,20], distributing
the computing power to stationary resources [7,12], and in general, trying to
reduce the energy footprint of software executed away from a power source [2].
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Many of these strategies have been implemented and validated in targets like
smartphones and tablets [19]. Nonetheless, just like smartphones or wearables,
drones have to rely on their battery capacity which represents one of the most
important limitations to their operation; similarly, drones have to perform the
majority of their functions far from a power source. However, this constraint
becomes much more relevant as a key operative attribute is airworthiness, which
includes “sufficient power to maintain movement, to implement the controls, and
to operate sensors and data-feeds, for the duration of the flight” [5]. Moreover,
the potential usefulness of drones in many mission critical applications (such as
emergency relief, surveillance, defense) is prevented by the battery life constrain.
This limitation is increased in those cases where power resources are needed not
only to fly successfully, but also to power on-board facilities such as a camera.

2.2 Operative Target

Drones are a particular mobile target. Unlike smartphones or tablets, that are
commonly operated by an operating system (e.g., Android, iOS, etc.) the oper-
ative platform of a drone is embedded software or a software stack that can be
accessed through a Software Development Kit (SDK). Moreover, the interaction
between the user and the target varies in many ways from smartphones and
similar devices. Due to their functional nature, drones do not have a screen,
input/output means or buttons or keyboard. Instead, as aircraft that have no
on-board, human pilot, remote pilot is the term that is commonly used to refer
the person handling the device is at a certain distance, but in full control of the
drone using a radio-control or mobile device.

Small commercial drones are subject to a range of limitations in relation to
load capacity, flight duration (maximum autonomy of about 15 min), power sup-
ply, and other technical features. Drones share with other mobile targets the fact
of being energetically limited, although from the software point of view they are
simpler. However, the limitations of energy supply and the high power consump-
tion of the drone poses important constraints to the duration of a mission. The
power demand of drones is satisfied commonly using a battery, but the increasing
intake of power and high requirement of autonomy on drones increases the need
of a strategy towards efficient power consumption. In addition, the operational
standard of drones should be aware of the most important quality requirement
of this target: airworthiness. This term is used to refer to an aircraft’s suitability
for safe flight. A drone is considered airworthy if it is able to take off, conduct its
mission and land safely [9]. As an unyielding requirement to perform its function,
energy efficiency techniques must support airworthiness.

3 A Tool to Measure Drones Energy Consumption

3.1 Proposed Architecture

The objective of this work is to design and build a software-driven solution that
contributes to improve the energy consumption of drones by establishing a tool
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Fig. 1. Proposed architecture.

to measure the energy consumption of commercial quad drones. The software
system shall monitor the action of the drone, measure the consumed battery and
the overall flight time while the drone is flying, deliver data about how the drone
is consuming the energy, and permit future analysis for the user. To this end,
we developed a software system called Green Flight, composed by the following
architecture (Fig. 1):

– an API-accesible operative software of the drone;
– a software enabled remote controller that allows to pilot a commercial small

drone;
– a software engine that tracks the behavior of the drone to characterize the

energy consumed by the execution of each maneuver during the flight, based
on the readings of the battery level of the drone;

– a reporting tool that can expose energy-oriented suggestions to operate the
drone, based on the collected data.

To control the drone, the application shall allow to pilot the drone, with
the usual commands: taking off and landing; rolling left, right, forward and
backward; and yawing, that is, rotating either to the left or to the right side.
Then, to characterize the power consumption of the device, the software system
shall measure with high granularity the power spent by the drone while it is
flying. Afterwards, the measurement engine shall analyze the acquired data, to
map them to the actions performed by the drone. Finally, the analyzed data
shall activate the suggestions mode (i.e., a battery saving mode) once a critical
battery level is reached. This mode shall consist of suggestions for the user in
order to take fullest advantage of the remaining flight time.

3.2 Selected Target

The drone used for implementing Green Flight and collecting data throughout
the necessary experiments is a Parrot Rolling Spider1. This drone is designed
1 http://www.parrot.com/usa/products/rolling-spider.

http://www.parrot.com/usa/products/rolling-spider
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and commercialized for recreational and entertainment use only. The Rolling
Spider is controlled by a smartphone or tablet that supports Bluetooth Low
Energy (BLE). This means that the drone does not appear in the usual list of
Bluetooth devices in smartphones, but it is only visible and able to connect to
it through the host application [15]. The Rolling Spider weights 55 g, and relies
on a 550 mA, 1.1 V removable LiPo battery.

Green Flight is implemented as an Android application which connects to the
Parrot Rolling Spider drone via Bluetooth Low Energy (BLE). This application
allows piloting the Rolling Spider drone and tracking the drone battery consump-
tion during the flight; Green Flight is built using the Parrot ARSDK32. As the
topic is still pretty new and innovations are continuously added, the Parrots soft-
ware development kit is not fully documented, and only some sample applications
are provided on Github, which depend on the type of Parrot Drone and OS of the
piloting device. Since the target is a Parrot Rolling Spider drone, Green Flight
was built by customizing one of the sample Android applications that let pilot the
device. These customizations measure the energy spent by the drone and associate
this consumption to the maneuver performed and to its duration.

In order to improve accuracy, during the flight, whenever a button (which
commands a maneuver) is pressed, the event is logged together with the current
battery state and current timestamp. The same happens even when the button
is released, which means that the maneuver is completed. Figure 2 shows an
example of the log file. The first line says that the maneuver performed is Roll
Right (RR), and that it started at 14:12:301 with battery level of the drone
of 98 %. The second line instead tells us that the current maneuver finished at
14:12:356, therefore it lasted 1 second and 55 milliseconds, with a battery level
of 97 %, therefore it consumed 1 % of battery.

Fig. 2. Two example lines of a log file.

4 Sample Applications

To assess the suitability of our approach, we have performed two prototypical
analyses intended to determine if it is worth pursuing the approach further. To
this end, we collected data about the energy consumption (indoor). All the per-
formed experiments started with fully-charged battery and went on doing com-
bined movements (i.e., up - down, back - forward, roll left - roll right, yaw left -
yaw right) until battery percentage went down to 3 % (time when the drone auto-
matically shuts down). Data were collected as follows: action (pressed/released),
battery percentage (for action pressed and released) and time (for action pressed
and released). In total, energy consumption was measured 75 times for each
maneuver.
2 https://github.com/Parrot-Developers/ARSDKBuildUtils.

https://github.com/Parrot-Developers/ARSDKBuildUtils
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Fig. 3. Data collected allow to visualize the battery drain.

4.1 Battery Drain

Battery drain can be analysed using data collected by our measurement tool.
The SDK does not expose any class or API to have an accurate knowledge
about the distance when the drone moves; therefore, each manoeuvre range was
performed for 1.5 m. This means that in the example shown in Fig. 2, the energy
consumption of manoeuvre results to be 0.66 %, which is the battery consumed
for rolling 1 m to the right. For example, Fig. 3 shows that, during experiments,
battery was draining faster for some combinations of movements, such as yaw
left - yaw right. Moreover, battery seems to be consumed faster after it reaches
a level of about 40 %.

A graphic like Fig. 3 is built on top of direct detection of drone movements,
and may help to create a model able to provide a characterization of how a drone
invests its energy resources and therefore, how the user should expect the battery
discharge cycle based on the actual operation of the unit. Green Flight surveys
the status of the system, and illustrates the impact that each movement has in
the overall power consumption of the drone. Its software-based approach fos-
ters a less hardware-dependent analysis, and its maneuver-based strategy makes
it extendible to diverse product families, since most common small commercial
drones can perform the same operations than the Parrot. However, it will be
necessary as well to implement and test the Green Flight architecture in drones
of different models, to ensure that similar results are obtained in different prod-
uct lines.

4.2 Characterizing Each Type of Maneuver in Terms of Energy
Consumption

While making use of a smartphone, there are certain activities that consume
more energy than others: Wi-fi and Bluetooth connection, screen brightness,
Global Positioning System (GPS) and 3G are included among the most com-
mon battery drainer actions [14]. In order to optimize battery consumption,
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Fig. 4. Energy consumption of each maneuver.

many manufactures provide the so-called power-saving mode which manages for
the user the most power-exhausting features of the smartphone [14]. Normally,
this mode is activated when the battery level drops to 20–30%. Essentially, this
mode turns off almost all the features except the necessary ones for making and
receiving phone calls and sending text messages. For drones, there is no such
knowledge. Therefore, the identification of the most energy consuming drone
maneuvers can represent a first step towards drone energy consumption opti-
mization. Our measurement tool provides a means to achieve this goal.

Figure 4 compares the energy consumption of all the maneuvers. The maneu-
ver “down” has almost no cost from the energy consumption point of view. The
same holds for the maneuver “roll left”. This means that these maneuvers will
be always possible for the user, even with a very low battery level. Therefore,
we excluded them form the following analysis.

The normality of the obtained values of battery consumption was tested for
the 6 types of maneuvers using the Shapiro-Wilk normality test [18], which is
recommended as the best choice for testing the normality of data [11]. The null
hypothesis for this test is that data are normally distributed; if the chosen alpha
level is 0.05 and the p-value is less than 0.05, then the null hypothesis that the
data are normally distributed is rejected. In all cases, results allow us to reject
the null hypothesis that our samples come from a population which has a normal
distribution (i.e., all the p-values are less than 0.05).

Based on these results, we used the Mann-Whitney-Wilcoxon test [13], which
does not assume the population distribution to follow a normal distribution. The
null hypothesis is that energy consumption of maneuver i and energy consump-
tion of maneuver j are identical populations, where i and j are 2 of the 6 analysed
maneuvers. When p-value is lower than 0.05 the null hypothesis can be rejected,
at 0.05 significance level. P-values were higher that 0.05, therefore we could not
reject the null hypothesis, when running the test for the following maneuvers:
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– yaw right and yaw left;
– yaw left and roll right;
– yaw left and back;
– yaw left and forward;
– roll right and forward.

Therefore, from the energy consumption point of view, the following clusters
of maneuvers are revealed by this sample application of our approach: (1) down
and roll left, having almost no cost from the energy consumption point of view;
(2) up, the most expensive maneuver; and (3) back, forward, roll right, yaw left
and yaw right, which are identical maneuvers from the energy consumption point
of view.

With this knowledge, we can envision the development of a real-time sug-
gestion mode. As discussed, with drones we do not have economic modes like
smartphones, and on top of that, it is difficult to choose what functions to dis-
able, since many of them contribute to the goal of airworthiness. Therefore, as
a first approach towards drone energy consumption optimization, we can sug-
gest a suggestion mode, based on our previous identification of the most energy
consuming maneuvers. The suggestion mode shall works as follows:

– the suggestions mode starts after detecting a critical battery level, which can
be determined by analysing battery drain charts (such as Fig. 3);

– the software provides suggestions based on flights analysis (Fig. 5), that is, it
instructs the remote pilot what maneuvers to do, avoiding those that resulted
as being energy expensive from the previous analysis;

– by reaching a given very low battery level, the suggestion mode may directly
send a command to the drone to perform and immediate landing.

Fig. 5. Possible UI of an application with suggestions.
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Fig. 6. Battery drain of the experiments with and without the suggestion mode.

To have better notion of the suggestion mode, we created a prototype that
can be used to understand if the suggestions mode approach is useful for diverse
drone models. We implemented an outline of the tool and we were able to note
a slight but noticeable improvement, for the same flight mission, in the energy
performance of the Parrot drone (Fig. 6). However, implementing the same sug-
gestions mode with a different drone model (Bebop), we were not able to notice
any improvement. This allows us to conclude that the suggestions have to be
built in model by model basis, as different maneuvers may have different effects
depending on the drone. For this reason, it is necessary to conduct additional
experiments with a variety of drone models to obtain patterns and suggestions
that can be generalized.

5 Future Work

Green Flight contributes towards a better understanding on how the energy is
invested in a drone target, exposing a relationship between operation of the
drone, and the battery invested during the mission. The tool, and the overall
architecture, facilitates a data collection effort that allows for deep analysis that
can expand the knowledge on drone’s battery behavior, opening research tracks
towards extending the autonomy of drones based on behavioral patterns. For
example, it would be useful to analyse battery drain depending on the sequence
of movements that precede a particular one. Moreover, different algorithms could
be experimented in order to provide Green Flight with the possibility to predict
the next movement [1,4,10]. Also, furhter experiments could inspect how well
users understand the GUI and if users find suggestions to be useful.

Having a tool suggestions mode that analyzes and suggests in real time the
most economic operations, will permit remote pilots to perform only the oper-
ations that allow to extend the duration of missions. Moreover by extending
the capacity of Green Flight, we may have the ability to learn data of different
kinds (height, speed, etc.) in a way that we can also characterize the energy
performance in terms of these kind of factors. Also, smart analysis could be
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implemented based on user’s actual goal, in order to provide suggestions that
allow achieving a goal more efficiently. Finally, deeper analysis can also shed
light on the energy impact of combinations of maneuvers.

6 Conclusions

In this paper we show the first software-based approach towards the reduction
of energy consumption of commercial quad drones: Green Flight, an Android
application built on top of the Parrot ARSDK3. To assess the suitability of our
approach, we describe a prototypical analysis intended to determine if it is worth
pursuing the approach further.

An important constraint in the implementation of this project was imposed
by the software development kit of the Parrot platform, since it is not well doc-
umented, and it does not allow APIs to access to the drone hardware. Without
these constraints, we could have been able to implement a more accurate solu-
tion. This is an open issue that can be solved by new releases of the SDK, and
by research works that follow up the present one. Additionally, a clear next step
in this research roadmap is to utilize the data collected and analyzed by Green
Flight to create tools that leverage this knowledge to suggest economic modes
to be automatically inducted to the drone.

With the results obtained, we can conclude that having a system that collects
in real time relevant data from the drones, helps to identify the behavioral pat-
terns that spend more energy. As consequence, the software system can supply
the necessary intelligence to avoid energy expensive maneuvers, leading to an
operation-oriented efficient energy consumption. By having energy-aware drone
operating software, pilots could extend the duration of missions, be aware of
risky conditions created by the lack of battery, and promote the use of drones
on critical missions or in scenarios that demand extended autonomy and drone
dependability.
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Abstract. The development of native user interface components is a
time consuming and repetitive process, especially for quite simple com-
ponents like text fields in a form. In order to save time during develop-
ment an approach is presented in this paper, abstracting the description
of the elements into separate files independent from the source code.
With aspects from generative and model-driven approaches this leads to
simple reusable UI components without the need of deep knowledge in
native programming languages.

1 Introduction

Native mobile apps have been developed for use on a particular mobile platform
in the associated development language. In comparison to that cross-platform
frameworks like PhoneGap [9] or Cordova1 mostly make use of a WebView to
present the content to the user. This obviously leads to multiple implementations
of the same task if more than one mobile platform should be supported, which
means the required development time for mobile apps increases analogous to
the number of platforms, followed by higher development costs. About 56 % of
the development and deployment processes for a mobile app take at least seven
months while the average costs are about 270 000 $ [7].

To address this issue a lot of effort has already been put into approaches
and development paradigms which reduce code replication. One of these is
called Generative Development (GD) which allows automatic creation of soft-
ware depending on configuration knowledge [4]. Another paradigm is the so
called Model-Driven Engineering (MDE) which is used since the early 1980’s
and where software is generated from an abstract model description [12].

In the following a short overview about related work is given before the typical
complexities in mobile application projects are discussed. Then it is shown how
these techniques are used to produce mobile user interfaces (UI) – more concrete,
mobile forms for collecting data, similar to the one shown in Fig. 1 – in a fraction
of the time needed otherwise. After that the method and the results of a small
evaluation are presented. The main purpose of this work was to develop a solution
allowing a software developer to save time by abstracting the repetitive process
of UI design and implementation into a separate library leading to a significant

1 https://cordova.apache.org.
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simplification of the development itself. Another important aspect was to make
the form description part of the solution platform independent while the results
are still native UI elements.

2 Related Work

Fig. 1. Example form

This work is related to approaches
from the model-driven software engi-
neering and generative programming.

Botterweck [3] describes how mul-
tiple UI’s for desktop applications,
websites and mobile devices can be
transformed from one abstract UI
model through concrete, platform-
specific UI models. He shows that
model-driven approaches can be a
solution for the problem of redun-
dancy and variance of multiple inter-
faces with the same functionality.

Eisenstein et al. [6] a hypothetical
software with multiple device depen-
dent UI’s which point out the chal-
lenges a developer is confronted with
during UI design and implementa-
tion. Even if the devices they used
to show the problems are outdated
nowadays, the main problems are
still the same: Implementing UI’s for
each device type separately is repeti-
tive, time-consuming and error-prone.
Rather than developing a whole appli-
cation, the presented approach inte-
grates in other applications as a sepa-
rate library focused on mobile devices.

Schlee [11] described the transformation process with which dialogue based
desktop UI’s can be generated from an XML description using GD.

In his work Vanderdonckt [12] evaluates different principles of model-driven
UI design and the methods used in general.

Using some of these techniques a couple of industrial companies (e.g. [5,8])
developed mobile apps. While they built high level applications in which they
handle different forms and the outcome of these, the presented solution here
can be integrated in existing apps rather addressing developers than customers.
With Angular Schema Form [1] there is a solution to be used in modern web
browsers. Meanwhile others (e.g. [2,9,10]) built cross-platform frameworks for
the development of whole apps. Therefore they need to address a lot of issues



Speed Up Native Mobile Form Development 347

in different contexts2. The presented solution however concentrates on the form
aspect of an app, trying to handle this as simple and best as possible.

3 Complexities of Form Driven Mobile Applications

To show how time needed for development of mobile forms can be reduced, first
the typical development process is described, second the complexities of such a
development are identified and afterwards the new approach is presented.

3.1 Typical Development Cycle

There are a couple of steps required to develop a mobile app which can be seen
in Fig. 2, where the steps with thick border generally require more time. First
the requirements need to be specified, especially if it is a customer’s order. After
that the screenflow and mockups are developed and result in a prototype which
then is discussed with the customer again. Following the prototype comes the
actual implementation. In the implementation process the controller, the layout
files and the validation code need to be adjusted before a running version could
be presented to the customer. After the presentation the customer usually will
provide feedback regarding the produced app or ask for changes which will lead
to another round in this development cycle.

This per screen development cycle of Mockup – Implementation – Feedback
is repeated as long as the developer respectively the customer is completely
satisfied. Not to mention the time necessary for meetings with the customer it
is fair to say that this is a tedious process.

Requirement
Specification

Develop Screenflow
& Mockups Paper Prototype Implementation

Version on DevicetseTkcabdeeF
common
generative

Adjust Form

Fig. 2. Possible development cycle

3.2 Identify the Complexities

Forms on mobile devices need to appear simple in the first place even if they
might be quite complex. They might consist of a mixture of different input types
requiring different approaches of validation.

The complexities can be categorized into the layout, meaning where to place
which field, and its styling as part of the UI design. Another aspect concerns the
2 E.g. Push Notification, File Handling, etc.
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validation of the data entered in the fields requiring different types of validation
rules. For example, a value for a field has only to be present, but another value
has to be in a specific range. Because a normal app in general has more than
only one view, some navigation concept needs to be thought of. This might
even include some validation before allowing a transition to be made. The last
complexity is the implementation itself, so all the nicely specified elements look
and behave as they are expected to.

3.3 Reducing Complexity

The number of complexities3 is decreased through a few steps. Firstly, the num-
ber of attributes required to define a UI component like a text field is decreased
to a minimum. With only three attributes (“id”, “title” and “type”) a usable
component can be defined. This results in a default component without big cus-
tomizations like adjusting colour or exact text size, but with the defined input
type. But for sure there is more than simple text fields. Let’s think about a field
which displays some values to the user between which they have to choose, this
requires only a few more attributes like it is shown in Listing 1. Afterwards it
has to be initialized with a few lines of code which can be seen in Listing 2. This
results in a text field with a modal view attached which is shown in Fig. 3.

The valid attribute fields are described in a simple JSON-Schema4, which
can be easily extended by custom implementations. The complete schema in its
current version is available on BitBucket5.

As the form description is completely independent from the platform itself,
it can be reused without modification for the same form on another platform,
making this part cross-platform available.

Another aspect which reduces the complexity is the provided domain model.
It abstracts away the form from the technical platform details and therefore

Listing 1. Simple Field Definition

{

"id": "status -id",

"title ": "Status",

"type": "enum",

"values": [

"Pending", "Approved",

"Rejected"

]

} Fig. 3. Resulting modal view

3 Complexity hereby means the amount of attributes, how they are nested and the
amount of knowledge required to implement such a form.

4 http://json-schema.org.
5 https://bitbucket.org/snippets/siobra/b4gqg.

http://json-schema.org
https://bitbucket.org/snippets/siobra/b4gqg


Speed Up Native Mobile Form Development 349

Listing 2. Integration in App

@InjectForm (" create_project.json")

public LinearLayout linearLayout;

@Override

protected void onCreate(Bundle state) {

...

FormGen formGen = new FormGen(this);

formGen.init ();

}

reduces the programming to the facets needed for form development. This sim-
plifies and speeds up development. Treating the form aspects as data enables
the generic handling of form processing which simplifies the change life cycle as
no new app is required in case the form or data model changes.

After defining the form itself, the data entered in the fields usually need some
validation. A typical approach is to retrieve the values from each separate field
and manually check them. In comparison to that, this generative approach allows
to define validation rules in a separate file and reference them where needed.

3.4 Generative Development

In comparison to the development cycle described in Sect. 3.1 the generative app-
roach looks slightly different. Even if the same steps may have to be completed,
not all of them need to be repeated like in the previous cycle. Because the form
is independent and can be changed without touching the implementation of the
mobile app, the feedback can be followed directly without the need to produce
a new app version, shortening the “distance” between customer and developer.
This shortened path is indicated in Fig. 2 with the dashed arrows. Obviously a
later update of the form does not automatically require a new app version.

After setting up the project with the required dependencies, only the parent
view has to be configured, cleaning up the native layout field almost completely.
The form needs to be described in a JSON file according to the provided schema,
same counts for the validation rules. Data entered in the generated form can
be validated and extracted at once, querying all the fields separately is not
necessary.

4 Measure the Improvement

In the following section the methods used to evaluate this solution and the
improvements themselves made possible through the presented approach are
shown, always with the comparison to native development in mind.
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4.1 Validation of the Solution

Trying to validate the usability and especially the time-saving aspect of the
approach an – admittedly small – number of test users has been asked to evaluate
the solution and to provide feedback.

The Test Users for the validation have been software developers with at least
basic experience in developing applications for mobile platforms, most of them
with focus on the Android platform. They rated their knowledge on a scale from
1 to 10, with 10 as “most experienced”. The results can be seen in Table 1.

The Test Cases the users had to complete included the project setup of an
Android app, the integration of the library of the presented approach and the
definition of a given form. This form contains different input types and styling
challenges, with each field having a label and a placeholder, displayed in Fig. 1.
The same task had then to be accomplished with a pure native approach and
compared to the previous results.

Afterwards the testers were asked for feedback regarding usability and dif-
ferences in their time needed for implementing the requested features.

4.2 How Much Time Could Be Saved?

The feedback of the test users was that even if the initial project setup and the
first few parts of the form description took slightly longer, in the long run they
saved a significant amount of development time while implementing the form.
This is shown in Table 1. So it could be said that the implementation time of the
form took only around 20–25 % of time compared to the native implementation,
meaning it sped up development at least by factor 4.

The gathered data indicates that especially rather inexperienced developers
can save a good amount of time using the presented library approach.

5 Benefits

The presented solution requires the developer to implement a form only once in
a very shortened, code independent and human-readable JSON syntax, making
it available on different platforms with less effort.

As the form description is processed at runtime, it can be changed from
outside without requiring an update of the app. It can even be stored on a
remote server, completely independent from the app itself. So the traditional
development cycle mentioned in Sect. 3.1 can be brought down to only redefine
the form description instead of the whole mobile app. The “Mockup” phase
might even be neglected using the prototype itself instead. As it requires far less
knowledge this can even be done by someone with only basic knowledge in the
matter of mobile application development. This leads to reduced development
costs and is less time-consuming (Fig. 4).
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Table 1. Implementation time (in
Minutes)

Test user 1 2 3 4 5 6

Native 50 120 140 70 65 80

Generative 10 30 35 15 15 20

Experience 7 5 4 6 6 5

Fig. 4. Test results compared

Another benefit of this solution is its cross-platform awareness. Without mod-
ification the form could be reused on another platform simplifying the develop-
ment of that part even more. For the solution does not use a WebView as a
wrapper for the form but only native elements instead, it looks just like any
normal native developed app regarding performance and behaviour.

5.1 Covered Input Types

While the concept itself works for most input types, by default a few of fre-
quently used input fields are implemented. These fields can be easily extended
or overridden by custom implementations. At the moment the supported and
probably most common input types are Text, Integer and Number, Date, Time
and – as already shown in Sect. 3.3 – Selection.

For sure there remain input types where this concept would not work. But
rather than covering all possible types it is covering the default ones in a very
simple way.

5.2 Supported Platforms

Currently this project is a work in progress and the approach is only imple-
mented for Android KITKAT (19) and above. Support of Apple iOS and a web
presentation are planned for the near future. Nevertheless, the concept behind
the abstract form definition is applicable to other platforms as well.

6 Conclusion and Future Work

Summarizing it can be said that due to the reduced complexity of forms in the
simple JSON format, according to our first empirical study the development of
forms on mobile devices can be sped up at least by factor 4. Even more as soon
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as this solution is implemented for other platforms than Android. As the forms
can be described in a few lines, the implementation tasks do not necessarily have
to be done by developers. They can therefore concentrate on more complex tasks
of the application development process.

For the future a couple of extensions for this generator approach are planned.
To make the solution working platform independent, the generator will be imple-
mented at least for Apple’s iOS and the web, leading to a significant amount of
saved time during development. Also it will soon be possible to create forms with
navigation aspects with nested or multiple forms, reducing the need for custom
implementation code and therefore the development complexity more and more.
To reduce the knowledge needed for the form design even more a graphical editor
for the JSON files is scheduled, making it possible to create the form descriptions
via a simple UI, which therefore should speed up the development even more.
Besides the technical extensions, a more detailed study with a larger number of
developers is planned to get a better understanding of the approaches value.
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Abstract. The article deals with the project of electronic wallet that would serve
to keep record of personal financial activity, especially for cash payments, which
are the most frequent types of transactions in an ordinary life. Smart phone that
every person carries around would be used for the evidence of the financial
activity, thus it would serve as a wallet. There are many applications that offer
keeping record of finances and transactions. This proposed solution has an added
value which is the fact that every payment is tied to a location where it was
executed. Then, it is possible to group together the different types of financial
activity based on the location and also predict them when the user comes back to
the same location where a payment has already been made. The users of smart
electronic wallet do not have to worry that they will not find their incomes and
expenses retrospectively if they forget to enter them into the electronic wallet
because it will remind the users to do that. Based on testing of this proposed
solution, a relatively high location and suggestion accuracy was reached. Gen-
erally speaking, the proposed solution that calls the user to action based on the
found location connected to the existing history can be used in a wider area of
work, for example, to keep record of tasks and other events of normal life.

Keywords: Smart wallet � Electronic wallet � Personal wallet � Finance
control � Expense evidence � Expenses under control

1 Introduction

These days, it is very easy to spend money. At the same time, it is very important to keep
track of the finances. The current growth of mobile technologies changed the way of the
mobile phone use and extended it from the mere GMS (Google Mobile Services)
services onto using the internet connection, web applications [13, 14], internet banking
and others. Mobile phone, respectively “smart phone” is therefore an adequate tool for
realizing online payments [1, 18]. These electronic payments are securely documented
[2] because it is an intentional and well secured online transaction. Thus, we keep a good
track of these electronic transactions. Which way should we control the cash payments
that are in an ordinary life often the most frequent form of payments? The possibility of
simply but conscientiously recording our everyday cash expenses opens a space for us to
evaluate our finances on the long term basis and then alternatively optimize them.
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Nowadays, everyone carries around a smart phone as their wallet and for this
evidence it is an ideal means [15, 16, 18]. There is a set of applications that behave like
an electronic wallet. They allow keeping record of income and expenses and segment
them into their corresponding categories, they display the current “budget”, generate
the statistics of the expenses, etc. However, the disadvantage of these applications is
that the user has to remember to enter manually every financial activity into the
application. If the user does not do that, the information about the financial activity
stays unrecorded; in the worst case it is forgotten. These financial activities have to be
then retrospectively searched and sometimes their tracing is not possible so the gen-
erated statistics are not accurate. The whole use of the application in this case loses its
sense.

This project or more precisely an application in the form of a smart electronic wallet
focuses on it being as autonomous as possible. That means that in the ideal case, the
application itself should offer the user to record the financial activity and estimate
which category the financial activity should go to.

2 Problem Definition

In this modern age, we pay attention to the automation of processes and elimination of
the intervention of the user. This trend is especially present in mobile technolo-
gies. However, the competing solutions of electronic wallets rarely comply with this
requirement.

An example of this can be an electronic wallet WalletApp [3], My wallets [4], or
My Wallet – Expense Manager [5]. All these above mentioned electronic wallet
applications belong into the top solutions in this field and can be freely downloaded on
Google Play. Their advantages are a wide scale of information that we can enter and
well-arranged statistics that serve as their output. The finances can be easily divided
accordingly to the type (income, expense), category (food, car, fuel, personal) etc.
Based on the categories, it is possible to see weekly or monthly reports about the
remaining budget, etc. This is the way these previously mentioned applications are very
useful and actually function as electronic banking for cash payments.

However, these applications in no way disengage their users from the responsibility
to note the transaction into the application immediately if such a transaction is made.
The user has to remember to regularly enter the transaction. And if they do not enter
them immediately, these transactions can be irretrievably forgotten. Nevertheless, the
mere short-term omission of a regular, almost everyday evidence of financial activity
could be the cause for the whole system of financial control to fall apart – because the
user would be discouraged by the subsequent search of missing records.

A similar principle of the use of long-term monitoring of the current location, so
called “real-time”, was used in the proposal of the application, for example, in civil
engineering where it can be used to find optimization of work and costs based on the
worker’s location when working on the construction of the dam [6], alternatively to
track the current location of the individual carrier vehicles for optimization of logistics
in the planning of their routes [7].
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3 New Solution

Smart mobile phones as opposed to real wallets can also ascertain the current location
of the user [17–19]. The location can be traced in more ways, either directly using GPS
sensors or by using GMS services from the operator. This fact creates the added value
of the proposed smart electronic wallet solution.

The proposed solution consists in establishing financial activities in a specific GPS
location. It means that if the user makes a financial transaction, a specific location of
this transaction is saved. The requirement for the best use of this added value is that the
financial transaction would be made in these usual places. For example, the user buys
food regularly in the same shopping centre, eats in the same restaurants or buys fuel for
their car in the nearby petrol station, etc.

Since the user spends money in the same places repeatedly and the expenses belong
into the same category (i.e. expenses for lunches in their favourite restaurant, the
purchase of fuel in the nearby petrol station, etc.), it is possible to sort and predict the
financial activity. Specifically, there are two advantages that the application offers:

(1) When the user enters a new financial activity into the application, the current
location is traced and if there has already been another financial activity in this
location, the application suggests a category (food, car, fuel, personal, or other)
and the amount of the financial activity. That can but does not have to be changed.
See (Fig. 1)

Fig. 1. Suggestion of the expense that the user is just saving if the location was found as already
known.
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(2) In regular intervals, the application automatically runs a control of the current
location of the mobile device. If the mobile device is in a location where the user
has previously saved a financial activity, the smart wallet automatically saves this
event. That happens even if the user does not try to enter any financial activity into
the application. Later, at the nearest opportunity when the user looks into their
smart electronic wallet, it invites them to take action. So the user either marks
these accumulated events (in case there are more) as a real financial activity or just
ignores them.

In order for the application to remind the user in the best way where they have been
and which possible financial activities were picked, it offers the user these “waiting”
items in the form of: date; time; address where the user was (e.g. Hradecka 1249/6,
Hradec Kralove); and category where this ascertained item probably belongs (based on
the previous financial activity at this location).

The location is controlled by the mobile phone in regular time intervals (e.g. every
10 min) so that the activity of the user would be mapped in the best possible way and
that way the possible financial activities would be predicted. The control whether the
device is located in a known location (that has previously been described by some
financial activity) is done based on a firmly set radius (for more see the Implementation
of the solution, the paragraph IV).

4 Implementation of the Solution

The technical implementation of the solution can be divided according to the purpose
into three basic parts:

Visual form: the GUI user environment is being solved through the standard
activities with the corresponding layouts. The implementation of Google Maps
Android API [8] is an inseparable part of it and with its help it is possible to show the
location on the map where the financial activities have been made. Then, the appli-
cation uses standard components like TextView, ListView, EditText, AutoCom-
pleteTextView, RadioButton, etc.

In Fig. 2 there is the home screen (so called activity) of the application. The user
can see the sum of expenses, incomes and the balance. Also, there are expenses for
each category in the current month.

The tool for long-term data saving: in order to save the data in the phone memory
for a long-term use, two tools are used. The first one is class SharedPreferences for
simple records of the numerical or Boolean type [9]. The second tool is the class
SQLiteDatabase that is used to save financial records and other objects into the pro-
gramme database [10].

Regular control of the user location: the control of the location is provided by the
tool GooglePlayServicesClient [11]. This tool has the advantage of being able to share
the current location with the application using GMS that is without using the GPS
satellites. This ensures the highest probability of getting the current location. This tool
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is run as a service (class type Service) so that the tool would be run on a long-term
basis, not depending on Activity that starts it. This service runs in regular intervals (the
default time is 10 min and this interval can be readjusted) using the tool AlarmMan-
ager. AlarmManager runs the service for the location control regularly, even while the
application is closed and the mobile phone is inactive, for example, locked. This
ensures the strict regular control of the current location of the mobile phone.

The control whether the mobile phone is currently in the area where the financial
activity has already been saved is performed using beforehand set tolerance/margin
(±250 m) and it is done by comparing the saved and currently found GPS coordinates.
Visually the control of the location is displayed in (Fig. 3).

Subsequently, the classes Calendar and SimpleDateFormat are used for the work
with time and time data (comparison of the dates to produce statistics in the given
month etc.)

The suggestion of the exact address from the tracked GPS coordinates is made
using the class Geocoder [12]. Figure 4 illustrates the way the user is given information
about the places where the financial activity could have been made. The user has the
possibility to check the exact location on the map later by clicking the address column
or to save the data by clicking on “Save”.

Figure 5 illustrated the class diagram of a complete proposed application. It is
composed of the main classes PendingPosition (the item suggested by the application is

Fig. 2. Initial activity of the application where it is possible to see the current total expenses,
income, the remaining budget, and the expenses in the individual categories in the current month.
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saved and is waiting to be saved or deleted by the user), FinancialItem (classic financial
activity, including category, sum of money, location, etc.), MainDatabaseAdapter,
MainDatabaseHelper (classes for the work with database), Dates (the class for com-
parison, comparing and further work with dates), TableFragmentPendingPositions and
TableFragment (classes, or rather fragments defining the form and structure of the
financial items overview).

Fig. 3. The control and comparison of the current location with the already known location
[source: Google]

Fig. 4. Suggestion of selected locations where the financial activity could have been made.
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Fig. 5. Class diagram of developed testing application.

Location Based Services Used in Smart Electronic Wallet Mobile 359



5 Developed Application Testing

The finished application testing was carried out in the real use. The overall success rate
of the testing was based on 3 areas of testing:

A. successful location identification when entering a new financial activity,
B. successful suggestion of financial activity figures based on the previous activities

discovered in this location,
C. successful identification and suggestion of these data that are based on a previous

financial activity.

The first area (A) depends on the success rate of the class GooglePlayServiceClient
[11] to find the current location. These results were discovered based on the testing: in
the open space the exact location identification was done in approximately 10 s. In an
interior space (for example, a building) where the mobile device is not in contact with
GPS satellites the exact location identification is unfortunately unsuccessful even with
the intention of using GooglePlayServicesClient [11].

The functionality of the second area (B) is fully dependent on an exact location (A).
If an exact location is found, the data about a previous financial activity is suggested
(the case is “only” finding a relevant record in the database). The success rate in this
area is then the same as in the area A.

The third area (C) again fully depends on the successful location identification (A).
The comparison of the location from the previous financial transactions and the current
location is again “only” a question of a database inquiry.

In Table 1, we can see the dependence of the current location identification on the
current location of the device.

As for the testing, 30 tests of interior and also open space were used. While in the
open space the location identification was always successful, in the interior it was
successful only in 11 cases and that was when the device was near windows, doors, etc.
It was probably due to the successful location identification through GPS. However, the
testing of the class GooglePlayServicesClient [11] is not the subject matter of this
application because it cannot be in any way affected by this application.

When it comes to the outdoor use where the application works without any problem
and the location is found in almost 100 % of the testing cases, the address (street,
number and the city) is also successfully generated using the class Geocoder [12] based
on the tracked coordinates. The generated address either corresponds with the location
or differs in the street or house number.

The aim of the testing was not only to observe the success rate of right financial
activity suggestions but also, for example, to measure the long-term battery life with

Table 1. Dependence of the success rate of finding location on the device.

Location Time of location identification [s] Success rate

Interior *180 to ∞ *36 %
Open space *10 *100 %
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every 10 min’ location control. The regular location controls affected the battery life
only slightly and the phone power has not lowered much (between 24 to 48 h,
depending on the amount of other phone load). The testing was carried out on the
device HTC Desire X.

6 Conclusions

The created application offers a new approach to the evidence of personal financial
expenses. It exempts the user from the responsibility to remember to accurately enter
everything. Rather, it actively invites the user to action, which is in this fast age more
than desirable. This maximizes the probability that the user will always maintain their
data updated.

The employment of the new method for location identification, class Geocoder [12]
has not demonstrated much benefit, the exact location is found only when used in open
space or when the device is inside of the building near to the window or door. The
application can be then used with certainty only outside of the buildings and in the
open space.

This automated tool can be alternatively used even in a wider use, such as, keeping
record of tasks, visits, meetings and other entities of ordinary life that can be tied to a
location. To prove that we can look at the other already designed applications, for
example, from the engineering and transport fields [6, 7].
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Abstract. This paper concerns with possibilities of automatic control of GSM
alarms using a known location. It provides a compact look on an issue of input
and output notification from a circle area identified by a given point and a radius.
Consequently it describes a progress of an application for Android platform,
which solves this problematic. It contains as well a comparison of the new
solution with other mobile platforms and their deficits. The paper also mentions
certain competition applications for Android platform and their interrelated
comparison.

Keywords: Security � GSM � Alarm � Automation � Android

1 Introduction

A shed, a cottage, a garage, a garden, all of these realties are a property, which often
means to us a lot more than just a material value. Often it may mean for example stored
memories after grandmother in boxes in the shed’s loft. All of us somehow protect
these valuables before intruders, using either a common door lock, or complete safety
measures such as safety locks, alarms etc. In fact, we are not present at these places all
the time, may be that we travel there just for weekends or sometimes even just for
vacation or holidays. This fact facilitates thieves’ intentions and gives them easier
ingress to our property. Generally the cabin areas are localized in the remote places
[14], which doesn’t make it easier to protect our property as well. But the thieves are
not the only danger for our property – another threat can be also a fire, a gas leak and
other threats. Even before these we have to protect ourselves. About the systems based
on GSM technology you can read here [1], in the work its authors pay attention among
other to use of GSM for temperature sensors, smoke sensors and alarm systems. Further
authors of [2] occupy themselves with the use of GSM nets in the households in
general [4].

Maybe most of us don’t often realize this threat, or can even think in a way: “This
can’t happen to me”, but the Sod’s law speaks clearly, so we are being surprised
afterwards. There are many possibilities how to protect our assets. Let’s divide the
secure elements into two main categories – active secure elements and passive secure
elements. Among the passive secure elements let’s categorize such elements, which
prevent the unwanted incidents, and among the active secure elements those, which
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somehow solve the certain situation when it already occurs. The more frequented are
definitely the passive secure elements, such as doors, locks, window shutters, fences, in
the case of a fire danger for example use of fireproof materials. In contrary to that the
less often are the active secure elements, such as alarms, photo traps, smoke detectors,
gas detectors etc. Among these active elements belong also various homemade traps
and snares against the thieves (such as a bear trap), that became several times a subject
of litigation here in the Czech Republic already.

This work deals particularly with the theme of alarms’ possibilities. The alarms, or
GSM alarms, are facilities, which contain a SIM card, the same one as we have in our
mobile phones (out of this comes the name GSM - Global System for Mobile Com-
munications). Therefore the device can be controlled by sending an SMS message with
a respective text such as “#01#” for turning the alarm on. If the alarm then records the
initializing event (fire, conflagration, gas …), it executes an ahead defined action
according to set values – it can send an SMS with an information that there probably
has started a fire, it can send an MMS with a photo of the place or it can make a phone
call and mediate the sound of what is happening in the place.

According to a complexity of the GSM alarm it varies also its price, but the
simplest models are available for a few hundred Czech crowns today. They are
affordable for everyone and can save our property of much higher value. Then the more
expensive models can include one main unit and one or more accessory units. The
accessory units don’t have the GSM module and therefore they can’t contact the owner.
So if the accessory unit sensors the initializing event, it activates the main unit (which
includes the GSM module) and that one releases the alarm. The communication
between the main and the accessory units can be wired or wireless (most often using
radio waves). For more information about professional alarms see [3].

As it was mentioned supra, the GSM alarm control can be executed through the
SMS orders. This possibility allows a complete control, including adding a telephone
number contacted while initializing the alarm or setting the single sensors (the device
can contain for example a movement sensor and infrared sensor, which both can be
singularly turned on and off). The operations for alarm activation and deactivation can
be controlled not only by the SMS orders, but mostly also by the wireless control using
radio waves. The most remarkable disadvantage of the mentioned second type is the
coverage of the waves, which is on the order of tens, maximally hundreds of meters.

The essential question is, if it is possible and how to automate obviously the most
often action that we operate with the alarms, which is their activation and deactivation?
Fundamentally there are two different possible directions how to find a solution. We
can use either the radio waves control, which works just in a limited sphere, or deal
with an issue, how to apply the control by the SMS messages. This is a division
according to what the device provides us with. The next question is, if we don’t want to
control the GSM alarm manually, what impulse initiates its automatic activation or
deactivation? The first possibility is a time aspect, we can say for example that we want
to have the alarm activated during a week and want to turn it off for a weekend. But this
possibility is supported natively by the most of the alarms, so it’s not needed to deal
with it. The second approach is to control the alarm in the relation with our location,
and this is particularly what the next chapters concern with.
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2 Problem Definition and Related Works

The previous chapter introduced the two possible approaches for the automated control.
The first of them is using the radio controls delivered with the device; the second one is
the control by the SMS messages. Then it was said that this control need to be executed
according to tracking the owner’s location. So if the owner’s location changes towards
the GSM alarm, he could react to such circumstance by deactivating the alarm, in
contrary if he withdraws, the alarm is activated.

Now for the sake of completeness let’s demonstrate a theoretically possible approach
to handle the alarm by the radio control. It would be necessary to develop a specialized
hardware including a GPSmodule, a radio transmitter and not least a controlling unit and
a battery. The controlling unit would periodically detect a location from the GPS module
and in the case the owner is close enough, it would transmit a signal for turning the alarm
off (eventually on) using the radio transmitter. However this approach is theoretically
possible, in the practice it wouldn’t be much applicable. It would be always needed to
carry the hardware with oneself, which would be probably too expensive.

The second and the last variant remains using the SMS orders for turning the alarm
on and off. The mobile phone we have always with us, which makes the possibility
clearly flexible. Moreover nowadays – in the time of smartphones – we have a pos-
sibility to track our location by using the integrated GSM modules in the phones [12].
So the obvious choice is to develop an application that would use our phone sensors for
the automatic remote control of our GPS alarm.

Today it is possible to choose among three main mobile platforms – Android, iOS
and Windows [12]. To select the appropriate alternative, it’s necessary to consider the
requirements that we expect the certain platform provides. Let’s first draft a mind map
(Fig. 1), which helped us to extract the single requirements.

Fig. 1. Mind map of the requirements
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The requirements are:

• providing a location,
• displaying notifications,
• user interface (GUI),
• server communication,
• persistent data storage,
• and sending SMS.

The platform has to accomplish the requirements for watching the position, because
we need the position as a starter for the alarm activation/deactivation. The notifications
is to be used to inform the user about such matter [13, 15]. The application include a
graphic user interface and in the future it is considered an enhancement of the com-
munication with the server. The persistent data storage is necessary for saving the
information about the alarms statuses, the texts of SMS orders etc. The platform has to
enable the program sending of SMS.

In the case of the Android and Windows platforms there wasn’t any limit in the
requirements, but while checking up on iOS there occurred a problem with sending the
SMS messages [12]. The SMS can’t be send without user’s awareness, it is just
possible to prepare the text of the message, which has to be sent manually then. This is
a sufficient reason to refuse this platform as an alternative. The next aspect to select the
right alternative is the share of the market of the certain platform. According to [1] the
share of the market of the Android platform in the second quartile of 2015 was 82.8 %,
which is a huge difference in comparison with Windows with 2.6 %. Therefore the best
alternative for our requirements is definitely the Android platform. In the [5] or [6] you
can find how to work effectively with the notifications for Android about entering and
coming out of some area. Now let’s have a look at similar solutions of an automated
control for GSM alarms on Google Play and let’s compare their possibilities.

One of the applications for alarm remote control on Google Play is application
GSM Alarm Manager [7], which is available for free. Its evaluation is 4/5 and it allows
the remote control of only one device. However, its main deficit is that its authors
targeted only the manual control and there isn’t implemented any automation.

The next application is Alarm Control [8], which includes very nice user interface
and a possibility to control more alarms. Its only disadvantage is Spanish localization
and no automated control such as the previous application. It has the highest evaluation
from all the selected applications – 4.7/5.

Sms Remote Control GSM [9] is also one of the applications for remote control, it’s
key advantage is the simplicity of the user interface and possibility to control more
alarms. Its disadvantage is a manual navigation only. Its Google Play evaluation is
3.9/5.

The next application is GSM Trinket [10], which similarly as the previous appli-
cation is appointed not only for alarms control, but for any devices controlled by SMS
as well. It has quite outdated user interface and its main shortage is a manual navigation
only. Its evaluation is 4.5/5.

The last application selected for the comparison is application GSM ALARM [11].
It supports more devices, but equally to the other compared applications there is
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absence of the automatic control. It has simple navigation, but the design I would rather
use for some kid’s application. Its evaluation on Google Play is 4/5.

As we can see from the examples of already existing solutions for similar matters, it
is difficult to find a direct competitor. None of the applications solve our problematic,
which is automated alarm control. Moreover some of them are even not localized into
English or there is missing a possibility of controlling more alarms.

To comment on the user interface (knowing it is only a subjective opinion) – except
for the application Alarm Control, where the user interface was very nice (even though
it was just in Spanish), the other applications’ user interfaces looked quite outdated.

3 New Solution

In this first suggested version the application enable to activate and deactivate the GSM
alarm using SMS. This is, equally to the applications mentioned in the previous
chapter, enable the manual control (user’s interaction needed [15]), but on the top of
that it allow an automatic mode, which control the alarm independently (without user’s
interaction) according to a known alarm location and a current user’s (device’s)
position [13]. The application let the user know about an accomplished activity through
the notifications for the case that there happens an unwanted turning on/off. In such
case the user can execute a manual correction. The communication using the SMS
messages is realized only one way – from the application towards the alarm. These
orders won’t be checked neither by confirming SMS from the alarm side (which can be
left off), nor by a delivering SMS from the operator.

On the mind map (Fig. 1) there are obvious the areas that we have to deal with
during the implementation. Now let’s describe the individual areas separately and
contextualize them. As it was said already, sending the SMS serves for one-sided
communication with the GPS alarm; displaying the notifications notify the user about
the executed SMS commands. To save the setting for the individual alarms it is needed
the persistent data storage, which is connected with the alarms’ maintenance. All the
necessary information is stored by SQLite into the database. Indeed the application
provide a graphic user interface.

The most important element of the application and the core of the automatic control
lie in watching the position, or more precisely watching the entering and the coming
out of the certain area. Simply we need to gain the information about these events and
react to them with some action (for example turning the alarm on).

The implementation by means of GPS rises as the first possibility, but right away in
the beginning we encounter the problem, that in the background there would constantly
have to run a service for checking up on the position regularly. That would be quite
inappropriate in the terms of battery consumption, that’s why we don’t consider this
alternative any more. A different approach could be a respective implementation that
would just use even GPS, but primarily it would aim to employ different resources,
such as WiFi nets, position according to GSM, but also for example a gyroscope,
approach sensor etc.

The respective implementation could work as follows: Fist of all it’s necessary to
locate an approximate position for example by GSM; if we are far away enough, then it
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is not necessary to have too precise position. But if we are closer to our point of
interest, then we could turn the GPS on and in addition to that change the interval of
restoring the position according as how close we are or which direction we’re moving.

To anticipate turning on and off on the range of the watched area (the red circle),
there are framed up two extra circles (Fig. 2). While achieving the smaller blue circle
we would send out a signal to turn the alarm on, and in contrary to that if our distance
become larger than radius of the green circle, we would turn the alarm off.

However in android it is possible to apply Google Location Services, which enable
several functions and one of them is so-called proximity alert. Fundamentally it is an
implementation of similar approach described supra, which is though maximally opti-
mized and sufficient for our objective. A new point of interest can be added in as follows:

The latitude and the longitude are coordinates of the point of interest (the alarm in
our case), the radius is a radius of a circular area and the proximityIntent is an Intent,
which we can capture by a BroadcastReceiver, in the case of entering or coming out of
the area. For each alarm we can add a proximityAlert with a different Intent, This way
we allocate an event to a certain alarm in the BroadcastReceiver. The BroadcastReceiver
is defined in AndroidManifest.xml, so it’s possible to capture the events even while the
application is off. It is obvious that there is missing a specification, how often the system
shall locate the position. If we wanted to make the system to actualize the position (and
consequently to detect that it shall send us the necessary Intent), we could create a
Service that would run continually and would take care of locating the position in

Fig. 2. Watching entering and coming out of the area (Color figure online)
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regular intervals (for example every 5 min) [16–18]. There is no longer need to work
with the location; the only objective is to initialize the position actualization.

So if we capture an event in the BroadcastReceiver and detect to which alarm it
belongs and if we shall turn it on or off, we react to it right away by several actions.
First of all from SQLite we load a telephone number and an SMS text that has to be
sent out. After that it is sent an SMS through a SmsManager, and a Notifica-
tionManager creates the notification for the user. While clicking the notification the
application starts up and automatically it navigates to setting a certain alarm, where it’s
possible to execute a further action. The next figure (Fig. 3) shows a basic view of
communication of the application with the system.

The application is implemented as an application with one activity and more frag-
ments. While designing the application it is considered a recommendation of a consistent
behavior of the applications by Google [10]. According to these recommendations the
application have “left menu” implemented by a DrawerLayout. If some fragment refers
to another one (a nested one), it is possible to return back in such tree hierarchy.

Fig. 3. Communication of the application
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4 Implementation

According to the previous chapter the application consists of one activity; the particular
screens are fragments, among which it’s possible to navigate using the menu or nav-
igation keys. The menu itself is made by a DrawerLayout and a NavigationView
provided by Android SDK. The navigation among the fragments itself is accomplished
by a FragmentTransation. This class includes a method addToBackStack, which simply
allows us to navigate to the previous fragment then. The navigation back itself is
processed using a method popBackStack in a class FragmentManager. However, for
navigation back within the frame of the application it was used a respective class
FragmentBackStack, which in contrary to the prepared solution manages to delete the
whole fragment storage without calling a method onCreateView in every fragment in
the storage - that would cause useless loading data, which are not needed.

The figure (Fig. 4) shows us two main screens of the application. On the left you
can see the alarms control, which is a list of the alarms ordered alphabetically with an
icon according to the fact, if the alarm is active or not (green – unlocked, red – locked).
Next there is information if the automatic mode is activated. The alarms can be edited
or deleted from the menu by passing across the item from the right to the left, added by
clicking the blue icon on the right side or the user can go to the controlling screen by a
single click on the item.

The screen with the alarms control is built on a component ViewPager, so it is
possible to move between control of different alarms simply by passing across the
screen from the left to the right or the opposite way. The screen displays a status in
which the alarms finds currently (Unlocked, Locked), a possibility to change the mode
(Automatic, Manual) and not the least a possibility to activate or deactivate the alarm.

Fig. 4. GUI of the application (Color figure online)
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The main functionality of the application is automated alarms control, so its inte-
grated part is also their administration. For storing it is utilized the SQLite database, but
the access to it is screened out from the rest of the application by a DAO layer. This
way the application works everywhere with objects of a class AlarmEntity.

public class AlarmEntity { 
private Long id; 
private String name; 
private Double latitude; 
private Double longitude; 
private Integer radius; 
private String activateSms; 
private String deactivateSms; 
private String msisdn; 
private boolean active; 
private boolean autonomyEnabled; 
…
} 

From the previous chapters we know that the GSM alarms are controlled by the
SMS orders – for this objective in the application exist a library class SmsUtils, which
contains one method sendSms with one parameter AlarmEntity. This method transmits
an SMS to a number msisdn with a message text activateSms or deactivateSms in order
to what status the alarm just has (active).

For automation of the alarm activation and deactivation there are applied so-called
proximity alerts by Google. Administration of these proximity alerts is covered by a
class ProximityAlertManager, which has two methods - addProximityAlert and
removeProximityAlert. In the case of entering or coming out of the area the system
transmits an Intent, Which is captured by the BroadcastReceiver. In our application it is
a ProximityReceiver, which actualizes the alarm status in the database, and then it
transmits SMS order to the GSM alarm, displays the notification to the user and finally
sends out another broadcast for GUI actualization, if the application is in the
foreground.

The problem of proximity alerts is that their durability is given by a time of running
the system. So if the system is restarted, the proximity alerts are forgiven and therefore
there is no Intent that our ProximityReceiver could possibly capture. Therefore after
restarting the phone it is necessary to renew all the proximity alerts. For this objective
there was created a BootReceiver in the application, which is the BroadcastReceiver
again, called when starting the system this time. It loads the alarms from the database
and creates new proximity alerts.

For the case the application is running in the foreground and a proximity alert
comes, it was necessary to deal with the GUI actualization. As it was mentioned, from
the ProximityReceiver there is transmitted the broadcast, which engages with the task
to notify the application that the GUI shall be actualized. The fragments that need to
obtain the information inherit from an AbstractFragment. In this abstract fragment onto
an event onResume it is registered the BroadcastRecevier, which then calls onto an
onReceive a method onUpdateViewReceiver. This method can be rewritten in the
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subclasses. The AbstractFragment unregisters the BroadcastReceiver on an event
onPause. A graphic illustration of the process is on the figure (Fig. 5).

5 Testing of Developed Application

In the range of the application we tested a mechanics of the automatic turning on and
off the alarms. We qualified its correctness and completeness. By the correctness we
mean a fact that the entering or coming out of the area is correctly interpreted. The
completeness means that according to this event all the appropriate actions execute
well.

The test were realized on a device LG Nexus 5, on which 4 alarms was set in the
application, and we monitored, how the device reacts while everyday moving among
these points. We noted down number of factual entries and coming-outs, number of
undiscerned entries and coming-outs and number of mistakenly discerned entries and
coming-outs. For completeness we noted down eventual occurred errors.

5.1 Results

The test of correctness took place during one week while everyday commuting to a job.
The results are displayed in the table (Table 1).

Fig. 5. Process of actualizing the GUI

Table 1. Test results

Factual Undiscerned Mistaken
Entry Coming-out Entry Coming-out Entry Coming-out

1 5 5 0 0 2 4
2 10 10 0 0 0 0
3 10 10 0 0 0 0
4 5 5 0 0 3 2
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In the first two columns there are numbers of the factual entries and coming-outs of
the area. Then in the next two columns there are numbers of undiscerned entries and
coming-outs. There weren’t any. Therefore it didn’t happen during all the testing time
that some entry or coming-out would not be registered at all. In contrary to that several
times occurred a case that some entry or coming-out was mistakenly discerned, even
though in fact no entry or coming-out happened at all. This error occurred mostly on
the range of the researched area. In the areas 2 and 3 there were not any mistakenly
discerned entries or coming-outs, because it was entered or come-out directly. In
contrary to that in the areas 1 and 4 it happened that we moved on the perimeter just in
the range of the researched area. In these cases there occurred those mistaken discerns.
These errors could be anticipated by a change of the radius value of the watched area,
which is possible for each alarm individually.

The test of the completeness took place all the time during the application devel-
opment. Through this time there were found several errors. It was for example the
problem with durability of the proximity alerts described in the previous chapter. The
next error was rewriting the proximity alerts and impossibility of watching more areas
at one time, or not actualizing the GUI, which was also described in the previous
chapter. All these problems were repaired and currently it’s not known any error related
to the completeness, as it was described in the introduction of this chapter.

Consequently let’s have a look at a comparison of our solution with the solutions
by other authors. We have compared it with the applications mentioned in the second
chapter (Table 2).

Indeed the largest advantage of our solution is the automatic control. Among the
compared applications our application is the only one that manages to autonomously
control the GSM device without a need of intervention of the user. The support for
more devices we find at the majority of the applications – ours one in not an exception.
The question of the appearance and the user friendliness is very subjective and could be
a subject of a further analyze. Therefore the presented evaluation is just my subjective
impression.

Except the application Alarm Control, which has only Spanish localization, all the
other applications dispose with English localization as a minimum (including ours
one). Our application is further localized into Czech language.

One of the compared applications turns quite aside the course, because it doesn’t
focus just on the GSM alarms control, but generally on control of any GSM devices.

Table 2. Comparison with the competition

Automation More devices Appearance

GSM alarm manager No No 1/5
Alarm control No Yes 5/5
Sms remote control No Yes 3/5
GSM trinket No Yes 4/5
GSM ALARM No Yes 2/5
Alarm remote (our solution) Yes Yes 5/5
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It is application GSM Trinket. This adds to it a little advantage, but principally any of
the compared applications could be used to control even different devices than just
alarms.

So if we evaluate the applications in the objective of this work, which is automated
control of the GSM alarm, our application has no competition there, simply because no
other application offers this functionality.

6 Conclusions

As the objective of this work it was developed a new application for the Android
platform, which deals with the automatic GSM alarm control. Its automation is exe-
cuted on the basis of a current location of the mobile phone and a known position of the
GSM alarm. The application watches entering and coming out of the area and
according to that it transmits SMS orders into the device.

This new approach targets to simplify the GSM alarms control to the users. It can
help saving one’s time, but fundamentally gives the confidence that the user doesn’t
forget to turn the alarm on, because this application accomplishes the activation for
him.

While testing it appeared that the automation is reliable. In several cases it came to
mistakenly turning on/off the alarm on the range of the watched area. But the result end
status of the alarm was right.
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Abstract. Many studies examining the relation between mobile phone use and
the personality traits of individual users have concluded that a significant rela-
tionship exists with extraversion standing out as a common trait in this context.
In addition, innovativeness plays a key role in the users’ adoption of technology
and this has been studied within the domain of information systems including
the adoption of mobile commerce. This study investigates the relationship
between innovativeness, extraversion, mobile phone use and mobile applica-
tions, for the first time in the literature. A structured survey was administered to
343 university students. The results showed that mobile phone use features are
predominantly related with the trait of extraversion whereas mobile application
use features are mostly related with the innovativeness of the user.

Keywords: Mobile phones � Mobile applications � Individual differences

1 Introduction

The enriched functionality and interaction features including ubiquity, personalization,
flexibility, dissemination, convenience, instant connectivity and location specific ser-
vices have resulted in mobile phones becoming the primary communication device
across the world. This development has been accompanied by the rapid increase in the
use of mobile applications for communication, shopping, entertainment and utility
purposes.

Previous studies have examined the relationship between the use of mobile phones
and the Big-Five personality traits [1–3]. These studies concluded that extraversion is
one of the most significant indicators in relation to mobile phone use. However, the
relation between the use of mobile applications and personality traits has been rela-
tively under-explored in the literature. Of the few studies that exist the relationship
between installed applications and demographics information has been studied [4, 5]
and also the relationship between mobile application usage and Big-Five traits [6].

In the mobile application domain, innovativeness is an important indicator that
needs to be considered since it is related to individuals being willing and open to new
experiences and making constructive use of the available information [7]. Perceived
innovativeness has been analyzed in Technology Acceptance Models and Innovation
Diffusion Theory, but not explored in the actual use of technology in the mobile
domain.
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The main contribution of this paper is to elaborate on the relationship between the
use of mobile phones and applications, and extraversion and innovativeness as per-
sonality features of the users. We widened the mobile application categories to 17
whereas previous studies mainly focused on several application categories. Specifi-
cally, we have focused more on mobile applications in the communications category in
terms of voice over IP communication (VoIP), instant messaging, e-mails and pho-
tograph sharing while the previous studies mainly placed emphasis on e-mail.

2 Literature Review

Understanding personality is a complex issue and has been the subject of numerous
studies in social and psychological sciences. Personality has fundamental dimensions
that are referred to as traits. There are several models that construct their theory on traits
with Big-Five being the most known. This model consists of five personality traits:
openness, conscientiousness, extraversion, agreeableness, and neuroticism. Extraver-
sion is related with energy and enthusiasm [8] and associated with characteristics such
as being active, assertive, energetic, enthusiastic, outgoing and talkative. Extraverts
also enjoy the company of others [3].

In the literature, a limited number of studies investigated the relationship between
extraversion and mobile phone use. Bianchi and Phillips [9] reported that mobile phone
users are more likely to be extraverts. In another study by Butt and Phillips [1],
extraverted people were found to receive more calls and spend more time on making and
receiving calls. On the other hand, Chittaranjan et al. [2] did not find a significant
relationship between extraversion and time spent on incoming and outgoing calls.
Although not significant, it was found that extraverts spend more time on incoming
calls. The duration of calls and the number of unique contacts who called were also
found to be significantly higher for extraverts. Chittaranjan et al. [6] later found that
extraverts spend more time on incoming calls and also receive more calls. The total
duration of calls and the number of unique contacts in call logs and outgoing calls were
also higher in extraverts. Oliveira et al. [10] reported that only the extraversion trait was
significantly related with mobile phone use in terms of sending or receiving calls.
Outgoing calls were not significantly explained by the personality traits in previous
studies [1, 2, 6] inferring that extraversion is not a discriminative feature in outgoing
calls. It was shown that personality was a fairly weak predictor of smartphone ownership
and use, whereas extraversion was found to be the most consistent predictor [11].

The relationship between extraversion and SMS messaging has also been explored.
Lane and Manner [11] found that extraverts reported a higher use of SMS messaging.
In the study by Butt and Phillips [1], extraverts were reported to spend more time on
writing and receiving messages using SMS. Similarly, Oliveira et al. [10] found that the
only personality trait that was significantly related with sending and receiving SMS
messages was extraversion. Although Chittaranjan et al. [2] showed that the
extraversion trait negatively correlates with the number of SMS sent, in their later study
[8], they found that users scoring high in extraversion are more likely to receive and
send more SMS messages.
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Recent studies have explored the relationship between the number of installed
mobile applications and user attributes such as gender, religion, country and language
[4, 5]. However, the relationship between mobile application use and personality
features is a relatively unexplored field in the literature. Chittaranjan et al. [6] inves-
tigated this relationship by examining application logs but due to the sparse dataset
obtained from Nokia N95 phones between October 2009 and February 2011, the
authors could only obtain 11 applications. In the study by Chittaranjan et al. [6], basic
applications that are mostly preinstalled in Nokia N95 phones were examined. The
authors found that extraversion positively correlates with the use of office and calendar
applications, e-mails only for males and negatively with internet, games and camera.
Tan and Yang [3] also found that individuals high in extraversion tend to use internet
applications in transaction, social networking, finance, games and online friends cat-
egories more frequently. In another study that measured the importance of six smart-
phone application categories (communications, games, multimedia, productivity,
travel, and utilities), extraversion was found to be positively related to games and
negatively related to productivity [12].

In the literature, innovation has been defined as “an idea, practice, or object that is
perceived as new by an individual or other unit of adoption” and as the degree to which
a person is early in adopting innovations when compared to others [13]. In the
information systems domain, personal innovativeness has been explained as the
inclination of an individual to try out any new information systems [14, 15]. Agarwal
and Prasad [14] developed the personal innovativeness construct to understand the
process by which new information technologies are adopted and they found that people
with a higher degree of personal innovativeness were more likely to adopt new
technologies.

Innovativeness was used as a personality construct to predict consumers’ innova-
tive tendencies to adopt a wide variety of technological innovations [16]. Nov and Ye
[17] suggested that innovators are more promising customers than others. Innova-
tiveness has also been found to be a very important indicator of consumer intention to
use mobile commerce in the USA [18].

Mobile phones, mobile applications and evolving mobile communication modali-
ties represent new and innovative forms of communication. It is obvious that mobile
applications disrupt the traditional way of communication monopolized by service
providers, namely traditional voice calls and SMS [19]. There is a fundamental shift in
people’s communication channels which characterized by a decline in the use of tra-
ditional communication services [20]. Mobile communication apps can be defined as
applications to connect and communicate through mobile devices to share news,
information and content [21]. These applications can be subdivided into the following
categories [20]: (1) social networking (2) voice over Internet protocol (VoIP) (3) instant
messaging (4) recommendation services. Examples of other forms of mobile com-
munication modalities are photograph sharing applications like Instagram and of
e-mails.

In our study, we investigate the use of mobile phones and applications, in particular
communication applications, to determine users’ adoption of mobile technologies.
Furthermore, this study explores whether extraversion and innovativeness as person-
ality features are determinants of mobile technology use. Extraversion is the most
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commonly used personality trait and has been reported to be effective in predicting the
use of mobile phones and applications [1, 3, 11, 12]. However, traditional mobile
phone use has been evolving and novel applications have started to substitute tradi-
tional methods. In this transition, innovativeness is a significant personality feature that
is worthy of investigation.

3 Research Methodology

3.1 Participants

The empirical data was collected using a questionnaire that was e-mailed to the
undergraduate and graduate university student lists of a well-known university in
Turkey. The questionnaire was completed by 343 people, of whom 154 were female
and 131 were male, and the remaining 58 students did not state their gender. The
average age of participants was 21.7.

3.2 Materials

Measuring Extraversion. Within the framework of the Big-Five model, Gosling et al.
[22] introduced the Ten Item Personality Inventory (TIPI), which contains ten ques-
tions to determine the Big-Five personality traits. In our study, we used TIPI to measure
self-perceived personality. The relevant TIPI questions that were employed in the
questionnaire were “extraverted, enthusiastic” and “reserved, quiet”. Participants were
asked to enter a number from 1 to 7, from strongly disagree to strongly agree. The scale
reliability was considered to be sufficient since the Cronbach Alpha value was 0.7,
which is compatible with the recommended values [23].

Measuring User Innovativeness. In the literature, innovativeness is used as a per-
sonality construct to predict consumer perceived innovativeness. The innovativeness
index (INN) used in this study is a composite score of five innovativeness items which
aim to measure users’ openness to new technologies. The INN measure was adopted
from Yang [17] who developed a 7-point Likert scale ranging from 1 (strongly dis-
agree) to 7 (strongly agree). The scale reliability was measured using Cronbach’s Alpha
and found to be acceptable (0.82) [23].

Survey on Mobile Phone and Application Use. This survey consisted of three sec-
tions; demographic details, mobile phone use and mobile application use. In the
demographics section, information on participants’ age and gender was obtained. The
mobile phone use section contained questions based on a 7-point Likert scale with 1
being no use to 7 being very frequent use. The questions were mainly based on the
constructs in the study of Butt and Philips [2] but were further elaborated. In their
study, the authors measured time spent per week on all calls (separating incoming and
outgoing calls) and SMS messaging. In our study, we asked further questions regarding
the time spent on all features of daily mobile phone use. More specifically, we rep-
resented the time spent on SMS using two variables; time spent on incoming messages
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and outgoing messages. In addition, the newly added questions concerned total time
spent on using mobile phone, the number of incoming and outgoing calls, frequency of
mobile application use and the number of people contacted for incoming and outgoing
calls in a day. The third section of the survey contained questions regarding mobile
application use patterns based on a Likert scale with responses graded from 1 to 5 with
1 being no use to 5 being very frequent use.

For the two most popular smartphone operating systems (iOS and Android),
application categories were obtained from Apple Store and Google Play store. This
method was based on the work of Hui-Yi and Ling-Yin [24], in which 12 major
application categories were aggregated using three major mobile application platforms,
Apple Store, Google Play Store and Windows Market.

In relation to the findings concerning the effect of personality features on mobile
phone use and to investigate the shift from traditional mobile phone use to mobile
communication applications use, applications in the communication category were
prioritized in this study. Mobile applications in the communications category were
presented in the sub categories of VoIP (e.g., Skype), instant messaging (such as
Whatsapp and Viber), e-mails, and photograph sharing (e.g., Instagram and flickr).
Then, the following most popular categories were added to the study: music/audio
(such as radio and music player), video (e.g., Youtube, Vimeo) productivity, tools,
weather, news, games, finance (e.g., banking, stock exchange), shopping
(m-commerce), travel (navigation, maps i.e.), personal life (such as health, fitness and
lifestyle), web browsers, and books/references.

3.3 Data Analysis and Results

Data was analyzed using SPSS. A total of 343 participants responded to the survey
questions. The questions regarding extraversion and innovativeness were answered by
314 respondents. Among 314 respondents the questions concerning mobile applica-
tions use were answered by 285 respondents who stated that they used mobile appli-
cations in their mobile phones, These respondents were obviously using mobile
applications with their smart phones. As a result, the analyses regarding mobile phone
use comprised users who own mobile phones whereas the analyses with respect to
mobile application use took into consideration the users using applications on their
smartphones which is a total of 285 users.

For the features that were found to be positively skewed, a log transformation, log
(feature + 1), was applied. For the features that were negatively skewed, the scale was
inverted by subtracting it from its maximum value plus one before applying the log
transformation. The features that were inversed were negated to ease interpretation. The
assumption of normality was met after the data was transformed.

Analysis of the Independent Variables. The mean score for INN was 5.717 (SD
= 0.916) whereas for extraversion feature it was 4.941 (SD = 1.397). The correlations
between the independent variables were computed using Pearson’s correlation coeffi-
cient. It was found that innovativeness is significantly correlated with extraversion
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(p = 0.333). Although significant correlation exists it is below the selection criterion of
0.99 [25]. Hence, the assumption of no multi-collinearity is met.

Analysis of the Dependent Variables. Tables 1 and 2 present the descriptive statistics
for mobile phone and mobile application use, respectively. Table 1 shows that the daily
average time for total usage time is relatively higher than those found in the other
constructs. The daily average time spent on incoming calls is higher than that spent on
outgoing calls, which is consistent with the findings of Butt and Phillips [1]. Similarly,

Table 1. Descriptive statistics for mobile phone use features

N Mean SD Skewness

Usage time a 343 4.297 1.770 0.064
Incoming calls time a 343 2.236 1.134 1.195
Outgoing calls time a 343 1.971 1.042 1.460
Incoming messages a 343 2.294 1,517 1.351
Outgoing messages a 343 2.233 1.496 1.430
Mobile app use b 343 3.580 1.904 0.362
Number of incoming calls b 343 3.076 1.090 0.913
Number of outgoing calls b 343 2.875 0.988 0.895
Number of contacts (incoming calls) b 343 3.000 0.970 0.946
Number of contacts (outgoing calls) b 343 2.834 0.970 1.132
a Likert scale with 1 being no use to 7 being very much use
b Likert scale with 1 being no use to 7 being very frequent use

Table 2. Descriptive statistics for mobile application use features a

N Mean SD Skewness

VoIP 285 2.270 1.311 0.764
Instant messaging 285 3.968 1.425 −1.128
E-mail 285 4.274 1.108 −1.622
Web browsers 285 4.039 1.469 −1.303
Video 285 3.779 1.223 −0.802
Photograph 285 2.649 1.639 0.320
Music/Audio 285 2.677 1.647 0.308
Productivity 285 2.804 1.562 0.140
Tools 285 1.898 1.314 1.231
Weather 285 3.551 1.328 −0.560
News 285 3.382 1.493 −0.457
Games 285 2.793 1.509 0.214
Finance 285 1.856 1.221 1.296
Shopping 285 2.137 1.210 0.888
Navigation 285 2.716 1.250 0.203
Personal life 285 1.825 1.153 1.334
Books/references 285 3.011 1.423 -0.011
a Likert scale with 1 being no use to 5 being very
frequent use
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Table 3. Correlations between independent variables and mobile phone use

Extraversion INN a,b

Usage time 0.261** 0.113*
Incoming calls time b 0.202** 0.020
Outgoing calls time b 0.144** 0.031
Incoming messages b 0.175** 0.133*
Outgoing messages b 0.148** 0.085
Mobile app use 0.159** 0.189**
Number of incoming calls 0.283** 0.226**
Number of outgoing calls 0.256** 0.170**
Number of contacts (incoming calls) 0.274** 0.213**
Number of contacts (outgoing calls) b 0.213** 0.193**

* Correlation is significant at the 0.05 level (2-tailed)
** Correlation is significant at the 0.01 level (2-tailed)
a Reverse is taken
b Log transformation is applied

the daily average time spent on incoming messages is greater than the time spent on
outgoing messages. When the frequency of use is considered, the mean is higher for the
daily number of incoming calls than the number of outgoing calls, and the number of
contacts for incoming calls is higher than those for outgoing calls. The frequency of
using mobile applications is higher than the number of incoming or outgoing calls.
Table 4 shows that personal life categories are the least used whereas email and
messaging are the most used categories.

Table 3 shows that mobile phone use features are mostly correlated with
extraversion. Table 4 demonstrates that mobile application use features are mostly
correlated with innovativeness. To test whether extraversion and innovativeness can be
used to predict each mobile phone usage construct a total of ten multiple regression
models were constructed. The results are given in Table 5. The standardized regression
coefficient (β) and t − statistics are presented in Table 6. The regression analysis of
mobile phone use showed that extraversion as an independent variable significantly
predicted the features for usage time, time spent on incoming calls, time spent on
outgoing calls and messages, the number of incoming and outgoing calls, and the
number of contacts for incoming and outgoing calls. Innovativeness significantly
predicted the frequency of mobile application use, the number of incoming calls and
the number of contacts for incoming calls. The personality traits explained 9.8 % of the
variance (F = 16.984, p = 0.00*) in predicting the number of incoming calls, which is
the highest among all models. When the standardized regression coefficients were
examined, the extraversion trait was found to be significant in predicting mobile phone
use (β = 0.251, p = 0.00*) whereas innovativeness was significant in predicting mobile
application use (β = 0.159, p = 0.00*).

A total of 17 multiple regression models were constructed to test whether
extraversion and innovativeness can be used to predict each mobile application usage
construct Table 7 presents the results regarding the R2 values and significance levels.
The standardized regression coefficient (β) and t − statistics are presented in Table 8.
This analysis showed that the independent variables significantly predicted the features
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Table 4. Correlations between independent variables and mobile application categories

Extraversion INN a,b

VoIP 0.101 0.200**
Instant messaging a,b 0.181** 0.175**
Email a,b 0.216** 0.178**
WebBrowsers a,b 0.099 0.198**
Video 0.187** 0.245**
Photograph 0.189** 0.122*
Music 0.191** 0.118*
Productivity 0.075 0.215**
Tools b 0.074 0.224**
Weather -0.022 0.159**
News 0.188** 0.298**
Games 0.072 0.221**
Finance b 0.143* 0.252**
Shopping -0.005 0.137*
Navigation -0.016 0.242**
PersonalLife b 0.069 0.050
Books/references 0.038 0.204**

* Correlation is significant at the 0.05 level
(2-tailed)
** Correlation is significant at the 0.01 level
(2-tailed)
a Reverse is taken b Log transformation is
applied

Table 5. Regression analysis for mobile phone use

F p R2

Usage time 11.513 0.000** 0.069
Incoming calls time b 7.037 0.001** 0.043
Outgoing calls time b 3.342 0.037* 0.021
Incoming messages b 5.947 0.003** 0.031
Outgoing messages b 3.725 0.025* 0.023
Mobile app use 7.514 0.001** 0.046
Number of incoming calls 17.223 0.000** 0.100
Number of outgoing calls 11.277 0.000** 0.073
Number of contacts (incoming calls) 15.753 0.000** 0.092
Number of contacts (outgoing calls) b 10.323 0.000** 0.062

* Correlation is significant at the 0.05 level (2-tailed)
** Correlation is significant at the 0.01 level (2-tailed)
a Reverse is taken
b Log transformation is applied
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Table 6. Standardized regression coefficient, t-value and significance for mobile phone use

Extraversion INN a,b

Beta t p Beta t p

Usage time 0.251 4.334 0.000 0.029 0.502 0.616
Incoming calls time b 0.220 3.734 0.000 -0.053 -0.903 0.367
Outgoing calls time b 0.150 2.525 0.012 -0.019 -0.314 0.753
Incoming messages b 0.147 2.490 0.013 0.084 1.423 0.156
Outgoing messages b 0.135 2.272 0.024 0.040 0.670 0.503
Mobile app use 0.109 1.849 0.065 0.153 2.598 0.010
Number of incoming calls 0.234 4.104 0.000 0.148 2.591 0.010
Number of outgoing calls 0.224 3.868 0.000 0.096 1.656 0.099
Number of contacts (incoming
calls)

0.229 3.991 0.000 0.137 2.395 0.017

Number of contacts (outgoing calls)
b

0.168 2.883 0.004 0.137 2.354 0.019

a Reverse is taken
b Log transformation is applied

Table 7. Regression analysis for mobile application use

F p R2

VoIP 6.031 0.003** 0.042
Instant messaging a,b 7.053 0.001** 0.049
Email a,b 8.908 0.000** 0.054
WebBrowsers a,b 5.904 0.003** 0.041
Video 11.064 0.000** 0.074
Photograph 5.771 0.004** 0.040
Music 5.846 0.003** 0.034
Productivity 6.653 0.002** 0.039
Tools b 7.247 0.001** 0.043
Weather 4.304 0.014* 0.030
News 15.254 0.000** 0.093
Games 7.052 0.001** 0.049
Finance b 9.074 0.000** 0.055
Shopping 2.943 0.054* 0.014
Navigation 9.899 0.000** 0.060
Personal life b 0.756 0.047* 0.005
Books/references 6.083 0.003** 0.035

Correlation is significant at the *0.05 level
** 0.01 level (2-tailed)
a Reverse is taken
b Log transformation is applied
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Table 8. Standardized regression coefficient, t-value and significance for mobile application use

Extraversion INN a,b

Beta t p Beta t p

VoIP 0.046 0.740 0.460 0.187 3.021 0.003
Instant
messaging a,b

0.142 2.301 0.022 0.133 2.153 0.032

Email a,b 0.179 2.922 0.004 0.125 2.043 0.042
Web browsers a,b 0.044 0.713 0.477 0.185 2.999 0.003
Video 0.125 2.065 0.040 0.208 3.424 0.001
Photograph 0.167 2.704 0.007 0.072 1.163 0.246
Music 0.171 2.773 0.006 0.067 1.089 0.277
Productivity 0.012 0.202 0.840 0.211 3.418 0.001
Tools b 0.009 0.144 0.885 0.221 3.591 0.000
Weather -0.075 -1.213 0.226 0.181 2.911 0.004
News 0.109 1.819 0.070 0.266 4.441 0.000
Games 0.008 0.125 0.901 0.218 3.548 0.000
Finance b 0.080 1.307 0.192 0.213 3.484 0.001
Shopping -0.050 -0.799 0.425 0.151 2.425 0.016
Navigation -0.096 -1.575 0.116 0.271 4.441 0.000
Personal life b 0.061 0,969 0.334 0.028 0.437 0.663
Books &
references

0.025 0.402 0.688 0.212 3.428 0.001

a Reverse is taken
b Log transformation is applied

of mobile application categories. As shown in Table 8, 14 of the 17 mobile application
categories were significantly related with innovativeness: VoIP, instant messaging,
e-mails, web browsers, tools, finance, video, productivity, weather, games, shopping,
navigation, books/references and news whereas instant messaging, email, video, pho-
tograph, music categories were found to be significantly related with extraversion. Both
personality traits explained the highest variance (1.03 %) (F = 15.728, p = 0.00*) in the
model predicting the use of news applications. Furthermore, the innovativeness trait was
found to be significant in prediction (β = 0.201, p = 0.001). In addition, the traits
accounted for 7.5 % of the variance (F = 11.153, p = 0.00*) in predicting the use of
video related application. Although both extraversion (β = 0.124, p = 0.044) and
innovativeness (β = 0.210, p = 0.001) were significant predictors in this model, the
effect of innovativeness feature was higher. The traits in the models predicting VoIP,
instant messaging, web browsers, tools, finance, VoIP, photograph, productivity, games,
navigation, books/references, and news explained 4.1 % to 6.9 % of the variance.

4 Discussion

In this study, we investigated the relationship between personality traits and mobile
technology use, traditional communication channels such as voice calls and SMS
messaging and various mobile application categories. To our knowledge, this was the
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first study to explore the relationship between different personality features and dif-
ferent aspects of mobile technology use. In addition, the frequency of mobile appli-
cation use was analyzed for the first time in the literature.

Our results confirmed the results of the previous studies concluding that personality
traits can be used to determine the patterns of mobile phone use [1]. People with high
scores in extraversion trait were found to; (1) make longer incoming and outgoing calls,
(2) spend more time using their mobile phones [1, 2], [6], [26], (3) send and receive a
higher number of messages [1], [6], [10, 11], (4) make a higher number of incoming
and outgoing calls, and (5) communicate with a higher number of different contacts [6].

In addition, our findings offer the following novel contributions: Individuals high in
extraversion trait (1) spend more time in using mobile applications, (2) spend more
time in applications that provide voice calling and sending messages, the reasons of
which can be explained by our aforementioned findings: the extravert people spend
more time in mobile phone use and (3) spend more time in using music applications.
However in the literature, Chittaranjan et al. [6] found a slight negative relationship
between the category of audio/music/video applications. Youtube on the other hand
was found to be more likely to be used by extraverts. Using visual and audio multi-
media may coincide with enthusiasm-seeking, active and energetic nature of extraverts.
Previous research found positive relation between extraversion and use of office and
calendar mobile applications and with e-mails only for males [6]. Internet applications
in transaction category [3] are also found to be positively related with extraversion.

The use of mobile applications is significantly related to the innovativeness trait.
People who are high in innovativeness trait spend more time in (4) communicating with
others, (5) sharing media including video and photography (6) using music, news,
weather, navigation, bookmarking, gaming, shopping, books and references type
applications. However, people who are high in innovativeness trait tend to use Tools
and Finance applications less frequently.

Innovativeness was found to significantly predict mobile application use, the
number of incoming calls and the number of contacts for incoming calls. In other
words, innovative people receive a higher number of incoming calls. According to the
results of the regression analysis of mobile application use, the independent variables
significantly predicted the features of mobile application categories. The positive
relationship between innovativeness trait and the frequency of mobile application use
suggests that innovative people are open to new experiences and technology. In par-
ticular, the use of e-mail, search, timetable and navigation services is significantly
higher in innovative individuals. Furthermore, there is a positive relationship between
gaming applications and innovativeness, which can also be attributed to innovative
people being more open to information technology and applications. Our results show
that innovativeness positively relates to the use of finance applications. In addition,
there is a positive relationship between innovativeness and shopping applications.

The most significant positive relation was observed between innovativeness and
news applications (r = 0.304, p < 0.01) suggesting that innovative people tend to
download more news applications. This may be due to tendency towards increasingly
accessing knowledge and information through news/information type applications.
Similar discussions can explain the positive relationship between books/references and
innovativeness. This is also supported by Kim et al. [27] who found that highly
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educated individuals were 13 % more likely to use literacy applications compared to
individuals with a lower education level.

5 Conclusion and Future Work

This research investigated whether the extraversion and innovativeness of individuals
are effective in the use of mobile phones and mobile applications, in particular those
related to communication. In our study, mobile phone use features were found to be
mostly correlated with extraversion. This is in line with previous research and social
and outgoing nature of extraverts. Mobile application use features were mostly cor-
related with innovativeness. The relation between innovativeness and mobile phone
and application use is explored for the first time to the best of our knowledge. It is not
surprising to find that innovative people are more open to new experiences and tech-
nological innovations represented by mobile applications.

The major limitation of the study was the use of a convenience sample consisting of
graduate and undergraduate university students since it does not completely represent
the general consumer population who are likely to be less familiar with mobile
applications. Another limitation of the study was the use of self-reporting method to
collect data on the mobile phone and application use of individuals. In the question-
naires, the participants were asked to make an estimate based on their past behavior.
However, this can result in bias and the use of log data would be more reliable. Future
studies can resolve this issue by employing log data.

Mobile technology products should avoid one-size-fits-all approach to meet different
needs of individuals. The findings of this study provide valuable information to improve
personalization and recommendation services of mobile applications. People with similar
personality features may be used to identify and cluster people with similar tastes and
preferences. Understanding the patterns of mobile phone use is significant to reveal user
preferences to improve the features of mobile phones and personalizedmobile services. It
can also help tailor for specific needs and specific populations and make predictions
based on the available data. The identification of users who are innovators, early-adopter,
leaders or users with a large number of friends is also important to determine the primary
segment that should be targeted by marketing practitioners. Innovative individuals are
potential primary market segment as being leaders and early-adopters in technology use.
Extraverts are another target segment with their high potential in mobile phone and
application use. The findings in this study provide useful insights for mobile technology
designers, especially those designing for specific populations.
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Abstract. The social relationships graph i.e. sociogram allows a transparent
view of people in their surroundings to whom we have a certain relation-
ship. Such options have already depicted many tools. They generally use data
from social networks, e.g. Facebook or Google+. Certainly, not every such a
graph is entirely transparent and usable. A sociogram contains a large number of
vertices and edges when there are a larger number of people in their sur-
roundings. Then it is not possible to simply work with the graph and subse-
quently describe it. In this article, we introduce options that will make the
sociogram transparent, thus offering easier work with it. We work with a soft-
ware tool from the IHMC company, called CmapTools, which normally oper-
ates on desktop operating systems. In our case, we are working with a version
for the Android OS, which has been externally developed for the company for a
long time, but has not yet been publicly introduced.

Keywords: Social relationships � Sociogram � Graph theory � Anroid operating
system � CmapTools

1 Introduction

In autumn 2013, we completed a study internship at the American institution for science
and research IHMC (Institute for Human and Machine Cognition www.ihmc.us)
together with colleagues from the University of Hradec Kralove in Florida. Thanks to
our work experience with the development of mobile applications for the Android
operating system, we were assigned to the team for software development managing and
editing CmapTools concept maps. Our task was to prepare the cornerstone for the
subsequent development of a mobile version of CmapTools [1] especially for the
Android operating system. We prepared a partly usable version during the two-month
internship that the institution management liked and offered us an external collaboration.

After completing the course, Smart approaches to the creation of information
systems and applications, we chose just an extension of the CmapTools application.
The application is mainly used for creating and editing conceptual maps. [3] We chose
the solution of the problem in visualizing social relationships among people who use
the services on Facebook social network chosen by us in order to take advantage of the
options that the application offers, and because of our interest in social networks.

The main idea of the Facebook social network is to connect users and the dis-
semination of information. It is grounded in a virtual friendship. Each user can tag
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someone else as their friend with their consent. This generates innumerable relation-
ships among users. With one of the resulting friendships one can develop some more
and so on.

For a transparent display of all our friendships, simply fill in the name or at first
glance the unequivocal photo. If we are interested in a mutual friendship among our
friends, it is no longer so simple. For a transparent display we will use graph theory and
then draw our friendship as a graph.

Such a graph can be imagined as a simplification of the real world, where the
studied problem will be illustrated by points, which are connected by lines thus
describing the various characteristics. Such points in graph theory are called vertices
(graph peaks). The lines that connect vertices are called edges [2].

The CmapTools application will simply be applicable for the representation of such
a graph. In our case, when we need to represent users and relationships, we determine a
user by using the vertices and edges will constitute the existing friendships of these
users.

Obtaining information about friends and relationships among them from the
Facebook social network cannot be performed as previously by using simple FQL
queries to the Facebook SDK. The possibility of obtaining data from the social network
was banned. Currently it is possible to obtain data in a similar manner by using the
Graph API tool. The possibility of use is, however, significantly restricted. Information
about friends can be obtained only from those with an application created by you,
which will be using this data. Such a condition is not very acceptable and data retrieval
will need to be resolved in a different manner [7].

The last part is a transparent representation of the obtained data in the CmapTools
application. The simple depicting of vertices and edges in the graph would not be very
transparent and usable. It is necessary to distribute individual vertices so that the graph
clearly provides the information we need to find out. Since these days the average
number of Facebook friends is approximately equal to the number 338 and its median
is 200 [7], it is not possible to use a simple depiction. Our goal is to introduce perhaps
the simplest algorithm suggested by us for the best positioning of vertices in the graph;
furthermore, to minimize the number of edges necessary for the display of friendships
and still retain all the information in the graph. Simply incorporate a community of
friends dividing our social life on more parts.

The CmapTools application, graph theory, the possibility of obtaining data from
Facebook social network and the algorithm for the transparent depiction of the
sociogram and subsequent implementation are presented in more detail in this article.

2 Problem Definition

The easiest way to express the social network is as an undirected graph. The graph is
the basic object of graph theory. The point is that this is a representation of a group of
objects in which we want to represent that some of the elements have a certain rela-
tionship to another one. [2] Vertices will be assigned for the objects, in our case users,
and their relationships will be represented by the edges among them. The relationship
can be understood as a friendship, family or co-operation.
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Graphs can be further divided into directed and undirected. A directed graph takes
into account the order of vertices of each edge. It is not necessary to know from which
vertex the edge proceeds concerning the edges of the undirected graph. [2] In our case
it is sufficient to use an undirected graph in the sociogram. But there are also cases
when it is necessary to depict relationships among the vertices by means of oriented
graphs. This graph shows not only the relationship, but also determines the direction
from which vertex is the relationship directed towards another relationship.

An undirected graph is the pair G ¼ \V ;E[ , where V is a non-empty group of
vertices and E the group of two-element groups of vertices E 2 f u; vf gj
u; v 2 V ; u 6¼ vg. Each vertex can have some designation or name. The number of
edges reaching the vertex is denoted as the degree of the vertex. This degree will be
interesting for us. We will consider the number of friends and the user represented by
the vertex have in common as the degree of vertex [2] (Fig. 1).

It is therefore necessary to define all the vertices and edges for our graph. The data
will be drawn from Facebook social network. Information concerning our friends and
the friends of our friends who are also our friends will be interesting for us. These users
will therefore be presented by the vertices in the graph and the relationships between us
and among the others will be presented by the edges.

A classical graph of social relationships has certain limitations. With visualization
system with multiple objects, a great increase in the number of crossing edges repre-
senting their relationships occurs and thereby the graph becomes quite unclear.
Therefore, it is necessary to first think about the exact location of all the vertices on the
map, then define and create so-called communities and finally depict their relationships;
as a community refers to a group of vertices, which have the most common relation-
ships among themselves. It is not necessary to have all the vertices interconnected
among themselves, which would represent already an arc of the graph, but it is suffi-
cient that each vertex would be linked with most of the others. An arc of the graph is
each maximal complete subgraph. All vertices of the arc are connected with all
remaining by an edge [2, 4].

The location of vertices can be performed easily. One option may be to depict all
vertices periodically according to the grid, for example sorted in ascending alphabetical

Fig. 1. Undirected graph
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order. Such a distribution would say anything to us after depicting all relationships. It
would be impossible to recognize all relationships and the graph would be unusable.

It is therefore necessary to accurately calculate the location for each vertex. Indi-
vidual vertices will be placed into a graph based on their grade. Approximately in the
middle of the graph there will be vertices whose degree will be the largest. Conversely,
the degree of vertices will be the smallest on the edge of the graph. It is also necessary
to place vertices side by side so that adjacent ones would have relationships in common
as much as possible. We need to minimize the number of edges, which will intervene
through the entire graph and at the same time try to minimize the length of all edges in
the graph.

On Fig. 2 there is a part of the graph that was created by TouchGraph (www.
touchgraph.com). Data for the application will be provided, the same as in our case,
Facebook. All vertices are already correctly located in the graph, but the result is not
quite ideal. Even though it is clearly distinguishable which communities create our
social relationships, it is not too clear who is with whom in the relationship, since the
number of vertices and edges is very large.

Since our friends are also strongly linked to each other, it is necessary to propose a
better solution for maximizing the clarity of the graph, that it be possible to work
simply in the CmapTools application.

FQL (Facebook Query Language) was an ideal service for data provision and
querying Facebook that was unfortunately stopped. FQL was a query language
allowing the acquisition of user data from the Facebook social network. Working with
it was carried out similarly to SQL language. Data returned to us in the JSON format

Fig. 2. Sociogram
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and our application could work with them. However, this is not possible for newly
created applications and therefore it is necessary to switch using The Graph API – a
new platform for working with data on Facebook [7].

The proposed methods are described in more detail in the following chapter, which
should make the graph more clear and facilitate the overall work with it.

3 New Solution

The standard solution for visualizing social relationships, for example the mentioned
Touchgraph, displays users to whom the sociogram binds on the map of the graph. But
this does not bring any benefit and we are only adding duty to depicting the vertex and
just as many edges as many friends we have. The matter is that it concerns only our
social relationships. It is therefore obvious that with each person in the graph there
exists just one relationship with us. [4] We will save many edges in the graph only by
not depicting ourselves. If we fail to do so, according to the rule we set in the previous
chapter, the vertex with the highest degree will be in the middle, a vertex representing
us would be in the middle. Thus, there will be one or more users who have the most
common relationships with our friends over others in the middle.

In the graph, there is also the great possibility of the existence of one or more
complete subgraphs, so-called arcs. Even the only two vertices which are linked can
form an arc with two vertices. That one is just a little interesting for us. We will search
for the maximum arc in each part of the graph. We will go through the graph by using
the cycle and in every iteration we will try to add another vertex, which would meet the
rules of the existing relationships with other vertices in the subgraph to the arc that is
already created [2, 4].

Since the vertices in each arc are linked with each other, it is enough to clearly mark
such a subgraph, and then there is no need to draw edges among vertices. This saves
many edges and the graph will be clarified. We will mark the arcs by packing vertices
into one larger area that will be color-marked only with a light color.

In case that some vertex was related to more than two thirds of the vertices of some
arc, it can also be possible to include it in the group. There is also a possibility that
some vertex will encounter this fact for more than just one arc. Then, this fact will be
solved individually and we will include a vertex where there will be more common
relationships. Within this defined group, we will depict some of the edges. However, it
will not be the edges of the vertices, which are related to each other, but the edges of
the vertices which do not have a relationship to each other. The edges of the missing
relationship will be marked with a distinctive red color compared to standard edges.
Thus it will not be too difficult to distinguish whether the edge indicates the presence or
absence of the relationship between the vertices.

After creating all potential groups, we will begin to deal with the edges among
vertices that will not fall into the same group. Again, we will try to save as many edges,
or at least their length. Each should represent as many relationships as possible and not
just one. We will test for all the vertices to see whether there exists multiple rela-
tionships for some of the already created groups. If so, we create such edges that are
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connected in one edge, and only those that will continue to the opposite vertex. Exactly
through such a manner one edge may represent several existing relationships.

Another question is the already mentioned communities. The friends of each one us
are divided into several groups. Some of our friends we know e.g. from primary school,
some from high school, university, the place where we live or work. It would be good
to divide our graph in such a manner to see how much our social life is divided. The
solution offered by TouchGraph is very good and clear. We will simply highlight
communities with specific colors. The only change will be that we will demonstrate the
number of vertices in every community belonging to it.

It is necessary to define a new rule. How to determine that the vertex belongs to the
community? Our goal for this moment will be coloring a simple undirected graph
according to defined graph communities [6].

It will be necessary to use another group of cycles. In the first step we will look
through vertices with the least degree of vertex and find such vertices that have a
relationship with them and, if possible, the lowest degree at the same time. We will not
deal with vertices having a degree of zero and they will not be incorporated in any of
the communities. This will create the first small communities and we will try to
decrease their number as much as possible. In the following steps, we will try to
connect already existing communities. We will search for such a community for each
community, whose vertices are related to all vertices of the second community. This
described problem in Fig. 3 is depicted in the flow diagram [5].

When we come into a situation where it is not possible to continue and join any
communities, it is necessary to start working individually. We will progressively set in
each step certain coefficient k, for which we set the value 1 at the beginning. After each
iteration, the coefficient will be reduced e.g. for a value of 0.05. The coefficient k will
determine how many percent of vertices of communities it is necessary to have a
relationship with to be able to unite the two communities into one. If the coefficient is
equal to 0.5, we will stop with the iterations and the graph will be marked as resolved
within the problems of the communities [5].

Furthermore, a situation will arrive in which it is necessary to choose colors
according to the number of communities that are the most different from each other and
each assign to a single community. We will mark all the vertices of a given community
with the appropriate color. But the edges will remain marked by a standard black color;
we will not deal with it as in TouchGraph, in which also the edges are colored
according to their respective communities. The coloring of the edges would disclose
nothing to us, and in our case when we have a relationship that does not exist marked
with a red color, it would only create trouble.

Graph theory is resolved at the moment and it is now necessary to introduce options
that will be used from the CmapTools tool. The whole application will run on the
Android operating system. The CmapTools application standardly works on desktop
operating systems. The application is totally free and it is possible to download from
the Internet. In our case, we only use our proposed core of the application, the pos-
sibilities of depicting concepts and edges. The term concept is represented in the
CmapTools application in the same way as the vertex in graph theory. However, it is
possible to add additional information such as the URL address or image. We will use
the supplementary information and each vertex will be marked with the abbreviated
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name of the user (e.g. Thomas B.) and his additional information can be his full name,
URL address on his Facebook profile or e.g. his profile photos. CmapTools allows
modifying the visual characteristics of each concept separately and it is precisely the
option which we need in our case [1].

The modified application will be called FaceTools, leaving it only original appli-
cation possibilities, which are necessary for the functioning of our own. FaceTools will
provide the possibility of importing relationships from the Facebook social network, a
view of the entire generated social graph and the possibility of its simple editing. The
menu will contain the possibility of changing the look of the vertices, their addition or
removal and handling them. After finishing the development of the first version, the
application will be tested by several Facebook users and compared with the output
TouchGraph application.

Fig. 3. Linking of related communities
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4 Implementation

The cornerstone of the whole solution is to complete a stable background for depicting
the graph. The CmapTools application for the Android operating system is prepared for
use to a large extent. It is necessary to extend it with the possibility of loading a
database of friends, all the social connections among them and preparing simple control
options when browsing the resulting graph.

Because of the need to overrun a problem that FQL support ended and it being
necessary to use the Graph API, which is very limited and us not getting the data we
need for the solution, we created a simple script in JavaScript language. We used the
jQuery library to get the friendships of the selected user from the content of the loaded
personal profile page. The functionality of this script is very limited and unfortunately it
is not possible to use it automatically. It is necessary to always check its course or
result. Therefore, it is not implemented in the Android application in Java language, but
only as a secondary service. The obtained data are formatted in XML file through the
service the way CmapTools requires and defines it [1, 8]. Then we will transmit the
data to the concepts and links to the application through the simple import the
CmapTools application core already includes.

Before we can clearly depict the data, several major steps are waiting for us. First,
we must take full advantage of the opportunities offered by the Java programming
language, which means working with references to objects. [9] We will wrap the object
of a Person type representing just one Facebook user into each concept. It is sufficient
that it will contain ID and name attributed for our case. The Person class will also
define an attribute of ArrayList <Person> type and Community type. Each object of a
Person type will have a link to all their friends and link to the community to which it
will later be included. The object of the Community type will contain a people attribute
of ArrayList <Person> type and the color attribute of an integer type. Each object will
then contain links to all the somehow related objects and they will be able to be easily
used for all operations.

After the first step, when objects of the Person type will be created and all the
necessary connections will be added to it, we will gradually cluster objects into indi-
vidual communities. Our goal is to create as few communities as possible, so that in
each of them will be people as much related as possible. After studying the algorithms
clearly explained in [5], We chose for the communities to create successive iterations
which we would cluster into one and so on within the next steps, based on relationships
with users classified into those communities.

In the first step, We will create a community of two people who are friends while
not having other friends. The next step will be clustering communities in which their
members will be friends among themselves. Thus we will proceed until all clustering
possibilities are exhausted.

The next step will be the connecting of two friends who have 2–10 friends and at
least 60 % friends in common. After creating the first communities, we will do so not
with people but with communities. We will therefore be uniting communities where it
is valid that 60 % of friendships of all people of one community correspond to 60 % of
friendships in the second community [5].
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The last and also the most challenging step will be to combine people who are not
in any community yet, which is the majority at this moment, so that there will exist as
many friendships within individual communities and as less friendships of people who
will be included between the two different communities. This will happen so that also
the number of communities is the fewest.

In this step, the first task is to include all the people in their own newly created
community. The final solution is presented through several embedded cycles, when we
are trying to unite communities at every step so that their members (therefore only one
member in the first step) have as many friends in common as possible. We can unite a
community only with one more in each step of the cycle. The number of cycle steps is
not numerically limited, but by reality, when the number of communities and their
representation by the people in a given iteration have not changed. After certain steps
of the cycle it is not possible anymore for the majority, therefore 60 % of community
members selected by us, would be in a friendship with the majority of the second
community. Therefore, it is necessary to choose another coefficient that would be for
testing, in our case set to 5 %.

It is necessary that the number of existing friendships acquired at least 5 % of the
value of all the possible existing friendships existing between all people from both
communities so that a certain two communities could be mutually connected. A cycle is
terminated when such a combination is no longer possible. So then we will get into a
variable of List <Community> type optimally categorized people of the social networks
into individual communities. Finally, the list must be sorted so that in the first positions
there would be communities with the least number of members, in some cases just 1. In
Fig. 4, there is shown, for the simplest possible idea, a class diagram consisting of the
most important classes fulfilling the complete functionality of our application.

After the efficient sorting of the people it is necessary to calculate their position in
the social graph. We are making an assumption from the simplest possible variant.
A circle. We deploy an individual person, thus the vertices of the graph, on the
coordinates according to the circle calculation. Subsequent friendships will be dis-
played as lines connecting two vertices. If we do not continue onwards, and leave the
circle as the final solution for the calculation of the coordinates, our social network
would look as follows.

When zooming into detail, it would be possible to recognize individual friendships,
but it is not the result we want to achieve. Because we have people divided into
separate communities, we will represent each community as their own subgraph.

We will mark each community, a subgraph, with its color, maximally different from
all others. Every larger community will be depicted as a characteristic circle with its
own embedded second circle. In each community there is a sort of a central core, or a
group of people having the most common friends from the community. [4] Despite the
fact that several relationships will be missing among these people, we will refer to this
group of people as the near-arc of the graph. This arc will be embedded into the original
circle, thus illustrating it also as a circle. Only a few friendships will be missing in this
so-called arc of the graph, so we can depict it. We will circumscribe all communities
having more than eight members by an imaginary circle and will fill the remaining
space in the graph area with the remaining communities and totally secluded friends.
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The result will look acceptable and clear despite a simple complexity and totally
low algorithm intensity. Compared to other algorithms, with which the intensity shall
not be compared, our result will not be that much simpler than the level of our
algorithm.

5 Testing of the Developed Application

The main testing will be focused primarily on the speed of calculation and depicting the
final location of the individual vertices of the social graph and all its edges. Another
goal is to determine the number of edges representing friendship among the people,
necessary for displaying the social graph in such a way that all the information will
remain there, and it will capture all the defined friendships as a graph in Fig. 5. The
testing of the application will take place in several mobile devices with the Android
operating system. Unfortunately, due to the cancellation of a service for the simple
possibilities of loading data from the Facebook social network, it is not possible to
perform testing with multiple types of data, but only with data relating to one of our
profiles.

Fig. 4. Class diagram of the application
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5.1 Testing

Testing was carried out by us and several close friends who know the relationships on
the Facebook social network after the quite successful implementation of solutions into
the mobile application. We had the task of checking the performance of the application,
its opportunities and proper functionality. Other testers, on the contrary, assessed the
correctness of the social graph while trying to search for facts they did not know before
testing. They evaluated the graphical result as quite clear and understandable.

The main shortcoming is the not very smooth handling with the entire social graph.
This is due to the really great computational burden and not very optimal implemen-
tation of the components necessary for graph depicting. Unfortunately, even the core of
the application has not yet been optimized for work with such a large amount of
vertices and edges. The second problem and the biggest disappointment for testers was
the possibility of working only and solely with some friends and interconnections with
them. The really big problem is the very difficult data import from one’s own profile on
the Facebook social network, using the necessary script. The application thus loses its
simple usability.

Consulting the possibilities and shortcomings of the application was followed by a
simple measurement of the computational period. These data were selected for the
possibility of comparing our application built for the Android operating system and for
TouchGraph, the initial Internet application, from which we are making assumptions.
All testing and measurement was performed for one social graph. Our social network
on Facebook contains 216 friends and 1463 relationships among my friends. Based on
this information, we arrived at the following results (Table 1).

Fig. 5. The social graph - circle
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The time measurement was carried out by testing the application on more than one
device. When testing the mobile version, Google Nexus 7, Samsung Galaxy Tab Pro
and Samsung Galaxy S3 mini devices were used. A measured test was carried out on
each of these devices and the overall results were averaged. The Google Nexus 7 has
the best results, but the differences were not substantial and therefore we could neglect
the type of device on which the test was performed. The TouchGraph application was
tested on two laptops with different high-performance and also lasted on both devices
around the same time. The TouchGraph application and the application created by us
use completely different methods and the results differ. Thus there is no negative
conclusion that the TouchGraph application worked faster than the application we
created.

After presenting how our algorithms facilitate the depicting of a social graph, it is
necessary to write down also the numbers of friendships that we saved due to the
defined algorithms and methods, but despite that we fully left out data concerning any
relationships among friends in the graph.

We therefore gained a lot of information from Facebook at the beginning (Table 2).

After the successful information import into the application execution of the
algorithms, all clustering and all calculations, we got these interesting numbers. The
resulting social graph is therefore composed of such amounts of the building elements
of the graph (Table 3).

5.2 Testing Evaluation

The original number of edges is greater than the number of edges which we gained.
This is really a very interesting test result. Definitely, algorithms could be sorted or
invented in another way and it is possible that it would result in better and more
interesting results. Our solution is more than adequate for the first demonstration.

Table 1. Time values for testing

Application Average time of calculation

Android version 31 s
TouchGraph 17 s

Table 2. Amount of initial information

Number of friends 216
Number of relationships among friends 1463

Table 3. The amount of the resulting graph elements

Number of edges – “friendship” 1142
Number of edges – “zero friendship” 19
Number of communities
(members > = 10)

4
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The calculation speed is not acceptable so far, however, only a simple optimization
of the calculations was performed for the implementation of the solution. A more
complicated optimization is very necessary for normal use, and if our application will
be further developed, it is necessary to assign a very high priority to such optimization.

6 Conclusions

The proposed solution for displaying social relationships on Facebook is theoretically
very interesting and its idea has been verified. However, we face the problem and
limitations of the Facebook social network. The data and relationship retrieval of a
particular user has already been limited for some time and therefore it is not practical to
implement the idea completely and easily. We have tried to maximally circumvent
these limitations and thus create at least partially corresponding solutions in this work.

Overall, we have to assess the outcome of this work negatively and unfortunately
practically design it as not very useful.

Working on this project, however, gave us a very interesting insight for using
information from social networks such as Facebook in this case. An interesting pos-
sibility of using our work would be if we could draw data e.g. from some private social
network or the university system of students and teachers.
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Abstract. In this paper, we propose a context-based framework for eliciting
context information and adapting this information with mobile applications
network access decision mechanism. The framework leverages the execution of
mobile applications inside a sandbox to control the communication between
mobile applications and mobile device resources. Applications’ access requests
are analyzed based on user’s context information collected from the mobile
device sensors and the application network access configuration. We validate
our proposed framework in Android Operating System running on handheld
smartphone devices. Preliminary results revealed the efficacy of our proposed
context-based framework in providing network access control management
based on users’ context information at run-time.

Keywords: Context awareness � Mobile computing � Recommendation
system � AHP

1 Introduction

Significant advancements in mobile technologies have shifted personal computing to
pervasive and ubiquitous sphere. Many use their mobile devices for their most daily
tasks such as emails, text messaging, documents viewing, mapping, as well as for
entertainment. Such value-added services typically require collecting not only users’
personal information, such as location or identification [1], but also gathering and
transmitting trust sensitive information [2].

Today, nearly 70 % of the network usage actions generated by third party mobile
applications’ services have become invisible to the users [3]. According to [4], most of
the current existing mobile platforms (i.e., Android, Apple and iOS) typically leave it to
users to specify the permission of mobile applications’ access to users’ personal
information. More critically, survey studies report a lack of users’ awareness of privacy
breach and security risks associated with installing third party mobile applications [5].
That said, ensuring users’ awareness of trust and security controls needs to start from
the mobile devices. For example, [6] proposes leveraging the level of privileges of
mobile devices’ owners in terms of trust and security controls, commonly set by default
at low levels throughout the installation lifecycle of applications on these devices, to
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protect users’ information from malicious attacks and/or intrusions. In addition, [7]
suggests a framework to shadow users’ personal data in places that users wants to keep
private to block network transmissions that contain such data. Similarly, [8, 9] propose
just-in-time notifications that appear when users’ personal data is subject to sharing and
displays a visual summary of the shared subject data. However, such security control
measures and much of the existing security management mechanisms do not take into
account the nature of users’ context in mobility.

As research and practice on context-based mobile computing have achieved
remarkable success, context-based network access in mobility is still at infancy. The
main challenge that renders context-based solutions of ubiquitous computing systems
compared to traditional information access systems is that the later handles access
threats based on set scenarios of specific protection needs and policies in accordance to
those needs. In ubiquitous computing environments, network access alternatives should
be supported in the situation where and when the decision is required. Hence, current
context needs to be considered to effectively control a given situation. In order to
address the aforementioned deterrents, we propose a context-based network access
framework for eliciting context information and adapting this information with mobile
applications’ network access measure. The network access measure is determined
based on both the context information collected from the mobile device sensors and the
user’s settings of the mobile application network access. The user settings provide a
mechanism to prioritize the importance of contexts towards the network access control
of each mobile application. We implement the proposed framework in the Android
Operating System (OS) for mobile devices. The remainder of this paper is structured as
follows. In Sect. 2, we describe the context-aware network access framework archi-
tecture. Section 3 presents the AHP method. In Sect. 4, we present a prototype and
evaluation of our network access control mechanism. Section 5 reviews related work.
We conclude the paper with final comments.

2 Architectural Design

Our proposed framework extends an earlier proposed architecture [10] that aims to
control the communication among mobile applications and mobile device resources at
run-time. The framework consists of a mobile application sandbox and a context
shadow application. To avoid any changes to mobile OS, the framework component is
implemented as a shadow application. The sandbox is built inside the mobile OS.
Mobile application data, code execution, and network access are all concealed within
the sandbox. Any network access can only go through the sandbox.

When a running mobile application attempts to get a network access, the appli-
cation sends TCP SYN request as part of a TCP handshake. This triggers a checking
request in the sandbox, which in turn triggers a request in the shadow application. The
shadow application examines the request based on both the context information col-
lected from the mobile device sensors, and the user configuration of the mobile
application network access settings using the Analytic Hierarchy Process method,
discussed in Sect. 3, to provide the appropriate network access of allow or restrict
recommendation decision. This decision will then be returned to the sandbox.
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3 Analytic Hierarchical Process Method

Given that context dynamically combines a variety of heterogeneous context measures.
While some measures are tangible and objectively measured, other measures are
intangible and subjectively measured. To model the inherent interdependency of such
various criteria measures of comprehended sub-problems into a single integrated
decision problem, each of which can be evaluated independently. Hence, from a
decision making perspective it will be necessary to consolidate these context measure
into single integrated decision problem. Such consolidation allows for establishing a
multi-criteria decision making (MCDM) [11]. A common methodology for dealing
with MCDM problems is the Analytic Hierarchy Process (AHP) method [12]. One
advantage of the AHP method that (a) it enables to breakdown unstructured complex
decision problems into smaller constituent components in order to construct an inte-
grative hierarchy, and (b) its capability of handling both tangible and intangible criteria
that entails a systematic procedure in the thought process. AHP has been widely used in
a variety of policy selection and decision making [13], adaptive learning [14], and
recommendation and feedback systems [15].

When applied in decision problems, the AHP method assists in describing a general
decision operation by decomposing the decision problem into a multi-level hierarchic
structure. We apply the AHP method to perform a paired comparison among the
contexts (i.e., location, time, and network) to determine the relative weights of the
mobile application network access decision alternatives, secure and insecure network
access (Fig. 1). The AHP structure represents the problem decision goal (context
network access); the decision problem alternatives (secure and insecure) A1… Ai; and
the decision criteria (Location, Time, Network) Ci and Sub-criteria Ci,j. The weights ωi

and ωij are determined through a pair-wise comparison of Ci and Ci,j, respectively. In
determining the relative weights of the decision problem alternatives, the AHP applies
eigenvalue method to determine a ranking weight for each criterion and its sub-criteria
variables using a pair-wise comparison among each alternative, and then consolidate
the weighted values of the hierarchy alternatives to create an overall priority value for
each alternative relative to the overall decision goal [16].

Consolidating the weighted values is performed via component measure priorities
assigned by the decision maker to create an overall decision value for each alternative.
For example, a pair-wise comparison of q elements’ weights, ω1, ω2,… ωq is performed
via composing the following comparison matrix, every element aji of each trial is the
result of a paired comparison denoting the dominance of element i relative to element
j. A comparison is also being made of the j th element with the i th element. This results
in the comparison matrix being a reciprocal matrix satisfying aji = 1/aij. The matrix
diagonal represents the self-comparisons on the matrix elements.
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The association of the overall weighting for each element relative to its immediate
above level is attained via priority vector (PV), which represents the eigenvector of the
paired comparison matrices’ components. The priorities assigned to the matrix ele-
ments reflect the order of their importance with respect to each alternative.

4 Implementation and Evaluation

We developed a prototype application of our proposed network access control mech-
anism in the Android OS on mobile devices. The application features prompt the
execution of the mobile device applications inside a shadow application that controls
the network access of these applications. The shadow application utilizes the AHP
algorithm to determine the network access decision alternatives, namely secure or
insecure. The calculated the AHP network access decision tallies the contexts’ relative
weights (location, network type, and time) with respect to the relative weights of their
corresponding current states.

The application offers a network access setting interface for the users to prioritize
the contexts towards the network access control of the running mobile application, such
as Facebook that is used here for illustration (Fig. 2A). This is performed through a
series of pair-wise comparisons among the contexts, as conferred in Sect. 2. The lowest

Fig. 1. The AHP structure
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network access control alternative is given a weight of 1, while the highest access
control alternative is given a weight of 9 (Fig. 2B). These values will be used by the
AHP analysis to provide eigenvector for the contexts. In addition, the application
allows the users to prioritize the contexts’ states with respect to the level of their
network access control. The lowest alternative in terms of network access control is
given a weight of 1, while the highest alternative is given a weight of 9 (Fig. 2C). The
application settings allow users to add and/or to edit the definition of the contexts’
states of their set locations and Wi-Fi networks (Fig. 2D).

Table 1 illustrates the pair-wise comparison matrix of constructed contexts’ secu-
rity prioritization towards network access. These relative weights are then normalized
and aggregated in order to calculate the priority weights defined from the AHP method
(Table 2). Similar analysis is performed for the rest of the context sub-criteria states.
For example, Table 3 presents the AHP matrix and the priorities for each alternative
with respect to the different states of the Network criterion. Similar analysis is per-
formed for the rest of the contexts’ sub-criteria states.

The application uses the relative weights of the contexts along with the current
user’s context states to calculate the decision values of the context network access at
run time. The overall weight of the decision values of the context network access is
obtained from the sum-product of the normalized priority weights of each context
criterion (Table 2) and the corresponding normalized priority weights of the assessed

(A) Shadow application (B) Context ranking 

             setting 

   (C) Context states 

      ranking setting 

(D) Contexts definition 
setting 

Fig. 2. Screenshot of the shadow application settings

Table 1. The pair-wise comparison matrix of the contexts criteria prioritization

Context Location Network Time

Location 1 1/3 5
Network 3 1 7
Time 1/5 1/7 1
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context states (Table 3). Hence, the obtained higher priority value of each alternative of
secure or insecure determines the recommended AHP network access level.

For example, Fig. 3A shows a scenario of a network access attempt of launching a
mobile application, via the shadow application, at different context states. In this
context, location is Public, Wi-Fi network type is Unknown, and time is Afternoon.
The shadow application calculates the overall relative weight of the AHP context
network access level. This yields a higher relative weight of an “insecure” network
access that prompts the user, if decided to continue, to turn the mobile device location
(geo-tracking) services off prior to launching the mobile application (Fig. 3B) ─ a
feature that uses GPS along with crowd-sourced Wi-Fi hotspot and cell tower locations
to determine user’s approximate location.

Alternatively, Fig. 3C presents another scenario of network access attempt that is
triggered with the launching a mobile application. The user’s location is determined to
be at Work, network type is Work, Wi-Fi, and time is Evening. The shadow application

Table 2. The normalized weight values for each context criterion

Context Location Network Time Priority

Location 0.238 0.385 0.226 0.283
Network 0.714 0.538 0.677 0.643
Time 0.048 0.077 0.097 0.074
Total 1 1 1 1

Table 3. The normalized weight values with respect to the network context states

Unknown Priority Home Priority Work Priority Cellular Priority

Secure 0.10 Secure 0.90 Secure 0.83 Secure 0.75
Insecure 0.90 Insecure 0.10 Insecure 0.17 Insecure 0.25

(A) Insecure network  
access 

(B) Location services  
control setting 

(C) Secure network access 

Fig. 3. Screenshots of the shadow application network access
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recalculates the overall relative weight of the AHP context network access level. This
yields a higher relative weight of “secure” network access in this case.

In order to examine our network access control framework performance, we used
the general cross-validation evaluation technique to test the power of accuracy of the
network access control mechanism alternatives and their associated contexts. The
validation of our framework draws on a dataset of nine undergraduate university stu-
dents affiliated participants (5 males and 4 females). Participants’ age ranged from 19 to
22 years old with a mean age of 21. The participants have been considered as frequent
mobile devices users who own the Android mobile devices for an average of more than
two years, and considered themselves as frequent users of mobile applications. After
installing the framework shadow application on their mobile devices, participants were
informed about the shadow application functionality and the network access control
mechanism setting. Participants were then instructed to run the logging application at
various times and places over a week time period. The application logs this informa-
tion, along with participants’ feedback options of whether they think that the mobile
application launching of network access is secure or not– relevant to the shadow
application network access control mechanism recommendation.

The collected data resulted into 118 observations of network access of mobile
applications launching attempts via the shadow application, with an average of eight
different mobile application network access logged attempts per user per day. The
collected data were divided into 80 % of training data, and the remaining 20 % for
testing. Table 4 presents the cross validation confusion matrix of network access
options accuracy, in pursuit of the context states. The rows present the generated case
values and the columns present the predicted values. The results showed a classification
accuracy of 91 % with an average Euclidian distance of 0.006. Euclidian distance
ranges from 0 for the perfect classifier and square root of 2 for incorrect classification.

Finally, in order to test the possibility and the hypothesis of whether the difference
in network access decision values could be resulted from random variation rather than
from significant differences between the AHP decision alternatives; we use Analysis of
Variance (ANOVA) to assess the differences among the decision values across the
observations. Test results (Table 5) indicate that there is a statistically significant dif-
ference in the decision values (P-value <0.001).

Table 4. Confusion matrix of network access alternatives (TP, TN, FP, and FN represent true
positive rate, true negative rate, false positive rate, and false negative rate, respectively)

Predicted 

Secure Network 
Access 

Insecure Network 
Access 

A
ct

ua
l  Secure Net-

work Access 
TP= 45.7% FN= 4.1% 

Insecure Net-
work Access 

FP= 4.8% TN= 45.4% 
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5 Related Work

The wide spread use of mobile devices and their integration with personal computing in
different domains have shifted the paradigm of how security needs to be handled. For
example, [17] proposes TaintDroid to provide real-time analysis of more than 20
mobile applications access to users’ private information. The authors found consider-
able instances of potential misuse of such applications towards users’ private infor-
mation. Similarly, [18] investigates how permissions and privacy could play a role in
users application selection decisions. The study found that presenting privacy infor-
mation in a clearer fashion could assist users in choosing applications that request less
permission. In addition, [19] proposes a real-time taint aware analysis to detect mobile
applications’ vulnerabilities of exchanging data between a single application or among
several applications. Earlier, [20] explores retrofitting the Android permissions model
to determine third party application extra permissions network access beyond the
applications needs.

Various research initiatives have explored the use of security relevant context with
focus on delegation of context-based access control rights. For example, [21] proposes
an ontology-based frame work that utilizes context information to derive access control
measures of mobile devices’ assets, such as messages, based on the confidentiality level
of these assets. Others focus efforts on context-based authentication and authorization
policies for augmenting network access control in mobile environments. For example,
[22] explores context-aware scalable authentication (CASA) as a way of balancing
security and usability for authentication by enabling easy access in commonplace
everyday situations, such as home; while requiring more secure authentication in less
common unidentified places. In addition, [23] proposes a context profiling framework
using location Wi-Fi and Bluetooth to infer appropriate access and sharing policies for
sensitive data on the mobile device. In our proposed framework, the network type is
included along with other contexts to continuously perform network access control
measures. In addition, our framework provides a generalized infrastructure that can be
configured for different applications.

Finally, [24] proposes a context-aware usage control that takes into account context
information, such as the spatial and time data to enforce ongoing policy defined by users
during runtime to data access (i.e., data and files) and resource usage (i.e., CPU uti-
lization and battery power). Similarly, [25] explores an access control mechanism that
allows users to set configuration policies over applications’ usage of mobile device

Table 5. ANOVA test results ANOVA Test
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resources and services when using the device at public places, and re-gain their original
privileges when the device is used at private place. In addition, [26] proposes location-
based access control mechanism among specified sub-areas via modifying the Android
operating system to enforce access control restrictions within the specified locations.

6 Conclusions

In this paper, we proposed a context-based framework that incorporates users’ context,
collected from mobile device sensors, with network access control decisions. The
framework applies the analytic hierarchy process (AHP) method to dynamically eval-
uate users’ context, and to provide the appropriate network access control decision in
run-time. We validate our proposed framework in the Android OS running on mobile
devices. Evaluation results have illustrated the capability of our framework in providing
network access control features based on real-time assessment of users’ context.
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Abstract. Existing recommendations are more inclined to publish
favorable information regarding the items. This asymmetry of item’s
information can not make an objective assessment of the recommended
items. To overcome this shortcoming, the paper proposes group assist rec-
ommendation model based on intelligent mobile terminals (GARMIT).
That invites ordinary users in all kinds of social network group to rec-
ommend what they think is the right items. The score of each of the
recommended items consists of all the evaluated scores by users with
each of his or her credibility, the number of participants and contextual
information of requester. The new model shows best performance in con-
tent size, accuracy and satisfaction, except that time consumption is a
bit longer. Since the item information is supplied by the ordinary users,
items are somehow updated automatically in our new model.

Keywords: Recommendation systems · Group assist · Intelligent
mobile terminal · Content-aware

1 Introduction

With the rapid development of information technology, the severe problem of
“information overload” brings great information burden for normal people. Thus,
recommender systems have been one of the most effective methods for having to
deal with the problem of “information overload” [1,2].

Recommender Systems help users to select most interesting items from
masses of information, then provide users with customized recommendations
to satisfy their personalized requirements [3,4]. Currently, the greatest progress
of recommender systems has been made in many fields such as e-commerce on
mobile devices (Amazon, Alibaba, etc.), information retrieval (Google, Baidu,
etc.), mobile applications [5], tourism e-commerce [6], network advertisement
and so on [7].

However, the 3 recommendation systems mainly benefit the recommenders,
in terms of recommended items somehow, they are unequal to the needs of users,
mostly unnecessary, and some even fraud. Thanks to the current rapid popularity
c© Springer International Publishing Switzerland 2016
M. Younas et al. (Eds.): MobiWIS 2016, LNCS 9847, pp. 416–430, 2016.
DOI: 10.1007/978-3-319-44215-0 35
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of smart mobile terminals and the popularity of 4G networks [8,9], all kinds of
social groups by Skype, Facebook, Twitter, etc. are coming into being especially
in China by QQ or Weichat [10,11], such as classmates-group, friends-group,
relatives-group, and all kinds of interesting groups. Large amounts of data show
that there are more than 1000 million of all kinds of groups in China, almost every
person of age between 15 and 55 in China take part in average two groups [12].
Those groups are almost nonprofit and across geographical, occupational, but
playing an increasingly important role in social events, incidents, and in some
fields do better than the governments do [13,14]. In those groups everyone can
publish information, the information asymmetry is being changed and there are
always some members who are always willing to help others. That is why we pro-
pose group assist recommendation model based on intelligent mobile terminals
(GARMIT).

The organization of this paper is as follows: In Sect. 1, traditional recom-
mender systems are introduced. In Sect. 2, we analyze the theories and technolo-
gies of the traditional recommender systems and point out their pros and cons.
In Sect. 3, GARMIT is presented in details. Section 4 presents the recommended
system architecture and main process. By applying GARMIT into the actual
use, we compare GARMIT with the main typical recommender systems in four
key factors and also present efficiency analysis.

2 Related Work

In this section, we introduce several main traditional recommender systems,
mobile context-awareness recommendation method and social-network-based
recommendation as well as some relative concepts and then point out short-
comings of each.

2.1 Traditional Recommender Systems

Traditional recommender systems are established based on the relationship
between users and items. They predict users potential interest and investigate
personal choice and the similarities between items. Those recommender systems
are usually classified into the following three categories:

(1) Collaborative recommendation: The user is recommended items that people
with similar tastes and preferences liked in the past. The advantage is that
this method can explore the potential interest of user while its disadvantage
is the sparsity of the matrix and the difficulty to mine and manage complex
users similarities and interest database [15].

(2) Content-based recommendation: The user is recommended items similar to
the ones which he was preferred in the past [16]. Its advantage is that the
preferences of users to different items can be easily predicted and it is easy
to comprehend the recommendation result while its disadvantage is that the
user is limited to being recommended items similar to those already rated.
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(3) Hybrid recommendation: This method combines collaborative and content-
based recommendation [17,18]. Hybrid recommendation has the advantages
of both collaborative and content-based recommendation and as a result it
is superior to both. The hybrid recommendation on the other hand needs
bigger storage space and the algorithm takes much time.

However, the 3 categories of recommender systems above don’t take contex-
tual information of users into consideration. To make up for the shortcomings
of traditional recommender systems, some experts have proposed a context-
awareness recommendation system.

2.2 Context-Awareness Recommendation and Social Network-Based
Recommendation

The notion of “context” has not been definitely defined, but what is quoted most
is the definition given by Doctor A.K. Dey: “Context is any information that can
be used to characterize the situation of an entity. An entity is a person, place,
or object that is considered relevant to the interaction between a user and an
application, including the user and application themselves” [19].

Under a context-awareness system, the contexts include location, time,
weather, emotion, devices and so on [20–22]. What is used most is several-
dimension recommendation whose contexts include location, time, and weather
and so on. For example, [23] considers time, location and personal information
of users and provides recommendations based on hierarchical model. In terms
of algorithmic paradigms, context-awareness recommendation systems are clas-
sified in 3 categories: pre-filtering, post-filtering and contextual modeling [24].
However, recent statistical report shows that the satisfaction of users to the
recommendations is still low [25].

Faced with the emergence of the current social networks, there are many
scholars have put forward the idea of social networks based on the recom-
mended [26,27]: some discussed dynamics of social networks based recom-
mended [28]; some talked about the multidimensionality of social networks rec-
ommendation [29]; others explored the uncertainty and classification of the social
networks recommendation [30–32].

2.3 Shortcomings of Existing Recommender Systems

From the above discussions, we can find the following shortcomings of the exist-
ing recommender systems.

1. Traditional recommender systems [25,33] need to mine and manage the clas-
sification of items, similarities of users and their interests, and thus require
big storage space.

2. The context-awareness recommendation takes user’s contextual needs into
consideration, but it doesn’t improve the management technologies for
items [34].
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3. Most information of items is from owners of the items who are inclined to pub-
lish the favorable information rather than bad information about the items,
so there may be fraud. This information asymmetry can not supply ordi-
nary users an objective assessment and also causes items information update
lagged.

In comparison with the current popular use of smart mobile devices, pre-
vious Internet devices are almost fixed and didn’t enjoy much popularity [35].
News or information providers are mostly owners of the news, most of users are
the audience that is why the existing recommender systems are asymmetric for
ordinary users. Current social network-based recommendation can take use of
social network but there is many uncertainty factors and the purpose of the vast
majority of social networks is not for recommendation.

Mobile devices have the advantage of small size, fast network speed, and
widespread use, the internet is gradually becoming accessible for everyone, thus
the publisher and recipient of the news can be everybody, which alleviates the
asymmetry [18,36].

Thus taking full advantage of mobile smart devices, our new model invites
ordinary users (named volunteers) in all kinds of groups to recommend what they
think is right to the customer (named asker) who wants to get the recommended
items. Our new model can be called Group assist recommendation model based
on intelligent mobile terminals (GARMIT).

3 New Model Construction

The recommender systems on mobile devices should not only consider the quality
of items but also whether items suit for asker’s context. Therefore, in this paper,
the rank of items is calculated based on the scores given by volunteers and the
asker’s context.

3.1 Concepts

A recommendation is initiated by askers noted by as(s = 1, 2 . . . ). The web server
receives the request and sends it to other users noted by Ui(i = 1, 2 . . . m). Some
users (called volunteers) then recommend items noted by Cj(j = 1, 2 . . . n) to
the asker. The total scores of items rely on two parts: the context scores of items
noted by Aj(j = 1, 2 . . . n) based on asker’s contexts, the volunteers’ scores
of items noted by Sj(j = 1, 2 . . . n) based on volunteers’ recommendation. To
simplify the description of model’s algorithm, below we give the explanation of
related symbols in Table 1.
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Table 1. Symbols explanation

Symbol Explanation

as(s = 1, 2 . . . ) Asker as well as askers contexts

Cj(j = 1, 2 . . . n) Items recommended as well as the items contexts

Ui(i = 1, 2 . . .m) The ith user

T
(k)
i (i = 1, 2 . . .m) The credibility of Ui

R = (Rij)m∗n Score matrix given by users where Rij represents the score
of Cj given by Ui

Aj(j = 1, 2 . . . n) The context score of items based on askers contexts

Sj(j = 1, 2 . . . n) The score of items based on users recommendation

Wj(j = 1, 2 . . . n) The total score of item Cj

3.2 Construction of the Model

The construction of the model consisting of three main parts will be given in
order based on symbols above: recommendation by volunteers, evaluation from
asker’s context and trust level of each volunteer.

Recommendation by Volunteers. Every volunteer could recommend several
items based on volunteer’s preference. We use a V -point scale, for item Cj , the
score given by Ui is called Rij , thus all the scores Rij could form a matrix R
with n rows and m columns, the score Rij could be determined by the equation
following:

Rij =
{

0, if Ui didn′t grade for Cj

Rij , if Ui graded for Cj

While different people have different preferences. To evaluate volunteers’ rec-
ommendations and to avoid malignant recommendations, the credibility of users
Ti is set to represent how much the volunteer can be believed by the feedback of
the group. The credibility Ti can be adjusted itself to increase the flexibility of the
system, the method of modulating will be given later in section “Sum of the Eval-
uation”. T

(k)
i represents the credibility in the kth time recommendation of Ui.

In a recommendation task, for a different number of volunteers grading for
different items, we set γj as the total number of volunteers grading for Cj . The
product T

(k)
I ∗ Rij of volunteer’s credibility and the score of Cj given by the

volunteer Ui can be seen as the objective score of Cj , then the sum of all users’
the objective score divided by the number of volunteers grading for Cj , can be
seen as the average score Rj of Cj :

Rj =

m∑
i=1

(T (k)
i Rij)

γj
(1)
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To eliminate the dimension and calculate with other factors which influence
the score of item. We normalize the average score and use the min-max method.

rj =
Rj − Rmin

Rmax − Rmin

(2)

In the Eq. (2), rj is the average score of Cj after normalization, Rmax repre-
sents the maximum score of item Cj given by volunteers while Rmin represents
the minimum score of Cj .

The value of one item relies on its average score but it is also related to
the times it is recommended by volunteers. The more times it is recommended,
the more popular it is. Thus, the score Sj based on user recommendation has
a positive correlation with the average score rj and the proportion of people
recommending the item. So we have the Eq. (3) to denote the recommendation
score by volunteers.

Sj = rj + α ∗ γj

m
(3)

Where Sj is the score based on user recommendation, rj is the average score
after normalization, γj

n is the proportion of number of volunteers recommending
Cj to total number and α is the variable depending on correlation between the
average score and number of volunteers recommending the item.

Evaluation of Context of Asker. The contexts mainly refer to the asker’s
time and location [37]. The more similar the item’s time and location contexts
are to the asker’s contexts, the higher the score of the item based on contexts.
Thus the similarity cntsim(aj , cj) of the set of item’s contexts and the set of
asker’s contexts can be used as the score Aj based on contexts:

Aj = cntsim(ai, cj) =

∑
tng∈cj

max(sim(tag, ctx))

|cj | (4)

Where ai refers to the set of asker’s contexts while cj refers to the set of
contexts of Cj , cntsim(aj , cj) is the similarity of the two sets, ctx is one context
of ai while tag is one context of cj , |cj | represents the number of contexts in cj ,
sim represents the similarity of two sets, whose calculation is according to [23].

Sum of the Evaluation. The total score Wj of Cj is the weighted sum of
the score Sj based on volunteer’s recommendation and the score Aj based on
contexts.

Wj = (1 − β)Sj + β ∗ Aj (5)

Where Wj is the total score of Cj , Sj is the score based on volunteer recom-
mendation, Aj is the score based on contexts, β is a weighting coefficient which
depends on the importance of volunteer recommendation and contexts.
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Trust Level of Volunteers. The initial credibility of volunteers is set as 0.8,
after one recommendation task, the credibility will change according to the devi-
ation of the score given by volunteer from the average score. Thus, the credibility
of volunteer Di can be calculated by 1 minus the deviation.

Di = 1 −

∑
Cj∈Ii

|Rij−Rj

V |

|Ii| (6)

Where Di refers to the credibility Ui gets this time, Ii is the set of items
Ui recommends this time, namely Ii = {Cj |Rij > 0, 1 < j ≤ m}, |Ii| refers
to the number of items Ui recommends. Whats more, Di should be between
0 and 1, thus the deviation should be normalized. To simplify the normaliza-
tion, the normalization is the deviation divided by the max score V . Based on
what is discussed above, the credibility of volunteers can change itself after one
recommendation task, thus, the credibility of volunteers is not only dependent
on the recommendation this time but also on the accumulated credibility pre-
viously. After this recommendation task, the credibility T

(k+1)
i of volunteer is

the weighted sum of the credibility Di got this time and the credibility T
(k)
i got

previously.

T
(k+1)
i =

1
k + 1

Di +
k

k + 1
T

(k)
i (7)

Where T
(k+1)
i refers to the credibility of user in (k + 1)th time (next time),

Di refers to the credibility user gets this time while T
(k)
i refers to the credibil-

ity user gets in previous k times. In this way, the system can avoid malignant
recommendation.

4 Recommended System Implementation, Effect Analysis
and Comparison

We spent six months to develop a GARMIT system. After another three months
of use, we got some necessary data to do analysis, comparison and verification.
We do not use data of MovieLens [38] because MovieLens don’t have correspond-
ing sample data to the group-assistant recommendation in GARMIT. We want
to demonstrate the advantage of our model is that it can update the items’
information automatically.

4.1 Design and Development of System

The system uses Mobile terminal and Server mode, namely M-S mode. We regard
one recommendation as a task and the procedure of accomplishing the task is as
follows. (1) The task is initiated by the asker who sends a request to the server;
(2) The server records the request then sends it to volunteers; (3) Volunteers
recommend items and then send them to the server; (4) The server accumulates
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the items and computes based on the model then returns the result to the asker;
(5) Server updates the credibility of volunteers thus accomplishes the task.

Considering efficiency and utility of the system, we optimize the system under
the following regulations:

1 It is an optional process for users to recommend;
2 The maximum time for recommendation of users is Twait;
3 The number of users recommending is M (generally M = 20). Within time

Twait, if the number of users is above M , we just receive the first M users’
items; when the time gets Twait, but the number of users doesn’t reach M ,
then we receive all items within Twait.

4.2 The Analysis of Effectiveness and Time Complexity

The development on mobile device is based on the Android version above 4.0.
The CPU in use is an Intel Pentium and the operating system is Windows Server
2012 R2.

We choose a common recommendation task to show the efficiency and utility
of the model. John planed to watch movies nearby, so he used the system to
choose a cinema. The recommendation was on a 10-point scale, and the result
was that there are 32 volunteers who recommended 7 cinemas for John. The
cinemas are listed as follows and the list is used in mathematical formula. First
of all, the system calculates the average scores of the cinemas based on the score
matrix, volunteers’ credibility and the Eq. (1). For convenience, the abbreviations
and the result are as shown in Table 2.

Table 2. The abbreviations of cinema names

Cinema Abbreviation Abbreviation Average score Number of

in formula in figures volunteers

China Micro Cinema C1 CMC 5.17 6

CGV Star Gathering Cinema C2 CGV 6.08 12

Tianhe International Cinema C3 THC 5.00 29

Star International Cinema C4 SIC 5.18 11

Universal Fable Cinema C5 UFC 4.75 4

IMAX Cinema C6 IMAX 6.53 19

Huaxia International Cinema C7 HIC 4.69 13

The score of cinema based on volunteers’ recommendation is calculated based
on Eq. (3). Especially, value of rj and γj

m are shown as Table 3. We set α as 1,
then calculate and get the result as Fig. 1.

From Qinyuan where the asker resides, the system can get the distance to
every cinema and the time to cinemas by bus, the result is as shown in the
Table 4.
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Fig. 1. Scores based on volunteers recommendation

Table 3. Values of rj and
γj

m

Cj C1 C2 C3 C4 C5 C6 C7

rj 0.1875 0.357 0.9062 0.3437 0.125 0.5937 0.4062
γj

m
0.517 0.608 0.5 0.518 0.475 0.653 0.469

Table 4. Contexts of asker

Cinema C1 C2 C3 C4 C5 C6 C7

Distance (km) 2.189 2.765 2.637 2.713 2.781 2.934 2.918

Time (min) 34 35 36 35 37 38 39

We set β as 0.5, and then calculate with the distance and time as contexts
based on Eq. (5), which gives us the score based on the asker’s context. We then
add the scores from volunteers’ recommendation and scores from asker’s context,
and get the total scores as shown in Table 5.

Table 5. Total scores

CMC CGV THC SIC UFC IMAX HIC

Total scores 0.4476 0.5317 0.7477 0.3259 0.475 0.6296 0.4391

Meanwhile after the recommendation, the credibility of every volunteer will
change according to Eqs. (6) and (7).

The Analysis of Time Complexity. According to the procedure design in
4.1, time consumptions include following 6 parts: (1) Asker sends the request
to the server; (2) Server sends the request to every volunteer online. Suppose
that the network speed is v, thus the time taken from asker’s sending request to
users’ receiving request is O(1/v).

(3) Suppose there are m users recommending with n items recommended,
then the items are sent to the server. Therefore the time consumption in (3) is
O(m ∗ n)m + O(1/v). (4) The server calculates the average scores of the items.
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There are n items with every item calculated according to the score from m
users, thus the time complexity is O(m ∗ n)s. The server then computes the
scores based on user recommendation. The complexity is O(n) because there are
n items.

Next, the server computes the scores based on context. The number of items is
n. Taking the network speed and different time consumption of different locations
into consideration, the time consumption for the system to get the contexts will
be O(n) + O(1/v) and the time complexity for calculating the scores based on
contexts is O(n).

According to the model, the server needs to sum up the score based on
volunteer recommendation and the score based on contexts by linear weighting
and then sort the scores. The time complexity is O(n).

(5) After the calculation is done, the server sends the result to the asker,
time consumption is relative to the network speed and time complexity and is
computed as O(1/v).

(6) Finally, the model needs to adjust the credibility of every volunteer.
There are volunteers, the credibility of every volunteer is related to the items
they recommended, thus the time complexity is O(m ∗ n)s.

Based on the discussion above, the total time can be got after adding the
maximum waiting time Twait:

Tall = min(Twait, O(n ∗ m)m + O(1/v)) + O(m ∗ n)s + O(n)
+ O(n) + O(1/v) + O(n) + O(n) + O(m ∗ n)s + O(1/v)

(8)

The equation is got by simplification:

Tall = 4O(1/v) + min(Twait, O(m ∗ n)m + O(1/v)) + 2O(n ∗ m)s + 4O(n) (9)

It can be seen from the Eq. (9) that the total time is relative to three factors:
(1) the maximum waiting time Twait given by asker or system; (2) the scale of
recommendation, namely the number of users m and number of items n; (3) the
network speed O(v).

In the interest of comparison, we carried out another experiment. The items
recommended are the restaurants around Qinyuan within 5 km, the users rec-
ommending were basically the same individuals who took part in the cinema
experiment. We calculate related factors when the number of users reaches 10,

Table 6. Number of the volunteers and total time

n=20 O(m) O(m ∗ n) O(m ∗ n)s + 4O(n) Twait(s) Tall(s)

m = 10 6.2 5.6 4.12 5 5.21

m = 15 6.5 6.1 4.12 5 5.23

m = 20 6.7 6.3 4.13 10 10.6

m = 25 7.1 6.5 4.13 10 10.8

m = 30 7.2 6.6 4.14 20 17.1

m = 40 7.3 6.7 4.14 20 18.9
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Table 7. The number of items recommended and total time

m = 15 O(m) O(m ∗ n) O(m ∗ n)s + 4O(n) Twait(s) Tall(s)

n=10 6.2 6.4 4.11 10 6.4

n=15 6.2 6.7 4.11 10 6.7

n=20 6.4 7.5 4.12 10 7.5

n=25 6.7 8.2 4.13 10 8.2

n=30 6.7 9.3 4.13 10 9.3

n=40 7.1 10.2 4.13 10 10

15, 20, 25, 30 and so on. The Tables 6 and 7 is about the relation of users, items
recommended and time consumption. The time consumption O(1/v) by network
speed is generally 3 to 5 s based on 3G-4G of China Mobile Communication Corp.

We can get some results and suggestions from the tables above:

(1) Of the total time consumed by the server, about 60 % of the time is spent on
adjusting of credibility. Since the adjustment for credibility is after the rec-
ommendation for the asker, which does not affect the quality of services. Our
advice is that trust level adjustment can be done after the recommendation
returned to the asker.

(2) Of the total processing time including the server and mobile device, about
80 % of the total time is consumed by the mobile device. After analysis,
we find that most of volunteers usually recommend 1 or 2 items with no
respect to how many items are there. Thus we come up with the equation
O(m ∗ n) = O(m). Since Twait can not be too small if we increase Twait

properly, the time consumption will not increase propositional to the number
of items.

(3) The network speed O(v) is an important component of total time but out
of the scope of the paper.

4.3 Comparison with Other Recommender Systems

The aim of recommender systems is to provide personalized service for the asker
within a limited time while keeping the cost of the asker as low as possible. Based
on the above statement, we can use several factors to evaluate recommender
systems:

(1) Time: the total time of a whole recommendation task. Apparently the less
time the better. Some systems only set the first return of recommendation
webpage as the end [39], which is improper. In reality, the asker usually
browses deep webpages for several times and then selects an item.

(2) Information content: This entails all the content the system provides for the
asker in the recommendation routine. The larger the quantity of information,
the higher the cost of network flow. Here we use the webpage’s size to denote
the information content of the webpage.
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(3) Precision: Precision is the proportion of the number of items the asker selects
to the total number of items recommended to the asker. The general rec-
ommender systems will recommend as many items as possible to make the
precision more than zero [40], but this strategy makes the precision lower in
turn.

(4) Satisfaction: the satisfaction of askers or customers is the overall feeling tak-
ing the above factors into consideration. It may be subjective but necessary
because the factors above are not very comparable. For example, Google has
a superior search service but its recommendations don’t match its searching
prowess. Likewise the advertisement recommendations of Taobao don’t take
the user’s search queries into consideration. Therefore, this paper proposes
satisfaction indicator has some significance. We developed a review module
following the recommendation that require the asker to evaluate the result.
While satisfaction with other systems can be estimated from the statistics
got by the Web Crawler for the posts following the forum.

The traditional recommender systems based on items’ relevance include elong
travel website, Xiecheng travel website Douban, Baidu, Netflix movie and Google
news’. In order to increase the comparability, we used their apps in several
locations in order to neutralize the factor of network speed.

Table 8. The comparison of recommender systems

Model Information content Precision Time Satisfaction

Elong 270 k 12% 3.1 s*3.2 43

Baidu 120 k 11% 2.7 s*3.7 32

Netflix 50 k 25% 3.42 s*2.1 53

Google 113 k 48% 8.6 s*1.8 64

GARMIT 20 k 96% 22.3 s*1.0 91

It can be seen from Table 8 that the time consumption by GARMIT is more
than rest, but its precision is highest and thus yields the highest satisfaction of
91 %. However, another advantage of GARMIT has not been shown, which is
that as time going by, the users (volunteers) will increase, GARMIT can update
the items’ information automatically.

5 Summary

After analyzing the drawbacks of exiting recommendation systems, the paper
proposed group assist recommendation model based on intelligent mobile ter-
minals (GARMIT). Besides considering asker’s contexts, GARMIT pays more
consideration on the recommendations by volunteers using mobile intelligent
devices in all kinds group. As the items information is supplied by the volun-
teers who are the ordinary users, the information asymmetry of the traditional
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recommender systems is completely overcome. Furthermore, as the mobile intel-
ligent devices are widely used in volunteers and all kinds of groups emerge, items
information can update automatically.
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Abstract. The article describes a development of a small-budget smart alarm
clock, which is based on Arduino platform. A human organism can be found in
three basic function stages during a sleep time. Vigilance or a light sleep, NREM
sleep and REM sleep. The point of the smart alarm clock is to detect these stages
and try to adapt a set alarm and wake a subject up in the best moment possible
according to its sleeping cycle, which means during the vigilance or the light
sleep. To detect the sleeping stages, the Arduino smart alarm clock uses a
movement infra sensor and a noise sensor, which can enable the alarm clock to
evaluate the impulses and adjust the set awaking time. For a better functionality
the alarm clock is enhanced with a LCD LED display, a real-time clock, a sensor
of temperature and humidity and a photosensitive sensor for switching the LED
display off in the night. The alarm clock will be ready to use for better and more
effective awakening.

Keywords: Smart alarm clock � Arduino � Sensors � Sleep � REM � NREM

1 Introduction

Sleeping – the time between falling asleep and awaking – can be divided into several
phases that may alternate during the night. The two most frequent phases are REM
(rapid eye movement) and NREM (opposite to REM). The NREM phase is charac-
teristic by a rundown of brain activity, a physical calmness and a relaxation [1].

Consequently, these phases split into further four stages according to the depth of
the sleep – from the deepest sleep far to the light sleep [10]. The second stage, REM, is
characteristic with a brain activity on the level of vigilance, with rapid eye movements
and a loss of tonus of mostly all the muscles controlled by our will. It is the most
difficult to wake up someone, who is in this stage. These stages normally shift in a
specific cycle four or five times a night [2, 10].

Next common stage is a Dreaming, which takes place during REM sleeping stage,
according to the article [3]. Along with the theories the sleep and the dreaming have a
regenerative function for our body and brain and while dreaming our brain reorders,
categorizes and restores the saved information [8].
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To complete the list of the stages let’s add another stages, such as Falling asleep
(hypnagogium) – passing from the vigilance into the sleep and Waking up (hyp-
nexagogium) – passing from the sleep into the vigilance.

On the waking-up stage we have to focus now. The best efficiency of waking up is
during the light sleep, when the sleeping person is not far from waking up. Indications
of this stage are sudden body movements for changing the position of the sleeping
person.

There exist plenty of solutions that aspire to increase the awakening efficiency and
to accommodate themselves to people. They detect the sleep stages or they at least try
to and then they adapt the waking time in a set time window. These solutions are
usually in the form of various applications for mobile phones, tablets or directly for
computers with external sensors [20]. However, the market offers even hardware
solutions, which run mostly on Arduino, Raspberry Pi and other similar solutions [14].

However, most of these solutions work only as alarm clocks with enhancements.
But the smart alarm clock applications available at Google Play or Apple Store are even
principally limited by the hardware facilities of the phones or tablets they are
installed on.

The sample application can be found for example at the web site [5]. Indeed,
nowadays the mobile phones dispose with a large number of sensors and detectors [20],
but they are limited by their functionality. If we wanted to use for example a built-in
accelerometer for movement detection, we would have to fix the device on the subject,
which even principally is not an ideal solution. It’s possible to use a built-in camera of
course, but there’s a problem particularly with a night scanning, when it would be
necessary to light the scene on for the movement detection [18]. But the light is a very
disruptive element for sleep, so this solution has to be refused as well. Therefore, the
mobile phone sensors are not sufficient for smart alarm clock use.

As it was mentioned already, there exist even better solutions based for example on
Arduino platform [7, 14]. These smart alarm clocks dispose with an advantage of an
option to be connected with various extern sensors that are not available in mobile
devices [20]. For example, we can mention an infrared movement sensor, which deals
with a problem of detecting movements of people in the dark. However, the existing
solutions are not adequate solutions that would detect movement, noise and further
factors and consequently the waking time. Usually they apply only a LCD display, an
Ethernet shield and basic alarm clock functionality. When connected to a network they
communicate most often through Google Services calendar and gmail services. The
principal of the smart solution is an option to set the waking time by internet, a detailed
description with the implementation can be found at the web site [6]. These solutions
are not adequate solutions of the approach to improve the waking-up efficiency and
they do not apply any sensors, or just their fragment.

Therefore, an objective of this project is to design a respective solution of the
approach to smart alarm clocks and to enhance them with the accessory sensors such as
movement infra detectors, sensors of noise, temperature and a light intensity. The result
solution shall manage to react to the users’ impulses in the period close to waking-up
and to find a moment close to vigilance in a set time window and wake the user up
then. Or if the solution doesn’t find such moment, then it shall find at least a point close
to the light sleep.
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2 Existing Solutions and a Definition of the Problem

Everyone has to get up in the morning at a certain time, which they set up ahead on
their mobile devices or classic alarm clocks. But the time they set up is definitive and
when the alarm clock draws close to this value for a minimum interval, the alarm clock
simply rings. No one cares whether you are just in the deep sleep or whether you got up
already. Therefore, it can happen you are woken up in the wrong sleeping stage, which
is a problem. This problem can chase you all the day afterwards – you feel more tired
and have an impression as that you have slept less hours than usually. So the question
is: how to avoid this precisely and reliably? Is it even possible to detect and recognize
the single sleeping stages and wake the person up on time?

In the literature we can read, that closely before and after REM phase the sleeping
person moves more than during the other phases. Additionally, these movements can
be followed by making noises. All these signals can be detected and on their basis we
can analyze the processing sleeping phases [19].

As the most optimal sensor for detecting movements not only in the dark it seems to
be an infrared movement sensor, see Fig. 1, which shall dispose with at least basic
setting possibilities. The advantage of these sensors is their small purchase cost, high
availability, small consumption (<50 μA), high observation angel and sensing distance
in order of meters. The sensing distance is adequate for utilization in the room.

As an additional sensor of sound sensing it can be used a classic microphone with a
sufficient sensitivity. For output from the microphone into Arduino an analog signal is
ideal, because it provides recording and interpreting of a whole scale of sound volume.
It is very important to strain away noise of the surroundings for the best accuracy
possible. If we used a microphone with a digital output, we could interpret only two
statuses – quiet and noise. It would depend on the microphone sensitivity as well, but it
would be a problem, which can be solved simply by using the analog output.

Fig. 1. PIR motion sensor [13]

A Smart Arduino Alarm Clock Based on NREM and REM Sleep Stage Detection 433



In the night there arises another problem – redundant wasting of energy by lighting
the display, which also is a disturbing element. For the best sleep possible it is nec-
essary to minimize all the lighting disrupting elements. Therefore, it shall be used a
photo resistor as well, which adjusts together with daytime the display backlighting and
in the case of detecting a darkness/night the display simply turns off.

Next problem of a bad sleep occurs in overheated rooms. It is suitable to connect a
sensor of an inside temperature to the intelligent alarm clock for checking on the
temperature for basic orientation. All these sensors together with the elementary
equipment of the function alarm clock create the smart alarm clock concept.

The smart alarm clock shall dispose with the basic functionality of the classic alarm
clocks and minimally common sensors for the movement or noise detection. Ideally it
shall dispose with the combination of both variants for the most precise results pos-
sible. Nowadays (2014) there exist several commercial or open source solutions
throughout different platforms, which try to apply various detectors for the best and
most comfortable ease possible while either waking up or reacting to different situa-
tions. For example, let’s mention several solutions currently available on the market.

SleepTracker is a watch that monitors sleep in the night and according to the
gathered sleeping information it rings right in the moment of the light sleep, so-called
“almost a vigilance moment”. The disadvantage of this solution is that the person has to
sleep with the watch on and with the wristlet tighter than usually, which can influence
the circulation system in a negative way [9].

Sleep Cycle is one of many applications for Android and iOS, which utilizes
built-in sensors in phones or tablets. According to a producer recommendation it’s
necessary to place the phone/tablet on one’s bed, where it detects movements using
accelerometer. For an additional analyze it uses a microphone and it records sounds or
noises in the background. There arises a possible problem of damaging the device
while sleeping, therefore it can’t be classified as a sufficient solution.

S.M.A.R.T. Alarm Clock is a solution based on Arduino platform. It uses a google
calendar through an extern service Temboo [11]. The alarm clock accepts a waking
time from this service when Ethernet enhanced. The solution utilizes just the funda-
mental functionality of Arduino platform and does not optimize the waking time.
Therefore, it is not suitable as a solution for detecting the sleeping stages [6].

iWakeUp – An alarm clock for smart bedrooms based on a visual contact with the
person. It uses a microcontroller for its functioning. If the alarm clock is set for a certain
time and the person is still in bed at this time, the alarm starts ringing. The solution
applies 3 pressure sensors, one thermal sensor and one optical sensor. But it does not
deal with a problem of the sleeping stages at all [12].

None of these smart alarm clocks are optimal to use for the detection of human
sleeping cycles. Half of the smart solutions are not able to detect these cycles. Though
the second half can detect them, it’s at the cost of uncomforted sleep or potential health
problems while longer use or an accidental damage of the device. Therefore, it is
necessary to design and test some better solution, which eliminates the insufficiencies
of the existing smart alarm clocks. Its objective is not only more precise impulse
detection, but also safer use out of a health perspective [20, 21]. The implementation
and testing of this enhanced smart alarm clock are presented in the next chapters.
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3 New Tiny Budget Smart Solution

A prototype of the smart alarm clock is built on a electronic prototypic Arduino
platform, to be precise it applies Arduino Uno R3 model, which uses a microcontroller
ATmega328. It works on a frequency 16 MHz and it contains 32 KB of a flash
memory. The working frequency and the memory capacity are fully sufficient for the
functionality of a smart alarm clock [7]. Visual output of the alarm clock is provided by
a 2 line LCD 1602 I2C display. It displays not only actual time and information about
the alarm, but also a room temperature.

To retain the actual time even in the case of a disconnection or power outage the
alarm clock uses a DS3231 module with integrated temperature compensated crystal
oscillator. This module is very precise (2 ppm) on condition of operation temperature
in interval 0–40 °C. The module service is provided by a memory chip AT24C32.
More information including a connection diagram can be found on the web site [13].

The alarm signalization was solved out by a breadboard set up with LED diodes for a
light signalization and with buzzers connected serially for a sound signalization. While
powered with 5 V the buzzers start to pipe harshly, but not too loudly to wake up a
further neighbourhood. The alarm is not as loud as for example loud-speaker of a mobile
phone, but the buzzer is greatly able to wake someone up in the stage of the light sleep.

To detect the room temperature, it was applied a DHT11 sensor with income
voltage 3.3–5 V. The range of measured values is 20–90 % for humidity (± 5 %) and
0–50°C for temperature (± 2°C). The resolution is 1 % for the humidity and 1°C for
the temperature. The temperature sensor is not a key attribute of the smart alarm clock,
that’s why these values are yet in the tolerance range. A more detailed technical
specification and a connection diagram can be found on the web [15]. As an additional
sensor to the alarm clock it was suggested a photosensitive resistor that detects intensity
of coming light. Consequently, a computing unit of the alarm clock determines daytime
and according to this time it adjusts display backlighting, or possibly it switches the
display completely off. While sleeping it’s entirely useless, if the LCD display emits
the light and disturbs the sleep this way.

The most important sensors of the smart alarm clock are movement passive infra
sensors and modules for sound detection. The Passive infrared sensor (PIR) is an
electronic sensor. It measures infrared rays that are emitted from objects in its field of
view [15]. All the objects with temperature above the absolute zero emit their thermal
energy in the form of a radiation. For a human eye this radiation is invisible, because it
is radiated in infrared spectrum, which can’t be recognized by a human eye. But it can
be detected by electric devices suggested for this objective. In this case “passive”
means, that PIR devices don’t radiate any energy for the purposes of detecting these
rays. PIR sensors neither measure any heat; they detect only the emitted or reflected
infrared radiance from the object. The PIR sensor consists of a sensor made from pyro
electric material – the material that generates energy while incurred to the radiated heat.
[16] Therefore the PIR movement sensors manage to detect people’s movement, ani-
mals’ movement or of another objects’ by detecting a change of amount of the infrared
radiance in the scanned field of view. So if for example a person enters this field, the
sensor detects change of amount of the radiated heat from a lower temperature of a wall
to a higher temperature of a human. This movement is consequently recorded by
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change of the outcome voltage, which the electronics assigns in the movement sensor,
and the result is interpreted as a detected movement. However, the sensor detects also a
simple change of the object’s surface. Radiated sample, although with the same amount
of heat, is different and is detected as a movement as well [17].

As the movement sensor it was used a HC-SR501 sensor, which works with income
voltage 3.3–5 V. It scans 100° space of a cone into distance of up to 7 meters. This
sensor disposes with two possibilities of a detection setting. The first setting facilitates
to the following approach: from when the first movement was captured, the sensor
scans continually until the subject in the scanning field of the sensor stops moving. So
we can measure the lengths of the individual movements and according to their length
we can react to the events. While a longer movement we can establish, that the detected
person woke up at the activated alarm and therefore it is not necessary to let the alarm
on any more. The second setting detects only a single-shot change in the field of view
and a next movement isn’t detected until a next pre-set interval. The interval can be set
from 0.5 s to 60 s.

For the solution of the movement detection it is required to use two sensors with
different settings. The first sensor will scan continually after the movement detection
and will be activated just in the alarm period. After the pre-set time segment it will
postpone or cancel the alarm and will suppose a successful awakening of the person.
The second sensor will be activated continually. Its objective will be to detect a
movement during the night and to detect the sleeping cycles. The movements of the
person occur close before or close after the REM sleep stage. The sensor setting will be
as the detector of the single-shot movement with 30 s delay. In half a minute the person
shall be able to stop moving and pass over to another sleeping stage. The setting of the
delay and the scanning can be still regulated later according to the measured values
while testing this prototype. For higher accuracy of these phases the alarm clock will be
supplied with a microphone module connected to the analogue input of Arduino. By
using these data from the microphone it will be possible to work with the environment
of the alarm clock and to react to the events.

The last part will be utilization of a touch sensor for manual switch-off of the alarm
clock in the case the alarm clock will have to be cancelled immediately. Instead of
touch sensor it is possible to use also a classic button.

Setting of the waking time is solved by connection to a computer USB port via
serial virtual port. To the alarm clock it’s sent out the time of the alarm activation in the
format of numbers divided by commas. After evaluating the sensors data in the pre-
defined time window (typically 30 min) the alarm is activated in the period of the light
sleep, or if it doesn’t detect any, then in the accurate set time.

This solution is new in the sense of using Arduino platform and eliminating the
insufficiencies of the existing solutions. It is just a prototype.

4 Implementation Based on Arduino UNO R3

As it was said in the previous chapter, the solution of the smart alarm clock is based on
the prototype Arduino platform. Connection of the individual components including
their links is illustrated on a connection diagram in the figure (Fig. 2).
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The only difference versus the real connection is connection of the LCD display
through an interface LCD 1602 Adapter Board w/IIC/I2C, which simplifies the final
display connection especially by lowering the number of needed I/O ports to Arduino.
It contains also a potentiometer for display brightness regulation and easier access to
backlighting intensity. In comparison with the diagram the real connection does not
have practically any influence on a different functioning of the alarm clock. A summary
of all the used alarm clock components:

• Arduino Uno R3
• LCD 1602 I2C + Adapter Board w/IIC/I2C
• HC-SR501 PIR – a movement detector
• Photo resistor – regulation of the display brightness according to the surrounding

light
• TTP223B – a capacity touch sensor
• DS3231 – a real time clock with integrated memory and an additional power

supply, a battery
• D19 microphone
• DHT11 – a sensor of the surrounding temperature and humidity
• Breadboard – a prototype breadboard for components connection
• Buzzer + LED diodes for the alarm signalization

For development of the alarm clock source code it was used a development
environment Arduino version 1.0.6 and libraries mentioned below:

• <Wire.h> - a communication with IC2 devices, in this case with the LCD display.
The library was modified because of problems with connecting/disconnecting an

Fig. 2. Connection diagram of the components
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IC2 device while the program is running and circling of the source code in an
infinite cycle. The library was supplied with a timer, which in the case of detecting
the circling restarts the library and reconnects the IC2 device. This error in the
library could have been caused for example by moving with connection cables to
Arduino, eventually by fluctuating of the voltage.

• <LCD.h>, <LiquidCrystal_I2C.h> - libraries for communication directly with the
LCD display, they implement functions for initialization, communication and set-
ting of the display.

• <virtuabotixRTC.h> - a library for communication with a RTC circuit, a real time
clock

• <Timer.h> - a timer library, it implements timing functions of individual events
• <DHT.h> - a library for communication with a DHT11 sensor
• <MemoryFree.h> - a library for debugging of using the program operation memory

The elementary functionality of the alarm clock consists in the possibility of setting
the alarm clock time for a certain time. The program listens on the serial port to a
sequence of numerals divided by commas. In the case of arrival of 5 numerals in a
format DAY,MONTH,YEAR,HOUR,MINUTE, it sets the alarm time to this moment
and awaits for this time by comparing the real time generated on the RTC module. The
flow diagram of movement detection algorithm and alarm activation is illustrated in the
following figure (Fig. 3).

Fig. 3. Flow diagram of the alarm algorithm
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The PIR detector that detects the movement in the sensor’s field of view sends out
the movement information into the computing unit of the alarm clock. In the case of a
long enough movement > 3 s it records the movement of the subject and saves to a
variable, that the movement was detected. Movement longer than 3 s was chosen by a
reason of eliminating short moves that could be incorrect, such as “wince” while falling
asleep. In the alarm clock there is preset default time window for 30 min, in this time
window the alarm can ring after detecting this movement. Because a person moves
most often before/after the REM stage, the alarm tries to activate itself before/after the
REM stage. 30 s after detecting this movement the variable of the movement is
restarted, because the movement can be detected out of the time window and the sensor
searches another possible move. Therefore, the alarm activation can occur in two
possible situations.

1. It’s not detected any movement in the set time window (30 min back in time from
the set alarm), the alarm is activated in the accurate time of the user’s set alarm

2. In the time window there is detected a movement by PIR sensor, which is longer
than 3 s, the alarm is activated.

When the alarm is activated, it initiates the light and sound signalization. If the
display is in the mode of backlighting switched off (in the night), then the backlighting
is turned on. To switch the alarm clock off there is the touch capacity button; the alarm
clock detects other movements during the activated alarm. If it classifies that the subject
gets up, the alarm clock is delayed for a pre-set number of minutes; a default value is
5 min. All the times are adjustable in the program definitions header and they can be
arbitrarily changed without changing functionality of the alarm clock.

The next possibilities of enhancement the alarm clock consist in adding a SD card
reader for saving the waking times, saving the time setting for the case of the power
outage or recording a detected event for easier program optimization. It would be
suitable to further enhance the alarm clock with a better touch LCD display, Ethernet or
WiFi shield for setting the time through a network. Another improvement could be also
replacing the buzzer with a speaker that would enable to record a personal melody for
the alarm.

5 Testing of Developed Solution

Testing of the smart alarm clock application lies in a simulation of various waking
times and verification of the assumption, that the application is stable and able to
activate the alarm in the right time even after several days of operating. Therefore, the
alarm activation shall be as the latest in the accurate set alarm time. The next
assumption of the application’s correct functionality is verification of the precise time
calculations in the set time window and their application on the prior alarm activation.
It’s also required testing of all the sensors, if they provide correct information about
their environment (light intensity, movement, sound).

The basic testing will take place in a window of a serial monitor of Arduino
development environment, while switching the application on in so-called debug mode,
where the individual statuses and important variables will be presented.
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The more advanced testing of the sleeping cycle detection will proceed on a sample
of 5 measurements, which will have the alarm set to the ultimate waking time possible
and it will be tested, if the program manages to record the person’s movement and
activate the alarm in advance, in the 30 min time window. The consequent results will
be displayed in a table (Table 1).

5.1 Results

While basic testing of the alarm clock functionality it was revealed, that the micro-
phone module does not work correctly and does not forward the right information.
Because it was the additional sensor to the movement sensor, the sound verification
was removed and for the detection of the sleeping cycles it was used just the movement
sensor. This discovered defect shall not have any radical influence on the functionality.

Further basic tests did not reveal any significant problem and there were tested the
advanced functions for the movement detection while sleeping. For testing the func-
tionality correctness there were realized 5 experiments with different alarm times, the
values including the alarm clock activation are showed in the following table (Table 1).

Out of the sample with 5 experiments it’s obvious, that in 1 experiment the alarm
clock software did not find in the time window −30 min from the alarm time any

Table 1. The alarm times and their prior activation

Experiment nr. Alarm time Alarm activation

1 10:10 9:48
2 7:10 7:01
3 8:00 7:49
4 9:30 9:21
5 6:50 6:50

Fig. 4. Final setting of developed prototype solution of Smart Alarm on the Arduino platform
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crossover from NREM stage to REM or the opposite and therefore it didn’t activate the
alarm in prior. In the other 4 experiments this crossover was detected and the activation
processed entirely right, it means in the time window interval.

A comparison with a different existing solution is not possible; because both of the
solutions are closely associated while the alarm activation. If one application found a
moment close to awakening and activated its alarm, the second application would
activate its alarm immediately as well, because it would detect movement while waking
up, eventually the times would differ by maximum of a minute. Therefore, the
experiments would have to be effected separately, which would have no predicative
value – every day, or every morning the crossover times are different.

Proposed application (Fig. 4) was also tested for stability and reliability. Reliability
testing was realised by application run within seven days, while the application run
reliably without the slightest signs of a slowdown, the shortage of memory or
jam/restart alarm (assuming a constant source of alarm). The application is also able to
handle all instruction up to 160.15 Hz, which is for required purposes and properties
(scanning sensors in real time) better than requested value [4].

6 Conclusions

The result of this work is the full-fledged alarm clock, which can detect crossovers
between the sleeping cycles and activate the alarm in the best time possible, which
means the time close to waking up. Regarding the activation of the alarm clock in the
right time, the impression is quite subjective and therefore it’s not possible to say with
an accuracy, how proper the result is. Since the alarm signalization is provided by the
pair of LED diodes and one buzzer, which is not that loud such as for example a
speaker, therefore the waking moment has to be timed up for the right moment of the
light sleep. On the sample of 5 experiments it was achieved to wake the subject up in
every case, even when the right moment was not found, which can be considered as a
very good result.
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