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To Artificial Intelligence and our pioneers
who have been working hard to make it
happen—without them we would not have
as much excitements as we have today.



Preface

This book is the first monograph on Wisdom Web of Things (W2T) coherently
written by multi-authors. The book contains 15 chapters structured into four parts:
W2T foundation, W2T and humanity, W2T technologies, and future vision of
W2T. The book has presented the recent study on the framework and methodology
of W2T, as well as applications of W2T in different problem domains such as
intelligent businesses, brain informatics, and healthcare. Aiming at promoting
people’s understanding of W2T and facilitating the related research including the
holistic, intelligent methodology, the book has addressed emerging issues such as:
“What are fundamental issues and challenges in W2T?”, “Where are the solutions
lying on?”, and “What are potential applications?”

We would like to specifically dedicate this book to the celebration of the 60th
anniversary of Artificial Intelligence (AI). Aiming at creating computers and
computer software capacity of intelligent behavior, throughout the sixty years of
journey many amazing achievements have been made, including the recent
AlphaGo, an intelligent computer program that beat Lee Sedol, a 9-dan professional
player in a five-game match of Go. Such a task was considered an impossible
mission if looking back in just a decade ago. Web Intelligence (WI) has extended
and made use of Artificial Intelligence for new products, services, and frameworks
that are empowered by the World Wide Web. Wisdom Web of Things is then born
as an extension of the Web Intelligence research in the IoT/WoT (Internet of
Things/Web of Things) era. The book is recommended by the Web Intelligence
Consortium (WIC, www.wi-consortium.org) as a consecutive book to the Web
Intelligence monograph published by Springer in spring 2003. The WIC was
formed in spring 2002 as an international, nonprofit organization endeavoring to
advance worldwide scientific research and industrial development in the field of
Web Intelligence. The scope of its activities covers encouraging deep collaborations
among the WIC research centers around the world, supporting organizational and
individual members, steering advanced research and technology showcases at the
international IEEE/WIC/ACM conferences and workshops, and producing official
publications. The book is a collaborative effort involving many leading researchers
and practitioners in the field of WI who have contributed chapters on their areas of
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expertise. We wish to express our gratitude to all authors and reviewers for their
contributions.

We are very grateful to people who joined or supported the W2T-related
research activities, in particular, the WIC Advisory Board members, Edward
Feigenbaum, Setsuo Ohsuga, Joseph Sifakis, Andrzej Skowron, Benjamin Wah,
Philip Yu, and all the WIC Technical Committee members. We thank them for their
strong and constant support—without such, this book is impossible.

Last, but not least, we thank Jennifer Malat of Springer US and Yanchun Zhang
for their helps in coordinating the publication of this monograph and editorial
assistance.

Maebashi, Japan Ning Zhong
May 2016 Jianhua Ma

Jiming Liu
Runhe Huang
Xiaohui Tao

viii Preface



Contents

Part I Foundation of Wisdom Web of Things

1 Research Challenges and Perspectives on Wisdom
Web of Things (W2T) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Ning Zhong, Jianhua Ma, Runhe Huang, Jiming Liu,
Yiyu Yao, Yaoxue Zhang and Jianhui Chen

2 WaaS—Wisdom as a Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Jianhui Chen, Jianhua Ma, Ning Zhong, Yiyu Yao, Jiming Liu,
Runhe Huang, Wenbin Li, Zhisheng Huang and Yang Gao

3 Towards W2T Foundations: Interactive Granular
Computing and Adaptive Judgement. . . . . . . . . . . . . . . . . . . . . . . . . 47
Andrzej Skowron and Andrzej Jankowski

4 Towards a Situation-Aware Architecture for the Wisdom
Web of Things . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Akihiro Eguchi, Hung Nguyen, Craig Thompson and Wesley Deneke

5 Context-Awareness in Autonomic Communication
and in Accessing Web Information: Issues and Challenges . . . . . . . 107
Francesco Chiti, Romano Fantacci, Gabriella Pasi
and Francesco Tisato

Part II Wisdom Web of Things and Humanity

6 Ontology-Based Model for Mining User's Emotions
on the Wisdom Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
Jing Chen, Bin Hu, Philip Moore and Xiaowei Zhang

7 Multi-level Big Data Content Services for Mental Health Care . . . . 155
Jianhui Chen, Jian Han, Yue Deng, Han Zhong, Ningning Wang,
Youjun Li, Zhijiang Wan, Taihei Kotake, Dongsheng Wang,
Xiaohui Tao and Ning Zhong

ix



8 Leveraging Neurodata to Support Web User
Behavior Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
Pablo Loyola, Enzo Brunetti, Gustavo Martinez, Juan D. Velásquez
and Pedro Maldonado

9 W2T Framework Based U-Pillbox System Towards
U-Healthcare for the Elderly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
Jianhua Ma, Neil Y. Yen, Runhe Huang and Xin Zhao

10 Hot Topic Detection in News Blog Based on W2T
Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
Erzhong Zhou, Ning Zhong, Yuefeng Li and Jiajin Huang

Part III Wisdom Web of Things and Technologies

11 Attention Inspired Resource Allocation for Heterogeneous
Sensors in Internet of Things . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261
Huansheng Ning, Hong Liu, Ali Li and Laurence T. Yang

12 Mining Multiplex Structural Patterns from Complex
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275
Bo Yang and Jiming Liu

13 Suitable Route Recommendation Inspired by Cognition . . . . . . . . . 303
Hui Wang, Jiajin Huang, Erzhong Zhou, Zhisheng Huang
and Ning Zhong

14 A Monitoring System for the Safety of Building Structure
Based on W2T Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323
Haiyuan Wang, Zhisheng Huang, Ning Zhong, Jiajin Huang,
Yuzhong Han and Feng Zhang

Part IV Future Vision of W2T

15 Brain Big Data in Wisdom Web of Things . . . . . . . . . . . . . . . . . . . . 339
Ning Zhong, Stephen S. Yau, Jianhua Ma, Shinsuke Shimojo,
Marcel Just, Bin Hu, Guoyin Wang, Kazuhiro Oiwa
and Yuichiro Anzai

x Contents



Contributors

Yuichiro Anzai Japan Society for the Promotion of Science, Tokyo, Japan

Enzo Brunetti Neurosystems Laboratory, Institute of Biomedical Sciences,
Faculty of Medicine, University of Chile, Santiago, Chile

Jianhui Chen International WIC Institute, Beijing University of Technology,
Beijing, China; Department of Computer Science and Technology, Tsinghua
University, Beijing, China

Jing Chen School of Information Science and Engineering, Lanzhou University,
Lanzhou, China

Francesco Chiti Università degli Studi di Firenze, Firenze, Italy

Wesley Deneke Department of Computer Science and Industrial Technology,
Southeastern Louisiana University, Hammond, LA, USA

Yue Deng The Industry Innovation Center for Web Intelligence, Suzhou, China

Akihiro Eguchi Oxford Centre for Theoretical Neuroscience and Artificial
Intelligence, University of Oxford, Oxford, UK

Romano Fantacci Università degli Studi di Firenze, Firenze, Italy

Yang Gao Department of Computer Science, Nanjing University, Nanjing, China

Jian Han The International WIC Institute, Beijing University of Technology,
Beijing, China

Yuzhong Han China Academy of Building Research, Beijing, China

Bin Hu School of Information Science and Engineering, Lanzhou University,
Lanzhou, China

Jiajin Huang International WIC Institute, Beijing University of Technology,
Beijing, China

xi



Runhe Huang Faculty of Computer and Information Science, Hosei University,
Tokyo, Japan

Zhisheng Huang International WIC Institute, Beijing University of Technology,
Beijing, China; Department of Computer Science, Vrije University Amsterdam,
Amsterdam, The Netherlands

Andrzej Jankowski The Dziubanski Foundation of Knowledge Technology,
Warsaw, Poland

Marcel Just Carnegie Mellon University, Pittsburgh, USA

Taihei Kotake The Department of Life Science and Informatics, Maebashi
Institute of Technology, Maebashi, Japan

Ali Li University of Science and Technology Beijing, Beijing, China

Wenbin Li Shijiazhuang, China

Youjun Li The International WIC Institute, Beijing University of Technology,
Beijing, China

Yuefeng Li Faculty of Science and Technology, Queensland University of
Technology, Brisbane, QLD, Australia

Hong Liu Engineering Laboratory, Run Technologies Co., Ltd. Beijing, Beijing,
China

Jiming Liu International WIC Institute, Beijing University of Technology,
Beijing, China; Department of Computer Science, Hong Kong Baptist University,
Kowloon Tong, Hong Kong SAR

Pablo Loyola Web Intelligence Centre, Industrial Engineering Department,
University of Chile, Santiago, Chile

Jianhua Ma Faculty of Computer and Information Science, Hosei University,
Tokyo, Japan

Pedro Maldonado Neurosystems Laboratory, Institute of Biomedical Sciences,
Faculty of Medicine, University of Chile, Santiago, Chile

Gustavo Martinez Web Intelligence Centre, Industrial Engineering Department,
University of Chile, Santiago, Chile

Philip Moore School of Information Science and Engineering, Lanzhou
University, Lanzhou, China

Hung Nguyen Department of Computer Science and Computer Engineering,
University of Arkansas, Fayetteville, AR, USA

Huansheng Ning University of Science and Technology Beijing, Beijing, China

xii Contributors



Kazuhiro Oiwa National Institute of Information and Communication
Technology, Koganei, Japan

Gabriella Pasi Università degli Studi di Milano Bicocca, Milan, Italy

Shinsuke Shimojo California Institute of Technology, Pasadena, USA

Andrzej Skowron Institute of Mathematics, Warsaw University, Warsaw, Poland;
Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland

Xiaohui Tao Faculty of Health, Engineering and Sciences, The University of
Southern Queensland, Toowoomba, Australia

Craig Thompson Department of Computer Science and Computer Engineering,
University of Arkansas, Fayetteville, AR, USA

Francesco Tisato Università degli Studi di Milano Bicocca, Milan, Italy

Juan D. Velásquez Web Intelligence Centre, Industrial Engineering Department,
University of Chile, Santiago, Chile

Zhijiang Wan The International WIC Institute, Beijing University of Technology,
Beijing, China; The Department of Life Science and Informatics, Maebashi Institute
of Technology, Maebashi, Japan

Dongsheng Wang The International WIC Institute, Beijing University of
Technology, Beijing, China; Institute of Intelligent Transport System, School of
Computer Science and Engineering, Jiangsu University of Science of Technology,
Zhenjiang, China

Guoyin Wang Chongqing University of Posts and Telecommunications,
Chongqing, China

Haiyuan Wang International WIC Institute, Beijing University of Technology,
Beijing, China

Hui Wang International WIC Institute, Beijing University of Technology, Beijing,
China

Ningning Wang The International WIC Institute, Beijing University of
Technology, Beijing, China

Bo Yang School of Computer Science and Technology, Jilin University,
Changchun, China

Laurence T. Yang Huazhong University of Science and Technology, Wuhan,
China; St. Francis Xavier University, Antigonish, Canada

Yiyu Yao International WIC Institute, Beijing University of Technology, Beijing,
China; Department of Computer Science, University of Regina, Regina, SK,
Canada

Stephen S. Yau Arizona State University, Tempe, USA

Contributors xiii



Neil Y. Yen School of Computer Science and Engineering, The University of
Aizu, Fukushima, Japan

Feng Zhang China Academy of Building Research, Beijing, China

Xiaowei Zhang School of Information Science and Engineering, Lanzhou
University, Lanzhou, China

Yaoxue Zhang Key Laboratory of Pervasive Computing, Ministry of Education,
and Tsinghua National Laboratory for Information Science and Technology,
Department of Computer Science and Technology, Tsinghua University, Beijing,
China

Xin Zhao Faculty of Computer and Information Science, Hosei University,
Tokyo, Japan

Han Zhong The International WIC Institute, Beijing University of Technology,
Beijing, China

Ning Zhong Department of Life Science and Informatics, Maebashi Institute of
Technology, Maebashi, Japan; Beijing Advanced Innovation Center for Future
Internet Technology, The International WIC Institute, Beijing University of
Technology, Beijing, China

Erzhong Zhou International WIC Institute, Beijing University of Technology,
Beijing, China

xiv Contributors



Acronyms

AI Artificial Intelligence
EEG Electroencephalogram
IRGC Interactive Rough Granular Computing
IT Information Technology
W2T Wisdom Web of Things
WaaS Wisdom as a Service
WI Web Intelligence
WWW World Wide Web

xv



Part I
Foundation of Wisdom Web of Things



Chapter 1
Research Challenges and Perspectives
on WisdomWeb of Things (W2T)

Ning Zhong, Jianhua Ma, Runhe Huang, Jiming Liu, Yiyu Yao,
Yaoxue Zhang and Jianhui Chen

Abstract The rapid development of the Internet and the Internet of Things
accelerates the emergence of the hyper world. It has become a pressing research issue
to realize the organic amalgamation and harmonious symbiosis among humans, com-
puters and things in the hyper world, which consists of the social world, the physical
world and the information world (cyber world). In this chapter, the notion of Wisdom
Web of Things (W2T) is proposed in order to address this issue. As inspired by the
material cycle in the physicalworld, theW2T focuses on the data cycle, namely “from
things to data, information, knowledge, wisdom, services, humans, and then back
to things.” A W2T data cycle system is designed to implement such a cycle, which
is, technologically speaking, a practical way to realize the harmonious symbiosis of
humans, computers and things in the emergin hyper world.
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4 N. Zhong et al.

1.1 Introduction

The Internet connects dispersive computers into a global network. On this network,
the World Wide Web (Web) provides a global platform for information storage,
resource sharing, service publishing, etc. An information world, called the cyber
world, comes into being between the social and physical worlds.

In recent years, advanced information technologies accelerate the development of
the cyber world [38, 39]. On one hand, various new Internet/Web based technologies,
such as semantic Web [3, 11, 12], grid computing [13, 14], service-oriented com-
puting [51], and cloud computing [2, 17], make the cyber world become not only a
research/service platform but also a global communication and cooperation space in
which various virtual communities, associations and organizations have been estab-
lished. The cyber world is constantly expanding towards a social world. On the other
hand, embedded technologies, automated recognition based on Radio Frequency
Identification (RFID) technologies, wireless data communication technologies and
ubiquitous computing technologies impel the forming of the Internet of Things
(IoT) [5, 62]. A large number of sensor nets, embedded appliance nets and actuator
nets (SEA-nets) have been constructed. Transparent computing technologies [55,
71–73, 85] ensure the effective deployment and publishing of resources/services on
these heterogeneous nets. Furthermore, these SEA-nets are integrated and connected
into the Internet through various gateways. The Web of Things (WoT) [10, 52] is
emerging on the IoT to integrate the sensor data coming from various SEA-nets into
the Web. The cyber world is also extending towards a physical world.

At present, various Internet/Web and IoT based applications, such as Web 2.0
[47, 48], Web 3.0 [20, 30], smart world [39, 45], smart planet [24], green/eco com-
puting [29, 64], etc., accelerate the amalgamation among the cyber, social and phys-
ical worlds. It can be predicted that the cyber world composed of computers will be
gradually syncretized with the social world composed of humans and the physical
world composed of things in the near future. A hyper world [28, 37] will come into
being on the IoT/WoT. It consists of the cyber, social and physical worlds, and uses
data as a bridge to connect humans, computers and things. Such a data based hyper
world will bring a profound influence in both work and life to the whole human

J. Ma · R. Huang
Faculty of Computer and Information Sciences, Hosei University,
Tokyo 184-8584, Japan
e-mail: jianhua@hosei.ac.jp

R. Huang
e-mail: rhuang@hosei.ac.jp

Y. Zhang
Key Laboratory of Pervasive Computing, Ministry of Education, and Tsinghua National
Laboratory for Information Science and Technology, Department of Computer Science
and Technology, Tsinghua University, Beijing 100084, China
e-mail: zhangyx@mail.tsinghua.edu.cn



1 Research Challenges and Perspectives on Wisdom … 5

society and every member in it. Multi-domain experts should closely cooperate to
cope with the subsequent research challenges and opportunities.

The core research challenge brought by the hyper world is to realize the organic
amalgamation and harmonious symbiosis among humans, computers and things
using the Internet/Web based technologies, ubiquitous computing technologies and
intelligence technologies, i.e., to make every thing in the hyper world more “intelli-
gent” or “smart” by computers or cells with storage and computing capabilities, to
provide active, transparent, safe and reliable services for individuals or communities
in the hyper world. Though various theories and technologies have been developed
to realize different levels of intelligent services on the Internet/Web and various
SEA-nets, they do not fit well in the hyper world that is built on top of the IoT.

This chapter proposes the notion of Wisdom Web of Things (W2T) that repre-
sents a holistic intelligence methodology for realizing the harmonious symbiosis
of humans, computers and things in the hyper world. A W2T data cycle system is
also designed to implement such a cycle, namely “from things to data, information,
knowledge, wisdom, services, humans, and then back to things.” The W2T provides
a practical technological way to realize the harmonious symbiosis of humans, com-
puters and things in the emerging hyper world. The rest of the chapter is organized as
follows. Section1.2 discusses fundamental issues on intelligence in the hyper world.
Section1.3 proposes the W2T as a holistic intelligence methodology in the hyper
world. For realizing the W2T, Sect. 1.4 describes a W2T data cycle system. Three
use cases are introduced in Sect. 1.5. Finally, Sect. 1.6 gives concluding remarks.

1.2 Intelligence in the Hyper World

1.2.1 Web Intelligence (WI) and Brain Informatics (BI)

The Web significantly affects both academic research and daily life, revolution-
izing the gathering, storage, processing, presentation, sharing, and utilization of
data/information/knowledge. It offers great research opportunities and challenges
in many areas, including business, commerce, marketing, finance, publishing, edu-
cation, and research and development.

Web Intelligence (WI) [67, 74, 77, 81, 83] may be viewed as an enhancement
or an extension of Artificial Intelligence (AI) and Information Technology (IT) on
a totally new domain—the Web. It focuses on the research and development of
new generations of Web-based information processing technologies and advanced
applications to push technologies towards manipulating the meaning of data and
creating distributed intelligence.

The tangible goals of WI can be refined as the development of Wisdom Web
[75, 76], which is involved with the following top 10 problems [34, 35]:

• Goal-directed services (best means/ends),
• Personalization (identity),
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• Social & psychological context (sensitivity),
• PSML, i.e., Problem Solver Markup Language (representation),
• Coordination (global behavior),
• Meta-knowledge (planning control),
• Semantics (relationships),
• Association (roles),
• Reproduction (population),
• Self-aggregation (feedback).

Though many efforts [16, 22, 31, 53] have been made to solve these problems,
it is difficult to develop the Wisdom Web by using only the existing AI and IT
technologies.

Brain Informatics (BI) [79, 80, 82] is an emerging interdisciplinary field to study
human informationprocessingmechanismsystematically frombothmacro andmicro
points of view by cooperatively using experimental, theoretical, cognitive neuro-
science and WI centric advanced information technology. It emphasizes on a sys-
tematic approach to an in-depth understanding of human intelligence. On the one
hand, WI based portal techniques (e.g., the wisdom Web, data mining, multi-agent,
and data/knowledge grids) will provide a new powerful platform [78] for BI; On the
other hand, new understandings and discoveries of human intelligence in BI, as well
as other domains of brain sciences (e.g., cognitive science and neuroscience) will
yield new WI researches and developments. At present, some new human-inspired
intelligent techniques and strategies [69, 70] have been developed to offset the disad-
vantages of existing intelligence technologies, especially logic-based technologies.

1.2.2 Ubiquitous Intelligence (UI) and Cyber-Individual (CI)

The development of RFID technologies and wireless data communication technolo-
gies impels the forming of IoT. The real physical things are called u-things if they are
attached, embedded or blended with computers, networks, and/or some other devices
such as sensors, actors, e-tags and so on [38]. The IoT makes it possible to connect
u-things dispersed in various SEA-nets and ubiquitous computing applications for
realizing a Ubiquitous Intelligence.

Ubiquitous Intelligence (UI) [39, 59], generally speaking, is that intelligent things
are everywhere. It means pervasion of smart u-things in the real world, which would
evolve towards the smart world filled with all kinds of smart u-things in a harmonious
way [38–40]. The construction of smart u-things is a core issue in the UI. So-called
smart u-things are the active/reactive/proactive u-things, which are with different
levels of intelligence from low to high. Ideally, a smart u-thing should be able to
act adaptively and automatically. Its construction is involved with the following 7
challenges [38, 40, 41]:

• Surrounding situations (context),
• Users’ needs,
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• Things’ relations,
• Common knowledge,
• Self awareness,
• Looped decisions,
• Ubiquitous safety (UbiSafe).

Constructing such a smart u-thing is involvedwith various challenging topics, includ-
ing the collecting and mining of logs [42], context modeling [21, 26, 27, 58], user
modeling [4, 18, 19, 56], etc. However, there are many challenges due to the real
world complexity. For realizing theUI, the human essence in the cyberworld needs to
be re-examined and analyzed. The research of Cyber-Individual (Cyber-I or CI) [63]
is emphasized on re-examining and analyzing the human essence and creating cyber
individuals in the cyberworld.ACyber-I is a real individual’s counterpart in the cyber
space. It is a unique and full description of human being in the digital world. On the
one hand, ubiquitous computing technologies make it possible to collect individual’s
information anytime and anywhere. With the increasing power of computers, net-
works, ubiquitous sensors andmassive storages, it is no longer a dream that everyone
on this planet can have a Cyber-I going with and even beyond his/her own whole life.
On the other hand, a comprehensive and exact Cyber-I can effectively guide smart
u-things to provide active and transparent services for realizing the UI.

1.2.3 The Holistic Intelligence in the Hyper World

For realizing the harmonious symbiosis of humans, computers and things, u-things in
the hyper world should be intelligent and able to provide active, transparent, safe and
reliable services. This intelligentizing will realize not only individual intelligence
but also holistic intelligence, i.e., all of related u-things can intelligently cooperate
with each other for each application. Realizing such holistic intelligence will bring
new challenges and opportunities for intelligence researches:

• The hyper world is involved with heterogeneous networks, service types, data
forms and contents, efficiency/accuracy requirements, etc. Thus, it is impossible
to realize holistic intelligence in such a complex environment by only separately
using the WI, BI, UI and CI. For WI supported by BI, though the ubiquitous com-
puting oriented data/services have been mentioned at the beginning, its related
researches and developments are mainly focused on Web based data/services
because of lacking the IoT and WoT, which can provide an effective approach
to dynamically and largely gather the real-time sensor data coming from different
SEA-nets, and realize active and transparent services anytime and everywhere.
For the UI supported by the CI, though recent studies begin to focus on mining
a large number of historical data for providing higher quality of services, related
researches and developments were mainly oriented to specific applications and
data because of lacking effective technologies and strategies to organize, manage,
mining and utilize the multi-aspect real-time data and historical data, as well as
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Fig. 1.1 The holistic intelligence research in the hyper world

information and knowledge derived from the data. Thus, the holistic intelligence
research in the hyper world will present new research challenges to WI, BI, UI
and CI.

• The infrastructure of hyper world consists of the Internet and a number of SEA-
nets. It is possible to continuously and dynamically gather both real-time sensor
data and historicalWeb data in the hyper world by the IoT and theWoT.Moreover,
grid computing, cloud computing and transparent computing also make it possible
to integrate the powerful storage and computing capabilities on the IoT for effec-
tively storing, managing, mining and utilizing the gathered data, as well as the
information and knowledge derived from data. Based on such an infrastructure,
the hyper world will provide significant opportunities to the holistic intelligence
research. It will integrate the WI, BI, UI and CI to develop a new holistic intelli-
gence methodology for realizing the harmonious symbiosis of humans, computers
and things in the hyper world.

In summary, the hyper world makes it possible and necessary to integrate separate
intelligence researches into a holistic research. As shown in Fig. 1.1, in this holistic
research,WI, BI, UI andCI are independent but promote each other. Finally, a holistic
intelligencemethodologywith its associatedmechanisms can be developed to realize
the harmonious symbiosis of humans, computers and things in the hyper world.

1.3 Wisdom Web of Things

The Wisdom Web of Things (W2T) is an extension of the Wisdom Web in the IoT
age. The “Wisdom” means that each of things in the WoT can be aware of both itself
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Table 1.1 A comparison between the Web and W2T

World Wide Web W2T

Infrastructure Internet Internet of things

Function A sharing platform and
communication space

An environment to provide
active, transparent, safe and
reliable services for the
harmonious symbiosis of
humans, computers and things
in the hyper world

Storing and computing
medium

Different types of computers All electronic media with the
capabilities of storage and
computing (including different
types of computers, PDAs,
mobile telephones, embedded
chips, and so on.)

Data characteristic Reliable data sources and
relatively stable data streams

Various data availabilities, data
stream modes, and data
gathering strategies

Modeling Data and user preference
modeling

Not only data and user
preference modeling but also
space modeling (including
environment modeling, thing
modeling, context modeling,
user behavior modeling, etc.)

Formal knowledge Domain knowledge for the
data and computing integration

Both domain knowledge and
common sense knowledge for
guiding the Web and
ubiquitous computing

Awareness mode A human centric mode (i.e.,
users choose the appropriate
services based on individuals’
judgments about the current
Web environments.)

A ubiquitous awareness mode
(i.e., all of humans, computers
and things can be aware of
themselves and others
dynamically for providing
active and transparent
services.)

Computing mode Computing on the
Internet/Web

Computing in everywhere

Service mode Passive services Both active services and
passive services

and others to provide the right service for the right object at a right time and context.
Thus, the W2T is not a copy of the Web on the IoT. As shown in Table1.1, it is
different from the existing Web in many aspects, including infrastructure, function,
data characteristic, modeling, and so on. Such a W2T is impossible to construct by
using only the existing intelligence technologies that are oriented to specific humans,
computers, things.
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The nature is based on materials. An effective material cycle ensures the har-
monious symbiosis of heterogeneous things in nature. Similarly, the hyper world is
based on data. Thus, constructing theW2T for the harmonious symbiosis of humans,
computers and things in the hyper world requires a highly effective W2T data cycle:

• Things to Data: Various data of things are collected into a distributed integrated
data center through theWoT.These data include the real-time data of things coming
from the sensors in SEA-nets andmeasuring equipments (such asMRI, EEG, CT),
the Web accessible historic data of things stored on the Web, and the data of Web
produced on the Web.

• Data to Information: After data cleaning, integration and storage, both sensor data
and Web data are analyzed and re-organized to generate multi-aspect and multi-
granularity data information by various data mining/ organization methods. The
obtained data information is also described and stored in the data center.

• Information to Knowledge: The valuable knowledge is extracted from the data
information by various modeling. Other related knowledge is also gathered and
described using knowledge engineering technologies. All of knowledge is stored
in the data center.

• Knowledge to Wisdom: Based on the obtained knowledge, the top 10 problems
of Wisdom Web mentioned in Sect. 1.2.1 and 7 characteristics of smart u-thing
mentioned in Sect. 1.2.2 are studied to develop the key intelligence technologies
and strategies.

• Wisdom to Services: An active and transparent service platform is constructed on
the integrated data center using the developed intelligence technologies and strate-
gies. It can provide active, transparent, safe and reliable services by synthetically
utilizing the data, information and knowledge in the data center.

• Services to Humans: The service platform provides various active and transparent
services to individuals and communities by a variety of sensors and actuators.

• Humans to Things: During the process of receiving services, humans continues to
influence the things around him/her and brings the changes of things. Finally, the
data reflecting these changes are collected into the integrated data center.

As shown in Fig. 1.2, a variety of sensors, storage and computing terminals in the
IoT provide a data storage and conversion carrier for implementing the data cycle.
The emerging WoT provides a transmission channel of data cycle. Therefore, the
core problem of data cycle construction is to develop a highly efficient data cycle
system.
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Fig. 1.2 A data cycle in the hyper world

Fig. 1.3 AW2T data cycle system
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1.4 A W2T Data Cycle System

1.4.1 The System Framework

Figure1.3 illustrates the system framework of W2T data cycle system. It includes
two parts, W2T data conversion mechanism and W2T data/service interface. The
W2T data conversion mechanism is the main body of cycle system and used to drive
the process of data cycle, as shown in the right of Fig. 1.3. The W2T data/service
interface includes two middlewares and is used to connect the cycle system to the
WoT, as shown in the center of Fig. 1.3.

1.4.2 The W2T Data Conversion Mechanism

The W2T data conversion mechanism includes a group of information technologies
to transform data forms along the process of the W2T data cycle. As shown in the
center of Fig. 1.4, it includes the following five levels:

• The data level of technologies is involved with various data management and pre-
processing technologies, including data collection, cleaning, integration, storage,
etc., for completing the “Things-Data” sub-process of the data cycle. Because the
objective data include sensor data, Web accessible data and Web data, the data
collection is a core issue at this level. It is involved with not only collecting data
from the Web and information systems, but also producing data by deploying
sensors and embedded chips [23, 54] or designing and implementing cognitive
experiments [32, 33, 84]. The data integration is also an important issue because
of the differences on data formats, contents and applications.

• The information level of technologies is involved with information extraction,
information storage and information organization for completing the “Data-
Information” sub-process of data cycle. Because of the limited data transmis-
sion and computing capabilities, it is necessary to perform the off-line informa-
tion extraction and organization before services are requested. This is especially
important to the hyper world which includes mutable data, computing and net-
work environments. However, the existing technologies cannot meet the require-
ments of off-line information extraction and organization. Thus, it is necessary to
study human information processing and organizationmechanisms, such as induc-
tion [32, 33], for developing the new information level of technologies, such as
granularity division, basic level setting, and starting point setting [69, 70].

• The knowledge level of technologies is involved with knowledge extraction and
knowledge expression for completing the “Information-Knowledge” sub-process
of data cycle. The core issues include model, common sense and knowledge
retrieval. The studies of human knowledge expression and storage are also imple-
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Fig. 1.4 The W2T data conversion mechanism

mented to develop the more effective technologies of knowledge expression and
storage.

• The wisdom level of technologies mainly focuses on the top 10 problems of
WisdomWeband7characteristics of smart u-thing for completing the “Knowledge-
Wisdom” sub-process of data cycle. The autonomy oriented computing [36],
granular computing [66, 68], and complex network [57] are three core theories for
realizing “Wisdom” on theWoTwhich includes enormous data and heterogeneous
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networks. The results of human intelligence studies are also used to develop new
intelligence technologies and strategies.

• The service level of technologies is involved with service construction, service
publishing and service integration on the Internet/Web and various SEA-nets for
completing the “Service-Human” sub-process of data cycle. They are based on grid
computing, cloud computing and transparent computing, and oriented to various
specific applications in the hyper world, such as pervasive elderly/kid care, active
and transparent service platform for depression, etc.

These technologies are realized as an integrated data center and an active and trans-
parent service platform, as shown in the right of Fig. 1.4.

As shown in the left of Fig. 1.4, the five levels of technologies are integrated by
a domain driven data conceptual modeling. Such a data conceptual modeling is not
the traditional conceptual schema design of databases/metadata or the ontological
modeling of data related domain knowledge. It models the whole process of data
cycle by different dimensions and has various specifications on the different levels
of conversion mechanism:

• At the data level, it can be specified as the conceptual schema designs of databases
and data warehouses.

• At the information level, it can be specified as the conceptual descriptions of
metadata, cases and data characteristics.

• At the knowledge level, it can be specified as space/user/thing conceptual model-
ing, domain/common-sense knowledge modeling, and knowledge structure mod-
eling.

• At the wisdom level, it can be specified as intelligent agent modeling, granular
knowledge structure modeling, networks and network behavior modeling, as well
as the modeling of human higher-level information processing capabilities.

• At the service level, it can be specified as the applications of the different levels
of conceptual models.

1.4.3 The W2T Data and Service Interface

The W2T data and service interface includes two middlewares, hyper world data/
knowledge application server (Hypw-DKServer) and hyperworld transparent service
bus (Hypw-TSBus). They are used to connect the data cycle system to the WoT for
making it “Wisdom”.

The Hypw-DKServer is a software middleware for the service publishing on
the WoT. It can support centralized or distributed data/model/knowledge publishing
and respond to data/model/knowledge requests coming from the Internet and var-
ious SEA-nets. Different from the existing Web based application servers, such as
Weblogic, Tomcat, Jboss, etc., the Hypw-DKServer is an entirely new WoT based
application server, as shown in Table1.2.
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Table 1.2 A comparison between Web application servers and the Hypw-DKServer

Web application servers Hypw-DKServer

Environment The Web on the Internet The WoT on the IoT

Operating system Operating systems in
computers (such as Windows,
Unix, Linux, etc.)

New-style network operating
systems on various networks

Main function Supporting the establishment,
deployment and management
of static and dynamic Web
applications

Supporting the establishment,
deployment and management
of data/model/knowledge
services

Protocol Standard Web protocols (such
as HTTP, FTP, SOAP, WSDL,
UDDI and so on.)

New-style standardized
protocols for
data/model/knowledge
communications, descriptions
and publishing

External interface Database interfaces for main
database systems such as
Oracle, SQL Server, DB2, and
so on.

Database interfaces for main
database systems, and
knowledge/model base
interfaces for the
existing/developed description
languages of
knowledge/models

TheHypw-TSBus is a softwaremiddleware for the service integration on theWoT.
It can support dynamic service discovery, service evolution, service composition, and
security validation formeeting various service requests on the Internet/Web andSEA-
nets. Different from the existing Enterprise Service Bus (ESB), such as WebSphere
ESB (WESB), BizTalk Server, etc., the Hypw-TSBus is an entirely new WoT based
service bus, as shown in Table1.3.

1.5 Case Studies

In this section, we present three use cases to demonstrate the usefulness of the
proposed W2T methodology.

1.5.1 A W2T Based Kid Care Platform

An interesting survey [50] recently made in Japan reported that 72.5% parents wor-
ried about their kids, 82.3% parents felt tired in caring their kids, and 91.9% parents
had no enough time well taking care of their kids. Although the survey data may vary
from country to country or from region to region, it shows that caring kids is not an
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Table 1.3 A comparison between ESB platforms and the Hypw-TSBus

ESB platforms Hypw-TSBus

Environment The Web on the Internet The WoT on the IoT

Operating system Operating systems in
computers

New-style network operating
systems on various networks

Main function Providing a Web oriented
infrastructure for the
process-description driven
service discovery and
integration

Providing a WoT oriented
infrastructure for the
purpose-driven dynamic
service discovery, evolution
and integration

Other function Supporting message routing,
message conversion, message
expansion, protocol
intermediary, security
validation, event handling,
service scheduling, etc.

Supporting message routing,
message expansion, security
validation, event handling, etc.

easy work and it does consume a lot of time/energy to many parents. In fact, parents
have been putting lot of efforts to ensure their children’s safety. However, unexpected
matters sometimes still happen. In other words, it is impossible for parents to keep
eyes on their kids and give them prompt helps 24 h a day. Fortunately, with the rapid
advancing of ICT and ubiquitous computing, not only kids can enjoy the fruits of
developments brought by IT like digital games, real time animations, multimedia
contents, but also their parents benefit from the advanced technologies. This section
presents the W2T based kid care platform on top of which kid care systems are built.
With the support of kid care systems, parents benefit from the supporting systems
and can be relieved more or less from their various worries regarding to kid cares,
especially to those working couples.

The issue of kid care is important to a family but it is also an ordinary and com-
mon activity. It has not been receiving much attention from research communities
although there have been some research going on [23, 39, 54]. Kids as a specific
group of humans, it is necessary to have a thorough study. With the rapid advanc-
ing of ubiquitous computing [5, 60, 61] and wireless communication technologies,
developing kid care systems with ubiquitous sensors and wireless communications
become feasible. This research field has received increasing attention. Based on
related research results, we will develop a W2T based kid care platform, as shown
in Fig. 1.5, which can be described as follows.

To take care of a kid, the first step is to know the kid. A system has to first record all
the kid’s activities and get to know the kid by analyzing his/her activities that just like
a parent is doing in the process of caring children. A kid’s activities are recorded via
SEA-nets in the physicalworld. The recorded data are classified and stored in life-log,
space-log, and thing-log, respectively. For example, Bob comes back from school,
he watches TV in the living room from 2:30 pm to 3:30 pm, then studies in the study
room from 3:30 pm to 5:30 pm. The recorded data are classified according Bob’s
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Fig. 1.5 The W2T based kid care platform

identification, physical location Bob has been, and devices he has been using into
life-log (Bob-id), space-log (Bob-id,(living-room (2:30–3:30), study-room (3:30–
5:30))), thing-log (Bob-id,TV (2:30–3:30), book (3:40–4:40), pen (4:40–5:10), ...).
The log data are transferred via the Internet/WWW and SEA-nets to the Unified Log
Data Center as shown in Fig. 1.5.

Each unified log database is awell-organized data structure and their relationships,
such as the relationships regarding who, where, what, when in a 4-W hierarchical
structure are implicitly preserved and accessible in an organized relational structure
in the outer layer. To any situation in which a kid is, a node with its branch in the
structure corresponding to the situation represents a knowledge set which is derived
and composed from the log database. The knowledge set about a kid and for handling
a certain situation that the kid is in, can be envisaged as a grape branch, its structure
varies from a situation to a situation.

The processes from being aware of a situation or a context to derivation of a
knowledge set and from the knowledge set to provision of transparent and active
services to the kid are two important cores. The former requires mechanisms to
extract, retrieve, and analyze data/information in the log database along the time axis
or at a certain time section. The relational data/information is linked in a way that
a kid’s situation and context that the kid is in are represented either explicitly or
implicitly. The relationships may be expressed in a n-dimension relational matrix.
To be aware a situation and a context, a knowledge set can be dynamically composed
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together with history situation-solution experience and new learning. Based on the
derived knowledge set, the system provides transparent and active services to the
kid. For instance, providing a warning message if the kid is in a dangerous situation,
informing his/her parents if the kid has fever, or reminding the kid to study when
he/she has been playing game all the time, locking the door if the kid forgot, etc.
To sum up, the system supports kid care from all aspects, safety, health, education,
security, etc.

From acquisition of raw data via SEA-nets in the physical world to the provision
of active services in the cyber world to kids in the social world, it is a complete
data cycle. Kids (in the social world), things (in the physical world), and computer
systems (in the cyber world) are actually integrated an entity. Their harmonization
and symbiosis are realized by using the W2T including SEA-nets, IoT, WoT, Hypw-
DKServer, and Hypw-TSBus to guide a highly effective W2T data cycle.

1.5.2 A W2T Based Brain Data Center

Different from traditional human brain studies, Brain Informatics (BI) emphasizes
on a systematic approach for the human thinking centric investigation, which is
complex and involved with multiple inter-related functions with respect to activated
brain areas and their neurobiological processes of spatio-temporal features for a given
task. Based on a systematicmethodology of experimental design, a series of cognitive
experiments are designed to obtain multiple forms of human brain data, which are
involved with multiple granularities and aspects of human thinking centric cognitive
functions. A systematic analysis methodology is also proposed to analyze these data
comparatively and synthetically. For supporting such a systematic BI study, a brain
data center needs to be developed to realize not only data storage and publishing
oriented data management but also systematic analysis oriented management. This
section presents the W2T based brain data center which is a global BI research
platform for supporting the whole process of BI study. Guiding by this brain data
center, various BI experimental studies and BI data analysis studies can be integrated
to realize a systematic BI investigation.

The issue of brain database construction is a long-time focus in brain science.
Although various brain databases [1, 15, 44, 46] have been constructed to effectively
store and share heterogeneous brain data, especially EEG (electroencephalogram)
data and fMRI (functional magnetic resonance imaging) data focused by present BI
studies, these brain databases mainly focus on data storage and publishing. They
cannot effectively support the systematic BI study. Based on all of the fundamental
considerations, we will develop a W2T based brain data center, as shown in Fig. 1.6,
which can be briefly described as follows.

BI is a data-centric scientific study whose process can be generalized as a BI
data cycle, including data production, data collection, data storage, data manage-
ment, data description, data mining, information organization, knowledge extrac-
tion, knowledge integration, and knowledge utilization. All of BI research activities
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Fig. 1.6 The W2T based brain data center

apply themselves to impel this data cycle. Thus, to support the systematic BI study,
the first step is to collect heterogeneous brain data, including not only experiment
data obtained by BI experimental studies but also derived data, information and
knowledge obtained by BI data analysis studies. These data, information and knowl-
edge are transferred via the Internet/WWW and SEA-nets to distributed brain data-
bases as shown in Fig. 1.6.

A new conceptual data model, named Data-Brain [6, 7], is used to integrate the
data, information and knowledge stored in brain databases. The Data-Brain models
the four aspects of systematic BI methodology by four dimensions. Related domain
ontologies are also integrated into these dimensions. Based on the Data-Brain, the
information and knowledge derived from data are integrated and organized as Data-
Brain based BI provenances and sub-dimensions of Data-Brain, respectively. They
provide multi-granularity and multi-aspect semantic descriptions of brain data for
data understanding and utilization. The Data-Brain, BI provenances and brain data
form a multi-level brain data-knowledge base, which provides data, information,
and knowledge services for BI researchers and other research assistant systems,
such as the Global Learning Scheme for BI (GLS-BI) [8]. The GLS-BI is a brain
data analysis platform which models BI experimental and data analysis studies, as
well as available BI data and computing resources. It is implemented as a multi-agent
systemwith various data agents and analysis agents to supportmulti-aspect brain data
analysis byvarious assistant functions, includingdynamicalminingprocess planning,
workflows filter and performance, etc. Finally, all of the functions provided by the
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brain data-knowledge base and the GLS-BI are enclosed as services on the BI portal
and published by the Hypw-TSBus and the Hypw-KDServer to provide transparent
and active research supporting services during the whole BI research process.

As a BI data cycle system, theW2T based brain data center guides a complete data
cycle in the global BI research community, from acquisition of heterogeneous data,
information and knowledge in the physical world to the provision of active services
in the cyber world to BI researchers in the social world. By this brain data center, BI
researchers (in the social world), brain detecting equipments (in the physical world),
and data/computing resources (in the cyber world) are harmonious and symbiosis to
impel the BI studies together.

1.5.3 A W2T Based Depression Data Center and
Diagnosis-Recovery Platform

Depression, one of the most prevalent disorders, is a huge public-health problem. It
is a chronic, recurring and potentially life-threatening illness that affects up to 20%
of the population across the world. An estimated 20% of the general population
will suffer depression sometimes in their lifetimes. About 15% of patients with a
mood disorder die by their own hand, and at least 66% of all suicides are preceded
by depression. Depression is expected to be the second leading cause of disability
for people of all ages by 2020 [43, 65]. The increasing of depressed patients will
burden the family and society heavily. Even if treatment with medication and/or
electroconvulsive therapy (ECT) and psychotherapy are performed, it is still a long-
term process which needs the support of information technologies. This section
presents the W2T based depression data center and diagnosis-recovery platform on
the top of which depression diagnosis-recovery systems are built. These systems
can provide various supports for depression prevention, diagnosis, therapy, care and
recovery.

Depressive symptoms are characterized not only by negative thought, mood, and
behavior but also by specific changes in bodily functions (for example, crying spells,
body aches, low energy or libido, as well as problems with eating, weight, or sleep-
ing). Neuroimaging studies [9, 25, 49] also found that the abnormal activity for
depressed patients in brain regions including prefrontal, limbic, cinguale, subthala-
mus, hippocampus, amygdala, as well as globus pallidus. Depression is usually first
identified in a primary-care setting, not in a mental health practitioner’s office. More-
over, it often assumes various disguises, which cause depression to be frequently
underdiagnosed.

Although clear research evidences and clinical guidelines have been found, treat-
ing depression is still a long-term and hardy process which cannot be completed only
depending on hospitals, physicians and nurses. The depression prevention, diagnosis,
therapy, care and recovery need the support of ubiquitous computing and wireless
communication technologies. This research field has received increasing attention.
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Fig. 1.7 The W2T based depression data center and diagnosis-recovery platform

Based on related research results, we will develop a W2T based depression data
center and diagnosis-recovery platform, as shown in Fig. 1.7, which can be briefly
described as follows.

Treating depression needs the cooperation among hospitals, brain research insti-
tutions, families and society. The first step is to timely gather multi-aspect data
of depressed patients or latent patients, including medical data obtained by hospi-
tals, brain activity data obtained by the brain research community, and other health-
related data, such as mood, behavior, physical symptoms, recorded by sensors or
people around patients in the health-care pervasive service community. As shown
in Fig. 1.7, these data are transferred via the Internet/WWW and SEA-nets to the
Depression Unified Data Center.

Multiple types of databases are included in this data center. Some stored data are
with a well-organized data structure and implicit or explicit relationships. Others are
multimedia data and stream data with semantic and well-organized metadata. The
derived multi-granularity information and knowledge are also organized and stored
in this data center.

The processes from gathered data, information and knowledge to the provision of
transparent and active services are diversiform because of different requirements of
depression prevention, diagnosis, therapy, care and recovery. For monitoring latent
patients, their behavior modes are extracted from data to find physical symptoms
and to provide active reminding services by SEA-nets. For diagnoses of depressed
patients, intelligent data query services are provided to integrate multi-aspect infor-
mation, including mood, behavior, brain activities, and present/history medical treat-
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ments, for assisting diagnoses in hospitals. For treatments of depressed patients, mild
patients can join the health-care pervasive service community to obtain transparent
and active treatment/care services out of hospitals. Even if unexpected incidents
happen on patients, physicians on vacation can give treatment programs and provide
treatment services by ambulances. All of these services are integrated in a depres-
sion transparent service platform and published by the Hypw-DKServer and the
Hypw-TSBus on the top of IoT/WoT, as shown in Fig. 1.7.

It is a complete data cycle from acquisition of raw data via SEA-nets, brain
detecting equipments, physicians, and families in the physical world and social world
to the provision of active services in the cyber world to patients in the social world.
Depressed patients (in the social world), things (in the physical world), and computer
systems (in the cyber world) are integrated into an entity to realize their harmonious
and symbiosis by using an effective W2T data cycle.

1.6 Conclusions

With the development of advanced information technologies, especially IoT related
technologies, a hyper world, which integrates the social, physical and cyber worlds,
is emerging. Data will be the vital ingredients of the hyper world. Although the WoT
constructed on the IoT, data “run” in the hyperworldwithmultiple formats, including
information and knowledge, to tightly connect humans, computers and things, which
are dispersed in the social, physical and cyber worlds.

The existing intelligence technologies for the Web and ubiquitous computing
have focused on the conversion and utilization of data to provide more intelligent
services on the Internet/Web or SEA-nets. However, these studies are limited in
specific technologies, applications, data, and data conversions. Only using these
technologies cannot fully utilize the enormous data and realize holistic intelligence
for the harmonious symbiosis of humans, computers and things in the hyper world.

Integrating the existing studies of intelligent information technologies, this chapter
proposed the W2T as a holistic intelligence methodology in the hyper world. A
W2T data cycle system is designed to drive the cycle, namely “from things to data,
information, knowledge, wisdom, services, humans, and then back to things” for
realizing the W2T. This is a practically technological way to realize the harmonious
symbiosis of humans, computers and things in the emerging hyper world.
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Chapter 2
WaaS—Wisdom as a Service

Jianhui Chen, Jianhua Ma, Ning Zhong, Yiyu Yao, Jiming Liu,
Runhe Huang, Wenbin Li, Zhisheng Huang and Yang Gao

Abstract An emerging hyper-world encompasses all human activities in a social-
cyber-physical space. Its power derives from the Wisdom Web of Things (W2T)
cycle, namely, “from things to data, information, knowledge, wisdom, services,
humans, and then back to things.” The W2T cycle leads to a harmonious symbio-
sis among humans, computers and things, which can be constructed by large-scale
converging of intelligent information technology applications with an open and inter-
operable architecture. The recent advances in cloud computing, the Internet/Web of
Things, big data and other research fields have provided just such an open system
architecture with resource sharing/services. The next step is therefore to develop an
open and interoperable content architecture with intelligence sharing/services for the
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organization and transformation in the “data, information, knowledge and wisdom
(DIKW)” hierarchy. This chapter introduces Wisdom as a Service (WaaS) as a con-
tent architecture based on the “paying only for what you use” IT business trend. The
WaaS infrastructure,WaaS economics, and themain challenges inWaaS research and
applications are discussed. A case study is described to demonstrate the usefulness
and significance of WaaS. Relying on the clouds (cloud computing), things (Internet
of Things) and big data,WaaS provides a practical approach to realize theW2T cycle
in the hyper-world for the coming age of ubiquitous intelligent IT applications.

2.1 An Emerging Hyper-World

According to estimates by the International Telecommunication Union (ITU) (Feb-
ruary 2013) [1], global Internet users and mobile Internet (MI) users will reach 2.7
billion and 2.1 billion, respectively, in 2013.A huge number of sensors, embed-
ded appliances, and actuators have been deployed in almost every part of cities. The
Internet, MI, Internet of Things (IoT) andWeb of Things (WoT) [2] connect humans,
computers and things to form an immense network, by which various information
technologies (IT) and their applications are permeating into every aspect of our daily
lives. The continuously extending IT applications have resulted in a hyper-world,
consisting of the social, cyber, and physical worlds, and using data as a bridge to
connect humans, computers, and things [3, 4].

In the hyper-world, the most important changes and characteristics include the
following two aspects:
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• The first is the change of the human-computer relationship. In the past, we lived
separately from the cyber world and accessed computers and networks only when
weneeded IT services. Therewas a loose couplingbetweenhumans and computers.
The appearance of the hyper-world changes this kind of loose coupling. Owing to
the fusion of the social, cyber, and physical worlds, today we live within a huge
network of numerous computing devices, storage devices, and u-Things, where the
real physical things are attached, embedded, or blended with computers, networks,
and/or some other devices such as sensors, actors, e-tags and so on [5]. Adapting
and utilizing this kind of new human-computer relationship is an urgent task for
the development of IT applications.

• The second is the emerging big data. The extension of the Internet, IoT and MI
greatly accelerates the production of data. IDC (a technology research firm) esti-
mates that data has been constantly growing at a 50 % increase each year, or more
than doubling every 2 years. Big data [6] becomes an important characteristic of
the hyper-world in terms of four measures: volume, variety, velocity, and value.
How to effectively manage, mine and utilize big data to improve the ability and
quality of IT applications also becomes an urgent task and is attracting more and
more attention [7, 8].

These changes have led to the appearance of many new phenomena and research
issues. For example, in China, there is a phenomenon called Human Flesh Search
Engine (HFSE), in which a large number of Web users voluntarily gathered together
to collaborate and conduct truth-finding tasks, mostly without money reward. The
organizational structure of people collaboration and the incentives that motivate
people to contribute shed light on the intrinsic understanding the voluntary large-
scale crowdsourcing and how the collective intelligence is fulfilled with the help of
the Internet [9, 10]. The hyper world is bringing profound influences in both work
and life to the whole human society. How to realize the organic amalgamation and
harmonious symbiosis among humans, computers, and things in the hyper-world by
using the network (consisting of numerous computing devices, storage devices and
u-Things) and big data becomes a significant scientific and social issue.

2.2 From Wisdom Web to Wisdom Web of Things

Web Intelligence (WI) [11–15] may be viewed as an enhancement or an extension
of Artificial Intelligence (AI) and Information Technology (IT) on the Web. One
of its goals can be defined as the development of the Wisdom Web with top 10
problems [16, 17].

In the hyper-world age, this goal is extended to the development of WisdomWeb
of Things (W2T) [4], where the “Wisdom” means that each of things in IoT/WoT is
aware of both itself and others to provide the right service for the right object at a
right time and context. W2T is aWI solution to the harmonious symbiosis of humans,
computers, and things in the hyper-world. Its core concept is a processing cycle,
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Fig. 2.1 AW2T cycle in the hyper-world

namely “from things to data, information, knowledge, wisdom, services, humans,
and then back to things” (the W2T cycle, for short), as shown in Fig. 2.1. Similar
to the real world material cycle that ensures the harmonious symbiosis of animal,
plant, and microbe, the W2T cycle realizes the harmonious symbiosis of humans,
computers and things in the hyper-world.

Constructing the W2T cycle relies on the large-scale converging of intelligent
IT applications with an open and interoperable architecture. In recent years, two
significant innovations have appeared in the IT field for meeting such a challenge:

• Web of Things (WoT) [18] focuses on the application layer and is to build an
open and interoperable architecture on IoT by adapting technologies and patterns
commonly used for traditional Web contents. By such an architecture, the Web is
extended from the cyber world into the physical world. Various u-Things can be
integrated into a common platform with traditional software for different applica-
tions in the hyper-world.

• Cloud computing [19] is a new trend in IT industry with the potential to realize
a pay-as-you-go manner. From the viewpoint of IT technology, it also provides
an open and service-oriented architecture for the converging of IT applications.
On the one hand, by such an architecture, all IT applications can be deployed on
a uniform platform and organized flexibly for varied applications. On the other
hand, the enormous storage and computing resources needed by big data can be
obtained by each IT application for improving its ability and quality.
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However, both WoT and cloud computing mainly focus on the system resource
service architecture of IT applications, i.e., infrastructures, platforms and software
(developing and scheduling abilities). For the large-scale converging of intelligent IT
applications, it is necessary to develop an open and interoperable intelligence service
architecture for the contents of IT applications, i.e., data, information, knowledge,
and wisdom (DIKW). The hyper-world with its W2T cycle will serve this purpose.

2.3 From Data to Wisdom

“Where is the life we have lost in living?”

“Where is the wisdom we have lost in knowledge?”

“Where is the knowledge we have lost in information?”

– T.S. Eliot, “The Rock”, Faber and Faber 1934.

For developing a content architecture of IT applications, the first step is to investi-
gate the relationships among the DIKWhierarchy. As suggested by T.S. Eliots poetic
lines, a common understanding is the DIKW hierarchy [20] with the following four
levels:

• Data are the un-interpreted, raw quantities, characters, or symbols collected, stored
and transmitted.

• Information is a collection of interpreted, structured or organized data that is
meaningful and useful for certain applications.

• Knowledge is acquaintance or familiarity about facts, truths, or principles, gained
through study or investigation.

• Wisdom is sagacity, discernment, or insight to knowwhat is true or right formaking
correct judgments, decisions and actions.

Each level in this hierarchy can affect the other and be changed into another:
Data comes from the study or investigation about fact and truth; information can be
obtained from data by data structuring, relational connection, distillation or pattern
recognition; knowledge can be refined by collecting and understanding the informa-
tion; and wisdom can be realized by transforming outside knowledge to the inner and
judicious application of knowledge. Such creation, organization and transformation
are the essence of theDIKWhierarchy and a core research issue of intelligent IT tech-
nologies. Because of the fusion of humans, computers, and things in the hyper-world,
developing human-level intelligence becomes a tangible goal of the DIKW related
research. Realizing it will depend on a holistic intelligence research [4], a joint effort
of researchers and practitioners from diverse fields in exploring the key research
problems of the interplay between the studies of human brain and informatics [21].
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Fig. 2.2 From the DIKW hierarchy to WaaS

2.4 WaaS: Wisdom as a Service

2.4.1 What Is WaaS?

Based on the DIKW hierarchy, we propose “Wisdom as a Service” (WaaS) as a
content architecture for intelligence services to IT applications shown in Fig. 2.2.
WaaS is open and interoperable and constructed from a service-oriented viewpoint.
It integrates many fields of research related to the DIKW-like service hierarchy,
including the following four service categories:

• Data as a Service (DaaS) is to provide services based on both already-created
and will-created raw data. Providing already-created data is just the data sharing
service which is realized by all scientific databases, such as fMRIDC [22]. In order
to realize data sharing, the data collection service is also necessary for finding and
integrating dispersive data into a unified database. Providing will-created data
is the data production service which obtains data according to users demands.
For example, various experimental studies of Brain Informatics [21] can become a
kind of data production servicewhich designs and performs experiments to product
brain data for the intelligence study and industry.

• Information as a Service (InaaS) is to provide services by using both already-
created and will-created information. Providing already-created information is the
activity of obtaining needed information from diversified information resources.
Information retrieval is typical one. Providingwill-created information is to extract
information from data for users demands. Related services include data mining
services and data curation services [7].

• Knowledge as a Service (KaaS) is to provide services with respect to exist-
ing and will-refined knowledge. The knowledge includes implicit knowledge and
explicit knowledge. Knowledge stated in KaaS contains only explicit knowledge,
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such as formal ontologies, user models, etc. Providing existing knowledge is just
knowledge query services. Providing will-refined knowledge is to refine knowl-
edge according tousers demands. Related work is concerned with knowledge
retrieval [23], the development and management of knowledge base, etc. The
model is a core issue in the W2T research. From this viewpoint, the KaaS can be
specialized as theModel as a Service (MaaS) [24] which involvesmany interesting
and important research issues and challenges.

• Wisdom as a Service (WaaS) is to provide various intelligent IT applica-
tions, including software and u-Things, as “Wisdom” services. Intelligent tech-
nologies are core of WaaS and involved with personalization, context-aware,
affective/emotion, interaction, auto-perception, active services, and so on.Byusing
these intelligent technologies on data, information and knowledge, those software
and u-Things can make correct judgments, decisions and actions to provide the
right service for the right object at a right time and context.

In the Internet protocol model, TCP/IP denotes both the whole protocol stack
and two important protocols in this stack. Similarly, WaaS also includes two levels
of meanings. Strictly speaking, WaaS is an intelligent service layer which includes
various intelligent IT applications. Broadly speaking, WaaS is a service hierarchy,
including the DaaS, InaaS, KaaS and WaaS, just like a Web hierarchy model [25].

2.4.2 WaaS Standard and Service Platform

A WaaS standard and service platform should be constructed as the infrastruc-
ture of WaaS. It integrates W2T-cycle-related theories and technologies. Figure2.3
gives its architecture, with four components according to the four service cate-
gories. Each component includes a software platform and a standard system, which
provide a practical and propagable approach for realizing all services in the
corresponding service category. The software platform is an open portal on which
different service modules can be deployed to provide various services of the corre-
sponding service category. The standard system is a group of standards and spec-
ifications which describe the requirements and methods for developing and using
service modules on the software platform. All of software platforms and standard
systems can be described as follows:

• The DaaS platform includes the data collection module, data cleaning module,
data management module, and data query module to support the three types of
DaaS services. The core is the data collection module consisting of many data col-
lection interfaces for “reading” data from theWeb, information systems, deploying
sensors, embedded chips, experimental devices, etc.

• The DaaS standard system consists of four types of standards, i.e., data col-
lection interface standards, data transmission protocols, data content and format
standards, and data accessing standards. These standards or protocols are based



34 J. Chen et al.

on applications and can be classified into different types according to different
data sources, application environments and application purposes. For example,
different data transmission protocols should be designed and used in the Internet
and MI.

• The InaaS platform includes the information retrieval module, data mining mod-
ule, information management module and data curation module to support the
three types of InaaS services. The data curation focuses on information organiza-
tion, including metadata construction and case creation. Because the hyper-world
includes mutable data, computing, and network environments, it is necessary to
perform the off-line information extraction and organization before services are
requested.

• The InaaS standard system consists of four types of standards, i.e., information-
retrieval-related standards, data-mining-related standards,metadata standards, and
information accessing standards. Information-retrieval-related standards mainly
focus on application service definition and protocol specification. Data-mining-
related standards are involved with mining languages, result representation lan-
guages, mining system architectures, etc. Metadata standards are classified and
defined according to application domains. Information accessing standards are

Fig. 2.3 The architecture of WaaS standard and service platform
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used to define accessing interfaces and transmission protocols of InaaS service
modules on the InaaS platform.

• TheKaaSplatform includes the knowledge retrievalmodule, knowledgedevelop-
ment module, knowledge management module and knowledge query component
for various KaaS services. The knowledge retrieval module is developed based
on the WI-specific technology that extracts knowledge from enormous informa-
tion sources. The knowledge development module provides various tools for the
development of ontologies, models, as well as other types of formal knowledge.
The knowledge management module and knowledge query module are used to
manage formal knowledge and provide knowledge sharing services, respectively.

• The KaaS standard system consists of knowledge-retrieval-related standards,
knowledge representation and organization standards, and knowledge accessing
standards. The knowledge-retrieval-related standards are mainly used to define
application services and protocols. The knowledge representation and organiza-
tion standards focus on knowledge representation languages, for example, the
cyber-individual (Cyber-I) representation language [26]. Knowledge accessing
standards mainly involve knowledge query languages, knowledge accessing inter-
faces, knowledge system architectures, knowledge transmission protocols, and so
on.

• TheWaaS platform includes the data-information-knowledge bus, decisionmak-
ing helper and WaaS application portal. The data-information-knowledge bus is a
special Enterprise Service Bus (ESB) for discovery and integration of DaaS ser-
vices, InaaS services and KaaS services. The decision making helper is used to
assist judgments and decisions. Based on them, various intelligent IT applications
can be deployed on the WaaS application portal to make correct actions, namely,
provide intelligent services. Furthermore, HFSE can also be regarded as a kind of
special intelligent applications.

• The WaaS standard system consists of content (data, information and
knowledge) schedule standards, intelligent IT application standards and HFSE
standards. They concern content schedule languages, application interfaces, appli-
cation wrappings, application communications, as well as HFSE related technical
standards and laws.

As shown in Fig. 2.3, all platforms are constructed on a cloud computing platform
and a brain and intelligence big data center. These platforms are open. Based on the
standards and protocols in the four standard systems, any third party can develop and
plug in their service modules on platforms. These platforms are also interoperable.
Because of adopting the same standards and protocols, different service modules on
platforms can effectively communicate and cooperate with each other for providing
various services in the DIKW hierarchy. Furthermore, other systems and platforms
can also access service modules on platforms by using those public standards and
protocols in the standard systems, for realizing complex intelligent IT applications.
Such open and interoperable platforms make it possible to converge all technologies
and resources in the intelligence study and industry into a unifying framework for
realizing a W2T cycle.
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Fig. 2.4 An open and interoperable architecture of IT applications for W2T

2.4.3 An Open and Interoperable Architecture of IT
Applications: Binding WaaS with Cloud Computing

The development of intelligent IT applications needs to meet various demands,
not only system-level demands but also content-level demands. The system-level
demands are related to infrastructures (network, storage and computing resources),
running platforms and software (developing and scheduling abilities). The content-
level demands are related to big data and their processing.

Figure2.4 shows an open and interoperable architecture of IT applications by
binding WaaS and cloud computing. It meets two types of demands in a unified
and pay-as-you-go manner. As shown in Fig. 2.4, cloud computing provides an open
IT architecture for sharing system resources, including infrastructures, platform and
software, by means of IaaS, PaaS and SaaS. Paralleling to the cloud model, WaaS is
for sharing content resources and processing utilities and closely related to big data
and their processing throughDaaS, InaaS andKaaS. By these layers of “as a service”,
six factors, i.e., infrastructures, platforms, software (developing and scheduling abili-
ties), data, information, and knowledge, will converge into an open and interoperable
uniform platform, on which all factors can be effectively utilized by various intelli-
gent technologies to form an intelligent service layer, i.e., the WaaS layer. A large
number of intelligent IT applications will converge into the WaaS layer towards a
W2T cycle.

Based on the successful practices on existing cloud computing platforms, it would
be reasonable to expect that the large-scale converge of intelligent IT applications can
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be realized by such IT architecture, towards aW2T cycle for realizing the harmonious
symbiosis of humans, computers, and things in the hyper-world.

2.5 A Case Study: The Portable Brain and Mental Health
Monitoring System Based on Peculiarity-Oriented
Mining of EEG Data

With the accelerating process of urbanization, brain and mental health has become
a huge public-health problem. According to a survey in 2011 [27], mental disorders
affect more than 160 million Europeans—38% of the population. Mental disorders
also make up China’s largest disease burden—20% of total burden of disease—in
2011. It is necessary to strengthen the monitoring of brain and mental disorders for
diagnosing and treatment as soon as possible. However, only depending on doctors
and nurses to complete the monitoring is unpractical because of the giant susceptible
population. Using information technologies to support the monitoring of brain and
mental disorders becomes a promising approach.

We have developed a prototype of the portable brain andmental health monitoring
system (brainmonitoring system, for short) whose technological framework is shown
in Fig. 2.5. It adopts the architecture integrating cloud computing and WaaS to meet
system-level and content-level demands in developing IT applications:

• Cloud computing (including IaaS, PaaS, SaaS) is adopted to meet system-level
demands of the brain monitoring system based on the “anything as a service”
paradigm. As a cross-platform and data-intensive intelligent system, the brain

Fig. 2.5 The technological framework of the portable brain and mental health monitoring system
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monitoring system needs credible infrastructures (network, storage and computing
resources), an open running platform and an extensible developing and schedul-
ing mode. We construct a private cloud having a group of servers and a redundant
array of independent disk (RAID) formeeting these demands.As shown in Fig. 2.5,
servers, RAID, mobile phones, the local area network, the Internet and MI form
a powerful infrastructure, onwhich virtualization software is stepped up to dynam-
ically provide needed infrastructure resources as services for the brain monitoring
system based on the IaaS mode. Furthermore, open platform software, e.g., Web
application server software, is used to provide the needed running platform as a
service based on the PaaS mode, and Web service technologies are adopted to
develop all functional components and software systems as services on the ESB
based on the SaaS mode.

• DaaS is adopted to meet the data demands of the brain monitoring system. As
shown in Fig. 2.5, it is realized by the DaaS platform. Data collection interfaces
and a data downloading interface are developed as Web services and deployed on
the DaaS platform for the data production service. They collect users’ EEG (Elec-
troencephalogram) data for data analysts. Data collection interfaces include a real-
time interface and a non-real-time interface. The real-time interface is deployed
on mobile phones, which is regarded as an extending part of DaaS platform, to
collect patients EEG data continuously. The non-real-time interface is deployed
on the server part of DaaS platform to collect EEG data stored in mobile phones
periodically and sent them to the brain and health big data center. In addition to
the collection of EEG data, other non-real-time data, such as users information,
are collected. If the data come from other information systems, the corresponding
data collection interfaces are developed and deployed on the DaaS platform. Such
a DaaS platform is based on the data collection and accessing interface standards
WSDL (Web Services Description Language)/SOAP (Simple Object Access Pro-
tocol)/UDDI (Universal Description, Discovery, and Integration), the data trans-
mission protocol JSON (JavaScript Object Notation), and the data content and
format standard ASTM E1467-92, etc.; they form the DaaS standard system of
this case study.

• InaaS is adopted to meet the data mining and data curation demands of the brain
monitoring system. As shown in Fig. 2.5, a core component of the InaaS platform
is the parallel data mining toolbox, which includes many distributed mining tools.
These mining tools are developed as Web services and can perform distributed
data processing and mining on the cloud computing platform. By using the min-
ing toolbox, data analysts can perform peculiarity-oriented mining (POM) [28]
to extract useful peculiar indexes. Another core component is a BI provenances
toolbox which is used to support the construction of BI provenances. BI prove-
nances, including data provenances and analysis provenances, are the metadata of
describing the origin and subsequent processing of various human brain data [29].
In this use case, data provenances mainly include users information and analysis
provenances focus on describing processes and results of data mining. The data
query interface based on BI provenances is also an important component of the
InaaS platform. All modules are developed as Web services. As metadata stan-
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dards, mining language and result representation language, the schemata of data
and analysis provenances are major contents of the InaaS standard system.

• KaaS is adopted to meet the knowledge extraction, management and query
demands of the brain monitoring system. As shown in Fig. 2.5, its realization
depends on the KaaS platform developed on the LarKC (Large Knowledge Col-
lider, a cloud platform formassive distributed incomplete reasoning) [30]. Because
the management and query services of knowledge can be realized by the LarKC,
the core of the KaaS platform is the Cyber-I tool, which provides Web services of
knowledge extraction and the construction of diagnosis models. The knowledge
extraction service can extract individualized rules from domain ontologies and BI
provenances through reasoning and mining on the LarKC. The rules can be used
to identify users brain risk states. Integrating them and POM-centric arithmetic
modules, individualized diagnosis models can be constructed as a kind of spe-
cial Cyber-I. Furthermore, in order to effectively utilize these models, a Cyber-I
query interface was also constructed on the KaaS platform. The KaaS standard
system includes the ontological language OWL (Web Ontology Language) and
RDF (Resource Description Framework), rule language SWRL (Semantic Web
Rule Language), knowledge query language SPARQL (Simple Protocol and RDF
Query Language), model transmission language JSON and knowledge accessing
interface standards WSDL/SOAP/UDDI. The KaaS platform is developed based
on these standards.

• WaaS is adopted to organize and deploy the brain monitoring system as a kind of
wisdom service for the monitoring of brain and mental health. It is realized by a
wisdom service platform and a wisdom mobile application. The wisdom service
platform is a Web service deployed on the WaaS application portal, providing
various remote monitoring functions, such as data collection, data mining, model
publishing, domain knowledge publishing, risk state discovery, message sending
to the third parties, etc. All these functions are realized by using the data, informa-
tion and knowledge buses to call the corresponding DaaS, InaaS and KaaS. The
wisdommobile application provides various local monitoring functions, including
data collection, data mining and result display, risk state discovery and remind-
ing. Various intelligent technologies, including personalization, context-aware,
auto-perception and active services, need to be applied on the service platform
and the mobile application to provide right service for the right object at a right
time and context. Related standards include intelligent IT application standards
WSDL/SOAP/UDDI and BPEL (Business Process Execution Language) based
content schedule languages.

The brain monitoring system can provide a smart monitoring service for sus-
pected/mildbrain and mental patients. For example, Bob is a suspected epilepsy
patient and needs some reliable evidences to persuade himself to receive a compre-
hensive physical examination. This can be realized by using the brain monitoring
system. Thewhole process integrates services in the DIKWhierarchy and is involved
with users, analysts and doctors as explained in the following:
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• The DaaS services: before Bob gets the system, a large number of EEG data have
to been collected from mild epilepsy patients and normal subjects, and provided
to analysts. This DaaS service is realized by the above DaaS platform. All of EEG
data are collected into the brain and intelligence big data center by the real-time
and non-real-time data collection interfaces, and analysts obtain fit EEG data by
the data downloading interface.

• The InaaS services: Dr. Motomura is a senior analyst of EEG data. He is both
user and provider of InaaS services. On the one hand, he uses the data-related
information retrieval service provided by the data query interface to find fit EEG
data. On the other hand, he provides a data mining service to extract peculiar
indexes of patients EEGdataby using themining toolbox. Finally, obtained indexes
and other related information are integrated into BI provenances and provided to
doctors by the data query interface.

• The KaaS services: Dr.Wang is a doctor which has rich experiences on the diagno-
sis and treatment of epilepsy disorder.Heprovides a knowledge service to construct
individualized epilepsy diagnosis models based on domain knowledge, obtained
peculiar indexes, patients information and other related information. Such a KaaS
service is realized by using the Cyber-I tool.

• The WaaS services: Bob can get needed diagnosis evidences by the WaaS service
provided by the brain monitoring system. He only needs to download the wisdom
mobile application from the WaaS platform. When he wears the custom portal
EEG device, the mobile application will collect his EEG data continuously and
identify epilepsy-like peculiar indexes based on his individual diagnosis model.
These indexes are just the needed evidences and will be provided to Bob by an
easy-to-understand mode.

Generally speaking, an open and interoperable platform can be built by adopting
the architecture with bindingWaaS and cloud computing. It canmeet all system-level
and content-level demands of the brain monitoring system. Furthermore, other intel-
ligent IT applications can also be realized on this platform. Such a uniform platform
will effectively support the large-scale convergence of intelligent IT applications
to realize the W2T cycle for the harmonious symbiosis of humans, computers, and
things in the hyper-world.

2.6 WaaS Economics

WaaSwill bring the “paying only forwhat you use”mode for intelligence IT industry,
one of themost important IT business trendswith a huge economic value. This section
discusses WaaS economics from three different aspects.
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2.6.1 Reducing the Risk

Although the economic appeal of cloud computing is often described as “converting
capital expenses to operating expenses” (CapEx to OpEx) for reducing the cost,
the purchase mode “paying only for what you use” does not mean an absolutely
low price. Hence, it may not be able to ensure that WaaS can reduce users cost by
providing cheap DIKW services.

WaaS is an effective approach to reduce the risk for each member of the intel-
ligence industry, including research institutions and manufacturers. From data to
wisdom, the development of smart software and u-Things needs large numbers of
input. Each member in the intelligence industry has to face high capital, time and
human resource risk. By realizingWaaS on cloud computing, IoT/WoT and big data,
the achievements in each stage of the development of intelligent IT applications can
be shared quickly and multi-level global cooperation will be possible. Various risks
will be balanced in the whole intelligence industry and ensure that both large-sized
and medium/small-sized research institutions/manufacturers are able to participate
in the research and development of intelligent IT applications.

2.6.2 Enlarging the Value

Fromdata towisdom, the development of each intelligent IT application needs a large
number of efforts and produces a lot of intermediate achievements, such as exper-
imental data, analytical methods/experiences, domain ontologies, and so on. These
intermediate achievements are often important for other similar research and devel-
opment. At present, the sharing of these achievements is limited within a research
group or small-scale cooperative members.

The hyper-world requires human-levels intelligent IT applications, which are
based on an understanding of not only IT technologies but also mechanisms of
human intelligence. For developing an intelligent IT application, its direct research
and commercial value may be lower than the input. The existing small-scale shar-
ing of achievements cannot effectively solve this problem. Large-scale sharing is
necessary for intelligence IT industry in the age of the hyper-world.

WaaS provides an openmode to share at each stage of achievements in the research
and development. The value can be enlarged to ensure a reasonable input-output ratio.
It is very important for realizingW2T, which needs not only small-scale research but
also the large-scale development and converging of intelligent IT applications.
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2.6.3 Building the Intelligence Industry Chain

The large-scale development of intelligent IT applications needs a complete intelli-
gence industry chain to integrate various abilities and resources. The core issue is
to develop an effective distribution mode for transferring industrial value among all
the chain nodes. Furthermore, the W2T cycle shows that the intelligence industry
has a long industry chain. An effective value distribution mode is especially impor-
tant, because it is difficult to complete all steps on such a long chain based only on
individual enterprises or institutions.

WaaS is an open and interoperable content architecture of IT applications for the
hyper-world. By WaaS, large-scale sharing and cooperation can be realized on a
uniform platform during the DIKW organization and transformation. An effective
distribution will be created to transmit industrial value from the sell node, namely
“Service to Human”, to other industrial nodes, namely “Data to Information, Knowl-
edge, Wisdom, and Services”, towards a complete W2T cycle.

2.7 Perspectives of Challenges and Issues on WaaS

WaaS is a multidisciplinary and interdisciplinary research field for the open intel-
ligence service architecture, and also a business mode for the intelligence service
industry in the era of IoT and big data. It requires cooperative efforts from science,
technology and industry, and presents new challenges and issues from the scientific,
technological, social and business perspectives.

2.7.1 Scientific Perspective

WaaS focuses on the DIKW organization and transformation, whose core is human
brain intelligence. As one of the most important scientific issues in the 21st century,
the study of human brain intelligence involves many challenges, such as:

• How to investigate human brain intelligence, including individual human differ-
ences and similarities, by means of the research on holistic intelligence?

• How to obtain sufficient brain intelligence big data through powerful equipments?
• How to manage and mining the huge volume of brain intelligence big data to gain
a systematic investigation and understanding of human intelligence?

Brain Informatics (BI) [21, 31, 32] provides a systematicmethodology for dealing
with these challenges and many problems must be addressed.

How to develop brain intelligence inspired information technologies for realizing
the DIKW organization and transformation is another core scientific issue in the
WaaS research and industry. An important aspect is the cyber-individual (Cyber-I)
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which is a comprehensive digital description of individual humans as a counterpart in
the cyber world [26]. In order to develop a “telepathic partner” for the real-individual
at all times and contexts, the creation of Cyber-I brings many scientific challenges
and issues, including the study of individual human differences, individual human
modeling, and CI-Mind [26].

2.7.2 Technological Perspective

WaaS is an open and interoperable content architecture of IT applications for sup-
porting large-scale sharing and cooperation on the DIKWhierarchy. It is important to
have an open, flexible and friendly platform, for example, the web-scale knowledge
integration and reasoning platforms (e.g., the LarKC), for any third party to develop
and plug in its WaaS applications.

TheWaaS applications include various kinds of software and u-Things andwill be
involved in a sustainable development process. Hence, another basic technological
challenge is how to design a scalable and sharable system architecture based on cloud
computing platforms, allowing the maximum utilization of limited resources.

A conflict often exists between a systems openness and security. The security and
privacy protection is an important challenge for the open WaaS. The technological
architecture of security and privacy protection should be fit for different application
environments, including not only the Internet but also IoT and MI.

2.7.3 Social Perspective

WaaS will impel a global cooperation in research and in industry and might cause
potential socio-economical issues, such as:

• How to create an effective incentive mechanism to accelerate the concentration of
DIKW resources from different government departments, research/social institu-
tions and enterprises? It could involve such problems as related to DIKW right,
protection, management, evaluation, value distribution, and so on.

• How to build a high-efficiency identification and arbitration mechanism to quickly
identify responsibilities and solve dissensions? Are the existing laws and regula-
tions perfect enough for supporting such a mechanism?

2.7.4 Business Perspective

At present, cloud computing has great effects on intelligence industry and causes
a platform-leading value distribution mode. The providers of software or hardware
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platforms, such as Internet service providers and manufacturers of operating sys-
tems, play a leading role in the value distribution. The DIKW hierarchy and the
W2T cycle have revealed that the content of IT applications is another core issue
for the development of intelligent IT applications in the hyper-world age. A huge
business challenge brought by WaaS is to transform the value distribution from the
existing platform-leading one to the platform-and-content-leading one. It is neces-
sary to let the market and capital know the importance of resources and technologies
with respect to the DIKW hierarchy. It is also necessary to develop an effective busi-
ness model for these resources and technologies, including evaluation mechanism,
transaction mode, pricing/payment methods, and so on.

2.8 Conclusion

Recent advances in cloud computing, IoT, WoT, big data, W2T and other research
fields have created a great opportunity to study and realize WaaS based on achieve-
ments and accumulations of intelligence science, BI and other intelligent computing
technologies. We have presented the basic concepts, infrastructure and applications
of WaaS, as well as the first step toward the final goal of constructing the W2T
cycle to realize the harmonious symbiosis of humans, computers and things in the
hyper-world. As a demonstration, we discussed the development of portable brain
and mental health monitoring system. The WaaS standard and service platform will
be fine-tuned continuously as a core infrastructure for intelligence industry and smart
city to support the development of various intelligent IT applications. WaaS will be
the core architecture of IT applications in the coming age of the hyper-world. It will
bring a huge economic value for intelligence IT industry by realizing the pay-as-
you-go manner.

Acknowledgments The work is supported by National Key Basic Research Program of China
(2014CB744605), China Postdoctoral Science Foundation (2013M540096), International Science
& Technology Cooperation Program of China (2013DFA32180), National Natural Science Foun-
dation of China (61272345), Research Supported by the CAS/SAFEA International Partnership
Program for Creative Research Teams, the Japan Society for the Promotion of Science Grants-in-
Aid for Scientific Research (25330270).

References

1. International Telecommunication Union (ITU), The World in 2013: ICT Facts and Figures,
http://www.itu.int/ITU-D/ict/facts/material/ICTFactsFigures2013.pdf. Accessed 27 Feb 2013

2. L. Atzori, A. Iera, G. Morabito, The internet of things: a survey. Comput. Netw. 54, 27872805
(2010)

3. J.H. Ma, R.H. Huang, Improving human interaction with a hyperworld, in Proceedings of the
Pacific Workshop on Distributed Multimedia Systems (DMS96) (1996), pp. 46–50

http://www.itu.int/ITU-D/ict/facts/material/ICTFactsFigures2013.pdf


2 WaaS—Wisdom as a Service 45

4. N. Zhong, J.H. Ma, R.H. Huang, J.M. Liu, Y.Y. Yao, Y.X. Zhang, J.H. Chen, Research chal-
lenges and perspectives on wisdom web of things (W2T). J. Supercomput. 64(3), 862882
(2013)

5. J.H. Ma, Smart u-things challenging real world complexity, in IPSJ Symposium Series (2005),
pp. 146–150

6. S. Lohr, The age of big data (New York Times, 2012)
7. D. Howe, M. Costanzo, P. Fey, T. Gojobori, L. Hannick, W. Hide, D.P. Hill, R. Kania, M.

Schaeffer, S. St. Pierre, S. Twigger, O. White, S.Y. Rhee, Big data: the future of biocuration.
Nature 455, 4750 (2008)

8. N.B. Turk-Browne, Functional interactions as big data in the human brain. Science 342(6158),
580–584 (2013)

9. Q.P. Zhang, Z. Feng, F.Y. Wang, D. Zeng, Modeling cyber-enabled crowd-powered search, in
The Second Chinese Conference on Social Computing, Beijing (2010)

10. Q.P. Zhang, F.Y. Wang, D. Zeng, T. Wang, Understanding crowd-powered search groups:
a social network perspective. PLoS ONE 7(6), e39749 (2012). doi:10.1371/journal.pone.
0039749

11. N. Zhong, J.M. Liu, Y.Y. Yao, S. Ohsuga, Web intelligence (WI), in Proceedings of the
24th IEEE Computer Society International Computer Software and Applications Conference
(COMPSAC 2000) (2000), pp. 469–470

12. N. Zhong, J.M. Liu, Y.Y. Yao, In search of the wisdom web. IEEE Comput. 35(11), 27–31
(2002)

13. N. Zhong, Towards web intelligence, in E. Menasalvas Ruiz, J. Segovia, P.S. Szczepaniak
(eds.), Advances in Web Intelligence, LNAI 2663 (Springer, 2003), pp. 1–14

14. N. Zhong, J. Liu, Y.Y. Yao, Envisioning intelligent information technologies through the prism
of web intelligence. Commun. ACM 50(3), 8994 (2007)

15. N. Zhong, J.M. Liu, Y.Y.Yao,Web intelligence (WI), in The Encyclopedia of Computer Science
and Engineering, vol. 5 (Wiley, 2009), pp. 3062–3072

16. J.M. Liu, Web intelligence (WI): what makes wisdom web? in Proceedings the 18th Interna-
tional Joint Conference on Artificial Intelligence (IJCAI’03) (2003), pp. 1596–1601

17. J.M. Liu, N. Zhong, Y.Y. Yao, Z.W. Ras, The wisdomweb: new challenges for web intelligence
(WI). J. Intell. Inf. Syst. 20(1), 59 (2003)

18. D. Guinard, V. Trifa, F. Mattern, E. Wilde, From the internet of things to the web of
things: resource-oriented architecture and best practices, in Architecting the Internet of Things
(Springer, 2011), pp. 97–129

19. M. Armbrust, A. Fox, R. Griffith, A.D. Joseph, R. Katz, A. Konwinski, G. Lee, D. Patterson,
A. Rabkin, I. Stoica, M. Zaharia, A view of cloud computing. Commun. ACM 53(4), 5058
(2010)

20. R.L. Ackoff, From data to wisdom. J. Appl. Syst. Anal. 16, 39 (1989)
21. N. Zhong, J.M. Liu, Y.Y. Yao, J.L.Wu, S.F. Lu (eds.)Web Intelligence Meets Brain Informatics,

State-of-the-Art-Survey (Springer LNCS 4845, 2007)
22. http://www.fmridc.org/f/fmridc
23. Y.Y.Yao,Y. Zeng,N. Zhong,X.J. Huang,Knowledge retrieval (KR), inProceedings of the 2007

IEEE/WIC/ACM International Conference on Web Intelligence (WI’07) (2007), pp. 729–735
24. G.B. Zou, B.F. Zhang, J.X. Zheng, Y.S. Li, J.H. Ma, MaaS: model as a service in cloud

computing and cyber-I space, in Proceedings of the 12th IEEE International Conference on
Computer and Information Technology (CIT2012) (2012), pp. 1125–1130

25. Y.Y. Yao, Web intelligence: new frontiers of exploration, in Proceedings of 2005 International
Conference on Active Media Technology (AMT 2005) (2005), pp. 3–8

26. J.H. Ma, J. Wen, R.H. Huang, B.X. Huang, Cyber-individual meets brain informatics. IEEE
Intell. Syst. 26(5), 3037 (2011)

27. H.U. Wittchen, F. Jacobi, J. Rehm, A. Gustavsson, M. Svensson, B. Jansson, J. Olesen, C.
Allgulander, J. Alonso, C. Faravelli, L. Fratiglioni, P. Jennum, R. Lieb, A. Maercker, J. van Os,
M. Preisig, L. Salvador-Carulla, R. Simon, H.-C. Steinhausen, The size and burden of mental
disorders and other disorders of the brain in Europe 2010. Eur. Neuropsychopharm. 21(9),
655679 (2011)

http://dx.doi.org/10.1371/journal.pone.0039749
http://dx.doi.org/10.1371/journal.pone.0039749
http://www.fmridc.org/f/fmridc


46 J. Chen et al.

28. N. Zhong, S. Motomura, Agent-enriched data mining: a case study in brain informatics. IEEE
Intell. Syst. 24(3), 3845 (2009)

29. J.H. Chen, N. Zhong, Toward the data-brain driven systematic brain data analysis. IEEE Trans.
Syst. Man Cybernet. Syst. 43(1), 222228 (2013)

30. D. Fensel, F. van Harmelen, B. Andersson, P. Brennan, H. Cunningham, E. Della Valle, F.
Fischer, Z.S. Huang, A. Kiryakov, T.K.-i. Lee, L. Schooler, V. Tresp, S. Wesner, M. Witbrock,
N. Zhong, Towards LarKC: a platform for web-scale reasoning, in Proceedings of the 2nd
IEEE International Conference on Semantic Computing (ICSC08) (2008), pp. 524–529

31. N. Zhong, J.M. Bradshaw, J.M. Liu, J.G. Taylor, Brain informatics, Special Issue on Brain
Informatics. IEEE Intell. Syst. 26(5), 16–21 (2011)

32. N. Zhong, J.H. Chen, Constructing a new-style conceptual model of brain data for systematic
brain informatics. IEEE Trans. Knowl. Data Eng. 24(12), 21272142 (2011)



Chapter 3
Towards W2T Foundations: Interactive
Granular Computing and Adaptive
Judgement

Andrzej Skowron and Andrzej Jankowski

[Hyper world] consists of the cyber, social, and physical worlds,
[...] [Wisdom Web of Things] focuses on the data cycle, namely
“from things to data, information, knowledge, wisdom, services,
humans, and then back to things."A W2T data cycle system is
designed to implement such a cycle, which is, technologically
speaking, a practical way to realize the harmonious symbiosis of
humans, computers, and things in the emerging hyper world.

– Ning Zhong et al. [53]

Abstract Development of methods for Wisdom Web of Things (W2T) should be
based on foundations of computations performed in the complex environments of
W2T. We discuss some characteristic features of decision making processes over
W2T. First of all the decisions in W2T are very often made by different agents on
the basis of complex vague concepts and relations among them (creating domain
ontology) which are semantically far away from dynamically changing and huge
raw data. Methods for approximation of such vague concepts based on information
granulation are needed. It is also important to note that the abstract objects represented
by different agents are dynamically linked by them with some physical objects and
the aim is very often to control performance of computations in the physical world for
achieving the target goals.Moreover, the decisionmakingbydifferent agentsworking
in the W2T environment requires mechanisms for understanding (to a satisfactory
degree) reasoning performed in natural language on concepts and relations from
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the domain ontology. We discuss a new computation model, where computations
are progressing due to interactions of complex granules (c-granules) linked with the
physical objects. C-granules are defined relative to a given agent. We extend the
existing Granular Computing (GrC) approach by introducing complex granules (c-
granules, for short) making it possible to model interactive computations of agents
in complex systems over W2T. One of the challenges in the approach is to develop
methods and strategies for adaptive reasoning, called adaptive judgement, e.g., for
adaptive control of computations. In particular, adaptive judgement is required in the
risk/efficiency management by agents supported by W2T. The discussed approach
is a step toward realization of the Wisdom Technology (WisTech) program. The
approach was developed over years of work on different real-life projects.

3.1 Introduction

Problems related to Interactive Intelligent Systems (IIS) based on Wisdom Web of
Things (W2T) technology are often of complex nature with many heterogeneous
agents involved and linked by complex interactions of different nature [53]. There
are numerous hierarchical levels of agents responsible, in particular, for linking them
with the physical world. In [53] the ideas of hyper world andW2T are explained (see
motto of this chapter).

Cyber-Physical Systems (CPSs) belong to another emerging domain related to
W2T. In [17] they are characterized in the following way:

A cyber-physical system (CPS) is a system of collaborating computational elements con-
trolling physical entities.

There are huge expectations for applications of CPSs [17]:

Cyber-Physical Systems will transform how we interact with the physical world just as the
Internet transformed how we interact with one another. [...] Applications with enormous
societal impact and economic benefit will be created.

Nowadays, many problems related to CSPs andW2T are challenging. Some of them
are well expressed in [17]:

The design of such systems requires understanding the joint dynamics of computers, soft-
ware, networks, physical, chemical and biological processes and humans in the loop. It is this
study of joint dynamics that sets this discipline apart. Increasingly, CPSs are autonomous or
semiautonomous and cannot be designed as closed systems that operate in isolation; rather,
the interaction and potential interference among smart components, amongCPSs, and among
CPSs and humans, requires coordinated, controlled, and cooperative behaviour.

[...] the size of cyber-physical systems of systems and their multimodality or hybrid nature
consisting of physical elements as well as quasicontinuous and discrete controls, commu-
nication channels, and local and system-wide optimization algorithms and management
systems, implies that hierarchical and multi-domain approaches to their simulation, analysis
and design are needed. These methods are currently not available.
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Further development of methods for W2T (and CPSs) requires solid foundations
for computations performed in the complex environments.

Let us consider some characteristic features of decisionmaking processes realized
by IIS based on W2T technology.

First of all the decisions in such IIS are very often made by different agents on
the basis of complex vague concepts and relations between them (creating domain
ontology) which are semantically far away from dynamically changing huge raw
data. New methods for approximation of such vague concepts based on information
granulation are needed. Usually, it is not possible to approximate these vague con-
cepts directly from the data (or, in other words, to induce their models directly from
such data). Hence, we need new methods for hierarchical learning based on objects
with structures and features discovered on different levels of hierarchy in cooperation
with domain experts.

It is also important to note that the abstract objects represented by different agents
from W2T are linked with the physical objects and the aim is very often to control
performance of computations in the physical world for achieving the target goals.
Hence, in developing of our computationmodel we should take into account opinions
expressed by physicists [4]:

It seems that we have no choice but to recognize the dependence of our mathematical
knowledge (...) on physics, and that being so, it is time to abandon the class independent of
that of computation as a physical process.

Computations in the physical world are progressing through complex interactions
among physical objects. Some results of such interactions can be perceived by agents.

Moreover, the decision making by agents requires mechanisms for understanding
(to a satisfactory degree) reasoning performed in natural language fragments on
concepts and relations from the domain ontology. This is related to Computing With
Words Paradigm (CWP) proposed by Professor LotfiZadeh some years ago (see, e.g.,
[19, 47, 49–52] and also http://www.cs.berkeley.edu/~zadeh/presentations.html):

Manipulation of perceptions plays a key role in human recognition, decision and execution
processes. As a methodology, computing with words provides a foundation for a computa-
tional theory of perceptions—a theory whichmay have an important bearing on how humans
make—and machines might make—perception-based rational decisions in an environment
of imprecision, uncertainty and partial truth. [...] computing with words, or CW for short, is
a methodology in which the objects of computation are words and propositions drawn from
a natural language.

or recently to the challenge formulated by Judea Pearl [27]:

Traditional statistics is strong in devising ways of describing data and inferring distributional
parameters from sample. Causal inference requires two additional ingredients: a science-
friendly language for articulating causal knowledge, and a mathematical machinery for
processing that knowledge, combining it with data and drawing new causal conclusions
about a phenomenon.

Information granules (infogranules, for short) are widely discussed in the liter-
ature (see, e.g., [28, 37, 48]). In particular, let us mention here the rough granular

http://www.cs.berkeley.edu/~zadeh/presentations.html
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computing approach based on the rough set approach and its combination with other
approaches to soft computing (e.g., with fuzzy sets). However, the issues related to
interactions of infogranules with the physical world and to perception of interactions
in the physical world represented by infogranules are not well elaborated yet. On
the other hand the understanding of interactions is the critical issue of complex sys-
tems [7] in which computations are progressing by interactions among information
granules and physical objects.

We extend the existing approach to GrC by introducing complex granules
(c-granules, for short) [9] making it possible to model interactive computations
performed by agents in W2T. Any agent operates in a local world of c-granules. The
agent control is aiming to control computations performed on c-granules from this
local world for achieving the target goals.

The proposed model of computations in W2T is based on c-granules. The risk
management and cost/benefit analysis [9] in W2T are of the great importance for
the success of behaviors of individuals, groups and societies of agents. The risk
management and cost/benefit analysis tasks are considered as control tasks aiming
at achieving the high quality performance of (societies of ) agents. The novelty of
the proposed approach is the use of complex vague concepts as the guards of control
actions. These vague concepts are represented, e.g., using domain ontologies. The
rough set approach in combination with other soft computing approaches is used for
approximation of the vague concepts relative to attributes (features) appearing in risk
management and cost/benefit analysis.

One of the challenges in the approach is to develop methods and strategies for
adaptive reasoning, called adaptive judgement, e.g., for adaptive control of compu-
tations. In particular, adaptive judgement is very much needed in the risk/efficiency
management and cost/benefit analysis. They require access to approximate reasoning
schemes (ARS) (over domain ontologies) [3, 22, 37] approximating, in a sense, rea-
soning expressed in relevant fragments of simplified natural language. Methods for
inducing of ARS are under further development. The decision systems are enriched
not only by approximations of concepts and relations from ontologies but also by
ARS.

The developedmodel of interactive computations on c-granules, different from the
Turing model (see also, e.g., ecorithms1 discussed by Leslie Valiant in [46]), seems
to have some importance for different areas such as Robotics, Natural Computing,
CPSs or W2T. In particular, interactive computations on c-granules may be used for
modeling computations in Natural Computing [5, 16, 33].

The discussed approach is a step toward realization of the Wisdom Technology
(WisTech) program. The approach was developed over years of work on different
real-life projects.

This chapter is organized as follows. Some basic postulates concerning agents
and the physical world in which the agents are operating are included in Sect. 3.2.

1Unlike most algorithms, they can run in environments unknown to the designer, and they learn by
interacting with the environment how to act effectively in it. After sufficient interaction they will
have expertise not provided by the designer, but extracted from the environment [46].
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In Sect. 3.3, an introduction to Interactive Rough Granular Computing (IRGC) is
presented. Issues related to reasoning based on adaptive judgement are included in
Sect. 3.4. In Sect. 3.5, the relationships of complex granules with the satisfiability
relations are outlined. Agent computability issues in the framework of interactive
computations on complex granules are outlined in Sect. 3.6. The approach to risk
management based on IRGC is discussed in Sect. 3.7. Comments on dialogues of
Agents in W2T are presented in Sect. 3.8. Section3.9 concludes the chapter.

This chapter covers some issues presented in the plenary talk at the 5th Interna-
tional Conference on Pattern Recognition and Machine Intelligence (PReMi 2013),
December 10–14, 3013, Kolkata, India and is a summarization and an extension of
[12–14, 36].

3.2 Postulates About Physical World and Agents

One of the main objectives of the WisTech [9] is to provide some conceptual tools
supporting (i) constructions of models of complex adaptive interactive systems (in
particular for Complex Systems Engineering projects implementation and/or for
development of AI technologies), which aggregate many local models interacting
in an open environment and (ii) development of techniques for reasoning about the
behavior of such models. One of the basic task on the way to achieve the WisTech
goals is related to construction of an ontological base for WisTech. In this section,
we only outline some basic postulates concerning agents and the physical world in
which the agents are operating. Agents are partially perceiving the physical world
and they are interacting with this world. The first group of postulates is about the
physical world and the second one about the agents. The postulates are specifying
some basic concepts which are important for discussed here interactive computations
on complex granules realized by agents for achieving their goals. The reader will
find more detailed elaboration of these postulates in [9] aiming at describing a very
complex ontological base of WisTech necessary for dealing with complex adaptive
interactive systems.

Physical World Postulates

1. Physical world consists of (spatio-temporal) physical beings.
2. Physical beings may interact.
3. Interactions are satisfying some cause-effect relationships following from the

physical world laws concerning interactions.

Agent Postulates

1. Agent is a physical being.
2. Agent can perceive and record some interaction results. Due to uncertainty only

some interaction results may be partially recorded and perceived by agents.
Agent has only a partial knowledge about cause-effect relationships as well as
about physical laws.

3. Agent is equipped with some private clocks.
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4. Agent control consists of physical beings for realization of some cause-effect
relationships. The agent control may activate realization of cause-effect rela-
tionships. This leads to creating of structures of physical beings activating inter-
actions. The agent control may try to predict the results of these interactions.

5. Agent control has some skills for perceiving some physical beings and their
interactions. More precisely, the agent control has some skills for perceiving and
recording some properties of physical beings and results of their interactions.
This is realized by perceiving, recording and verifying by agent control the
results of interactions of the agent control with those physical beings which are
in interactions with each other.

6. Agent control has some skills for perceiving of physical beings and/or their
interactions in a specific space consisting of potentially perceivable by the agent
physical beings. This space is called the agent activity environment. The physical
beings perceived in the agent activity environment are called hunks.

7. At any moment t in the agent time, the agent perceives the physical world using
complex granules (c-granules, for short) generated by the agent control. By
employing c -granules the agent is developing such skills as

a. initialization, storing and judgment of interaction results over hunks acces-
sible by c-granules,

b. aggregation and decomposition of c-granules.

8. Perception of the physical world by agents is based on construction of c-granules
used for representation of models of interactions and their results. Agent is
using these models for construction of interaction plans, their implementation,
judgment, adaptation and learning of strategies for efficient construction of new
c-granules.

9. Agent has a distinguished class of c-granules representing the actual hierarchy of
the agent needs and related to this class another class representing construction
techniques of the interaction plans for satisfying the agent priority needs.

10. The agent main task consists of construction, implementation, judgment and
adaptation of the agent interaction plans enabling the agent in the best way: (i)
to discover (learn) the adaptively changing agent priority needs and also (ii) to
provide that they can be satisfied in the most efficient way.

3.3 Interactive Rough Granular Computing (IRGC)

The essence of the proposed approach is the use of IIS implemented on the basis of
IRGC [9, 11, 36, 38–40]. In this sense IRGC creates the basis for the W2T tech-
nology. The approach is based on foundations for modeling of IRGC relevant for
IIS in which computations are progressing through interactions [7]. In IRGC inter-
active computations are performed on objects called complex granules (c-granules,
for short) linking information granules [28] (or infogranules, for short) with physical
objects called hunks [8, 9].
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Infogranules are widely discussed in the literature. They can be treated as spec-
ifications of compound objects (such as complex hierarchically defined attributes)
together with scenarios of their implementations. Such granules are obtained as the
result of information granulation [52]:

Information granulation can be viewed as a human way of achieving data compression
and it plays a key role in implementation of the strategy of divide-and-conquer in human
problem-solving.

Infogranules belong to the concepts playing the main role in developing founda-
tions for AI, data mining and text mining [28]. They grew up as some generalizations
from fuzzy sets [48, 50, 52], rough set theory and interval analysis [28]. The rough
set approach is crucial because of necessity to deal with approximations of infor-
granules, e.g., in inducing classifiers for complex vague concepts. The IRGC is based
on the rough set approach in combination with other approaches to soft computing
(such as fuzzy sets). However, the issues related to interactions of infogranules with
the physical world and their relationship to perception of interactions in the physical
world are not well elaborated yet [7, 45]. On the other hand the understanding of
interactions is the critical issue of complex systems [21]:

[...] interaction is a critical issue in the understanding of complex systems of any sorts: as
such, it has emerged in several well-established scientific areas other than computer science,
like biology, physics, social and organizational sciences.

We propose to model complex systems by societies of agents. Computations in the
IIS based on societies of agents have roots in c-granules [9]. Any c-granule consists of
three components, namely soft_suit, link_suit and hard_suit. These components are
making it possible to deal with such abstract objects from soft_suit as infogranules
as well as with physical objects from hard_suit. The link_suit of a given c-granule is
used as a kind of c-granule interface for handling interaction between soft_suit and
and hard_suit.

Calculi of c-granules are defined by elementary c-granules (corresponding to, e.g.,
reading or storingmeasured values, simple sensorymeasurements, indiscernibility or
similarity classes) and more compound c-granules constructed from already defined
c-granules. Any compound c-granule is defined using networks of already defined
c-granules corresponding to soft_suit, link_suit and hard_suit of the new constructed
c-granule. These networks are properly linked for enabling transmission of inter-
actions from the hard_suit network through the link_suit network to the sof_link
network, where the interaction properties are recorded.

The hierarchy of c-granules is illustrated in Fig. 3.1. It is worthwhile mention-
ing that c-granules create also the basis for the agent (communication) language
construction and the language evolution.

Any agent operates in a local world of c-granules. The agent control is aiming at
controlling computations performedon c-granules from this localworld for achieving
the target goals. Actions (sensors or plans) represented by c-granules are used by
the agent control in exploration and/or exploitation of the environment on the way
to achieve their targets. C-granules are also used for representation of perception by
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Fig. 3.1 Hierarchy of c-granules

agents concerning of interactions in the physical world. Due to the bounds of the
agent perception abilities usually only a partial information about the interactions
from physical world may be available for agents. Hence, in particular the results of
performed actions by agents can not be predicted with certainty. For more details on
IRGC based on c-granules the reader is referred to [9].

One of the key issues of the approach to c-granules presented in [9] is some kind
of integration of investigation of physical and mental phenomena. The integration
follows from suggestions presented bymany scientists. For illustration let us consider
the following two quotations:

As far as the laws of mathematics refer to reality, they are not certain; and as far as they are
certain, they do not refer to reality.

– Albert Einstein [6]

Constructing the physical part of the theory and unifying it with themathematical part should
be considered as one of the main goals of statistical learning theory.

– Vladimir Vapnik ([45], p. 721)

A special role in IRGC play information (decision) systems from the rough set
approach [23–25, 42]. They are used to record processes of interacting configurations
of hunks. In order to represent interactive computations (used, e.g., in searching for
new features) information systems of a new type, namely interactive information
systems, are needed [9, 39, 40].
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3.4 Adaptive Judgement

The reasoning making it possible to derive relevant information granules for solu-
tions of the target tasks is called adaptive judgment. Intuitive judgment and rational
judgment are distinguished as different kinds of judgment [15]. Among the tasks for
adaptive judgement following are the ones supporting reasoning towards:

• inducing relevant classifiers, e.g.,

– searching for relevant approximation spaces,
– discovery of new features,
– selection of relevant features (attributes),
– rule induction,
– discovery of inclusion measures,
– strategies for conflict resolution,
– adaptation of measures based on the minimum description length principle,

• prediction of changes,
• initiation of relevant actions or plans,
• discovery of relevant contexts,
• adaptation of different sorts of strategies e.g., for

– existing data models,
– quality measure over computations realized by agents,
– objects structures,
– knowledge representation and interaction with knowledge bases,
– ontology acquisition and approximation,
– hierarchy of needs, or for identifying problems to be solved according to priority,

• learning the measures of inclusion between granules from sources using different
languages (e.g., the formal language of the system and the user natural language)
through dialogue,

• strategies for development and evolution of communication language among
agents in distributed environments, and

• strategies for efficiency management in distributed computational systems.

Adaptive judgement in IIS is a mixture of reasoning based on deduction, abduc-
tion, induction, case based or analogy based reasoning, experience, observed changes
in the environment, meta-heuristics from natural computing. Let us also note the fol-
lowing remark [44]:

Practical judgment is not algebraic calculation. Prior to any deductive or inductive reckoning,
the judge is involved in selecting objects and relationships for attention and assessing their
interactions. Identifying things of importance from a potentially endless pool of candidates,
assessing their relative significance, and evaluating their relationships is well beyond the
jurisdiction of reason.

We would like to stress that still much more work should be done to develop
approximate reasoning methods about complex vague concepts for making progress
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Fig. 3.2 Interactive
hierarchical structures (gray
arrows show interactions
between hierarchical levels
and the environment, arrows
at hierarchical levels point
from information (decision)
systems representing partial
specifications of satisfiability
relations to induced from
them theories consisting of
rule sets)

in development of IIS, in particular for the risk management and cost/benefit analysis
in IIS. This idea was very well expressed by Leslie Valiant2:

A fundamental question for artificial intelligence is to characterize the computational build-
ing blocks that are necessary for cognition. A specific challenge is to build on the success of
machine learning so as to cover broader issues in intelligence. [...] This requires, in particular
a reconciliation between two contradictory characteristics—the apparent logical nature of
reasoning and the statistical nature of learning.

It is worthwhile to mention here again two more views by Lotfi A. Zadeh and Judea
Pearl, already cited in this chapter (see Sect. 3.1).

The question arises about the logic relevant for the above discussed tasks. Let
us observe that the satisfiability relations in the IRGC framework can be treated
as tools for constructing new information granules. If fact, for a given satisfiability
relation, the semantics of formulas relative to this relation is defined. In this way
the candidates for new relevant information granules are obtained. We would like
to emphasize a very important feature. The relevant satisfiability relation for the
considered problems is not given but it should be induced (discovered) on the basis
of a partial information encoded in information (decision) systems. For real-life
problems, it is often necessary to discover a hierarchy of satisfiability relations before
weobtain the relevant target level. Information granules constructed at different levels
of this hierarchy finally lead to relevant ones for approximation of complex vague
concepts related to complex information granules expressed in natural language (see
Fig. 3.2).

2see, e.g., http://en.wikipedia.org/wiki/Vagueness, http://people.seas.harvard.edu/~valiant/research
interests.htm, [46].

http://en.wikipedia.org/wiki/Vagueness
http://people.seas.harvard.edu/~valiant/researchinterests.htm
http://people.seas.harvard.edu/~valiant/researchinterests.htm


3 Towards W2T Foundations: Interactive Granular … 57

3.5 Complex Granules and Satisfiability

In this section, we discuss some examples of c-granules constructed over a family
of satisfiability relations being at the disposal of a given agent. This discussion has
some roots in intuitionism (see, e.g., [18]). Let us consider a remark made by Per
Martin-Löf in [18] about judgment presented in Fig. 3.3.

In the approach based on c-granules, the judgment for checking values of descrip-
tors (or more compound formulas) pointed by links from simple c-granules is based
on interactions of some physical parts considered over time and/or space (called
hunks) and pointed by links of c-granules. The judgment for the more compound
c-granules is defined by a relevant family of procedures also realized by means of
interactions of physical parts.

Let us explain in more detail the above claims.
Let assume that a given agent ag has at the disposal a family of satisfiability

relations
{|=i }i∈I , (3.1)

where |=i⊆ T ok(i) × T yp(i), T ok(i) is a set of tokens and T ype(i) is a set of types,
respectively (using the terminology from [2]). The indices of satisfiability relations
are vectors of parameters related, e.g., to time, space, spatio-temporal features of
physical parts represented by hunks or actions (plans) to be realized in the physical
world.

In the discussed example of elementary c-granules, T ok(i) is a set of hunks and
T ype(i) is a set of descriptors (elementary infogranules), respectively, pointed by
link represented by |=i . The procedure for computing the value of h |=i α, where
h is a hunk and α is an infogranule (e.g., descriptor or formula constructed over
descriptors) is based on interaction of α with the physical world represented by
hunk h.

The agent control can aggregate some simple c-granules into more compound
c-granules, e.g., by selecting some constraints on subsets of I making it possible to
select relevant sets of simple c-granules and consider them as a newmore compound
c-granule. In constraints also values in descriptors pointed by links in elementary
c-granules can be taken into account and sets of such more compound c-granules
can be aggregated into new c-granules. Values of new descriptors pointed by links of
these more compound granules are computed by new procedures. The computation
process again is realized by interaction of the physical parts represented by hunks
pointed by links of elementary c-granules included in the consideredmore compound
c-granule as well as by using the procedure for computing of values of more com-

Fig. 3.3 When we hold a
proposition to be true, then
we make a judgment [18]
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pound descriptors from values of descriptors included in elementary c-granules of
the considered more compound c-granule. Note that this procedure is also realized
in the physical world thanks to relevant interactions.

In hierarchical modeling aiming at inducing of relevant c-granules (e.g., for
approximation of complex vague concepts), one can consider so far constructed
c-granules as tokens. For example, they can be used to define structured objects
representing corresponding hunks and link them using new satisfiability relations
(from a given family) to relevant higher order descriptors together with the appro-
priate procedures (realized by interactions of hunks) for computing values of these
descriptors. This approach generalizes hierarchicalmodeling developed for infogran-
ules (see, e.g., [3, 20]) to hierarchical modeling of c-granules which is important for
many real-life projects.

Wehave assumedbefore that the agentag is equippedwith a family of satisfiability
relations. However, in real-life projects the situation is more complicated. The agent
ag should have strategies for discovery of new relevant satisfiability relations on the
way of searching for solutions of target goals (problems). This is related to a question
about the adaptive judgment relevant for agents performing computations based on
configurations of c-granules. In the framework of granular computing based on c-
granules, satisfiability relations are tools for constructing new c-granules. In fact, for
a given satisfiability relation, the semantics of descriptors (and more compound for-
mulas) relative to this relation can be defined. In this way candidates for new relevant
c-granules are obtained. Hence, here arises a very important issue. The relevant sat-
isfiability relations for the agent ag searching for solutions of problems are not given
but they should be induced (discovered) on the basis of a partial information encoded
in information (decision) systems including results of measurements of interaction
of parts of physical world pointed by links of elementary c-granules as well as on
the basis of c-granules representing domain knowledge. This problem is strongly
related to reasoning from sensory measurement to perception [50, 52]. For real-life
problems, it is often necessary to discover a hierarchy of satisfiability relations before
the relevant target level will be obtained (see Fig. 3.2) [12]. C-granules constructed at
different levels of this hierarchy finally lead to relevant c-granules (e.g., for approx-
imation of complex vague concepts) expressed very often in natural language. This
is illustrated in Figs. 3.4 and 3.5, where the complex vague concepts safe driving and
similarity in respiratory failure are represented, respectively, together with concepts
and relations from fragments of domain ontologies used as hints in searching for rel-
evant attributes (features) on different levels of the hierarchy. For details, the reader
is referred to [3, 20].
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Fig. 3.4 Fragment of ontologyused for approximationof the vague concept safe driving for decision
support in traffic control

Fig. 3.5 Fragment of ontology used for approximation of the vague concept similarity in decision
support for respiratory failure
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3.6 Agent Computability Issues in the Framework
of Interactive Computations on Complex Granules

In Fig. 3.6 are presented the basic agent components for interactions such as control
(C), internal memory (M), interactions realized by control between the control gran-
ule andmemory granule bymeans of c-granules generated by control for interactions
with the external environment (c-granules with parts: M, link l-2 (l-3) and hunk H-2
(H-3)) as well as with other than memory M internal parts of the agent (c-granule
with parts: M, link l-1, and hunk H-1).

In Fig. 3.7 the basic control cycle of agent is illustrated. In the first stage the actual
interactions between control and memory are established. Next, the relevant for a
given moment of (agent) time c-granules are established. The agent is planning to
using hem for interactions with the external environment and with the agent internal
parts. After this the interactions are initiated and their results are recorded in the
internal memory (M) of the agent. As soon as the recording is finalized the agent
control starts a new cycle.

It is worthwhile mentioning that contrary to the existing computation models
realized by Turing machine the results of interactions can be only predicted by the
agent control but the results of this prediction can be in general different from the
results of real interactions between agent and the environment due to uncertainty,
e.g., unpredictable interactions in the environment. In particular, this is the result of
uncertain information possessed by agent about the environment due to bounds on
available resources, e.g., available (or undiscovered so far) by agent sensors necessary
for perception or agent strategies of perception.

Fig. 3.6 Basic agent
components for interactions
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Fig. 3.7 Basic control cycle of agent

In Fig. 3.8, we illustrate how the abstract definition of operation from soft_suit
interacts with other suits of c-granule. It is necessary to distinguish two cases. In the
first case, the results of operation realized by interaction of hunks are consistent with
the specification in the link_suit. In the second case, the result specified in the soft
suit can be treated only as an estimation of the real one which may be different due
to the unpredictable interactions in the hard_suit.

The point of view that the interactive computations on complex granules are
progressing due to interactions with the physical world is important for Natural
Computing [33] too. The agent-observer trying to understand such computations in
dependent on the physical world (see the already cited sentence from [4] (p. 268)).

The agent hypotheses about the models of computations can be verified only
through interactions within the physical world. These models should be adaptively
adjusted when deviations of the predicted from the perceived real trajectories of
computations are becoming significant (see Fig. 3.9).

The issue discussed in this section are raising a question about the control of
interactive granular computations. In the next section we emphasize importance of
the risk management and cost/benefit analysis by the agent control.
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Fig. 3.8 Explanation of roles of different suits of a c-granule for operation ⊗

Fig. 3.9 Adaptation of trajectory approximations
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3.7 Risk Management and Cost/Benefit Analysis by Agents
in W2T Technology

The meaning of practical judgment goes beyond typical tools for reasoning based on
deduction or induction. Our understanding of (practical) judgement can be related to
the cited already intuition from [44]. For example, a particular question for the agent
control arises about learning strategies for inducing models of dynamic changes of
the agent attention. This may be related, e.g., to inducing changes in the relevant
context necessary for judgment.

Practical judgment is involved in risk management and cost/benefit analysis [9].
Let us concentrate on some comments about risk management.

Risk may be understood as interaction with uncertainty. Risk perception is the
subjective judgment people make about the severity and/or probability of a risk, and
may vary person to person. Any human endeavor carries some risk, but some are
much riskier than others (The Stanford Encyclopedia of Philosophy: http://plato.
stanford.edu/archives/spr2014/entries/risk/).

Since the very beginning, all human activities were done at risk of failure. Recent
years have shown the low quality of risk management in areas such as finance,
economics, and many others. In this context, improvement in the risk management
has a particular importance for the further development of complex systems. The
importance of risk management illustrates the following example from financial
sector. Many of financial risk management experts consider Basel II rules3 as a
causal factor in the credit bubble prior to the 2007–8 collapse. Namely, in Basel II
one of the principal factors of financial risk management was

outsourced to companies that were not subject to supervision, credit rating agencies.

Of course, now we do have a new “improved” version of Basel II, called Basel III.
However, according to an OECD4 the medium-term impact of Basel III implemen-
tation on GDP growth is negative and estimated in the range of −0.05 to −0.15%
per year (see also [41]).

On the basis of experience in many areas, we have now many valuable studies
on different approaches to risk management. Currently, the dominant terminology
is determined by the standards of ISO 31K [1]. However, the logic of inferences in
risk management is dominated by the statistical paradigms, especially by Bayesian
data analysis initiated about 300years ago by Bayes, and regression data analysis
initiated by about 200years ago by Legendre and Gauss. On this basis, resulted
many detailed methodologies specific for different fields. A classic example is the
risk management methodology in the banking sector, based on the recommendations
of Basel II standards for risk management mathematical models [35]. The current
dominant statistical approach is not satisfactory because it does not give effective
tools for inferences about the vague concepts and relations between them (see the
included before sentences by Valiant).

3see http://en.wikipedia.org/wiki/Basel_Committee_on_Banking_Supervision.
4see http://en.wikipedia.org/wiki/Basel_III.

http://plato.stanford.edu/archives/spr2014/entries/risk/
http://plato.stanford.edu/archives/spr2014/entries/risk/
http://en.wikipedia.org/wiki/Basel_Committee_on_Banking_Supervision
http://en.wikipedia.org/wiki/Basel_III
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A particularly important example of the risk management vague concept relation
is the relation of a cause-effect relationships between various events. It should be
noted that the concept of risk in ISO 31K is defined as the effect of uncertainty on
objectives. Thus, by definition, the vagueness is also an essential part of the risk
concept.

To paraphrase the motto of this study by Judea Pearl, we can say that tradi-
tional statistical approach to risk management inference is strong in devising ways
of describing data and inferring distributional parameters from sample. However,
in practice risk management inference requires two additional ingredients (see the
citation of Pearl sentences in this chapter):

• a science-friendly language for articulating risk management knowledge, and
• a mathematical machinery for processing that knowledge, combining it with data

and drawing new risk management conclusions about a phenomenon.

Adding bothmentioned above components is an extremely difficult task and binds
to the core of AI research very accurately specified by the Turing test. With regard
to our applications, properly adapted version of the test boils down to the fact that
on the basis of a “conversation” with a hidden risk management expert and a hidden
machine one will not be able to distinguish who is the man and who is the machine.

We propose to extend the statistical paradigm by adding the two discussed com-
ponents for designing of the high quality risk management systems supported by
IIS.

For the risk management in IIS one of the most important task is to develop
strategies for inducing approximations of the vague complex concepts involved in
the risk management. The approximations are making it possible to check their
satisfiability (to a degree). A typical example of such vague concept is the statement
of the form: “now we do have very risky situation”. Among such concepts especially
important are vague complex playing the role of guards on which is based activation
of actions performed by agents.

These vague complex concepts are represented by the agent hierarchy of needs.
In risk management one should consider a variety of complex vague concepts and
relations between them as well as reasoning schemes related, e.g., to the bow-tie
diagram (see Fig. 3.10).

Let us explain the bow-tie diagram using the chess game. Of course the chess
game is a very simple example. In practice the game could be much more complex.
The bow-tie diagram has 3 basic parts:

1. concepts from risk sources,
2. current situation description represented by a hierarchy of concepts defined by

the input sensors and context data,
3. concepts from risk consequences.

To make the next move in chess game the player should understood the current sit-
uation. To do this, he or she should use the domain knowledge representation (espe-
cially, related to the domain of risk management) and apply the relevant inference
rules to the current situation description (see parts 1 and 2) enriched by knowledge
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Fig. 3.10 Bow-tie diagram

about the history of moves. Based on the knowledge about possible sources of risk
(expressed in part 1) and features ofmoves history, one should identify the prioritized
list of hypotheses about the opposite player strategy. If the opposite player strategy is
identified then it is much easier to win. This kind of inference leading to a list of the
most likely to be true hypotheses for the opposite player strategy, is called abduction.
This is a form of logical inference that goes from observation to a hypothesis that
accounts for the reliable data (observation) and seeks to explain relevant evidence
(by Wikipedia http://en.wikipedia.org/wiki/Abductive_reasoning). In the following
step, the best possible next move should be proposed on the basis of the list of
hypotheses for the opposite player strategy. For the chess game, one can generate the
tree of all possible n-moves and propose the best next move using some well known
algorithms (such as minimax , alpha-beta, A-star [26, 34]). In real life applications,
such trees theoretically could be generated using the part of risk ontology related to
consequences (part 3). If these trees are becoming huge then using relevant abduction
inference one can try to identify constraints helping to make searching for the best
next move in such trees feasible.

Agents are realizing their goals performing actions. Hence, it is very important to
discovermeasures evaluating the correctness of a given action selection in a given sit-
uation. One can consider for each action a a complex vague concept Qa representing
such a measure. For a given situation s, the value of Qa(s) is a c-granule representing
the degree to which Qa(s) is satisfied at s, i.e., the correctness degree of selection the

http://en.wikipedia.org/wiki/Abductive_reasoning
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action a for execution in s. The c-granule Qa(s) consists of two main c-subgranules
representing arguments for and against satisfiability of Qa(s), respectively. These
arguments are results of judgment processes based on estimation if potentially a can
be initiated in situation s, risk assessment and cost/benefit analysis [9]. For example,
in the risk assessment (see [1]) the goal of judgment is identification of the main
risks. On the basis of the risk degrees another judgment called the risk treatment is
performed. Some modifications of controls (or new controls) are considered against
existing (or possible) vulnerabilities. This can result in avoiding the risk, reduce
the risk, remove the source of the risk, modify consequences, change probabilities,
share the risks with other agents, retain the risk or even increase the risk to pursue
the opportunity (see www.praxiom.com/iso-31000-terms.htm and Fig. 3.10). Note
that the risk assessment (and treatment) can lead to a shorter list of actions for further
consideration.

In a relevant fragment of natural language, after assigning on the basis of judgment
degrees of satisfiability of Qa(s) for all relevant actions, it should be performed
judgment for conflict resolution among these degrees for different actions resulting
in selection of the best action for execution in a given situation.

For real-life projects it is hardly possible to expect to induce the high quality mod-
els of the discussed complex vagues concepts on the basis of automatic methods only
(see, e.g., [43]) without acquiring by agents domain knowledge through cooperation
with domain experts.

One can consider the mentioned above tasks of approximation of complex vague
concepts related to actions as the complex game discovery task (see Fig. 3.11) from
data and domain knowledge.

The discovery process of complex games, in particular embedded in them com-
plex vague concepts, often is based on hierarchical learning supported by domain
knowledge [3, 9]. It is also worthwhile mentioning that these games are evolving in
time (drifting in time) together with data and knowledge about the approximated con-
cepts and the relevant strategies for adaptation of games used by agents are required.

Fig. 3.11 Games based on
complex vague concepts

www.praxiom.com/iso-31000-terms.htm
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These adaptive strategies are used by agents to control their behavior on the way
toward achieving by them the targets. Note that also these strategies should be learned
from available uncertain data and domain knowledge.

3.8 Comments on Dialogues of Agents in W2T

In this section, we present some preliminary comments on dialogues among agents.
Dialogues of agents from a given team of agents can lead e.g., to a common under-
standing of problems to be solved by the team and next to common problem solving
by this team. The issues related to reasoning based on dialogues are not trivial espe-
cially when one would like to base their treatment on dominating paradigms for
reasoning in logic. This point of view is well expressed by Johan van Benthem in
[32] (see Foreword, p. viii):

I see twomain paradigms fromAntiquity that come together in themodern study of argumen-
tation: Platos Dialogues as the paradigm of intelligent interaction, and Euclids Elements as
themodel of rigour. Of course, some people also think that formalmathematical proof is itself
the ultimate ideal of reasoning—but you may want to change your mind about reasonings
peak experiences when you see top mathematicians argue interactively at a seminar.

Dialogues enable the agents to search (efficiently) for solutions. Very often queries
formulated inW2T technology by agents are represented by vague concepts in natural
language (e.g., in dialogue based search engines). Agents are expecting to receive
c-granules satisfying their specifications to satisfactory degrees. The meaning of sat-
isfiability to a degree should be learned on the basis of dialogue of agents embedded
in the W2T. Satisfiability to a degree gives some flexibility in searching for solu-
tions. The solutions do nod need to be exact. This makes the process of searching
for constructions of such c-granules feasible. Usually such constructions should be
robust relative to some deviations of components. The interested reader may find
more details on these issues in (see, e.g., [29–31]), where the approach is based on
the rough mereological approach.

Through dialogues agentsmay try to recognize themeaning of c-granules received
fromother agents. They can do this by learning approximations of received c-granules
in their own languages. A given agent may acquire the concept ontology used by
another agent. However, usually a given agent can only acquire approximation of
concept ontology possessed by another agent. This knowledge transfer may be very
useful in solving problems by the agent (see e.g., [3, 20]). Let us observe that the
ontology approximation may also be used in efficient searching for relevant contexts
of queries received by agents from other agents.

One of the challenges for adaptive judgment performed by a given agent ag
is a learning task of approximation of derivations performed by another agent ag′,
assuming that the concept ontology of ag′ was already approximated by ag. Approx-
imation by ag of derivations performed by ag′ may be understood as approximation
(to satisfactory degree) by ag of solution constructions delivered by ag′.
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3.9 Conclusions

The approach for modeling interactive computations based on c-granules was pre-
sented and its importance for the risk management and cost/benefit analysis in W2T
was outlined.

The discussed concepts such as interactive computation and adaptive judgment
are among the basic ingredient elements in the Wisdom Technology (WisTech)
[9, 10]. Let us mention here the WisTech meta-equation:

WISDOM = (3.2)

INTERACTIONS +
ADAPTIVE JUDGEMENT +
KNOWLEDGE .

The discussed c-granules may represent complex objects. For example, Fig. 3.12
presents some guidelines for implementation of AI projects in the form of a coopera-
tion scheme of agents responsible for relevant cooperation areas [9]. This cooperation
scheme may be treated as a higher level c-granule.

The presented approach seems also to be of some importance for developing
computing models in different areas such as natural computing (e.g., comput-
ing models for meta-heuristics or computations models for complex processes in

Fig. 3.12 Cooperation scheme of agents responsible for relevant competence area
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molecular biology), computing in distributed environments under uncertainty real-
ized by multi-agent systems (e.g., in social computing), modeling of computations
for feature extraction (constructive induction) used for approximation of complex
vague concepts, hierarchical learning, discovery of planning strategies or strategies
for coalition formation by agents as well as for approximate reasoning about inter-
active computations based on such computing models. All these areas are strongly
related to the W2T technology.

In our research, we plan to further develop the foundations of interactive com-
putations based on c-granules toward tools for modeling and analysis of computa-
tions in Natural Computing [33], Wisdom Web of Things [53] or Cyber-Physical
Systems [17].
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Chapter 4
Towards a Situation-Aware Architecture
for the WisdomWeb of Things

Akihiro Eguchi, Hung Nguyen, Craig Thompson and Wesley Deneke

Abstract Computers are getting smaller, cheaper, faster, with lower power require-
ments, more memory capacity, better connectivity, and are increasingly distributed.
Accordingly, smartphones became more of a commodity worldwide, and the use
of smartphones as a platform for ubiquitous computing is promising. Nevertheless,
we still lack much of the architecture and service infrastructure we will need to
transition computers to become situation aware to a similar extent that humans are.
Our Everything is Alive (EiA) project illustrates an integrated approach to fill in
the void with a broad scope of works encompassing Ubiquitous Intelligence (RFID,
spatial searchbot, etc.), Cyber-Individual (virtual world, 3D modeling, etc.), Brain
Informatics (psychological experiments, computational neuroscience, etc.), andWeb
Intelligence (ontology, workflow, etc.). In this chapter, we describe the vision and
architecture for a future where smart real-world objects dynamically discover and
interact with other real or virtual objects, humans or virtual humans. We also discuss
how the vision in EiA fits into a seamless data cycle like the one proposed in theWis-
dom Web of Things (W2T), where data circulate through things, data, information,
knowledge, wisdom, services, and humans. Various open research issues related to
internal computer representations needed to model real or virtual worlds are iden-
tified, and challenges of using those representations to generate visualizations in a
virtual world and of “parsing” the real world to recognize and record these data
structures are also discussed.
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4.1 Everything Is Alive

We know that computers are getting smaller, cheaper, faster, with lower power
requirements, more memory capacity, better connectivity, and are increasingly dis-
tributed. Mainframes were bulky centralized computers; desktops distributed com-
puting to the masses; and laptops began the portability revolution that resulted
in today’s smartphones which you can both talk into and compute with—they know
where you are and help you connect to your 1000 closest friends as well as to “the
cloud” which can provide a repository of relevant, accessible information, unlimited
storage and global connectivity. What is the next paradigm shift in how computing
will connect into our lives?

We observe that humans are situation aware.We use our built-in perceptual senses
(sight, hearing, taste, smell, and touch) or augmented senses (telescopes, micro-
scopes, remote controls, and many more) to sense, communicate with, and control
our world. We can flip channels on the television and quickly identify the kind of
show and whether we are interested. We know how to cross the street safely and
may know how to cook broccoli casserole or perform a heart operation. We can use
language to query, command, and control others. Also, we can quickly recognize
common known situations and learn about new situations.

In contrast, until recently and with few exceptions, computers were context
unaware and did what they were told. You could take your laptop to a ball game,
and it might send and receive email or let you browse the web, but it was unaware of
the no-hitter in progress. Similarly, observing a heart operation, a computer would
not remind a physician that she left a sponge in the patient. Exceptions are when
computers are used in combination with control systems to sense the water level at a
dam and open a spillway, or recognize faces in videos, or identify that if you like that
movie, you might like others. However, each of these is a brittle instance of being
context-aware and is hard to generalize. One of the more important signs of the dawn
of a more general kind of situation-aware computing is location awareness, which
smartphones have by virtue of on-board GPS and the ability to connect to the cloud
to download location-relevant information. Nevertheless, we are in the early stages
of computers being able to sense their environment.We lackmuch of the architecture
and service infrastructure we will need to transition computers to become situation
aware to a similar extent that humans are.

Imagine if you could talk to any object in your house (e.g., TV, AC, a chair) as if
they were alive. What would you like to ask? How would you like them to behave?
Perhaps you ask the TV to auto-recommend channels to you after studying your
preferences, or theAC to auto-adjust tomaximize everyone’s comfort in the room, or a
chair to auto-configure itself to fit your body. The Everything is Alive (EiA) project
at the University of Arkansas is exploring pervasive computing in a future smart,
semantic world where every object can have identity and can communicate with
humans and other smart objects. In that sense, all objects are context and situation-
aware agents. The focus of the project is broad, including thefields of ontology, virtual
worlds, smart objects, soft controllers, image recognition, mobile computing, mobile
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robots, and human workflows. In this chapter, we discuss how those technologies are
architected to combine together to build up the future world of EiA.

As Thompson described EiA in 2004 [1], in ancient days, peoples’ lives were
surrounded by many “living things” including rocks and trees, and many natural
“living phenomena” such as wind and rain; people believed spirits resided in things
and influenced their life in various ways. Therefore, people tried to understand those
“living things” and “living phenomena” and asked how to live with those to maxi-
mize the happiness of their lives. With the introduction of science, people developed
technology as a means of conquering nature; as a result, we humans became self-
centered believing that our intelligence distinguishes us from other things. It is true
that peoples’ lives became a lot more efficient and convenient. However, count how
many physical objects you have in your room. If these were intelligent, imagine how
many new services you could access. In EiA, we believe that any of those objects can
be “living things” (dynamic, active objects) and any of those services are possibly
“living phenomena,” as we associate knowledge, action, and rules with those things
or services in the world around us. The basic concept of the EiA project might be
stated as make everything alive to make our lives richer. We are exploring the archi-
tecture to convert a world of ordinary objects into the world of smart semantic objects
where everything is alive, can sense, act, think, feel, communicate, and maybe even
move and reproduce [1].

Our work contains various aspects that are related to or categorized into Ubiqui-
tous Intelligence, Cyber-Individual, Brain Informatics, and Web Intelligence which
combine together to add Intelligence to the hyper world where the social world, the
physical world, and the virtual world are mixed together [2] as shown in Table4.1.
Within the Ubiquitous Intelligence field of study, one focus of the EiA project is the
smart object research that explores and identifies the way to make an object smart
based on the protocols it obeys [3]. Similar to the concept of the Internet of Things,
we assign unique identity to each object and develop a communicative structure with
networking capability. Regarding Cyber-Individual, EiA emphasizes the use of 3D
virtual worlds to represent real environments and our individual lives [1]. We build
a realistic environment in a virtual world and use it as an environment to simulate
and test architectures we developed for the future world of pervasive computing,

Table 4.1 Various aspects in EiA

Ubiquitous intelligence Brain informatics

• Smart objects • Psychological experiment

• RFID • Biologically-inspired simulation

• Spatial searchbot • Interdisciplinary study

Cyber individual Web intelligence

• 3D modeling • Ontology service

• Virtual world • Dynamic API distribution

• Prototyping •Workflow
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which includes a spatial search bot [4], soft controllers [5], smart objects [3, 6], and
autonomous floor mapping robots [7]. This is significantly different from 3Dmodel-
ing in that we can include social interactions of people. This type of Cyber-Individual
technology can help to develop the concepts and architecture of Ubiquitous Intelli-
gence.

In addition, as a part of the Brain Informatics field of study, we also emphasize
the importance of learning from human behavior to build more efficient models.
We proposed a new model of object recognition, which was inspired by a study
of child language acquisition in developmental psychology [8]. Also, based on a
biologically-inspired genetic model of economics, we analyzed effective decision
making strategies, which would be important to build up Web Intelligence to dis-
tribute services effectively [9]. As the development of Web Intelligence, in terms of
the architecture of distribution of services, one of the main foci of EiA is modularity
via plugins and services. i.e., the way any agent can dynamically extend or remove
their capabilities depending on need [6, 10]. Therefore, our development of Web
Intelligence is based on goal-oriented service distribution. Depending on need for a
certain goal, Web Intelligence provides appropriate support to our world. This work
includes the idea of a soft controller, dynamic interface loading, and ontology ser-
vices. The challenge for our project is how to efficiently combine those four domains
of studies to develop an ultimate architecture for realizing the world of EiA where
people, things, and services are synthesized to provide benefits in our lives.

4.1.1 Ubiquitous Intelligence

4.1.1.1 Key Concepts

Ubiquitous Intelligence means that “intelligent things are everywhere” [2]. In other
words, it also means “Everything is Alive.” It happens when the world is transformed
into a smart, semantic world with intelligent objects harmoniously coordinates with
each other by utilizing omnipresent sensors. Key challenges include how things are
aware of themselves, how to figure out user’s need or context, and how to understand
common knowledge [2].

Self-awareness is one important concept that makes objects behave more effi-
ciently based on context understanding and on the way others perceive them. For
replacement of human language communication, the objects may use a query lan-
guage that can retrieve and manipulate data. The work of GS [11] divided the smart
object as agents into three different levels: owner object, active object, and passive
object. They used a refrigerator as an active object, which can read RFID information
of objects inside of the refrigerator as passive objects. Both owner object and active
object have sets of query languages, and depending on the query sent by the owner
object, an active object can send a query to some passive object to meet the goal.
This opens a new door to the way people interact with objects. We specify what
rather than how things should be done to accomplish some goals, and the objects
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coordinate with each other to accomplish the stated goals. For example, people can
be anywhere and tell objects in their house to take meat from a freezer to defrost
before they get home and start cooking. The freezer figures out what types of meat
are available and takes out an appropriate one. The smartphone, freezer, and meat
act as owner, active, and passive objects, respectively.

4.1.1.2 Ubiquitous Intelligence in EiA

In our EiA project, one important question is what it is about objects that makes
them smart and how we can create a world for them. In order to answer the question,
we identified protocols that can be added to an ordinary object to transform it into a
smart(er) object. Example protocols are explicit identity, message-based communi-
cation, API, plug-in behaviors, security, associated 3D models and ontologies, and
others.

To demonstrate these ideas, Eguchi and Thompson [3] developed a demonstration
in a virtualworld, SecondLife, onUniversity ofArkansas island of a babymannequin
that nurses can use to learn how to help infants who need special care. Such babies
stay in warming beds with several smart features. We visited our School of Nursing,
modeled an infant bed, and created scripts to operate the bed (Fig. 4.1). By itself, that
was not our main contribution, it just set the stage to understand smart objects. In
order to understand how to create “smart objects,” we associated application program
interfaces (APIs) with objects and then added the ability to discover the API of smart
objects nearby. Then, when a remote control device, which we term a soft controller
since it is a programmable remote (e.g., a smartphone), is near those objects, it
“discovers” the API and imports it to a display so that the object can be operated by
remote control. This works with all objects that follow the API discovery protocol.
We also identified several other protocols that make an object smart or rather smarter
[3].

We described how to do this in the real world using RFID and smartphones but
demonstrate this using 3Dvirtualworldswhere an avatar passing by smart objects can

Fig. 4.1 a Baby mannequin in a bed that is actually used in a nursing school; b the model of the
baby mannequin in Second Life
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use a universal remote (which is a smartphone in the real world) to read an object’s
API and control the object.Wefirst used 3Dvirtualworlds to demonstrate and explore
such protocols [3], and then translated these protocols to the real world [6].

Our next challenge was to give stronger context inference ability based on rela-
tionships between other objects. Eno and Thompson [4, 12] built an avatarbot that
autonomously roams around the virtual world to collect information of objects, simi-
lar to a searchbot in the web. Based on the spatial relationship and semantic relation-
ship of meta-data retrieved, they successfully inferred names of unlabeled objects.
We believe with the increasing number of smartphones, in the future, each person
can be a “searchbot”: by walking around the world with smartphones, everyone can
contribute to gather the knowledge in Ubiquitous Intelligence via crowdsourcing and
sharing the results.

In the EiA project, we first recognize that everything can be associated with
intelligence by providing unique identity for each object and event. People can use
the identity of an object of interest to retrieve associated knowledge or possible
commands to control the object. In addition, our searchbot collects such identities
distributed in a space. However, one important focus of W2T is a circular flow of
data. Even though this architecture may satisfy people’s intellectual curiosities by
providingmore knowledge about objects around in theworld, the data floweventually
stops by achieving the goal.

4.1.2 Cyber-Individual

4.1.2.1 Key Concepts

Cyber-Individual is a term that refers to a real individual’s counterpart in a virtual
space. The main idea of this research is to virtually place humans in the center of
the world with Ubiquitous Intelligence [13]. Using a user’s preference list, Lert-
lakkhanakul and Choi [14] showed how to coordinate smart objects (e.g., AC, sofa,
light, and TV) tomake the environment most enjoyable for the user. Although Cyber-
Individual ideally contains a full description of an individual, it is not possible to
reflect literally everything, so the important question here is what kind and how to
represent descriptions of individuals.Wen et al. [15] divided the set of descriptions of
an individual into two: descriptions that require instant refresh such as psychological
emotion and physical status, and descriptions that require gradual updates such as
social relationships, experience, and personality. This kind of classification is impor-
tant to build a realistic Cyber-individual. Commercial concerns make use of Cyber-
individual technology: Acxiom Corporation collects information on individuals and
uses a product called Personicx Lifetime [16, 17] that clusters U.S. households into
one of 70 segments within 21 life-stage groups based on consumer-specific behavior
and demographic characteristics.

Another area related to Cyber-Individual is mirror world research [18]. The con-
cept of a mirror world is to synchronize any activity, environment, and interactions
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between the real and virtual worlds. Various types of sensing technology help to
build models of the real world in a virtual world, and Ubiquitous Intelligence adds
additional information of object, people, and places in the world. However, the other
way around to reflect the change in the virtual world to the same change in a real
world had been a big challenge. Fortunately, with recent technology of Augmented
Reality, those two worlds are starting to be merged together [19].

Therefore, we can assume that a Cyber-Individual can represent an individual in a
real world more accurately, both physically and socially. Based on the analysis over
interactions in this virtual world, we may see similar results from what we expect in
a real world. This field of study brought us a new means of freely simulating our life.

4.1.2.2 Cyber-Individual in EiA

EiA emphasizes the use of 3D virtual worlds as a mean of prototyping pervasive
computing architectures, assuming the virtual world is a suitable surrogate represen-
tation of our physical and social world. Each person in the virtual world platform
Second Life has an associated avatar. The avatar can interact with other objects: get
information from and control other objects. One challenge in the past is how to link
an individual in the real world with his/her counterpart in the virtual world. There are
two problems to deal with: complexity and time consumption of life-like modeling
of humans or things; and spatial, temporal, and social tracking of individuals.

Recent advances in research are promising keys to solving these two problems.
With the creation ofMicrosoft Kinect, we now have easy access to real-time and life-
like 3D modeling of objects in the real world [8] (Fig. 4.2a). Given the complexity
of modeling objects in 3D and the diversity of objects surrounding us, this new
technology enables a normal person to not only model nearby things but also the
individual. Then, to link the 3D models with their counterparts in the real world,
we can use RFID to tag and link objects between the two worlds. One disadvantage
of this method is that we cannot track the objects in space or time. We can only
identify the object. However, since most objects in the real world are static and

Fig. 4.2 a 3D reconfiguration with Kinect; b hospital in Second Life island of University of
Arkansas
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sometimes immovable: TV’s, refrigerators, lights, etc., identities of the object are
enough for us to interact intelligently with them [6]. As for human individuals,
identity is not enough, especially if we want to model interactions between human
and objects or even just between humans. Fortunately, with smartphones becoming a
commodity, we can track individuals not only in space and time, but also their social
interactions [20].

These leaps in technology enable us to view the real world as a very high def-
inition 3D virtual world that can be modeled by 3D virtual worlds that strongly
resemble the real world both graphically and socially (Fig. 4.2b). Nevertheless, we
cannot represent everything in the virtual world, but we do not think that would be
a problem. The question is what kind and how much information we need to make
everyday decisions like making coffee, playing chess with friends, etc. We do not
need molecular level precise replicas of our world, and the growing information we
can extract from the real world with current technology is already sufficient to make
an increasing number of decisions in our daily life.

Currently in the real world, most objects are passive and not very smart. However,
in 3D virtual worlds, objects can have associated behaviors (scripts). A virtual world
such as Second Life or Unity can be used to represent the semantics of the real
world since all objects are provided with unique ID, i.e., every object has a built-in
identity. Additionally, in virtual worlds, we can easily track xyz coordinates of every
object, experience simple physics, and interact with other people as in a real world.
Therefore, we see virtual worlds as a powerful environment to test new programs and
architectures that will build Ubiquitous Intelligence. Thus, many of our results can
be applied no matter whether we are connected to the real world or one of the virtual
worlds. The Cyber-Individual concept is not just a suitable representation of our
everyday life but also as a reasonable way to understand our own social interactions,
both with other people and with objects surrounding us.

However, at the same time, Perkins [21] pointed out two areas for improvement in
the current model of virtual worlds: the security issue of communication in the world
and the need for better methods to communicate with external servers. Nguyen and
Eguchi [6, 7] also discussed several problems with using Second Life in the devel-
opment of autonomous floor mapping robot. However, these problems are specific
only to the virtual world Second Life and can be solved by extending its capabilities
or switching to another more powerful environment.

4.1.3 Brain Informatics

4.1.3.1 Key Concepts

Brain informatics is the interdisciplinary field of study that focuses on actual mech-
anisms used by humans. People in this field try to understand the core of human
intelligence to offset the disadvantages of dependence upon logic-based inference
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by introducing many different perspectives such as biology, psychology, cognitive
science, neuroscience, etc. [2, 22].

While object recognition is an actively investigated field of studies in computer
science, physiological evidence show that the primate ventral visual pathway devel-
ops neurons that respond to particular objects or faces independently of their position,
size or orientation, which seem to responsible for recognitions of transform-invariant
visual objects and faces [23–25]. Over the past twenty years, Oxford Centre for The-
oretical Neuroscience andArtificial Intelligence has investigated a range of problems
in this field by developing a biologically plausible simulation model of the primate
ventral visual pathway. This model has solved problems like invariant object recog-
nition [26], segmentation of simultaneously presented objects [27], and human body
segmentation based on motion [28]. Additionally, this model is able to learn separate
representations of different visual spaces such as identity and expression from the
same input [29].

In addition to the detailed investigations of actual mechanisms of our brains, Brain
Informatics also includes human’s behaviors, which are controlled by the brain. One
interesting example is Roy’s project [30] to solve the puzzle of children’s language
acquisition. He set video cameras on the ceilings of every room in his house and
recorded two full years of his son’s growth, which can be reconstructed with 3D
models to later analyze any moment of time with video image and sound. Based
on the detailed analysis of the data, his group found a tendency of caregivers to
adjust the way they speak to a child, which resulted in a significant impact on his
child’s words learning process. This experiment provided not only keys to solve the
word acquisition problem but also insights to many other related areas such as action
segmentation [31] and social interaction [32].

Furthermore, the interdisciplinary field called neuro-economics has been grow-
ing recently [33]. In traditional economics, the researchers have often assumed that
our behaviors of choices follow a simple principle of utility maximization, which
assumes that our choices simply reflect the values assigned to different options [34].
In other words, they tended to think our choices and preferences are synonymous.
However, as the preferences are in reality dynamic and flexible, this theory cannot
oftentimes explain many of our decision making behaviors which are strongly influ-
enced by other instances such as status quo bias and addiction. Accordingly, rather
than exploring such hard-coded formula for our decision-making behaviors, it is
more reasonable to investigate the black-box of which the decisions are made in our
brain [35]. For example, decades of study on the brain region called Orbitofrontal
cortex (OFC) have shown to encode reward value of stimuli [36, 37]. Interestingly,
this representation is influenced not only by the value of stimuli itself but also by
the context and other goal-oriented information, which makes the representation of
preferences more flexible [38]. This physiological evidence should provide a better
understanding of our brain to actually make decisions.

These works indicate that Brain Informatics can help solve current technical prob-
lems with insights to humans’ behaviors, without which it might be prone to errors
or impossible to solve.
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4.1.3.2 Brain Informatics in EiA

One important characteristic of the EiA project is that the system includes not
only smart objects but also humans or humans represented by their avatars in a
virtual world. Therefore, in order to develop the communication between humans
and objects, the field of Brain Informatics becomes important. One important fact
that we cannot disregard is that the change in humans’ psychological behavior in
a computer mediated communication (CMC) setting. Experimental data collected
by Eguchi and Bohannan [39] showed that Americans with their use of web-cam
in CMC decreased both personal identity (self-perception of their uniqueness) and
social identity (self-perception of their belongingness), which may be explained by
a significantly increased feeling of anonymity. This study indicated that even if the
Cyber-Individual accurately mirrors individuals, there will still remain strong psy-
chological differences between communication in a real world and in a virtual world.

Brain Informatics can also enhance learning ability of computer program, specif-
ically object recognition. A traditional object recognition model is usually focused
on the shape of the objects, but it was challenging to distinguish two very different
objects whose shapes are very similar to each other (deodorant spray can and insecti-
cide spray can), or two differently shaped objects which perform essentially the same
function (a normal chair and an oddly shaped chair). To solve this problem, Eguchi
[8] focused on the mechanism that human children actually use to learn names of
objects from the field of developmental psychology. Using Microsoft Kinect and
machine learning techniques, he developed a new method to recognize an object
based not only on its shape but also on its function in the same manner children actu-
ally do [40, 41] and showed how an insight into humans’ mental capability helps
improve current techniques which solely rely on machines (Fig. 4.3).

Furthermore, Eguchi and his colleagues have recently started developing biolog-
ically accurate computational models of early visual processing of primates’ visual
pathway [42–44]. This is a beginning of a step towards a convergence between
the fields of computational neuroscience and artificial neural networks (ANNs).
While computational neuroscience has traditionally attempted to understand neu-

Fig. 4.3 Object recognition inspired by developmental psychology; a shape learning; b function
learning



4 Towards a Situation-Aware Architecture for the Wisdom … 83

ronal dynamics by building models from the bottom-up, ANNs have stressed a
goal-oriented top-down approach. In this way, we can investigate more efficient
mechanisms.

Problems of the study in Brain Informatics, especially when focusing on functions
of brain, is a need for the expensive facilities like fMRI and various issues to be
addressed in order to use actual human subjects in the research. In the EiA project,
we collaborate with researchers in the field of Psychology so that we can pursue our
main goal of EiA which is to make everything alive to make our lives richer. Without
a deeper understanding of ourselves, we may be able to make everything alive, but
cannot enrich our lives. Our interdisciplinary study over humans provides a path to
accomplish this.

4.1.4 Web Intelligence

4.1.4.1 Key Concepts

So far, this chapter has discussed the way to collect knowledge through Ubiquitous
Intelligence, Cyber-Individual, and Brain Informatics to form the data cycle inW2T.
Web Intelligence is the essential concept that provides the way to efficiently make
use of the knowledge. Web Intelligence is the concept that focuses on the Artificial
Intelligence and Information Technology aspect at the development of Web infor-
mation systems [13]. Web Intelligence possibly realizes self-organizing servers to
automatically and efficiently match up individual needs and services. The server can
be seen as an agent that can dynamically adjust the behavior. Additionally, based on
various streams of knowledge fed into the database, Web Intelligence is eventually
able to provide people wisdom [45]. This research focuses on the new Web-based
technology to process vast amount of information available in our world to provide
people a better way of living, working, and learning. The challenges include design
of goal-directed service, personalization feature, semantics, and feedback [2].

One example is the automated renewable home energy management system [46].
The system monitors daily energy consumption of a house and provides helpful rec-
ommendations to the owner via Internet. The provided information includes early
warnings of low energy, task rescheduling suggestions, and tips for energy conser-
vation that minimally affect our lives.

Based on data collected, Web Intelligence extracts knowledge and refines it to
wisdom, and people will benefit from the services providing this new wisdom.

4.1.4.2 Web Intelligence in EiA

One of our main foci in Web intelligence is the ontology problem. Humans can tell
the difference between a door and a castle; however, real world objects are not labeled
with explicit identities, types, locations, or ownership [47]. 3D virtual worlds provide
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explicit identities, locations, and ownership, but names for object types are often not
provided based on the analysis of collected data [4]. To build a smart, semantic world
where every object is labeled and associated with knowledge, we need some way of
associating information.

Like the semantic web [48], semantic worlds involve annotating things with meta-
data (types, super-types, API, attributes, costs, owners, locations, etc.). In the EiA
project, Eno and Thompson [4] developed two ontology services, one that takes Sec-
ond Life labels, looks them up in the WordNet ontology, and then overlays them
with metadata from WordNet [49]. The other is an annotation service that depends
on crowd sourcing so that any user can add metadata to any object. This service
provides the computer a way to infer the type of an object even if that object is not
labeled explicitly with identity. This information would help the unknown object to
be aware of its identity or role based on the environment it is in and would also help
other objects to establish appropriate relationship with the unknown object. This
ontology service could operate platform-agnostic, no matter whether it is connected
to the real or any particular virtual world. Even though their implementation operates
in Second Life environment, with RFID and smartphones, we can do this in the real
world in the same manner. This ontology service is a step towards context-aware
applications.

Suppose we can correctly identify each object by the use of some means like
RFID, object recognition, and ontology service; then the next challenge is how to
distribute goal-directed services. This is where the smart objects and soft controller
architecture discussed in Ubiquitous Intelligence plays a role [3, 5]. Whenever an
active smart object like a controller detects identity of other smart object, it sends
a query against a remote database, probably located in “the cloud,” to see if any
related information is available. The information can be the history of the object,
API to control the object, owner information, and so on. An actual implementation
of this architecture in the real world is presented in [6]. The model we developed can
deal with the plural reference problem; i.e., differentiation between the command to
turn off a single light and a command to turn off all the lights in this room. Future
work will deal with business rules of smart objects like how an iPod and a speaker
can be used together based on logic inference.

Additionally, Eguchi and Nguyen [9] discovered a challenge in the development
of a Web Intelligence service based on centralized cloud knowledge. If people are
trying to maximize their profits among limited resources, there are always winners
and losers, the consequence of the zero-sum game. In the extreme case, the seemingly
best choice based on shared knowledge actually becomes the worst since it will be
usedmost often. Suppose there is aweb service to provide traffic information basedon
users’ report. If many people use the web service and choose the same least crowded
route at the same time, that route suddenly becomes overcrowded, and the route
Web Intelligence provided becomes worthless. Using a biologically-inspired genetic
algorithm in a context of minority game, we determined the pattern of cooperation
over limited resources. The result indicated that people’s accuracy of the report to
build the centralized knowledge and the tendency of users to follow the centralized
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knowledge may play key roles in the context. Therefore, it is important to take those
findings into account to build a future Web Intelligence.

4.2 Implementing the Wisdom Web of Things

The challenge of our EiA project is how the various architectures we developed will
be integrated into one unified concept of EiA. Zhong et al. [2] describe the data cycle
for Wisdom Web of Things as composed of the following steps:

• Things to data
• Data to information
• Information to knowledge
• Knowledge to wisdom
• Wisdom to services
• Services to humans
• Humans to things

shown graphically in Fig. 4.4.
In this section, we describe how to realize the data cycle with the current technol-

ogy discussed in the previous section; and we identify open research issues related
to internal computer representations needed to model real or virtual worlds. We also
consider how we can use those representations to generate visualizations in a virtual

Fig. 4.4 Data cycle in EiA and W2T
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world and also how we can “parse” the real world to recognize and record these data
structures.

4.2.1 From Things to Data: Identity, Instances, Types

How can we associate symbolic names with subkinds of physical objects? Entity
identity is at the heart of identity management technologies [50] that are used in the
real world to track humans, animals, products, medical supplies, inventory, and other
“things” throughout their supply chain or life cycle [5]. Virtual worlds like Second
Life and Unity provide ways to create virtual instances of things from a prototype.
For example, a virtual world user can design a Maserati and then create (by copying
the model) as many instances as they wish. The Maserati and the behavioral scripts
that implement its function in the model can be separately owned by the model’s
creator and granted to third parties by a variant of digital rights management that
enables granting rights to create, modify, or copy objects. However, a challenge is
that in the real worlds, chairs are not labeled with the type chair and the same is true
in virtual worlds. Although it is possible to label objects in these virtual worlds with
text strings like “chair,” most users do not bother to do so. As yet, there is no real
notion of strong typing in either real or virtual worlds.

Instead, in both, users use their brain’s ability to recognize objects in order to
recognize and name them. Earlier, we indicated we’d developed an annotation mech-
anism so that third parties in a virtual world could identify or provide explicit associ-
ations of types for objects. In the real world, one way to do this is to attach identifiers
to each thing, e.g., RFID tags [3] or bar codes [51]. Identifying objects by type is
useful in either the real or virtual world because other information can be associated
with the type.

In the W2T hyper world that integrates the real and virtual world, we can then
make changes in the real or virtual world and see corresponding changes in the other
world, whichwe term amirror world [18]. For suchmirror world applications, having
3D models of concrete objects is not enough. There must be ways to build models of
places. Manual methods can work for places and stationary structures like buildings
through automated creation of such 3Dmaps.Oneway to buildmodels quicklywould
be to put RFID tags on objects and add RFID reader capability to smartphones. A
complementary approach could use the Amazon Firephone [52] which uses image
processing to recognize images and text and can identify 70M products.

Above the lowest level of being able to represent physical objects in virtual worlds
via graphics and types, there are further considerations. For real-world objects like
thermostats that can have APIs, we can associate corresponding script-based behav-
iors in a virtual world that model the real world behavior [6]. Smartphone apps
already exist that enable a user to change their home’s temperature from any loca-
tion. Such mirror world mappings can be sparse or dense depending on the ability to
connect updates in one world to the other. Still, even passive objects can have APIs
which could enable querying objects for information, e.g., chair: tell me your color
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or how to repair you. It also appears that physical objects can have associated plug-
in behaviors like a history plug-in that records state changes in an object’s history
(thermostat: what was the temperature on June 10, 2013 at 9am?) or a scheduling
plug-in that schedules the thermostat for different temperature ranges on different
days and times of day. Many kinds of objects could have history, scheduling, or other
kinds of plug-in behaviors.

In a world of smart objects (smart networked devices) as described above, there
is a need for inter-object communication. Objects can send each other messages
in a direct analog to object-oriented programming except that all the devices are
distributed in a wide area network and may become unavailable (e.g., out of range).
However, there is also a need to specify rules that control suites of objects as if
they are one object. A familiar case is home entertainment components that can be
controlled by today’s programmable Harmony remotes [53]. A generalization would
allow a user to build a condition-action rule like: IF (the yard sensor indicates
‘dry’) AND (the web weather service indicates ‘no rain’) THEN (turn on the
yard’s sprinkler system). Similarly, it will be convenient to use plurals in rules like:
Turn off the lights in the living room.

In short, in the phase of things to data, various data are collected from the real
world using sensors [2]. An object in the real world is represented by its unique ID
in the virtual world. This ID can be given to the objects using RFID tags by their
manufacturers (or by other means, e.g., biometric, visual). In addition, the shapes of
objects and their locations can be updated using both GPS and RFID tags. Societal
higher level issues remain ahead, especially those dealing with security, e.g., who
has access to your home’s virtual model and how can you protect it from intruders?
Security and privacy are covered in more detail below.

4.2.2 From Data to Information: 3D Models of the Real
World

Then, data collected undergoes “cleaning, integration, and storage” [2]. For loca-
tion and distance, the data can be a 3D vector describing the translation of object
in 3D from some origin, either globally across different environments and domains
or locally within a specific environment such as the coordinate system in Second
Life. Data collected by sensors like mouse and IR sensor build a map of the environ-
ment [7].

Following the previous step discussed in Sect. 2.1, every smartphone user becomes
a search spider with a record of what objects their phone identified at what locations.
Crowd sourcing (since most people have a smartphone) can then keep the “map” of
the objects in the world up to date. However, the issue is that RFID alone does not
provide precise locations so this would provide a useful but coarse map. Also, GPS
works out of doors but other means like Real Time Location Services [54] or image
understanding would be needed for interior spaces.

http://dx.doi.org/10.1007/978-3-319-44198-6_2
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In our autonomous floor mapping robot project, more accurate 2D maps were
generated by an autonomous robot that was embedded with a computer mouse to
track a floor and an IR sensor to recognize shapes of the surrounding environment
[7]. The project utilized two virtual environments, Simbad and Second Life, and a
real robot to develop a new algorithm for floor mapping. This abstraction of soft-
ware and hardware sped up the development. The abstraction of software simulator
and hardware implementation can be regarded as the abstraction of the virtual and
real worlds. Thus, the technique can also be applied to the development process of
W2T [6].

First, the distance data between the robot and any obstacle in the environment is
collected by an IR sensor. This data is then integrated into a map stored in memory,
which is expanded as the robot acquires more data. Based on the knowledge from
the partial map, the robot knows where it has already explored and determines where
to map next. The map can be re-used by other autonomous agents to plan the most
efficient path to reach a specific location in the map. Since the mapping robot can
roam in an unknown environment, we can add an RFID reader located on top to
discover objects’ locations and label them in the map. Such a map can update the
new location of mobile objects, for example, to help a nurse find a wheel chair in a
hospital or to help find your glasses or car keys at home.

However, the question is how close we are to being able to build 3D (static)
models of real world places and things? The macroscopic physical real world that
humans inhabit can be statically represented as a collection of observables, concrete
nouns representing terraformed terrain and objects. Populating the landscape are
buildings, roads, rivers, vegetation, and man-made structures as well as vehicles,
equipment, expendables like food, and also avatars. Interestingly, 3D virtual worlds
and other 3D representations can reasonably represent these noun-ish things with at
least cartoonish veracity so that a human can recognize the objects in a scene [55].
Tools like Second Life’s prim representation, AutoCAD models, or standards like
COLLADAcan represent equipmentwith the precision needed to build the real-world
equivalent. What that means is that we have sufficient 3D world representations to
build a first approximation of the real world in virtual worlds. The field of graphics
is rapidly providing improved realism via illumination models, etc. Similarly, the
gaming industry is constantly providing better, more realistic physics models so that
e.g., a non-player character’s cloak moves naturally when she walks. Nonetheless, it
is still difficult to combine graphics data from many data sources into a common 3D
representation.

Williams [56] imported a 3D map into the game engine Unity, which provided
a contour map and ground use coloration, so roads, buildings, and vegetation were
visible. He added buildings as sugar cubes. However, all this was not trivial because
representations of contour data, land use data, architectural models, equipment mod-
els and avatars often use incompatible representations. This seems an easy problem
to fix, a small matter of getting many communities to rationalize graphics representa-
tions. In the ideal, it would then be easy to rapidly build representations of real-world
places just by assembling existing model data from the various data sources. More
work is needed in this area to make these various graphics representations compati-
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ble. Additional work is needed to scale representations to cover significant areas in
the world, though models of cities now exist, some using the OpenGIS community’s
CityGML standard [57].

Consider just product data which would be needed to populate the interior of
buildings.At present, every retailwebsite commonly provides 2D images of products.
However, they do not yet provide 3D models of data. If, when we purchased an item
at a retailer, a compatible 3D model of the items was available for addition into our
virtual model of our home, school, or office, then populating the 3D virtual model
would become immediately more scalable, which would accelerate the technology
of this step of data to information in W2T.

4.2.3 From Information to Knowledge: Ontologies,
Ownership, and Digital Rights

The step of information to knowledge is to fit data into some known models in
order to gain further insights [2]. For example, based on map and mouse tracking
information, an object can locate itself [7]; furthermore, an ontology service can
provide knowledge of the name of an object based on relational inference [4].

In artificial intelligence, the term ontology is used to describe a type-based clas-
sification system for a wide range of real world objects, e.g., kinds of amphibians.
Functionally, an ontology is more than just standardized vocabulary but also includes
interrelationships among concepts in a specific domain, providing a computational
representation of domain knowledge. Ontologies are being used in business appli-
cations. For instance, in a “big data” industrial workflow, Phillips et al. [58] used
ontologies to define a type system that was then used to recognize the format and
content of files in a known domain but with unknown detailed structure and content
to automatically determine a file’s layout, which before required manual characteri-
zation by human operators. Similarly, Deneke [59] developed a declarative language
to automate the composition of data processing workflows, making use of semantic
annotations for expressing characteristics of the base workflow elements: data fields
and operators. These annotations, drawn from a domain’s ontology, provided the
foundation of a domain-specific model that, once populated, establishes mappings
between high-level business objectives and low-level workflow specifications.

In the context of widely used ontologies with broad coverage, DBpedia is a crowd-
sourced project aimed at extracting structured ontology information fromWikipedia
[60]. Linked data is a mechanism for representing and publishing on the web the
interlinkages between data from different data sources [61]. Also, as mentioned
in Sect. 1.4.2, another widely used ontology is WordNet, which was developed at
Princeton [49]. WordNet provides a word-concept ontology comparable to a dictio-
nary. However, not covered by WordNet, humans can recognize and differentiate
subtypes of objects below the level of word concepts, i.e., at the stock keeping unit

http://dx.doi.org/10.1007/978-3-319-44198-6_1
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(SKU) level. Sangameswaran [62] used a specialized web search engine to build
product ontologies for major retailers.

A virtual model of the world would require geographic and land use data, flora and
fauna representations, building representations, but also representations of concrete
nouns that represent commercial objects, e.g., products. For product data, one of the
standards being developed is the universal Electronic Product Code (EPC). Similar
to barcode, EPC enables product identification and naming among different vendors.
Unlike barcode, EPC uses RFID tags to identify and track objects [63]. Nevertheless,
EPC alone does not present an object’s properties or its services or how to use them.
However, if we combine EPCwithOWL-S, which is “a standard ontology, consisting
of a set of basic classes and properties, for declaring and describing services” which
“enable[s] users and software agents to automatically discover, invoke, compose,
and monitor Web resources offering services, under specified constraints” [64], we
can have both a universal and easy way to identify smart objects, and the semantics
necessary to describe them in such a way that an even smarter soft controller can
automatically utilize.

EPC product data provides a way to uniquely identify individual kinds and
instances of products but not product properties. A retailer like Wal-Mart might sell
dozens of kinds of chairs, all with different technical specifications and prices and
customers comment on these to provide various kinds of evaluations. As mentioned,
we are currently investigating [47, 62] how to mine retail websites for descriptive
product ontology information. It seems likely that different organizations could pro-
vide local ontologies so that, when you enter a store, you can access that store’s
ontology (inventory including location within the store). We believe ontology ser-
vices that are situated “in the cloud” can contain most or all of the ontology content
(as opposed to the things themselves providing that content). The ontology service(s)
would combine with the 3D product models from the previous section to make it eas-
ier to populate 3D virtual worlds that model real places, real things, and open-ended
content related to those things.

Ontology associations will also be useful to describe typical or expected elements
related to a thing: a kitchen often contains a stove, refrigerator, range, sink, counter
tops, and cupboards; an office contains desk, chair, white board, books, papers,
and so on. These associations would help computers with default reasoning about
human activities. Some of these kinds of associations can be recovered from nearness
associations derived from virtual world data as described in [4, 12] and potentially
also from Google-scale text analysis.

The Internet of (noun-ish) Things will eventually require ontologies (knowledge
representations) that cover the types and instances of things that we want to commu-
nicate about. At the same time, humans use verbs to communicate about behaviors
related to things so a behavioral ontology is as important as the noun-ish ontology.
In cooking, boiling water and boiling an egg have related but differing workflows.
Object-oriented representations treating boiling as a method for objects water and
egg with a differing definition seem to be helpful in explaining this polymorphism.

Representations of objects and behaviors are not enough. We also need to overlay
ownership concepts so we can identify digital rights related to who has the right
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to perform certain actions on certain things. Database systems already provide dig-
ital rights that enable specifications to the enable certain users to perform certain
operations (e.g., create, insert, delete) on certain objects (e.g., tables, columns) and
also a language for granting rights owned by one user to other users. Digital rights
management extends this idea to arbitrary operations on typed objects. In addition to
role-based access control (e.g., [65, 66]), there are several digital rights expression
languages (e.g., XRML [67], ODML [68]).

The value of such access rights representations is the precise control of who
can do what operations to what objects. Humans learn legal and politeness rules that
prevent A from taking B’s things. In the digital environment, in 3D virtual worlds, we
come closest to seeing how rights management can work (and some of the associated
problems). For instance, in Second Life, a popular 3D virtual world platform, each
object or part of an object) can be acted on by scripts. Digital rights control granting
rights on scripts to others. The rights to operate or copy a digital object are enforced
by the virtual world system. While precise, the rights systems are not without some
problems. Second Life users often build interesting objects and transfer them to
others but fail to “unlock” some rights making the objects less useful to the receiving
party.

Transferring this idea to the Internet of Things and theWisdomWeb of Thingswill
create similar problems. A future smart gun might only fire if the owners biometric
password is available, which is a good thing when protecting the gun from children
or other unauthorized users but the gun might become unusable if the original owner
never grants rights to successor owners or the context of use changes.More flexibility
may be needed in future rights management schemes.

4.2.4 From Knowledge to Wisdom: Workflows and Planning

While concrete nouns and 3D models of things provide a static model of the world,
that is not enough since the real world and 3D virtual worlds both change. Physical
or virtual objects move from place to place; they receive and send communications
and messages that change their internal, location, or ownership state. Therefore, it is
important to investigate the concept of workflows and planning in order to turn the
set of knowledge developed into wisdom.

In natural languages, action verbs are effectively operators that convey a command
or description of a state change. More than that, an individual action is commonly
part of a larger “workflow” or collection of actions, also associated with an action
verb, and similarly the verb itself may be broken into finer grain actions. Thus, we
can see getting dressed in the morning (called an “activity of daily living” by the
healthcare community [58]) is part of a workflow that at a higher level involves
getting ready for the day (which might have other steps like eating breakfast), and
getting dressed is implemented by lower level actions like putting on your socks and
shoes. WordNet ontologies provide word-concepts for action verbs, but in a similar
way in which WordNet nouns like chair did not cover a retail store’s SKU level of
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detail; action verbs record only one level of abstraction and do not provide enough
information to recognize real world workflows. For example, in a recipe for mashed
potatoes, the step of boiling the potatoes involves lower level steps of peeling the
potatoes, filling a pan with water, putting them on the stove, turning on the burner,
etc. For computers to gain an understanding of situations, they need to be able to
observe detailed state changes and map those into higher level operations.

This kind of knowledge has not yet been collected or encoded in a general manner
but there are important special cases that involving keeping a trace of events of certain
types and analyzing them. For instance, logistics providers track locations of things
like trucks or cargo and analyze the location log for opportunities to improve routes.
Similarly, logs of household use of electricity can be analyzed and optimized. Other
examples are budget logs, reviewing a stock portfolio, reviewing a patient’s medical
history, and the practice of keeping TO DO lists.

In the Artificial Intelligence community in the 1970s, Sacerdoti [69] recognized
the hierarchical abstractions in workflows, and Schank and Abelson [70] explored
scripts as a representation for common repeated connecting event sequences that
make up much of our lives. Since that time, the concept of workflow has evolved and
there are now standards that describe business process modeling (see the Workflow
Reference Model by the Workflow Management Coalition [71], and later workflow
standards BPEL [72] and XPDL [73]). While there is considerable work in using
theseworkflowmodeling languages tomodel certain business processes, there is little
work in modeling everyday human workflows, e.g., getting ready for the day, driving
to work, going shopping, cooking, dating, going to class, etc., the routine activities
of life. That is, there is an open research area that involves collecting workflows
that “cover” common human experiences. At present, we do not know how many
workflows cover a kind of situation, how many situations cover a human life, or how
to delimit, partition and compose workflows.

Nonetheless, workflows appear to be useful. Entity and workflow internal repre-
sentations provide models of state and action. Internal representations of workflows
can be used for several purposes:

• Internal representations can be used to record events in a log as a kind of memory
of past states.

• The event log can be queried to recall specific events or mined to find patterns of
behavior.

• A logged event in the interior of a workflow can be used to suggest and help
recognize what large events it is part of and also to predict future events (e.g.,
you are eating a burger at a fast food restaurant and the workflow predicts you are
expected to leave when you are done) [74]. In the same way, workflows can be
used to fill in the gaps with default events that were not explicitly observed.

• Subevents in a workflow can be grouped together into high level events. For
instance, putting on your socks and shoes is part of getting dressed is part of
getting ready for the day which may also involve eating breakfast. Events above
and below respectively provide the why and how for a give event.
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• The event log may contain events that are not part of a given workflow because
they are parts of other workflows and just happen to be interleaved with the present
workflow. For instance, if a cardiologist discusses golfwhile operating on a patient,
the golf discussion is unrelated to the patient operation workflow but is an inter-
leaved event.

For instance, in one of our projects, we used kitchen recipes represented in XML
as a simple internal representation. It is straightforward to represent a given recipe
in XML Schema [75] and to represent several instances of using that recipe (and
others) in a list of already executed recipes in XML. It is easy to find individual
recipes using XQuery [76], to find lists of ingredients or all recipes that use chicken
as an ingredient, or the sub-steps for boiling potatoes (putting water in a pan, peeling
the potatoes, etc.). Recipe world is dense with thousands of workflows (recipes).
Zeineldin [77] considered shopping and found that domain less complex, dependent
on a path planner but fairly simple in the kinds of workflows involved (e.g., browsing
for purchases; trying on clothing; waiting if the waiting room is occupied, carrying
clothes to checkout; making the purchase, and leaving the store).

How we should represent human workflows is still an open research question.
For instance, a physician learns the workflow to operate on a patient. All sorts of
exceptional conditions can occur like cutting an artery or dropping the scalpel, and
the physician must know how to handle these. Are these exceptions annotations
on a workflow, other workflows, or rarely taken paths in a main workflow? Full-
blown workflows are not the whole story: humans have to be able to learn new
workflows that are already knownby others; they need to be able to learn the variety of
exceptions that can occur through experimentation; and they have to be able to evolve
new workflows that never before existed. That is, beyond large learned workflows,
humans have the ability to reason, infer, and plan. Planning involves searching a
search space for solutions. The solutions are goal trees that solve problems; in short,
they are new workflow instances. Therefore, it appears that humans can construct
generalized workflows from previously successful workflow instances and can also
modify workflows on the fly (that is, re-plan) when workflow exceptions occur, and
we believe this is a key process required for the transition from knowledge to wisdom
in W2T cycle.

4.2.5 From Wisdom to Service: Visualization

TheW2T can “provide active, transparent, safe, and reliable services by synthetically
utilizing the data, information, and knowledge in the data center” [2]. The wisdom
synthesized from the previous phase can be converted or combined together into
services readily available to whoever needs them. For example, house temperature
sensors, AC/heaters, a person’s temperature readings, his/her location, and perhaps
his/her preference of temperature can be used to find the balance between a person’s
comfort and energy consumption. Thewisdomof efficient decisionmaking strategies
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Fig. 4.5 Heart catheterization operation demonstration

learned from human behavior will be an important key for developing the service as
well [9].

Assuming we had a good representation for human workflows, another important
use for the representation would be to visualize it. Oneway to do this is to graphically
display the interplay of avatars and smart objects in a virtual world. Perkins [21, 78,
79] used a Petri Net representation of work flows internally and associated with
every state transition a Lua script [80] to display a primitive action animation. A
“Catheterization LabDemo” [81] displays the result (see Figs. 4.5 and 4.6). Zeineldin
[77] provided a similar workflow visualization for retail sales and others provided
workflow visualizations of a restaurant and Shakespeare’s Romeo and Juliet balcony
scene. In each case, a scene was constructed in a virtual world, complete with scenery
(topography, buildings) and props (objects) and avatar-bots (avatars controlled by a
program) were programmed to execute the workflow steps. Primitive workflow steps
included simple animations and chats (typed or spoken “strings” and various GO
TO, PICK UP, and other events pre-programmed into the simulation. The workflow
itself organized the steps into display order, providing a natural sequencing.

The Romeo and Juliet workflowwas an interesting examplewherewe can learn an
important aspect of the development of services fromworkflow because Shakespeare
provides his play as a sequence of chats (the script) and a few stage directions. It
is the job of the director to visualize the script and guide development of the scene
and the actors to fulfill that vision. That is, the script is one “trace” of the workflow
containing mainly words spoken; and the play itself is a trace that contains visual as
well as spoken information. In general, any system in operation might have many
traces, each reflecting some projection of the simulation. Examples are logs of a
person’s heartbeat, their finances, their location track history, etc. These traces can be
assembled, correlated, and analyzed to better understand the simulation or real world
actions. One lesson we learned from Zeineldin’s work was that, sometimes traces
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Fig. 4.6 Catheterization procedure workflow petri net
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Fig. 4.7 Roboteo and
Booliette avatarbots
workflow demonstration in
Second Life

and simplified models are more useful than resurrecting the entire visualization.
For instance, if you want to place a supply closet either centrally or nearby to a
nurses’ station, then visualizing the two floor plan configurations may not give as
much useful analytic knowledge as a spreadsheet representation of the two situations
might provide. The 3D simulation could take weeks to build and the spreadsheet only
hours.

Another interesting experiment in visualizing and capturing workflows is Orkin’s
dissertation [82] on simulated role-playing from crowdsourced data in which he
created a restaurant game available to players on the Web who could select from
a limited command menu to task avatars to order food and enjoy a meal. He cap-
tured thousands of sequences of commands and later analyzed them into dozens of
workflow-like sequences. He did not explicitly view deviations from an ideal work-
flow as exceptions. The work of Perkins, Zeineldin, and Orkin raises several open
questions not so far addressed:

• How should a hierarchy of abstractions be represented?
• How should variability ofworkflows be represented, e.g., so some steps take longer
some days than others or are executed in different orders some days than others.

• How should workflows be parameterized, e.g., so that dressing for a meeting with
the boss is different than dressing for informal Friday.

• Presuming each avatar in a workflow performs some role and each role has an
associated workflow of its own, how should a collection of workflows that together
make up a compositeworkflowbe coordinated and synchronized.A gods-eye-view
can act as a composite workflow that commands each individual avatar but that is
not satisfying from the standpoint of modeling avatars with free will (Fig. 4.7).
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4.2.6 From Service to Human: Communicating with Things

In this stage, services can be provided on-request or transparently to us humans [2].
We can ask the AC/heater to increase or decrease the temperature to our desire. A
doctor can be notified of irregularities in a person’s temperature and look for possible
diseases that match the current set of sensory readings. Robots can be used to load or
unload goods automatically using the 3D map, the RFID of the goods, and perhaps a
protocol to realize where and how to load or unload between the robot and the smart
vehicles.

Currently, computational objects talk to each other via messages and APIs (e.g.,
as web services using representations like XML or JSON and protocols like WSDL,
SOAP and UDDI [83, 84]), essentially using remote procedure calls. In agent-based
computing, speech acts divide between commands, requests, and queries. However,
humans communicate with other humans using natural language. Language services
like voice assistants Apple Siri or Google Search are impressive but do not query
human workflows (yet). Menu-based natural language interfaces (MBNLI) [85–87]
could be used as an alternative. In MBNLI, a domain-specific grammar mirrors the
queries and commands that an object can understand (its methods). Cascaded menus
predict all legal next phrases and display them on menus; the user selects menu
phrases to build a sentence. All such sentences are guaranteed to be understood by
the system in contrast to conventional natural language interfaces which may or
often may not understand what the user wants to ask. For instance, a query like find
recipes which involve boiling potatoes can result in XML Query commands to find
a subset of recipes. Similarly, a command boil the potatoes—for 5min can result in
a workflow command to visualize an avatar showing off that next step in the recipe
(which may involve sub-steps of putting water in the pan, carrying the pan to the
stove, turning on the stove burner, bringing the water to a boil, adding the potatoes,
and boiling for 25min or until tender). Each of the command strings can have an
associated translation as an XML Query command or an Avatarbot command such
as [88].

The soft controller concept [3, 5] disassociates the physical interface of a physical
object from its API so that the interface can be delivered instead or in addition
on a smartphone or software controller, which becomes a truly universal remote,
the ancestor to the Star Trek Communicator. This could mean that many ordinary
everydaydevices (like thermostats and car dashboards) are over-engineered and could
be replaced by software interfaces. It also means that individuals can have custom
interfaces, for example, simplified or full-features interfaces and that individuals do
not have to give up interfaces they are used to when replacing products.

With smartphones becoming more of a commodity worldwide, the use of smart-
phones as a platform for ubiquitous computing is promising. Due to Google’s release
of the Android Open Accessory Development Kit (ADK), a portal between the cyber
world and the physical world made it possible to transform the ideas from EiA into
the real world’s working project. Having successfully implemented the soft con-
troller in the virtual environment of Second Life [3, 5], our first prototype was to
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demonstrate how an idea tested in a virtual world can be made to work in the real
life. Thus, a robot that can roam around to detect new smart objects and enable the
user to immediately control these new objects mirrors its counterpart in the virtual
world [6]. One and a half years after we had first successfully implemented the vir-
tual prototype, technological advances and the ubiquity of smartphones caught up to
provide the means to realize this idea in the real world.

We assume that in the near future, objects are associated with RFID tags, where
each tag can uniquely identify the corresponding object. Using only this and a cen-
tralized database, we can obtain manufacturer’s information about object such as
object’s XBee MAC address, a unique address assigned to each XBee, which will
be needed for user-control. Within the proximity of the RFID reader, we can detect
objects automatically, and through their unique MAC address, we can communicate
with them wirelessly using only one controller, which in this case is the smartphone.
Through the group of objects recognized by the RFID reader, we could infer about
the user’s environment, e.g. home, office, or schools, etc., and also the user’s location
with the phone’s built-in GPS in order to provide better services or enable/disable
certain capabilities of the objects for security purposes. This service is delivered to
the user to satisfy his/her needs in response to the request originated from the real
world or the virtual world in which this concept was first tested. As a result, the user
has now achieved the goal of controlling the unknown objects of interests using a
consistent flow. The virtual world was used for prototyping this flow first [3], and
based on analogous technologies in the real world, we have shown how this flow can
be realized in the real world [6] (Table4.2).

Aworldwhere every object is a smart object which can be commanded, controlled
and queried and where every state change can be recorded and replayed has many
advantages. For instance, we can always ask questions about the past and recall spe-
cific answers. In heart catheter operations, we could ask how many heart operations
involved three stents; whether there are correlations between patient age and surgery
outcome; and whether some physicians performed better than others. If humans were
instrumented withmoremonitors, then it is easier to monitor their health for wellness
purposes, e.g. to reduce obesity or to watch over patients who might fall. Similarly, it
is easier to remind patients to take their medications or prompt them in the next step
in a recipe or in repairing their car. Therefore, there is considerable good that can
come from a world in which computers can monitor and recognize human actions.

There is high likelihood that collecting this kind of data will create a permanent
record of our life, all the way down tomicro steps. An extreme case of this is a system
that collects a record of all of one’s actions. One of the authors has a complete email
record back to 1995. That is a trace of one kind of communication and is helpful as a
human memory augmentation. A record that keeps track of all traces of a person can
effectively build an immortal avatar [89–91]. This kind of model aggregates many
kinds of traces into a composite model, which can be viewed as a fully quantified
self [92].

Given recent news stories on data aggregation, it should be clear that that there
are security and privacy issues that must be solved if humans are to insure the ability
to keep data secure and private.
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Table 4.2 Virtual prototypes and real world implementations

Virtual world (second life) Real world

Active object (detector) Prim controlled by avatar Robot with Arduino board

B
&
W

IN
PR

IN
T

Owner object (controller) Virtual controller in SL or on a
web

Application on Android phone
(simulator)

Passive object (controlled) AC, bed, X-ray machine TV, LED

Identity UUID of prim attached to
object

RFID attached to object

Control Linden Scripting Language Google’s ADK

Communication Open channel (not secured) XBee

API downloaded Text base Android program’s plug-in

• In a world where everyone owns 5–10 networked smart objects, humans already
spend considerable time installing security and other updates to their objects.What
will happenwhenhumans have 100s or 1000s of network objects?Wecannot afford
the time to spend on maintaining such worlds so we need better solutions.

• In that same world, we humans do not always have a clear understanding of what
the updates do and whether they provide access to third parties. Once data leaks
out into the open Internet or into another’s system, what are the repercussions?

• In a world where third parties aggregate state that involves your personal data, and
coupled with their ability to analyze patterns, how much control do individuals
have over their own data.

• If third parties (insurance companies, criminals, the government, etc.) control data,
to what extent is trust lost in transactions and in human dealings.

That is, like any other new technology, the ability to build a W2T world has great
benefits if usedwisely but can createmany problems if abused. It is amanifest destiny
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that this world is coming; at the same time, it is our responsibility to understand this
new world and design it to preserve our human digital rights.

4.2.7 From Human to Things: Recognition

Finally, the cycle restarts, and data collected during and after services are fed back
into the W2T system [2]. Initially, we can teach the system to learn our personal
preferences before it utilizes this knowledge to provide services to us. The question
is how the systems can learn them from our behaviors. Image understanding is a
more difficult problem than rendering a model with graphics because the model
world can provide precise representations and can guarantee a well-defined family
of ways to render a scene whereas images that come from the real world often contain
artifacts that have no model correlate because the images are collected “in the wild”.
Therefore, if we want to map events in the real world into events inside computer
representations of workflows, we have this extra layer of complexity.

We are in the early stages of using the Microsoft Kinect to recognize primitive
objects and actions. As mentioned, Eguchi [8] and others have used Kinect libraries
to train a computer to recognize a variety of objects but also Eguchi captured a
sequence of frames of skeletal models from the Kinect and used support vector
machine (SVN) algorithms to “recognize” and label primitive actions like walking,
skipping, and running (see demo at [81]). Currently, we are working on the recipe
scenario to first recognize the places and objects in an experimental kitchen (e.g.,
refrigerator, range, sink, etc.), kitchen equipment (e.g., pans and spoons), and ingre-
dients (broccoli, potatoes). Then, the Kinect watches a human actor prepare a recipe
and the participating objects and actions are labeled to create a very fine-grained
workflow with primitive symbolically labeled steps like place the pan under the
faucet, turn on the faucet, etc.). We repeat the recipe and labeling several times.
This is research in progress. Our plan is to try to learn the individual actions and
label them. Once labeled, we can view the primitive labelings as a string that can
be recognized by a workflow grammar. The low level steps can be grouped similar
to the way Orkin grouped steps to recognize higher level steps that make up typical
recipes [82].

Even if this experiment is successful and we can recognize humans executing
recipes, this work raises other questions. One interesting question is, if we can use
the now-trained Kinect to recognize a step in a workflow, can we index all our recipe
workflows so the Kinect can “guess” which workflows we might be executing from
a larger set. For instance, if the Kinect sees you are boiling potatoes, this mid-level
action might delimit which recipes are involved. A second question is, how can we
rapidly learn by observing a much wider range or workflows that cover more of
human experience. If you consider that humans can channel surf their TV and make
a decision whether to go to the next channel or watch on, then, in that short time
interval, they must be deciding that this is a reality show or a drama or a situation
comedy and is or is not of interest.
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Abstracting from this, we can consider that in our lives, until recently, computers
have been situation unaware. They do not know what is happening around them
and so cannot participate in our daily lives. There are already many special pur-
pose exceptions: location-aware computing is a form of situation awareness where
the GPS on our smartphone can identify our location which can be translated into
augmented reality (e.g., labeling building nearby) or serving us location-sensitive
ads. Similarly, cyber-physical systems can monitor our heart beat or blood sugar.
Nevertheless, so far, these systems are special-purpose brittle one-offs that do not
sense the situations and context of our lives. For participative computing to occur, in
which computers understand the situation and can respond, they will need models
and a way to recognize common activities, what we are calling human workflows.

4.3 Discussion

The world is getting smarter due to various rapidly developing technologies, so
far being developed in semi-isolation. In such a world, surrounded by many artifi-
cial objects and services, it is important to figure out how those concepts are related
together and how to use these new technologies to optimize our lives. The Everything
is Alive project focuses on the problem. Our goal is to make everything alive to make
our lives richer. Our work focuses on architectural frameworks and includes various
aspects of pervasive computing such as smart world, smart objects, soft controllers,
mobile computing, ontologies, psychology, virtualworlds, object recognition, human
workflows, andmobile robot. In this chapter, we discussed four different perspectives
of our project in terms of Ubiquitous Intelligence, Cyber-Individual, Brain Informat-
ics, and Web Intelligence, and how those ideas interact. We also discussed how the
EiA project fits into the endless cycle of Wisdom Web of Things by introducing
future challenges as well.

As real world objects become smart, the boundary between the virtual and real
world becomes blurred: we can use the same soft controller to control both virtual
and real world objects. We can now have a 3D model of the real world which can be
used to monitor and control objects nearby or at a distance. This implies that changes
in the virtual world will be reflected in the real world, and vice versa.

In this virtual world, current technical difficulties can be temporarily suspended
waiting for solutions in the future. An abstraction layer can be erected between the
algorithms and the worlds so that the virtual world can be used as a test bed for
real world implementations. The separation of platforms enabled us to make some
assumptions not currently possible or still under development in the real world first;
and then either we resolved them or tried to modify the logic to account for noise
later. This demonstrates how technology will eventually catch up to concepts that
were previously unreachable. We believe that now is the time for the Wisdom Web
of Things and for Everything is Alive to flourish with the ubiquity of smartphones,
advances in RFID and sensor research, Microsoft Kinect, Google Glass and other
new technologies that connect computing to our everyday lives. So far, smartphones
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enable grand-scale data collection and analysis, and RFID identifies a physical object
and serves as a link between the physical and virtual entities while the Microsoft
Kinect resolves multiple issues in 3D modeling and provides a cheap but reliable
platform on which to further develop ideas applicable to both worlds. However, in
order to accomplish the goal, the adoption and inter-operability of smart objects will
call for amore universal standard than our current approach to object communication,
especially if we want to build smarter controllers, aka Web Intelligence.

With new technologies, we are increasingly provided tools and resources to share
knowledge with others. Just as the invention of cars and airplanes provided us with
greater mobility in our lives, and just as the invention of computers enabled us to
share our experiencewith othersmore easily, the invention of smartphones has helped
make it easier for us to share those information anywhere and anytime we want to. In
other words, the world is becoming a much easier place for us humans to reach out
to each other both physically and socially. With the knowledge pool getting larger
by sharing, we are forming a centralized web of wisdom, which can be utilized to
provide much and better services, those that can be provided by using smart devices
and objects. In the world where everything is alive, we give clues as to how to make
things around us coordinate in a harmonious way to achieve that goal.
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Chapter 5
Context-Awareness in Autonomic
Communication and in Accessing Web
Information: Issues and Challenges

Francesco Chiti, Romano Fantacci, Gabriella Pasi and Francesco Tisato

Abstract In recent years, after the proposal of the Internet of Things and, later, of
the Web of Things, context awareness is a central issue at various levels including
devices, communications and applications. In this chapter we present an overview
of the current state of research in autonomic communications by focusing on aspects
of context awareness on which the emerging new paradigm of Context-Aware Auto-
nomic Communication systems is based. As an example of application we also
provide a synthetic analysis of the problem of contextual search and of the issues
related to defining contextual search systems.

5.1 Introduction

Since the introduction of the expression context-aware by Schilit and Theimer with
reference to distributed computing in the dynamic environment determined by the
interaction of users with mobile and stationary computers [1], a big deal of research
has addressed the problem of context awareness as a key issue in distributed and
autonomous computing.

This research trend has recently culminated in the proposal of the Internet of
Things (IoT) paradigm [2], which takes advantage of existing and evolving Internet
and network developments; this paradigm can be considered as an advanced global
network infrastructure with self-configuring capabilities. By means of suitable com-
munication protocols, both physical and virtual devices, usually named things, are
efficiently integrated into the information network so as to acquire an active role
in business, information and social processes. In particular, they are enabled to
autonomously interact and communicate among them, with the environment and
even with applications in order to exchange data caught from the environment, and
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to react to unpredictable events by running processes in an autonomic manner that
triggers suitable actions.

On top of this new paradigm a shift from the Web of Data to the Web of Things
(WoT) was proposed to leverage“the existing and ubiquitous Web protocols as com-
mon ground where real objects could interact with each other”; the aim was to
defineWeb standards to make devices able to speak with other resources on theWeb,
“therefore making it very easy to integrate physical devices with any content on the
Web” [3, 4].

In particular, tiny wireless sensors—which are widely available in almost all
kinds of devices like Internet-capable-smart phones, cameras, cars, toys, medical
instruments, home appliances, energy meters or traffic loops—promise to foster a
significant expansion of the Internet. They are being adopted in several applica-
tion domains, including intelligent agriculture, proactive health care, asset tracking,
environmental monitoring, security surveillance, data center management and social
networking. A large number of these applications require facilities for collecting,
storing, searching, sharing and analyzing sensor data. The formerly introduced WoT
paradigm involves assigning additional responsibilities to sensor nodes in addition
to their usual sensing functionality, mainly security and quality of service (QoS)
management, and network configuration.

In the above scenario, and strongly related to theWisdomWeb of Things as advo-
cated in [5], the notion of context plays a prominent role; generally speaking, context
can be related to any information that can be used to characterize the situation of an
entity, including location, identity, user preferences, activity and time. In particular,
it is a general, pervasive concept that may affect the definition of complex systems
at various levels, from the physical device level to the communication level up to the
characterization of both users and applications.

At the device level, context awareness has triggered the development of a new
generation of smart communication devices having capabilities of detecting changes
in the environment, as well as in the user or application needs, and adapt their
functionalities accordingly.

At the communication level, novel research areas as Context-Aware Autonomic
Communications have appeared, which can be considered as an up to date fron-
tier of the well-known area of context-aware autonomic computing. In particular,
by adopting basic principles of autonomic computing jointly with other principles
related to mobile communications, new research challenges have been envisaged,
thus broadening the interest in context-awareness and its use. Nowadays, the new
developments in the field of context-aware autonomic communications related to
IoT and WoT applications have attracted considerable interest from industries and
from academia. By analogy to the autonomic human nervous system, which over-
sees vital functions based on context awareness without a direct conscious control,
context-aware autonomic communications are able to handle the communications
among devices by reducing or even by avoiding a direct human interaction.

At the application level, the applications must be able to adapt to the devices’
locations and capabilities, and to react to any changes of them over the time by
modifying the quality/quantity of results, or the way in which computations are
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performed. Moreover several applications could benefit of the knowledge of users
preferences; as an example of applications that can benefit of context awareness, in
this chapter we will focus on Information Retrieval.

Context awareness has at least twomajor facets when dealingwith specific aspects
of an ICT system (including both computation and communication). We can distin-
guish between user-oriented and self-oriented context awareness.

User-oriented context awarenessmeans that an ICTsystemexposes context-aware
services and applications to the users or, in general, to the surrounding environment.
The context-aware aspect of Information Retrieval in distributed environments con-
stitutes a notable example, which has focused on the development of techniques
aimed at tailoring the search outcome to the users context, including her/his location
and social relationships, so as to improve both the quality and the effectiveness of
the search, and to overcome the “one size fits all” behavior of most current search
engines. In this case the context includes information that is strongly related to the
users’ model.

On the opposite, self-oriented context awareness is a complex property in which
the system exploits context information in order to enable and drive an autonomic
behavior, i.e. to manage itself. For example, an autonomic system can maintain its
performance within desired limits by dynamically reconfiguring itself using context
information that may include the physical location of the computing nodes, their
availability, the cost of the communication lines, the criticality of specific activities
and so on.

Similar remarks apply to communication issues: a network may expose user-
oriented context-aware communication services based on the location of mobile
users even if the network itself has a static topology therefore it does not exploit
self-oriented context awareness. On the opposite, a network based on mobile nodes
may exploit context information (e.g., the location of the nodes) to autonomously
reconfigure itself.

In this chapter we outline the current state of research in autonomic communi-
cations by focusing on both aspects of context awareness on which the emerging
new paradigm of Context-Aware Autonomic Communication systems is based. As
an example of application we also provide a synthetic analysis of the problem of
contextual search and of the issues related to defining contextual search systems.

5.2 Context-Aware Autonomic Communications

According to the networking perspective, an autonomic communication system
can be regarded as a collection of communication devices and entities that exhibit
self-organizing, decentralized and adaptive communication behaviors [6]. They can
dynamically modify their behavior based on information related to their contexts,
such as location, battery level and available networking opportunities, as well as user
preferences [7]. As a consequence, the communication protocol design has to evolve
in order to supply connectivity demands of smart devices [8]. This has triggered
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novel communications paradigms, as those based on the cognitive radio technology,
that use opportunistically the communication resources available at any given time,
in order to guarantee a seamless connectivity and applications dependability. Specif-
ically, autonomic communications imply a stronger interaction with context-aware
approaches to improve networking properties. Smart network devices and software
agents are used to collect context information related to the presence, the location,
the identity, and the profile of users and services.

Nowadays,wireless ad hoc networks are themostwidespread examples of context-
aware autonomic communication systems [9]. According to this networking para-
digm, the users devices dynamically self-organize into arbitrary and temporary net-
work topologies, and they cooperatively provide the functionalities that are usually
providedby the network infrastructure (i.e., routers inwired networks or access points
in managed wireless networks). In particular, each node participates in the routing
process by dynamically setting up temporary network paths, with intermediate nodes
acting as routers forwarding data for other nodes over wireless links. Typically, the
context-aware information is related to the traditional problems of wireless commu-
nications, as reliability lower than wired media, time-varying channels, interference,
dynamic network topologies, energy-constrained operations, autonomous network
management, and device heterogeneity [10]. All these problems may be overcome
by leveraging the potentials of mobile ad hoc networking if networking functional-
ities make use of context information to adapt and optimize their operations. As a
consequence, cross-layering approaches have to be adopted to allow the exchange
of context information between different layers of the protocol stack [11]. To clarify
the potential gains of context awareness in the design of ad hoc networks, in the
following we specifically focus on routing and networking protocols as a specific
use-case where context awareness provides important advantages.

5.2.1 Context-Aware Routing Strategies

Historically, context-awareness in mobile and wireless networking was mainly
related to the physical context, namely to all those aspects that represent the devices
status and the environments around the devices/users [12, 13]. The geographical
location is a basic example of physical context. Therefore, within the past decade a
growing interest has been dedicated to the design of geographical routing protocols
that construct network paths using information about the location of the network
nodes [14]. The simplest approach to the geographic routing is the greedy solution,
in which each intermediate device relays messages to its neighbor geographically
closest to the destination. While this solution ensures the minimization of routing
complexity and overhead, it does not guaranteemessage delivery because, depending
on the topology layout, it may be difficult to avoid loops or deadlocks. More sophis-
ticated routing protocols based on the location awareness of nodes [15, 16] are able
to guarantee delivery by taking advantage of graph planarization techniques that
remove links between neighbors in such a way that loops are avoided. However, two
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major drawbacks affect the efficiency of geographic routing proposals. The first one
is that each node must know exactly its position and the positions of other nodes in
the network. This might be impractical in indoor environments or for battery-power
tiny devices (e.g., sensors). Furthermore, location services for the dissemination of
location-related information may consume excessive network resources, especially
when high mobility causes rapid and unpredictable topology changes. One solution
could be to assume that only a subset of nodes is aware of its locations (so-called
anchor nodes), while all the others use localmeasurements and localization protocols
to infer their location. However, dedicated hardware may be needed to measure dis-
tances between nodes. The second and most crucial drawback is that location aware
routing schemes implicitly assume reliable links and nodes, which is not always true
for wireless communications. Furthermore, there are several experimental studies
that have demonstrated that physical proximity is not sufficient to guarantee high-
quality links because of the complex and time-variable relationship between link
distance and link throughput. Those considerations have motivated the investigation
of routing protocols that construct the network topology without relying on the phys-
ical location of the nodes but taking advantage of other context information related
to nodes and links between them. In this case the physical context is provided by a
routing metric, which combines link-layer measurements to obtain a more accurate
characterization of link properties. Therefore routing metrics are used to optimize
the routing and forwarding the decision process.

The most intuitive and simple routing metric is the hop count. In this case, a path
length is simply given by the number of links that a path has between the source
node and the destination node. However, several cross-layer routing metrics have
been developed to improve the performance of multi-hop routing by taking into
account various categories of link and path properties. A first category consists of
measures that describe the physical characteristics of each link in isolation, such as
transmission rates or packet loss ratios. A second broader but more complex category
ofmeasures tries to quantify the interference between links of a same path or between
links of nearby paths, especially in terms of bit and packet error rates. Finally, a third
category of link metrics is concerned with the estimate of the effect of traffic load
on link quality. A large number of routing metrics has been proposed by combining
in different manners these physical measurements, and it is out of the scope of this
chapter to review all of them. As a general observation we may notice that load-
aware routing metrics help to provide load balancing between paths, and the use of
less congested paths generally leads to better traffic performance. On the other hand,
interference-aware routing metrics are best suited to estimate network-wide impact
of traffic flows. Although there is already a large variety of ad hoc routing, there are
still a few important areas that need further investigations. First of all, there is a lack
of practical and scalable measurement frameworks that may provide accurate link
measurements, especially as far as interference is concerned. As a matter of fact,
most common measurements techniques rely on active probing, which is known to
introduce an excessive overhead in the network, while losses of probe packets can
easily result in underestimation of link qualities.
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5.2.2 Opportunistic Networks

The previous discussion provided several examples for exploiting physical context
information to design routing protocols for ad hoc networks. However, a more long-
term direction for the design of context-aware autonomic communications will be the
use of user context. The term user context generally refers to various aspects (dimen-
sions) related to user, including location, preferences, and social relationships. From
a formal point of view, users’ profiles are defined as a representation of the consid-
ered users context. One of the most interesting evolutions of ad hoc networks, which
may significantly benefit from user-context awareness are opportunistic networks. In
opportunistic networks intermediate nodes store the messages when no forwarding
opportunity exists (e.g. no other nodes are in the transmission range, or neighbors
are not suitable for that communication), and they exploit direct contacts with other
mobile devices to forward the data toward the destination. In this scenario, the social
dimension of the users can be used to make more efficient routing decisions. For
instance, people belonging to the same social community tend to spend significant
time together. Then this information can be used to improve the performance of
the content dissemination. One of the main drawbacks of user-centric networking is
represented by the overhead introduced for collecting and managing the user-related
information. For instance, statistics may be needed for each social community and
for each data item to distribute. Thus, solutions that improve the scalability of this
approach must be studied. Furthermore, suitable social-aware metrics are needed for
selecting the most appropriate forwarder for each data item. Many existing solutions
in this area use centralitymetrics tomeasure the social importance of each node in the
network. For instance, a centrality metric can be used to identify the best locations
in the network to store content items.

5.2.3 Machine-to-Machine Communications

The spontaneous networking vision could be effectively supported by the recently
introduced Machine-to-Machine (M2M) paradigm, which denotes the class of com-
munications where two or more terminals discover each other and interact without
any kind of human intervention [17]. An end-to-end communication is basically per-
formed by a client entity that gathers information, by a network, that seamlessly
supports the M2M communication, and by a server entity, that processes client
requests and automatically takes decisions. M2M communications implicitly enable
new service platforms fostering the development of self-organized networks, able to
monitor certain events and automatically instruct actuation. This paves the way to
the deployment of a vast number of services and applications based on M2M: as an
example, environmental monitoring and civil protection can potentially take advan-
tage ofM2M communications for public safety purposes, while Smart Grid (SG) and
Intelligent Transport System (ITS) represent novel solutions to optimize logistic and
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supply chain management systems. Further, M2M communications encourage the
concept of smart cities that deals with the management and control of cities with the
purpose of monitoring critical sites, handling traffic related problems or enhancing
the overall energy efficiency.

In such a complex scenario, cellular networks, especially 4G systems, are
extremely convenient due to the ubiquitous coverage and to the global connectivity
provided bymobile operators. Although designed especially tomeet the tight require-
ments of human-related applications, cellular systems are also able to allow M2M
communications whose performance can be significantly improved by the context
awareness exploitation.

Along with the Machine Type Communication (MTC) the ongoing 4G systems
standardization provides the support toDevice-to-Device (D2D) or direct-mode com-
munications, enabling P2P transmission between devices in proximity. This func-
tionality fosters a new generation of devices able to communicate with each other,
without any kind of human intervention and without involving the cellular infrastruc-
ture for the user plane. On the other hand, D2D communications pose also several
challenges. First of all, direct mode communications should be established with-
out impairing traditional communications via base station, i.e. by avoiding possible
interferences with other devices. Secondly, functionalities of peer and service dis-
covery need to be introduced, since a device is typically not aware of other terminals
in the proximity. A promising approach toward this integrated vision is represented
by Multi-hop Cellular Networks (MCN), where D2D communications are accom-
plished by introducing more flexibility within a cellular network, due to the fact that
direct links enable the communication among the terminals using multiple hops.

5.3 Context-Awareness and User Centric Information
Management and Retrieval

The user-centric networking approaches and the M2M communication paradigm,
which have been introduced in Sect. 5.2, pave the way for an efficient and effective
development of user-centered and event-centered applications. Among the applica-
tions that can benefit of the above technologies an important one is that related to the
task of accessing Web information that is relevant to specific needs and purposes.

Web search engines of first generationwere based on a document centric approach,
where the one size fits all paradigm was applied. Since its inception the Web is in
constant and exponential growth, and it has offered users a view of interconnected
(although somewhat complex) data and information items (documents), spread on
the Internet. As outlined by Tim Berners-Lee, the realization of the Web was based
on the following observation: “It’s not the computers (on the Internet) which are
interesting, it’s the documents!” [18]. The WWW protocols (URI, HTTP, HTML)
have thenoffered ameans to senddocuments betweenWeb servers andWebbrowsers,
thus giving users an access to interconnected documents.Wemay say that theWebhas
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instantiated a document-centric paradigm,where documents are stored and organized
on machines connected to other machines, the contents of which the users aim at
disclosing, to the main objective of fulfill their information needs.

However, as later outlined by Tim Berners-Lee, “It isn’t the documents which are
actually interesting, it is the things they are about!” [18]; this motivated the need
for a semantic Web, where a semantic Web browser should be able to collect and to
disclose to a user the information about a “thing” of interest, based on a search from
many sources with a subsequent merge.

As outlined in the Introduction, the conception of the Internet of Things [2] has
motivated the consequent proposal for an implementation of the Web of Things, as
suggested by Guinard and Trifa, who have asserted [3]: “we propose to leverage the
existing and ubiquitous Web protocols as common ground where real objects could
interact with each other. One of the advantages of using Web standards is that devices
will be able to naturally speak the same language as other resources on the Internet,
therefore making it very easy to integrate physical devices with any content on the
Web.”

This poses the basis for a further shift from the document-centric view of data to a
human-centric view of information, where “things” are owned by users who collect
and organize information related to their lives.

Related to the task of Web Information Retrieval, this view has stimulated a
shift from the document-centric perspective to a user-centric and context aware
perspective.

As it has been outlined in the Introduction, context-awareness has two major
facets: user-oriented and self-oriented. When thinking at an Information Retrieval
Application the facet of user-oriented context-awareness has beendeeply investigated
in the literature and it has been referred to as personalization, which can be seen
as an instantiation of contextualization, where the considered context is the user
context. This contextualization is at the application level, and it does not imply
a self-oriented context awareness, as discussed in Sect. 5.2. In fact a centralized
Information Retrieval System may provide context-aware services without exposing
a self-oriented autonomic behavior, if it is based on a serverwithout self-management
capabilities. On the opposite, a distributed information retrieval system may exhibit
an autonomic context-aware behavior to ensure a high degree of availability and
responsiveness, while the services it provides may be not context-aware (i.e. search
may be independent on the user context).

Similar remarks apply to networking issues: a network may expose user-oriented
context-aware communication services based on the location of mobile users even
if the network itself has a static topology therefore it does not exploit self-oriented
context-awareness. On the opposite, a network based on mobile nodes may exploit
context information (i.e., the location of the nodes) to autonomously reconfigure
itself, though it exposes end-to-end services based on classical static addresses.

Although this basic classification is inevitably coarse, it may help identifying
what we are talking about when talking about context-awareness in a complex ICT
system. In particular, it helps to understand that the general concept of context-
awareness not only may involve different types of context information, but it can
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also be based on different technologies. For example, the context sensitive behavior
of a recommender system for e-commerce can be based on context information
stored in a large centralized database, while this solution may be hardly exploited
for a distributed autonomic system that supports time and life critical applications.

In practice, the separation fades between user-oriented and self-oriented context-
awareness, due to the fact that both aspects co-exist in an advanced ICT system.
Therefore the ideal solution would be to devise a general set of concepts and mecha-
nisms that can be exploited at different levels of abstraction, and at different system
layers to support context-awareness. However, concrete solutions depend largely on
both requirements and criticalities of specific application domains and of specific
system layers, so that unification is a challenging issue.

5.3.1 Information Retrieval and User-Oriented Context
Awareness

The notion of context has constituted an important issue in computer science, and
it has been studied and formalized in several domains, such as artificial intelligence
[19], distributed andmobile computing [1] andmore recently in InformationRetrieval
[20, 21].

In Information Retrieval an important objective in contextualizing search is to
define context-aware systems able to identify useful context information in a user
unaware way, so as to overcome the “one size fits all” search paradigm, where a
keyword-based query is considered as the only carrier of the users’ information needs.
Instead, a contextual Search Engine relies on a user-centric approach as it involves
processes, techniques and algorithms that take advantage of contextual factors as
much as possible in order to tailor the search results to the users context [22, 23].

A context-aware search system should produce answers to a specific query by also
taking into account the contextual information formally expressed in a contextmodel.
The key notion of context has multiple interpretations in Information Retrieval [24];
it may be related to the characteristics and topical preferences of a specific user
or group of users (in this case contextualization is referred to as personalization),
or it may be related to spatio-temporal coordinates, it may refer to the information
that qualifies the content of a given document/web page (for example its author, its
creation date, its format etc.), or it may refer to a social or a socio- economic situation.

The development and increasing use of tools that either help users to express or
to automatically learn their preferences, along with the availability of devices and
technologies that can detect users location andmonitor users actions, allow to capture
elements of the users context.

Tomodel newparadigms for contextual search in recent years a significant amount
of research has addressed the two main issues of how to learn and to formally repre-
sent the context, and how to leverage the context model during the retrieval process.
In particular, the above problems have been addressed based on the considered
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interpretation of context, leading to specific IR specializations such as personal-
ized IR, mobile IR, social IR. The majority of the proposed approaches are related
to personalization, i.e. to enhance the search outcome based on the availability of a
user model, also called user profile.

An important and difficult problem to be addressed in personalized search is that
often users switch from a search interest to another, and they alternate search related
to long-term interests with search related to only temporary interests. In the case of
a query that is not related to the users topical interest, the consideration of a user
model is not useful, and may be even noisy and unproductive. Therefore a research
challenge is to make search engines able to capture shifts in users interests.

In a contextual search the definition of the context model encompasses three
main activities: acquisition of the basic information that characterizes the context,
representation of the context information by means of a formal language (definition
of the context model), and adoption of a strategy for updating the context model. To
accomplish the first task two main techniques are employed: explicit and implicit
[25–28]. The former requires an explicit user-system interaction, while the latter
acquires information useful in defining the user profile without involving the user.
By the explicit approach in fact the user is asked to be proactive and to directly
communicate his/her personal data and preferences to the system. Concerning the
implicit approach, several techniques have been proposed to automatically capture
the user’s interests, by monitoring the users actions, and by implicitly inferring from
them the users preferences [28]. The proposed techniques range from click-through
data analysis, query log analysis, analysis of desktop information, etc.

The formal representation of the information obtained by the context acquisition
phase implies the selection of an appropriate formal language; to this aim in the
literature several representations have been proposed, ranging from bag of words
and vector representations, to graph-based representations [29], and, more recently,
to ontology based representations [30–32].

The context model is employed to enhance search through specific algorithms,
which make explicit use of the information in the context model to produce the
search results related to a query. The three main classes of approaches proposed in
the literature aim at: defining personalized retrieval models, reformulating the user
query to enrich it with the context information, re-ranking search results based on
the information represented in the context model [21–23, 27, 33].

5.4 Conclusions

The aim of this Chapter was to provide a general overview of a few key issues related
to the notion of context in relation to the Internet of Things, the Web of Things
and the Wisdom Web of Things. The proposed overview has tackled the two main
layers of communication and applications, by specifically considering the applicative
problem of accessing information on the Web through a contextual search approach.
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While today some technologies represent a reality, and a considerable amount of
research has beenundertaken,muchworkhas still to be done to implement an efficient
and effective contextual approach to managing and accessing Web Information.
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Chapter 6
Ontology-Based Model for Mining User’s
Emotions on the WisdomWeb

Jing Chen, Bin Hu, Philip Moore and Xiaowei Zhang

Abstract The task of automatically detecting emotion on a web is challenging. This
is due to the fact that a traditional web cannot directly interpret themeaning of seman-
tic concepts or assess users emotions. We describe an ontology-based mining model
for representation and integration of affect-related knowledge and apply it to detect
user’s emotions. This application is a typical use case of the broad-based Wisdom
Web of Things (W2T) methodology. The model (named BIO-EMOTION) acts as
an integrated framework for: (1) representation and interpretation of affect-related
knowledge, including user profile, bio-signal data, situation and environment factors,
and (2) supporting intelligent reasoning on users’ emotions. To evaluate the effec-
tiveness of the mining model, we conduct an experiment on a public dataset DEAP
and capture a semantic knowledge base expressing both known and deduced knowl-
edge. Evaluation shows that the model not only reaches higher accuracy than other
emotion detection results from the same dataset but also achieves a comprehensive
affect-related knowledge base which could represent things from both social world,
physical world and cyber world in semantics. The ultimate goal of present research
is to provide active, transparent, safe and reliable services to web users through their
inner emotion. Themodel implements crucial sub-processes ofW2T data cycle: from
Things (acquisition of things in the hyper world) to Wisdom (performing intelligent
reasoning on web users’ emotion). A long-term goal is to achieve the whole W2T
data cycle and to realize a holistic intelligent mining model used on the Wisdom
Web.
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6.1 Introduction

In recent years with more people connected to the Internet, people are more likely to
use theWeb to find information pertinent to products and services. However, to make
theWeb capable of effectively interacting with users and improving user satisfaction
requires users behaviors especially users cognitive behavior to be understood by the
Web and some related resources to be captured. Often described as a vital part of
human cognitive behaviors, one is expressing and understanding human emotions
[83]. Emotional sensitivity in machines is believed to be a key element towards more
human-like computer interaction. Therefore, one of the current issues in Artificial
Intelligence andWeb applications is to produce awisdomweb for efficient processing
and understanding of users emotion and eventually for providing reliable services.
Such a web could be very valuable as an intelligent platform providing active and
transparent services to humans, which could be viewed as an application of Wisdom
Web [99, 100]. In fact, many factors affect or reflect human emotions; specifically,
sleep quality, age, gender and temperature could influence human emotions, and
facial expression and physiological measures could reflect emotions. Here, it would
be an issue how to gather and organize affect-related data, information and knowledge
from humans, computers and physical world.

We have developed an ontology-based mining model, named BIO-EMOTION
to address the above issue. The model can be a typical case of Wisdom Web of
Things (W2T) [101] methodologies. The W2T is an extension of the Wisdom Web
in the Internet of Things (IoT) [16, 93] age. The “Wisdom” means that each of
things in the Web of Things (WoT) [27, 88] can be aware of both itself and others
to provide the right service for the right object at the right time and context. Con-
structing the W2T for the harmonious symbiosis of humans, computers and things
in the hyper world [52, 56] requires a highly effective W2T data cycle, namely
from things to data, information, knowledge, wisdom, services, humans, and then
back to things [101]. Multimodal affect-related data is gathered and represented in
the model including demographic data, biological signals, environment information
and other affect-related contexts. The information and knowledge extracted from the
original data are represented in the model in semantics. The model provides an intel-
ligent platform to competing emotion detection of a web user during his interaction
with the Internet. The information from web users (in the social world), things (in
the physical world) and computer systems (in the cyber world) are integrated into
the model to realize their symbiosis, comprehensive knowledge representation and
to provide input to intelligent reasoning on users emotions in accordance with an
effective process of W2T data cycle. In this cycle, how to use multiple affect-related
contexts for emotion detectionwould be one important task. Emotion exhibits certain
sophisticated characteristics:

1. Emotion is hidden as a cognitive behavior, as though facial expression and gesture
could merely sometimes portray it authentically;

2. The occurrences of emotion appear dynamically and in a very limited time;
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3. Factors that influence emotional change are dispersed in highly imbalanced hyper
world.

Towards measures of automatic emotion detection, numerous efforts have been
deployed to the audiovisual channels such as facial expression or speeches. Using
video to code gestures, body language, facial expressions and verbalizations, is a
rich source of data; however, there is an enormous time commitment, which requires
between 5 and 100 h of analysis for every hour of video [33]. Its analysis is generally
event-based (user is smiling now), rather than continuous (degree of smile for every
point in time) which is just important for exploring user emotions in web applica-
tions. The fact that humans easily and effortlessly perceive anger, or sadness, or fear
in another persons face is not evidence that facial actions broadcast the internal state
of the target person. Simply put, a face does not speak for itself. Several interesting
findings indicate that certain affective states can be recognized by means of elec-
troencephalogram (EEG). As an objective route, EEG signal always reflects the true
emotional state of a person, while speech and facial appearance might be influenced
by a person intentionally. Thus, EEG is an important indicator and knowledge of
emotional experience in our model.

Since different theories on how emotions arise and are expressed exist, there is a
variety of emotion models [74] which results in different interpretation of emotions
across individuals even within the same culture [75]. Fortunately, thanks to the vast
studies in psychology such as the proposal of six basic emotions byEkman [31, 32] or
the development of the International Affective Picture System (IAPS), this problem
has been some extent alleviated by the employment of scientific categorization of
emotions and the usage of standardized emotion elicitation facilities. IAPS provides a
set of normative emotional description. In this system, emotions are regarded as points
on the 2-D affective space, which is formed by the affective dimensions of valence
and arousal. The affective space will be detailed in Sect. 6.3.1. Considering the above
modeling characteristics, we propose an effective framework that synthesizes affect-
related resources and incorporates several advanced data mining techniques. The
main ideas, advantages and our contributions of this framework are as follows:

1. It is inspired by the theories of Affective Computing, Neuroscience and Wisdom
Web of Things, providing a systematic solution by synthesizing domain knowl-
edge, common sense knowledge, coming from humans, computers, and things in
the physical world;

2. Brain is one of themost important organs of body and it has become a great source
for the research of emotion assessment, thus EEG becomes important resource in
the mining model. To fully explore powerful information hidden in EEG signals
for emotion detection, multiple statistic features, time-frequency features and
nonlinear dynamics features are extracted from raw EEG signals. Different from
traditional human brain studies, the model emphasizes on a systematic approach
for emotion assessment which involves multiple interrelated processes including
EEG data collection, EEG data storage, data management, data description, data
mining, information organization of EEG and knowledge utilization;
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3. The affect-related knowledge is built in an ontology using description logics,
where things in real world are defined as conceptual vocabularies, which provides
a comprehensive and elegant knowledge base;

4. The model incorporates and integrates several data mining techniques, such as
signal denoising, feature extraction and classification. C4.5 algorithm [77], one
of Data Mining technique, is used to produce reasoning rules. Construction of
decision tree (DT) using the tuples leads to generation a set of compact rules by
traversing each path from root toward leaf nodes. The model drives an inference
engine to perform decision-making on the rule base. The deduced knowledge
is then described in the BIO-EMOTION to complete comprehensive knowledge
expression and storage;

5. Massive experiments in a public dataset DEAP show that our model, on the one
hand, could deduce user emotionswith a higher accuracy and a lower false positive
rate than most emotion-related models, outperforming the existing rule-based
system. On the other hand, our model performs well in knowledge representation
of both known knowledge and deduced knowledge, and in completing a sound
W2T data cycle. Experimental results show that the models underlying reasoning
on 2-D affective space (valence dimension and arousal dimension respectively)
reaches average accuracy of 75.19 and 81.74%.

The remainder of this work is organized as follows. Section6.2 gives an overview
of related research. Section6.3 presents the BIO-EMOTION model, in which com-
prehensive representation of affect-related knowledge is supported by an intelli-
gent reasoning approach. The application of the ontology-based mining model on
the DEAP dataset [49] is described in Sect. 6.4. Section6.5 discusses experimental
results and presents future work aimed at solving drawbacks of the model. Finally,
Sect. 6.6 gives a conclusion.

6.2 Related Work

Emotion is a complex phenomenon for which no definition that is generally accepted
has been given. These affect-related phenomena have traditionally been studied in
depth by disciplines such as philosophy or psychology. Emotional sensitivity in
machines is believed to be a key element towards more human-like computer inter-
action and the past decades have shown an increasing interest in interdisciplinary
methods that automatically recognize emotions. In order for web users to benefit
from web services, knowledge mining techniques have been proposed to represent
and organize affect-related knowledge from the hyper world.

This section explores the state of the art in two domains the present research
is closely related to: approaches to emotion detection and techniques of building
knowledge mining model.
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6.2.1 Previous Studies on Emotion Detection

The research literature related to emotion detection has been surveyed previously.
These surveys have very different foci, as is expected in a highly interdisciplinary
field that spans psychology, computer science, engineering, neuroscience, education,
and many others.

The psychological literature related to emotion detection is probably the most
extensive. Journals such as Emotion, Emotion Review, and Cognition and Emotion
provide an outlet for reviews, and are good sources for researchers with an interest in
emotion. Recent reviews of emotion theories include the integrated review of several
existing theories (and the presentation of his core affect theory) by Russell [79], a
review of facial and vocal communication of emotion also by Russell [79], a critical
review on the theory of basic emotions and a review on the experience of emotion
by Barrett [7, 8], and a review of affective neuroscience by Dalgleish et al. [23].
The Handbook of Cognition and Emotion [24], the Handbook of Emotions [54],
and the Handbook of Affective Sciences [26] provide broad coverage on affective
phenomena.

In recent studies in computer science and engineering, D’Mello and Graesser [21]
considered a combination of facial features, gross body language, and conversational
cues for detecting some of the learning-centered affective states. Classification results
supported a channel judgment type interaction, where the face was the most diag-
nostic channel for spontaneous affect judgments (i.e., at any time in the tutorial
session), while conversational cues were superior for fixed judgments (i.e., every 20
s in the session). Pantic and Rothkrantz [70] and Sebe et al. [84] provided reviews
of multimodal approaches (mainly face and speech) with brief discussions of data
fusion strategies. Zeng et al. [97] reviewed the literature on audiovisual detection
approaches focusing on spontaneous expressions, while others [20, 70] focused on
reviewing work on posed (e.g., by actors) emotions. A set of text-based approaches
to analyzing emotion was reviewed [20]. Ko et al. [48] employed EEG relative power
values and Bayesian network for recognizing 5 types of basic emotions.Murugappan
et al. [63] used statistical features from discrete wavelet transform feature extraction
and fuzzy c-means clustering for distinguishing four basic emotions, namely happy,
surprise, fear and disgust. Results indicated that reduced number of EEG channels
reduces computational complexity and yields better results. In a study about cerebral
asymmetry, Davidson et al. found that disgust caused less alpha power in the right
frontal region than happiness, while happiness caused less alpha power in the left
frontal region [25]. Moreover, Kostyunina and Kulikov found that alpha peak fre-
quency differs among emotions. For joy and anger they observed an increase in alpha
peak frequency while sorrow and fear caused a decrease compared to the baseline
condition [51]. Aftanas et al. [2] reported significant changes in EEG synchronization
and desynchronization for certain frequency bands in connection with different emo-
tional states. An user-dependent system for arousal classification based on frequency
band characteristics was developed [15].With this system, classification rates around
45% on three arousal categories could be achieved. The effectiveness of the different
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marketing strategies may be evaluated by monitoring brain activity resulting from
consumers observing different advertisements and products [3, 67]. This is mainly
driven by the fact that people cannot (or do notwant to) fully explain their preferences
when explicitly asked; as human behavior can be (and is) driven by processes oper-
ating below the level of conscious awareness [12]. The change in the human brain
signal, denoted as EEG, is observed to examine consumers’ cognitive or affective
processes in response to prefabricated marketing stimuli [4, 9, 46, 68]. The impor-
tance of the left frontal region is also indicated in an experiment relating the smelling
of favorite and dislikeable odors to EEG power change suggesting an association
between theta wave and alpha wave from the frontal regions and preferences [95].

6.2.2 Building Knowledge Model Techniques

A set of concept maps and associated resources about a particular domain of knowl-
edge is referred to as aKnowledgeModel [11]. ArthurAndersonBusinessConsulting
[5] proposed a schematic representation of the relationships among data, informa-
tion, knowledge, and wisdom, and stated that data, information, and knowledge are
necessary for dealing with regular affairs, whereas wisdom is necessary for dealing
with irregular affairs and adopting appropriate actions when faced with a chang-
ing environment. According to their view, knowledge modeling not only manages
knowledge, but also encourages individuals to utilize knowledge effectively while
working. Based on adaptive network-based fuzzy inference system (ANFIS) model-
ing, a derived fuzzy knowledge model is proposed for quantitatively estimating the
depth of anesthesia (DOA) [98]. By using ANFIS, fuzzy if-then rules are obtained to
express the complex relationship between the three derived parameters and anesthe-
sia states. These rules are then used to construct a derived fuzzy knowledge model
for providing a single variable to represent the DOA.

Since traditional web usage only records requested URLs but not the semantics of
contents requested by the users, it is difficult to use such record for tracking the users
actual web access behaviors, emotions, and interests. Ontology can be defined as
the formal specification of knowledge in a specific domain. In traditional knowledge
engineering and in emerging Semantic Web research, ontologies play an important
role in defining the semantics of data. The use of ontology in computer science can be
traced to Artificial Intelligence (AI) research in the 1960s [81]. Ontology techniques
which are used in our research are first introduced followed by related studies in this
domain.

Ontology defines a set of representational terms that associate the names of enti-
ties (e.g., classes, relations, functions or other objects) in an area of interest (universe
of discourse) in a human-readable formalism describing meaning and formal axioms
that constrain the interpretation with well-formed use of the terms. In computer sci-
ence and information systems, an ontology is a representation of a knowledge model
with semantic detail and structure. Formally, ontology is built on logical theory to rep-
resent objects and supports inference and reasoning thereby providing the basis upon
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which a degree of computational intelligence can be realized. An important concept
that underpins ontological models is semantics and semantic relationships between
objects and entities. Ontologies based onDescription Logics paradigm include defin-
itions of concepts (OWL classes), roles (OWL properties) and individuals. The most
common language to formalize Semantic Web ontologies is OWL (Ontology Web
Language) [60], a proposal of the W3C. The goal of this standard is to formalize the
semantics that was created ad hoc in old frame systems and semantic networks.

OWL has three increasingly expressive sub-languages: OWL Lite, OWL DL, and
OWL Full. OWL Lite is the simplest subset of OWL, specially designed to provide
a quick migration path for other taxonomical structures. OWL DL is the subset of
OWLdesigned for applications that need themaximumexpressivenesswithout losing
computational completeness and decidability. It is based on Description Logics, a
particular fragment of first-order logic, in which concepts, roles, individuals, and
axioms that relate them (using universal and existential restrictions, negation, etc.) are
defined. These entailmentsmay be based on a single document ormultiple distributed
documents that we combine using the import OWL mechanisms. The OWL DL
reasoning capabilities rely on the good computational properties of DLs. OWL DL
has support for poly hierarchical automatic classification.

Java is probably the most important general-purpose language for developing
Semantic Web applications, and it is also the language in which the original voice
synthesizer wasmade, so the choicewas obvious. However, there are at least two very
promising Java frameworks available. One of them is Sesame [1], an open source
RDF framework with support for RDF Schema inferencing and querying. The other
one is Jena [43], another open source framework with a programmatic environment
for RDF, RDFS, OWL, SPARQL, and its own rule-based inference engine. Sesame
has a local and remote access API, several query languages (included SPARQL)
and it is more oriented to offer flexible and fast connections with storage systems.
Jena has also RDF and OWL APIs, tools to deal with RDF/XML, N3 and N-Triples
formats, an SPARQL query engine and also some persistent storage functionality. It
is important to consider that Jena is a useful tool for exploring the strong relation
between SPARQL queries and OWL-DL ontologies [44].

For our purposes, both ontology-based knowledge representation performance
and inference support for Description Logics are taken into consideration. The archi-
tecture of Sesame is probably easier to extend than the architecture of Jena, but from
the point of view of the client building a wrapper for the functionality of the under-
lying framework, Jena is the most intuitive and usable API.

Ontologies are built in a machine readable formalism [37] for Web services to
enable reasoning and inference over various data as input and return as output (which
have the characters of W2T proposed in Zhong et al. [101]) based on entailment and
subsumption. Once Web services are described semantically it allows for large parts
of the Web service usage process to be automated. Apparently, a potential issue lies
in the failure on some system designers who had attempted to bring more meaning
to web resources but without a solid formal underpinning. However, suitable rules
can be defined to transform the separated ontological knowledge into a relational
network. In response, diverse valid research initiatives in distinct application fields
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(e.g. Mathieu [59]; Francisco et al. [34]; Lpez et al. [53]) have been proposed. Addi-
tionally, there is aW3CEmotionMarkup Language Incubator Group, working on the
definition of valid representations of those aspects of emotional states that appear to
be relevant for a number of use cases in emotion scenarios. Mathieu [59] presented a
semantic lexicon in the field of feelings and emotions. This lexicon is described with
an ontology. Words in the lexicon are emotionally labeled as positive, negative and
neutral. With the support of ontology technologies, users can retrieve information
in a semantic manner [18]. Focusing on speech, Galunov et al. [36] presented an
ontology for speech signal recognition and synthesis where emotion is taken into
account. On the other hand, focusing on the context, Benta et al. [6] presented an
ontology-based representation of the affective states for context aware applications
which allows expressing the complex relations between affective states and con-
text elements. Although these kinds of approaches have relevance in their respective
fields, they lack properly expression of the multimodal nature of human emotions
(Lpez et al. [53]). In this sense, Cearreta et al. [14] modeled user context by divid-
ing it into several parts and focusing on emotion-related aspects in each part. Dai
and Mobasher [22] used domain ontology to enhance web usage mining for tradi-
tional web usage logs, but the mapping from requested URLs to ontological entities
lacks reliability, especially for dynamic websites. Oberle et al. [66] proposed another
framework for semantic enrichment of web usage logs by mapping each requested
URL to one or more concepts from the ontology of the underlying website. It clus-
ters groups of sessions with specific user interests from the semantically enhanced
weblogs, and applies association rule mining to the semantically enhanced weblogs.
Eirinaki et al. [29] obtained concept-logs (C-logs) by enriching each webserver log
record with keywords from a taxonomy representing the semantics of the requested
URLs. C-logs were analyzed in [62] withMINE RULE (a query language for associ-
ation rule mining) for discovering access patterns. Also, Fraternali et al. [35] created
conceptual logs by combining the server log data with the conceptual schema of the
web application. Most semantic web usage mining techniques focus only on discov-
ering simple usage statistics and common access patterns of user groups. Further, the
discovered knowledge should be represented as ontology to enable Semantic Web
applications.

6.2.3 Discussion

The combination of knowledge modeling and Emotion Recognition is an interesting
approach toward providing the right service for the right object at a right time and
time. Brain signals seem to reflect the “inner” and real emotions, but there is lim-
ited EEG-based research in the ontological modeling area, even though a variety of
statistical techniques are emerging for analysis of spatiotemporal patterns in EEG
research [28]. According to Dou et al. [28], they introduced a framework for min-
ing ERP (event-related potentials) ontologies based on clustering, classification and
association rule mining. Their goal is to address basic scientific questions in ERP
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research using ontology-based classification. On the one hand, we classify and label
brain signal patterns which can lead to refinement of these concepts and association
rules.On the other hand,wemap low-level EEGsignals to high-level human emotions
in semantics. Specifically, we extract and label EEG features for each user, identify
important metrics for emotion recognition and define the reasoning rules showing
corresponding relationships between EEG patterns and user emotions. Given the
above, a DL ontology-based model BIO-EMOTION for mining web users emotion
is proposed.

6.3 Building the BIO-EMOTION Model

An affect-related knowledge model, named BIO-EMOTION, is proposed for auto-
matic reasoning and recognition of web users emotions to eventually support the
Wisdom Web. The model uses ontology techniques to construct comprehensive
knowledge including knowledge related to Affective Computing and common sense
knowledge. The BIO-EMOTION provides an upper ontological model expressing
abstract concepts (OWL Classes), properties (Datatype Properties and Object Prop-
erties), and instances (Individuals) of each abstract class. All elements of the ontology
identify and specify concrete things in the hyper world. For instance, if one type of
things in the real-world such as brain regions, electrodes or EEG features extracted
from raw EEG signals could be represented as a set which contains many instances,
such a set will be described as aClass in the ontology;whereas if it refers to a concrete
object, it will be described as an Individual. Themodel also provides inferencemech-
anism incorporating C4.5 algorithm upon the ontological knowledge base to explore
new knowledge. The model first expresses facts or known knowledge in the ontolog-
ical knowledge base, and then performs reasoning to explore new knowledge under
the help of C4.5 algorithm. The whole process of the model construction exactly
achieves sub-processes of W2T from “Things to Data to Information to Knowledge
toWisdom”, in which intelligent reasoning makes the model reach the wisdom level.
We know that constructing the W2T for the harmonious symbiosis of humans, com-
puters and things in the hyper world also requires completing sub-processes from
Wisdom to Services to Humans to Things. Indeed, once the model is used in a spe-
cific application such as telemedicine for monitoring users emotional experiences,
the model would easily complete these services-related subprocesses for there is a
very specific target of how to provide specific services.

6.3.1 Building Conceptual Knowledge Base in the
BIO-EMOTION

Ontology “transforms” things from real world into “data” world. Depending on the
expressivity of Web Ontology Language (OWL), ontological representations range
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from simple taxonomies defining term hierarchies to sophisticated concept networks
with complex restrictions in the relations. We know that enormous facts exist and
they could be directly represented in the ontological model without mining. These
facts form the foundational knowledge base. Building these knowledge or facts com-
pletes sub-processes of W2T data cycle: (1) “Things to Data”: various data of things
are collected into an ontology-based conceptual knowledge base; these data include
high time-resolution data of things coming from EEG sensors, the Web accessible
historic data of things stored on the Web, and the data of Web produced on the
Web; (2) “Data to Information”: information related to both sensor data and Web
data are extracted and reorganized to generate multi-aspect and multi-granularity
data information after data integration, and storage. The obtained information is also
described and stored in our ontology-based knowledge base; (3) “Information to
Knowledge”: the valuable affect-related knowledge is explored and extracted from
data information, which are also represented in the knowledge base; (4) “Knowledge
to Wisdom”: based on the obtained knowledge, we focus on affect-related reasoning
to detect user emotions and to support Wisdom Web. However, ontological knowl-
edge base cannot perform reasoning itself; to make our model at its wisdom level,
we incorporate a Data Mining method, C4.5 algorithm, into the model (detailed in
Sect. 6.3.2). One challenge, at this stage of knowledge representation, is to develop
and test a framework for separating, expressing and classifying complex patterns
that are superposed in measured EEG data. The model BIO-EMOTION describes
things by different dimensions and includes various specifications on different levels
of conversion mechanism.

The first and indispensable level is to conceptualize facts or known knowledge in
the hyper world. This level primarily involves data collection, information extraction
and knowledge expression of things coming from hyper world. A DL ontology is
developed depending on the following elements: Classes, which represent the basic
ideas of the domain; instances or Individuals, which are concrete occurrences of
objects; relations, roles, or Properties, which represent binary connections between
individuals or individuals and typed values. Complex concept and relation expres-
sions can be derived inductively from atomic primitives by applying the constructors
defined by the logic. First-order logic (or DL) is implemented in the ontology-based
model for its powerful functions of knowledge expressing and supporting reason-
ing. The ontology-based knowledge base consists of 84 Classes and 38 Property
definitions. Figure6.1 shows a representation of some key elements (represented as
Classes, Individuals and Properties) defined in the ontology of the BIO-EMOTION
model. The key top-level elements of the ontology-based model consist of Classes
and Properties like #Emotion, #Biosignals, #EEG_Features, #User, and #Situation
(Classes) with <extractedFrom>, <hasEEGFeature>, and <hasEmotion> Prop-
erties. Descriptions of the principal elements and their functions are as follows:

• #Emotion: This Class defines users’ emotional states. Two main opposite repre-
senting approaches are categorical and dimensional:

1. The categorical approach is used when searching for specific emotional states.
There exist a small number of emotions that are basic, hard-wired in our brain, and
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Fig. 6.1 Overview of the ontology-based model BIO-EMOTION

recognized universally. Ekman conducted various experiments and concluded
that six basic emotions can be recognized universally, namely, happiness, sadness,
surprise, fear, anger, and disgust [30].

2. According to the dimensional approach, affective states are not independent from
one another; indeed, they are related to one another in a systematic manner. In
this approach, the majority of affect variability is covered by two dimensions:
valence and arousal [61, 80]. The valence dimension (V) refers to how positive
or negative the emotion is, and ranges from unpleasant feelings to pleasant feel-
ings of happiness. The arousal dimension (A) refers to how excited or apathetic
the emotion is, and ranges from sleepiness or boredom to frantic excitement.
Psychological evidence suggests that these two dimensions are intercorrelate
[55, 69]. More specifically, there exist repeating configurations and interdepen-
dencies within the values that describe each dimension. The combination of these
two dimensions forms four emotional categories (HVHA, HVLA, LVLA, and
LVHA) which incorporate several categorical emotions as shown in Fig. 6.2.

The model represents emotions from the above two approaches: categorical
approach through #Basic_Emotion and dimensional approach through #Valence_
Arousal_Scale_Emotion. The Class #Basic_Emotion describes discrete emotional
states, such as anger, disgust or fear. The Class #Valence_Arousal_Scale_Emotion
focus on two dimensions: valence and arousal. To be specific, #Basic_Emotion
and #Valence_Arousal_Scale_Emotion are expressed as two sub-classes of the
super-class #Emotion, and the Individuals like #calm, #anger, #arousal, and
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Fig. 6.2 Valence-Arousal space

#valence are represented as instances of #Basic_Emotion and #Valence_Arousal_
Scale_Emotion respectively.
In the categorical approach, each affective display is classified into a single cate-
gory, thus complex affective state or blended emotions may be too difficult to han-
dle [96]. Instead, in the dimensional approach, emotion transitions can be easily
captured, andobservers can indicate their impression ofmoderate (less intense) and
authentic emotional expressions on several continuous scales. Moreover, it derives
from theory that valence and arousal are two orthogonal, independent dimensions
of the emotional stimulus. This leads to an assumption that any emotion-related
bio-signals may initially get differentiated according to one of the aforementioned
dimensions (e.g., their valence dimension), and then, the other (e.g., their arousal
dimension), leading to clear and theory-supported pathway for subsequent signal
discrimination/classification [64]. Hence, dimensional approach has proven to be
more useful in several domains (e.g., affective content analysis [94]) compared
with the categorical approach. Considering viability of dimensional approach, we
emphasize this approach in the present research.

• #Biosignals and #EEG_Features:Asweknow, an interruption inhuman-computer
interaction with the purpose to explicitly ask a web user about his current feeling
could modify his true feeling. Such interruption should be avoided by suitable
approaches, i.e., continuous monitoring other objects which could reflect users’
emotions. Bio-signals are known to include emotion information that can be used
for emotion assessment. They comprise the signals originating from the central
nervous system and autonomic nervous system. It has been shown that emotional
markers are stored in EEG signals. As brain signals can be hardly deceived by
voluntary control and are available all the time, BIO-EMOTION is embedded
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EEG signals and multiple features extracted from EEG signals as primary con-
text information to deduce user emotions. EEG signal acts as decisive contextual
information which is represented as subclass of #Biosignals. The multi-aspect
EEG signal analysis is implemented for understanding complex brain information
in depth, and for uncovering the emotion reactivity of thinking centric cognitive
functions. Here, multiple EEG features, which are actually extracted from raw
EEG signal using linear and nonlinear dynamics approaches, are expressed as
subclasses of #EEG_Features. These features include spectral energy from differ-
ent frequency bands, C0 Complexity and Shannon Entropy, etc. (see Sect. 6.4.1 for
details of the extracted features and their calculation). The model drives underly-
ing data processing modules to obtain concrete values of these. #EEG_Features is
connected to #User via a Property <hasEEGFeature> and to #EEG via another
Property <extractedFrom>. In OWL subclass means necessary implication. In
other words, if #Activity is a subclass of #EEG_Features then all instances of
#Activity are instances of #EEG_Features, without exception—if something is an
instance of #Activity then this implies that it is also an instance of #EEG_Features.
And if #Activity is a subclass of #EEG_Features and #EEG_Features has a rela-
tion of <hasEEGFeature> with #User then #Activity also has the same relation
with #User. To specify the representation of Classes and Individuals in the ontol-
ogy, the description of one sub-class of EEG features #Max_Power_Beta and one
of its instances are detailed in Figs. 6.3 and 6.4. Since several physiological sig-
nals (electrooculogram (EOG), skin temperature, Galvanic Skin Response (GSR),

Fig. 6.3 Description of the Class #Max_Power_Beta. #Max_Power_Beta is a sub-class of
#EEG_LinearStatistical_Characteristics; this kind of feature (instances of #Max_Power_Beta) can
be extracted only from EEG signals and each feature sequence is extracted only and exactly from
one EEG channel
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Fig. 6.4 Description of the instance of #Max_Power_Beta. The feature (instance) is extracted from
an EEG channel named ‘signal_21’ on electrode F3 and its calculation has some restrictions: each
value is calculated by sliding 4-s windows with a 2-s overlap

respiration amplitude, electrocardiogram (ECG), blood volume, and electromyo-
grams (EMG)) are also sensitive to and may convey information about emotions
[39, 45], we have expressed them asClasses in themodel for furtherwork, thus real
data of these signals could be easily linked to BIO-EMOTION via these abstract
sets.

• #Situation and #EEG_Recording_Parameter: The analysis of users’ emotions
will be more accurate when combined with contexts as contexts influence the fluc-
tuation of psychological signals and also enhance the performance of autonomous
emotion detection [87]. The context in the model is a broad concept, including
information about the user’s location, time, physical and social environment and
the device being used, etc. #Situation defines users’ spatio-temporal states in terms
of conditions, circumstances, and proximate information. #Location describes
contexts such as the whereabouts of the user, and #Event describes what hap-
pens to the user, etc. #EEG_Recording_Parameter mainly describes spatial and
temporal parameters about EEG data. #Spatial_Parameter describes which scalp
region each EEG signal is recorded in (#ScalpRegion) and which electrode(s) the
signal is recorded on (#Electrode). #Temporal_Parameter describes how long a
recording lasts (#Time_Duration), how long a sliding window of signal process-
ing is (#Time_Segment) and how long EEG signals could be overlapped when
processed (#Overlap_Time). Besides, #Sample_Rate is represented as an instance
of #EEG_Recording_Parameter, which details the sampling rate of a recording.
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• #User: Emotion is highly dependent on specific users, and we cannot give a pre-
cise detection of the specific underlying emotion even if external environment as
an impact factor is seriously considered. It is vital that a model captures users’
demographic characteristics ranging from the very basic features such as: gender,
age, or native language to more complex socio-cultural parameters including the
level of formal education and family income. These demographic characteristics
are represented as Classes which are linked to #User through Object Properties.
The #User is incorporated into themodel to hold the demographic parameters with
their related Literal Values, and it is the central element which links #Situation,
#Biosingals, and #EEG_Features to #Emotion.

6.3.2 Intelligent Reasoning

Upon the conceptual knowledge representation, the second level is intelligent rea-
soning level. The model BIO-EMOTION describes things from the hyper world as
different conceptual entities and superclass-subclass relationships. After numerous
facts are represented in the ontology, the model drives an inference engine to deduce
affect-related new knowledge just depending on these enormous built conceptual
data and heterogeneous information.

With the changing of user preference and the contexts in the hyper world,Wisdom
Web should provide active, transparent, safe, and reliable services based on users
current requirement. In our model, recognition of web users emotion has historically
two approaches: (1) direct user interviews, or (2) rule-based reasoning approach.
Many reasoning techniques can provide more sensitive and objective metrics for
emotion recognition when compared with users verbal responses in interviews [92].
Rule-based approach is often a classic AI reasoning technique used in smart web
with predicate logic. It has been recognized that advanced reasoning capabilities
require integrating some human-level capabilities such as robustness, autonomous
interaction with their environment, communication with natural language, planning,
learning, discovery and creativity. Our model is built just for being used on the Wis-
domWeb, sowe should integrate automatic reasoning rather than human intervention
in our model. The model performs the rule-based reasoning upon the ontology-based
conceptual knowledge introduced in Sect. 6.3.1.

EEG data and multiple features extracted from the data are huge, thus feature
selection is also a crucial step of building reasoning rules. Too large feature vectors
used in reasoning process will highly affect its efficiency, which should be tackled
especially in such Wisdom Web application. But when and how does the model
drive a feature selection process? We use the users historical data to calculate the
relevance of a feature to each affective state in terms of its F-score value, and mark
those features, which have relatively higher score, in the model. Naturally, the his-
torical data should not be too old because human EEG patterns change along years.
The features with higher discrimination would be the basis of generating reason-
ing rules. C4.5 is a widely used classification algorithm the reasoning rules in this
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model are generated based on. Construction of DT using the tuples leads to gener-
ation a set of compact rules by traversing each path from root toward leaf nodes.
The generated rules are inserted in the rule base to be employed in the next analysis
phase. During this process, a great deal of semantic information generated is stored in
the ontology-based knowledge base. When a new recognition task comes, the model
will query these features with higher discrimination in the ontology and use this rel-
atively small number of features to perform reasoning. In such an environment, we
perform semantic queries on the already built knowledge in the ontology to obtain
antecedent information of reasoning rules and use an inference engine to produce
new information by automatic querying the rule set.

Reasoning involves two elements: rules and facts. Rules are in the form of IF →
Then, where “IF” represents a matched condition or conditions, and “= Then =”
means the triggered operation(s) when the condition(s) is matched. Facts express the
current context of the hyper world, and are applied to matching the condition parts
of rules. The rules are written based on Description Logic. When facing the massive
and distributed knowledge in W2T, a C4.5 algorithm is proposed as the reasoning
algorithm. A simplified example of a tree-like structure generated by C4.5 is depicted
in Fig. 6.5. An inference rule described in first-order logical language corresponding
to Fig. 6.5. is depicted as follows:

String rule =
‘‘[Rule1:(?EEG_feature1 rdf:type base: Kolmogorov_Entropy)
(?EEG_feature1 base:hasValue ?value1)
lessThanOrEqual(?value1, 2.3718)
(?EEG_feature1 base:onElectrode ?electrode1)
(?electrode1 rdfs:label ‘‘CP4’’)
(?variable1 rdf:type base:Gender)
(?variable1 base:hasValue ?value2)
equal(?value2, ‘‘Male’’)
(?EEG_feature2 rdf:type base:Max_Power_Alpha)
(?EEG_feature2 base:hasValue ?value2)
lessThanOrEqual(?value2, 1.74329)
(?EEG_feature2 base:onElectrode ?electrode2)
(?electrode2 rdfs:label ‘‘O2’’)
(?emotion rdf:type base:Emotion)
(?emotion base:hasSymbol ‘‘1’’) →
(?user base:hasEmotion ?emotion)]’’.

Variables (prefixed by “?”) in a reasoning rule represent things in the hyper world
(a specific value of users’ EEG features, the name of an EEG feature and an electrode
that some features are extracted from, etc.). These variables in reasoning rules could
be linked to the knowledge in the ontology using SPARQL queries, and the model
performs reasoning using Jena API. As the descriptions of the ontology and the rea-
soning rule set are serialized in XML/RDF, we could use namespaces to specify par-
ticular properties of some resources. The namespace identified by theURI-Reference
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Fig. 6.5 A simplified rule-based decision on valence in the BIO-EMOTION.
‘CP4_Kolmogorov_Entropy’ refers to the feature Kolmogorov Entropy calculated on elec-
trode CP4. ‘O2_Max_Power_Alpha’ refers to the feature of maximum alpha band power calculated
on electrode O2

http://www.w3.org/2000/01/rdf-schema# is associated with the prefix ‘rdfs’. We also
use the prefix ‘rdf’ to refer to the RDF namespace http://www.w3.org/1999/02/22-
rdf-syntax-ns# [10]. The vocabulary ‘base’ is defined as the namespace of BIO-
EMOTION itself. Each component (a statement in a pair of parentheses) of a rule
is described in the form of subject-predicate-object expressions. These expressions
are known as triples in RDF terminology [47]. The subject denotes the concep-
tual knowledge, and the predicate denotes traits or aspects of the knowledge and
expresses a relationship between the subject and the object. For example, a sub-
ject denotes a variable named “EEG_feature1” in the first row of the shown rule,
a predicate denoting “has the type of”, and an object denoting a variable named
“Kolmogorov_Entropy”.

When completing this intelligent reasoning, or the “Knowledge to Wisdom” sub-
process, the model could offer affect-related knowledge reasoning. For a given emo-
tion analysis task, the model initially drives data processing methods to clean user
data and extract EEG features to produce tuples, then drives an inference engine on
reasoning rule set for exploring new knowledge, and then adds these new knowledge
to the BIO-EMOTION model.

6.3.3 Service Construction

The service level involves service construction and service integration. Having com-
pleted the sub-processes of “Things to Wisdom”, the model could supply services
according to specific applications. For instance, frequent mood changes may be indi-
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cators of early psychological disorders, since affective states of depression, anxiety,
and chronic anger negatively influence the human immune system [83]. Efficient
monitoring of human emotional states may provide important and useful medical
information with diagnostic value, especially for the elderly or the chronically ill
people. Here, the object the model provides services to is the elderly or the chron-
ically ill people. Depending on which affective states users are in, the model could
provide relief directly to web users, or link the user to a doctor online and pass the
data of the users cognitive status and other symptoms to the online doctor.

The abovemodeling techniques depict the processes of transforming data of things
into an integrated knowledge model and providing reliable services to humans. Par-
ticularly, users feedback is also an indispensable in this application. Upon receiving
user’s feedback the model could refine the relations represented between differ-
ent entities in the ontology. This step just completes the sub-process of “Human to
Things”. Due to absence of a service-oriented application in current research, service
construction cannot be detailed.

Thewhole affect-related knowledgemodeling implements aW2Tdata cycle: from
things to conceptual knowledge, services, humans, and then back to things. Owing
to ontology-based knowledge representation and organization abilities, a tremen-
dous amount of affect-related knowledge and relations could be integrated into a
comprehensive model BIO-EMOTION for mining web users’ emotions. Owing to
the rule-based reasoning approach C4.5 algorithm, the model achieves mining new
knowledge and relations.

6.4 Model Instantiation

In this section, we illustrate the instantiation of the model BIO-EMOTION with a
user-case. A Database for Emotion Analysis Using Physiological Signals (DEAP)
[17] containing multimodal physiological signals is used in this model to explain
the performance of the model. The physiological signals in this database are GSR,
EEG, respiration amplitude, skin temperature, ECG, blood volume by plethysmo-
graph, EMGofZygomaticus andTrapeziusmuscles, andEOG.Among these variable
bio-informatics, brain information can be seen as the origin of human emotions. It
has been shown that emotional markers are present in EEG signals. Most cognitive
processes take place within a few hundred milliseconds, so fine-grained represen-
tation of the time course of brain activity is extremely important. In addition, with
the advent of dense-array methodologies, modern EEG methods are now character-
ized by high spatial (scalp topographic), as well as high temporal dimensionality.
Consequently, we mainly evaluate EEG signals and express a substantial amount of
information about EEG signals in the model BIO-EMOTION.

We first processed the raw EEG signals from the dataset and extracted various
statistical, linear and nonlinear features from a 4-s sliding window of signals. Since
the amount of features extracted is extremely large (the curse of dimensionality
problem) we performed dimensionality reduction using F-score, which is crucial for



6 Ontology-Based Model for Mining User’s Emotions on the Wisdom Web 139

Fig. 6.6 Extracting features from sliding windows

remaining reasoning efficiency. Finally, a small amount of feature tuples were used
to generate the reasoning rule set with emotional states as consequent parameters
of these rules. These rules were built depending on calculation of information gain
ratio in C4.5 algorithm [77]. When a new task of emotion analysis comes, the model
applies reasoning rules froma rule set to deducewebusers’ emotions upon conceptual
knowledge from the ontology.

6.4.1 Data Collection and Pre-processing

EEG and peripheral physiological signals coming from 32 healthy participants were
recorded using a Biosemi ActiveTwo system1 on a dedicated recording PC (Pentium
4, 3.2 GHz). EEG was recorded at a sampling rate of 512Hz using 32 active AgCl
electrodes (placed according to the international 10–20 system) [49]. Forty videos
were presented in 40 trials; each trail consists of 1-min display of themusic video and
self-assessment for arousal and valence. The arousal and valence scales are from 1 to
9. Two different binary recognition problems were posed: the detection of low/high
arousal and low/high valence. To this end, the users ratings during the experiment
are used as the ground truth. The ratings for each of these scales are divided into two
categories (low and high). On the 9-point rating scales, the threshold was placed in
the middle as Koelstra et al. [49] did in their research.

Brain data represents amixture of “signal” (functional brain patterns) and “noise”.
Data cleaning methods can help separate signal from noise and disentangle overlap-
ping patterns. A Band-pass filter was used to smooth the signals and eliminate EEG
signal drifting and EMG disturbances [72], and a self-adaptive wavelet algorithm
eliminating EOG disturbances [71]. The raw signals were trimmed to a fixed time
length of 60 s. Features were extracted by sliding 4-s windows with a 2-s overlap
(Fig. 6.6). EEG features were extracted from different approaches:

1. Features from time and frequency domains including absolute spectral energy
from different frequency bands (alpha, beta and theta bands), relative spectral
energy, maximum spectral energy, center frequency of each band, Hjorth para-
meters (activity, mobility, and complexity) and hemispheric asymmetry, etc.

1http://www.biosemi.com.

http://www.biosemi.com
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To compare non-linear correlation on each side of brain, we used the first two
Hjorth descriptors [40, 41] namely activity and mobility to compute the quadratic
mean and the dominant frequency of EEG signals on each side of the brain. The
third Hjorth descriptor was to The third Hjorth descriptor called complexity uses
the fourth-order spectral moment m4 to define a measure of the bandwidth of a
signal, which uses the multichannel descriptors

∑
and � proposed by [90, 91].

Let us consider the spectral moment of order zero and two
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where S(ω) is the power density spectrum and f (t) the EEG signal within an
epoch of duration T (T = 4s). Three Hjorth parameters are given by

Activity: h0 = m0 (6.3)

Mobility: h1 =
√

m2

m0
(6.4)

Complexity: h2 =
√

m4

m2
− m2

m0
(6.5)

h0 represents the square of the quadratic mean and h1 reflects the dominant
frequency. The discrete forms of these quantities, h0(k) and h1(k) at sampled time
k, are computed within a sliding window of 4 s length. More specifically, activity
describes the rhythmic activity that either increases or decreases in amplitude-
frequency; mobility describes the curve shape by measuring the relative average
slope, and complexity measures the frequency domain irregularity.
An EEG hemispheric asymmetry index was derived [76], which reflects the log
alpha power density difference in corresponding regions of the two hemispheres
(i.e., alpha power). Thus, higher asymmetry scores represent lower amounts of
alpha activity and relatively greater activity in the left hemisphere for a particular
region. The asymmetry score has been shown to have acceptable psychometric
properties [89]. In BIO-EMOTION, asymmetries of spectral power density from
three bands are all calculated and expressed.

2. Statistics including mean value, standard deviation, skewness, kurtosis, peak-to-
peak amplitude.
Skewness is a measure of symmetry or the lack of symmetry in an epoch of EEG
data. A distribution of EEG data in an epoch is symmetric if the waveform looks
the same to the left and right of the center point.
Kurtosis is a measure of whether one-epoch EEG data are peaked or flat relative
to a normal distribution. That is, one-epoch EEG recordings with high kurtosis
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tend to have a distinct peak near the mean, decline rather rapidly, and have heavy
tails. One-epoch EEG recordings with low kurtosis tend to have a flat top near
the mean rather than a sharp peak. A uniform distribution in an epoch would be
the extreme case.
Peak-to-peak amplitude is defined as the difference in voltage between maximum
and minimum voltage of a wave [65]. The feature is calculated to characterize
the distribution of values in a 4-s epoch.

3. Features from nonlinear dynamics domains, including Shannon Entropy, Spectral
Entropy, C0 Complexity, the largest Lyapunov exponent, Kolmogorov Entropy.
Shannon Entropy [86] may be interpreted as the measure of impurity in a sig-
nal. Shannon Entropy (ShEn) denoted by HSh characterizes probability density
function of a signal and is defined as

HSh = −
∑

i

Pi logPi (6.6)

where i ranges over all amplitudes of the signal, Pi indicates the probability of
the signal having amplitude ai. Generally, probability density function of the
practical signal is not readily known and should be estimated over the discrete
values of ai. There are several methods for estimating probability density function
[86] and when the discrete values of amplitude of the signal are available at
sufficient number of time intervals, the use of histogram is a convenient technique.
For the number of available signal samples N , the amplitude range of signal is
linearly divided into k bins such that the ratio k/N remains constant. Usually, the
normalized value of HSh is used

ShEn = HSh

log k
(6.7)

In this work, the constant ration k/N is taken as 0.01.
Spectral Entropy (SpEn) is based on the power spectrum of EEG waves and
describes the irregularity of the signal spectrum. The entropy of the power spec-
trum denoted by Hsp is defined as

Hsp = −
fh∑

i=ft

Pi logPi (6.8)

where P is the power density over a defined frequency band of the signal, fi and fh
are the lower and upper frequency and power is normalized such that

∑
Pn = 1

[42]. Hsp is also used in the normalized form as

SpEn = Hsp

logNf
(6.9)
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where Nf is the number of frequencies within the defined band [ fi, fh]. In this
work the frequency band is specified as [3, 45] Hz.
C0 Complexity was introduced to quantify time dynamics of order/disorder states
of the EEG signals and activated/deactivated states of cerebral cortex, for its
moderate coarse graining procedure. C0 Complexity is a nonlinear measure of
time series proposed by Gus group [17]. For a time series, complexity can be
obtained as follows:
For a time series with size described as { f (k), k = 0, 1, 2, . . . , N − 1}, discrete
Fourier transformation is

FN (n) = 1

N

N−1∑

k=0

∑
f (k)W −nk

N , n = 0, 1, 2, . . . , N − 1 (6.10)

here,

WN = exp(
2π i

N
), i = √−1 (6.11)

The mean squared value of {FN (n), n = 0, 1, 2, . . . , N − 1} is

GN = 1

N

N−1∑

n=0

|FN (n)|2 (6.12)

Defined Y(n) as follows:

Y(n) =
{

FN (n) if |FN (n)|2 > rGN

0 if |FN (n)|2 ≤ rGN
(6.13)

r is a positive real number. Here, we take r to be 1. The inverse discrete Fourier
transformation of {Y(n), n = 1, 2, . . . , N − 1} is

y(k) =
N−1∑

n=0

Y(n)W nk
N , k = 0, 1, 2, . . . , N − 1 (6.14)

C0 Complexity could be defined as follows:

C0 =
∑N−1

k=0 | f (k) − y(k)|2
∑N−1

k=0 | f (k)|2 (6.15)

For a random time series with zero mean, its C0 Complexity approaches to 1 with
increasing length, for a periodic time series, its C0 Complexity approaches to 0
with increasing length and for any time series, its complexity is a real number
between 0 and 1. Thus,C0 Complexity can be regarded as a “randomness finding”
complexity measurement of time series [13]. The more random signal has the
higher C0 Complexity.
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The Lyapunov exponent (λ) is used to discriminate between chaotic dynamics
and periodic signals. It is a measure of the rate at which the trajectories separate
from one another. Thus, λ provides a qualitative and quantitative characterization
of dynamical behavior, and are related to the exponentially fast divergence or
convergence of nearby orbits in phase space. Lyapunov exponents quantify the
mean rate of divergence of neighbored trajectories along various directions in
phase space. If a system has one or more positive Lyapunov exponents, then the
future state of the system with an uncertain initial condition cannot be predicted.
This type of system is known as chaotic.A positiveLyapunov exponent effectively
represents a loss of system information [19]. For converging trajectories, the
corresponding Lyapunov exponents are negative. A zero exponent means the
orbits maintain their relative positions and they are on stable attractors. Finally,
a positive exponent implies the orbits are on a chaotic attractor. The algorithm of
Rosenstein is used to extract largest Lyapunov Exponent from EEG data [78].
Let X0 and X0 + Δx0 be the two EEG data points in a space. Let us assume that,
each of them will generate an orbit in that space and the separation between
the two orbits is Δx. This separation has the form Δx(X0, t) and will behave
erratically. The mean exponential rate of divergence of two initially close orbits
is given by

λ = lim
t→∞

1

t
ln

|Δ(X0, t)|
|ΔX0| (6.16)

The maximum value of λ is called the largest Lyapunov exponent and is useful
for distinguishing among the various types of orbits.
Kolmogorov Entropy measures the average rate of information loss in phase
space, and quantifies the dynamic properties of trajectories in the reconstructed
phase space of single channel EEG [50]. Kolmogorov Entropy estimation is
based on phase space reconstruction. Kolmogorov Entropy refers to the order-2
Kolmogorov entropy, K2, proposed by Grassberger and Procaccia [38]. Consider

the time series {ω

Xi}N
i=1, where

ω

Xi = ω

X(t = iτ).We could reconstruct the trajectory
from d measurements of any single coordinate. The correlation integrals can be
defined as follows:

Cd(ε) = lim
N→∞

1

N2
[number of pairs(n, m) with(

d∑

i=1

|Xn+i − Xm+i|2)1/2 < ε]
(6.17)

The K2 entropy can easily be calculated from the equation with the correlation
integrals [38]:

K2 = lim
ε→0

lim
d→∞

1

τ
ln[ Cd(ε)

Cd+1(ε)
] (6.18)

If all EEG features from 32 electrodes are analyzed in each reasoning
process, it will generate an enormous amount of computing, thus the features
described above were extracted merely on 11 remarkable channels according
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to [49, 73, 82]. We normalized each feature sequence by subtracting its min-
imum value and dividing the difference by the range of the attribute and then
multiplying by 10. Then F-score, a feature selection filter method, was used to
measure the discrimination of different categories. Given a feature vector xk ,
k = 1, 2, . . . , m, if the number of high valence and low valence are nhighvalence

and nlowvalence (nhighvalence + nlowvalence = m) respectively, then the F-score of the
ith feature on valence dimension is defined as:

F(i) ≡ (x(highvalence)
i − xi)

2 + (x(lowvealence)
i − xi)

2

1
nhighvalence−1

∑nhighvalence

k=1 (x(highvalence)
k,i − xhighvalence

i )2

+ 1
nlowvalence−1

∑nlowvalence
k=1 (x(lowvalence)

k,i − x(lowvalence)
i )2

(6.19)

where xi, x
(highvalence)
i , and x(lowvalence)

i are the average value of ith feature sequence,
the average value of ith feature sequence categorized as high valence and the
average value of the ith feature sequence categorized as low valence, respec-
tively; x(highvalence)

k,i is the kth high valence instance of the ith feature sequence,

and x(lowvalence)
k,i is the kth low valence instance if the ith feature sequence. The

numerator indicates the discrimination between the different emotion sets, and
the denominator indicates the discrimination within each of the two sets. The
larger the F-score value, the more likely the feature is discriminative. Features
regarded as irrelevant to user emotions will not be marked in the ontology and
not be selected for reasoning task. The arousal F-score of the ith feature sequence
is the same as valence one, which is defined as:

F(i) ≡ (x(higharousal)
i − xi) + (x(lowarousal)i−xi)2

1
nhigharousal−1

∑nhigharousal

k=1 (x(higharousal)
k,i − xhigharousal

i )2

+ 1
nlowarousal−1

∑nlowarousal
k=1 (x(lowarousal)

k,i − x(lowarousal)
i )2

(6.20)

Therefore, we used this score as a feature selection criterion. In our experiment,
the threshold valuewas set at 3.30 on both valence and arousal dimensions. For the
purpose of getting higher emotion recognition, we used a discretization method
PKIDiscretize in the Waikato Environment for Knowledge Analysis (WEKA)
to discretize numeric attributes using equal frequency binning after F-score fea-
ture selection. The next step is constructing the inference rules based on C4.5
algorithm, which is detailed in the next subsection.

6.4.2 Rule-Based Inference

Acore of themodelBIO-EMOTION mentioned above is ontology techniques includ-
ing information integration and knowledge expression since we should “translate”
all affect-related things from the hyper world as ontological resources. The ontology
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relies onwell-defined knowledge to reach the logical consistency.Another core,men-
tioned in this section, is ontology-based inference involved with concept extraction,
relation discovery (non-taxonomic relation discovery [57, 58] and axiom acquisition
[85]). An ontology itself cannot reach intelligent reasoning level for it is separated
from inference engine, so a method of data mining or reasoning is deployed for dis-
covering affect-related knowledge. Since the model applies DL to express things in
the hyper world into the ontology and the deduced knowledge should have consis-
tent representing way of the knowledge as the ontology, the model constructs logical
inference rules to complete intelligent reasoning. After inference rule sets have been
built based on users’ historical data, when the inference engine receives a users new
EEG signals and his other contextual factors, reasoning would be run on the rules to
generate results.

Inference rules in this case are built depending on a small number of EEG features
and other contexts in the ontology. A rule set generated from a decision tree is a set
of IF → THEN statements. In current research, a result is deduced when the user’s
EEG features and other contexts are routed down the tree according to the values of
each attribute in successive nodes. When a leaf is reached a rule will be generated
with a specific emotional state assigned to this leaf. The C4.5 algorithm is used in
our research to generate these rules. The principal motivating factors for use of the
C4.5 algorithm include:

• DT C4.5 algorithm generates is an effective representation tool of decisions;
• DT provides good interpretability of knowledge;
• It breaks down a complex decision-making process into a collection of simpler
decisions;

• The algorithm selects features which are most relevant to differentiate each affec-
tive state;

• The algorithm is a rule-based method and its expression could be transformed to
IF → THEN statement seamlessly.

Using ‘rich’ ontology-based knowledge, the model uses the C4.5 algorithm to
construct inference rule set. We have identified the most significant EEG features by
pre-processingmethodsmentioned above to avoid redundant rules. The EEG features
of each individual are used for generating personalized inference rules by the J48
classifier (a Java implementation of C4.5 Classifier) inWEKA. The confidence factor
used for pruning is set at C=0.25, whereas the minimum number of instances per
leaf is set at M=2. Containing EEG-related information (electrodes, feature names
and the values, etc.), user profile (age, vision and level of alertness, etc.) and other
contexts (EEG device, experimental time, etc.), each rule is generally extremely
long. A simplified example of a tree generated by C4.5 is depicted in Fig. 6.5. The
example has omitted a large number of EEG-related information, but it holds the
same structure as a real rule in the model and can give a clear understanding of
the inference rules. The reasoning reaches an average detection rate of 75.19% on
valence and 81.74% on arousal based on a ninefold cross validation.

Particularly, when a user’s new EEG signals and other contexts are entered into
the BIO-EMOTION model, data processing methods will be driven to clean (EEG)
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data and store data in semantics; feature extraction methods are triggered to calculate
EEG features which will be then stored in the ontology; finally an inference engine is
driven to deduce the users emotions by acquiring needed knowledge (or information)
from the ontology and finding paths from the root of trees to leaves (or from inference
rules). The inference engine would match the needed information acquired from the
ontology to the resources in the inference rules. Figure6.5 shows routing down a
decision tree along the arrow, and when a leaf is reached the category of a users one
emotional dimension, Valence, is obtained which is assigned as the Low_Valence to
the leaf. Due to the massive information in the ontology and in the rule set in real
situations, we here suppose a scenario to explain the process of reasoning (or routing
downa tree). In such a scenario,when an elderly user iswatching a documentary in the
bedroom, his EEG signals are detected directly from sensors. Obviously, high-level
emotional states cannot be directly acquired from sensorswhich should deduced from
the low-level EEG signals, personal profile and environmental information. TheBIO-
EMOTION characterizes intelligent technologies ofW2T. The model is powerful for
knowledge representation and reasoning through inference rules; both knowledge and
inference rules are expressed using DL. Here, when the elderly user is watching a
violent scene in that film, the values of EEG features are: “CP4_Kolmogorov_Entropy
= 2.247, Cz_Mobility = 0.8032, O2_F0_Beta = 3.987, O2_Max_Power_Alpha =
1.534”, and some other contexts are: “Gender = 1, Alcohol_Consumption = 2 and
Tobacco_Consumption = 1.” (Here, ‘1’ in ‘Gender’ indicates that he is a man; ‘2’ in
‘Alcohol_Consumption’ indicates that the user consumed alcohol yesterday, and ‘1’
in ‘Tobacco_Consumption’ indicates that the user never consumes tobacco.) This
tuple could be classified into the Low_Valence by hypothetically checking in a rule
set which includes the rule shown in Fig. 6.5. It is noted that several information like
“O2_F0_Beta” and “Alcohol_Consumption” are not appeared in the decision tree
(Fig. 6.5), that is because there is a process of feature selection before building rules.
Thus during the reasoning process, unselected information in that tuple would not
be queried and extracted from the ontology. Finally, the deduced emotion result is
added back to the ontology model as a new axiom or assertion.

6.5 Performance Evaluation and Future Work

In our research, we have proposed an innovative ontology-based model for mining
web users emotion using brain informatics. We succeeded in expressing emotion-
related knowledge byontology techniques and applying inference rules for reasoning.
We also realized a combination of both emotion recognition from EEG signals and
semantic representation of affect-related knowledge in an ontology-basedmodel. The
whole running mechanism of the BIO-EMOTION model is graphically illustrated in
Fig. 6.7. The Ontology-based Conceptual Knowledge Base and Inference Rule Set
are two core elements: the first one contains all affect-related knowledge and the other
consists of inference rules used for producing new knowledge. The running process
of themodel is shown in the graph at the top. Thewhole process needs to interact with
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Fig. 6.7 Running mechanism of the model BIO-EMOTION

the ontology (including storing information in the ontology or querying information
from the ontology). The model drives C4.5 algorithm to generate inference rules
after abundant affect-related knowledge have been represented in the ontology. These
inference rules are stored in a rule set.

Here, we give a discussion on both the highlights and drawbacks of the model
BIO-EMOTION.

• TheBIO-EMOTION model addresses a core issue of how to ensure the harmonious
symbiosis of heterogeneous things in nature. An ontology-based model for mining
web users emotion on the Wisdom Web is proposed, which contains and repre-
sents multiple affect-related contexts. Under this framework, emotion becomes
a measurable and analyzable entity. The model realizes a systematic mapping
from low-level brain information to human emotions and realizes sub-processes
ofW2T data cycle from “Things toWisdom”.BIO-EMOTION model has achieved
the essential part in the whole cycle from Things, like low-level EEG signals from
real world, toWisdom which refers to deducing human emotions based onmultiple
affect-related contexts. The small sub-processes from “Wisdom to Things” have
not been achieved in this work for the absence of a specific application. We will, at
the next step, make this model to implement the whole data cycle oriented toward
a specific application, for instance, telemedicine or online consumers.

• This model is highly informative for representing abundant semantic resources
which correspond to things in the social world, the physical world and the
cyber world. Figure6.1 gives a proper and semantic representation of conceptual
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knowledge in hierarchies which enhances both the logic of knowledge represen-
tation and the ability of reasoning on the Wisdom Web.

• Ontology is a great tool for semantic knowledge representation, but it does not have
the same ability as Data Mining methodologies have. Thus, we used C4.5 algo-
rithm to explore inference rules and support the representation of comprehensive
knowledge. The inference rules specify precise relationships between multimodal
affect-knowledge and emotions. Giving the inference rules, once a new emotion
recognition task comes in, an inference engine would query these rules to find an
answer. Based on inference rules, the model obtained an average accurate detec-
tion rate of 75.19% on Valence dimension and 81.74% on Arousal dimension.
The inference rules derived from DT could be well combined with the ontology.
With further refinements to our model, we will apply excellent intelligent infor-
mation technologies to this model to enhance its wisdom. Through the creation of
reasoning rules within the entailment of first-order logic, a wide range of higher-
level, conceptual knowledge can be deduced from relevant low-level contexts; for
instance, when inquiring “what are the user’s affective states when he watches the
video called May It Be by En-ya?”, the model could understand the way of human
expression and show the answers.

• The consequent parameter of all inference rules is assigned as an emotional state
but not related be other affect-related information,which is really a limitation of the
model. The next phase of the BIO-EMOTION model building is focused on multi-
aspect knowledge reasoning. On the other hand, we would explore more excellent
data cleaning and mining methods which could reduce information redundancy
and improve inference ability.

6.6 Conclusion

We have introduced an ontology-based mining model, in which the ontology is
built for the interaction of web information and knowledge sharing and inference
rules generated from C4.5 algorithm are used for exploring the possible relations
between multiple information and emotions. The aim of building this model is to
support intelligent applications on the Wisdom Web and realize the organic amal-
gamation and harmonious symbiosis among humans, computers and things in the
hyperworld. Themodel achieves themain sub-processes of theW2Tdata cycle: from
Things (e.g., EEG signals from real world) to Wisdom (e.g., intelligent reasoning).
Emotion becomes a measurable and analyzable entity in the model. A realistic use
case illustrates how the BIO-EMOTION model could be performed on the Wisdom
Web. This shows the usefulness of the proposed ontology-based mining model. Our
research contribution is, on the one hand, constructing a semantic ontology repre-
senting affect-related knowledge which would be linked to things from hyper world
and on the other hand, generating logical inference rules to exploit potential infor-
mation. Indeed, ontology techniques have already enabled major scientific progress
in biomedical research and they are also a rapidly growing area in bioinformatics
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and neuro-informatics research. We expect that the BIO-EMOTION model could be
extended to other neuroscience-, Affective Computing- and Wisdom Web-related
research and to support other biomedical ontology-based knowledge sharing and
representation efforts.
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Chapter 7
Multi-level Big Data Content Services
for Mental Health Care
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Abstract Systematic brain informatics studies on mental health care produce vari-
ous health big data of mental disorders and bring new requirements on the data acqui-
sition and computing, from the data level to the information, knowledge and wisdom
levels. Aiming at these challenges, this chapter proposes a brain and health big data
center. A global content integrating mechanism and a content-oriented cloud service
architecture are developed. The illustrative example demonstrates significance and
usefulness of the proposed approach.
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7.1 Introduction

E-health care has become a hot issue and drawn great attentions from both research
and industry. Its goal is to improve the quality and reduce the cost of medical services
by modern information and computing technologies. The increasing ability to obtain
digital information in health care has led to health big data. At present, e-health care
systems have not limited to recording and managing of medical process information,
such as digital medical records and hospital information systems. Enhancing the
acquisition and computing of health big data to provide intelligent medical services
has been an important trend in e-health care. Because of the powerful capabilities of
data storage and computing, cloud computing [1, 14] has played an important role
on e-health care. It can be used to develop the web-based epilepsy analytic system
for supporting data mining of clinical examinations [29]. It can also be integrated
with wearable body sensor components to develop intelligent health care services
for diagnosis of chronic illness [19].

Mental health care is a focus of e-health care. Comparing with other disorders,
mental disorders have distinct characteristics, such as the high incidence rate, long
treatment cycle, high recurrence rate, complex pathogeny, etc., and bring new require-
ments of e-health care, especially the acquisition and computing of mental health
big data. In order to understand pathology of mental disorders in depth and develop
new clinical diagnosis technologies, brain informatics (BI) [42, 43] adopts a system-
atic methodology to study mental disorders from macro, meso and micro points of
view. Systematic studies product multi-level and multi-aspect mental health big data
and bring new requirements of systematic brain data management. It is necessary to
effectively integrate multi-level mental health big data and provide multi-level and
content-oriented data services for different types of users by an open and extendable
mode. In our previous studies [45], the Data-Brain-based brain data center has been
constructed to realize systematic brain data management. However, it mainly focuses
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on data sharing and reuse of neuroimaging data among research groups, and cannot
meet those new requirements.

This chapter analyzes new requirements of systematic brain data management
brought by systematic BI studies on mental health care, and proposes a brain and
health big data center. Wisdom as a service, a content-oriented cloud service archi-
tecture for mental health care is developed as the core technology of the big data
center to effectively organize, manage and utilize health big data of mental disorders
based on the storage and computing capabilities of “cloud”. The remainder of this
chapter is organized as follows. Section7.2 discusses background and related work.
Section7.3 analyzes new requirements brought by systematic BI studies on mental
health care and proposes a brain and health big data center. Section7.4 designs a con-
tent integrating mechanism of health big data. Based on the preparations, Sect. 7.5
presents the content-oriented cloud service architecture and Sect. 7.6 provides an
illustrative example. Finally, Sect. 7.7 gives concluding remarks.

7.2 Background and Related Work

7.2.1 From Cloud Computing to Wisdom as a Service

The Internet, the mobile Internet, the Internet of Things [4, 37], and the Web of
Things [11, 33] connect humans, computers, and other devices to form an immense
network and result in a hyper-world consisting of the social, cyber, and physical
worlds. How to make each “things” in the network “wisdom”, i.e., developing the
Wisdom Web of Things (W2T) [46], becomes a core issue for realizing the harmo-
nious symbiosis of humans, computers, and things in the hyper-world, where the
“wisdom” means that each “thing” is aware of itself and others to provide the right
service for the right object at the right time and context. This is a new goal of Web
intelligence (WI) [38, 41] in the hyper-world age and its core is aW2T cycle, namely,
“from things to data, information, knowledge, wisdom, services, humans, and then
back to things”.

Constructing such a W2T cycle relies on large-scale converging of intelligent IT
applications, which needs an open and scalable architecture to meet seven factors of
intelligent IT applications—that is, the infrastructure, platform, software (developing
and scheduling abilities), data, information, knowledge, and wisdom. They can be
divided into two types: system resources and contents. Cloud computing provides
an open and service-oriented architecture for system resources of IT applications,
including the infrastructure, platform and software, by Infrastructure as a Service
(IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS), respectively.
Furthermore, it is necessary to develop an open and interoperable intelligence service
architecture for contents of IT applications, including data, information, knowledge
and wisdom.
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Wisdom as a service (WaaS) [8] was proposed for the above requirement. It
includes four service layers, namely, data as a service (DaaS), information as a
service (InaaS), knowledge as a service (KaaS), and wisdom as a service (Waas).
Its realization needs a WaaS standard and service platform, with four components
according to the four service layers. Each component includes a software platform
and a standard system for realizing all services in the corresponding service layer.

WaaS is an open intelligent IT architecture and oriented to the contents of IT
applications, i.e., big data. It is independent of cloud computing and focuses on the
DIKW(the data, information, knowledge, andwisdom) organization and transforma-
tion to realize wisdom from big data. It is also based on cloud computing and obtains
the needed computing, storage, and communication resources, as well as developing
and scheduling abilities, by IaaS, PaaS and SaaS services. Binding WaaS with cloud
computing, both system and content-level demands of intelligent IT applications can
be met in a unified, pay-as-you-go manner for supporting the developing of intelli-
gent IT applications. A large number of intelligent IT applications will appear and
converge into an open and sharing network to realize the W2T cycle.

7.2.2 Brain Information for Mental Health Care

Brain informatics (BI) [42, 43] is a new interdisciplinary field to study human infor-
mation processing mechanism systematically from both macro and micro points of
view by cooperatively using experimental and computational cognitive neuroscience
and WI centric advanced information technologies [38, 41]. It focuses on human
thinking centric cognitive functions and clinical diagnosis and pathology of human
brain, mind and mental related diseases. A systematic methodology is adopted and
includes four core issues, namely, systematic investigation of complex brain science
problems, systematic design of cognitive experiments, systematic human brain data
management, and systematic human brain data analysis and simulation [44].

Mental health care is also a core issue of BI. Guided by the systematic method-
ology, BI is studying brain and mental disorders, such as depression, from macro
(i.e., behavior and symptomatology), meso (i.e., brain function and structure) and
micro (i.e., molecule, neuron and gene) points of view. Some preliminary fruits have
been achieved [21, 22]. At present, the application of wearable health devices is
an important characteristic of BI studies on mental health care. Various wearable
health devices, such as the wearable EEG belt, are used as new physical examination
devices to obtain macro and meso levels of brain and mental data. These wearable
health data are integrated with clinical physical examination data, as well as various
medical information and knowledge sources, including medical records, experimen-
tal reports, LOD (Linked Open Data) medical data sets [10], SNOMED CT [12],
PubMed [28], and DrugBank [20].

Such a systematic study needs a powerful brain data center. Our previous studies
have developed a Data-Brain and a Data-Brain-based brain data center [6, 45]. The
Data-Brain is a domain-driven conceptual modeling of brain data for modeling a
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whole process of systematic BI studies. It is used as a multi-dimension framework
to integrate data, information and knowledge coming from the whole BI research
process. However, the existing Data-Brain-based brain data center is oriented to BI
studies on human thinking-centric cognitive functions and mainly focuses on data
sharing and reuse of neuroimaging data among research groups. It cannot effectively
support systematic BI studies on mental health care, which are involved with multi-
level contents and services of mental health big data. It is necessary to extend the
Data-Brain-based brain data center for developing a brain and health big data center.

7.3 Developing a Brain and Health Big Data Center

7.3.1 New Requirements Brought by Systematic Brain
Informatics Studies on Mental Health Care

SystematicBI studies onmental health care bringnew requirements on the acquisition
and computing of mental health big data, from the data level to the information,
knowledge and wisdom levels. They can be described as follows:

• comprehensive data collection and targeted data management: Systematic BI stud-
ies on mental health care are involved with multi-level health data, from behavior
and symptomatology data to molecule, neuron and gene data. All of data need
to be collection in the round. However, these data cannot be managed by using a
unified mode. Because of the differences of data formats, data sources, acquisition
environments and mining tools, it is necessary to adopt different data collection,
storage and management methods for these heterogeneous data.

• broad information integration: Complex pathogeny is an important characteristic
of mental disorders. Their diagnosis and evaluation are often based on an index
system rather than a or several indexes. Hence, identifying multi-aspect and multi-
level indexes and their relationships to form a unified index system becomes a core
objective during systematic BI studies on mental health care. In order to realize
this objective, it is necessary to broadly integrate multi-aspect health information,
including features found in experimental data, content information of medical
records, personal information, etc., into a unified health information sources for
the finding of mental disorder-related indexes and their relationships.

• domain-driven knowledge integration: Studies on mental health care are interdis-
ciplinary and involved with multi-aspect domain knowledge. It is also a kind of
important mental health big data and should be formally collected or described
to support various knowledge-driven applications, including resource exchange,
resource integration, experiment data mining, etc. Furthermore, all domain knowl-
edge should be integrated into a global knowledge framework by a domain-driven
approach. The core issue is to develop a global conceptual model of mental health
big data based on system BI methodology.
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• multi-level wisdom service: BI mental health care studies focus on not only
pathology studies but also clinical diagnosis. Potential users are more diversi-
fied than traditional study-oriented brain databases, including patients, patients’
family members, doctors, nurses, researchers, developers, etc. They bring various
service requirements about mental health big data. A data mining experts often
needs raw clinic or experimental data for algorithm experiments; a doctor often
needs mining results and corresponding patients’ information, and a patient just
needs a diagnosis results and evidences. It is necessary to provide different levels
of mental health big data for different users. Service should also be “wisdom”.
The right service is provided for the right object at the right time and context.

Generally speaking, in systematic BI mental health care studies, mental health big
data include not only multi-level physiological data but also various health informa-
tion and knowledge. Effectively integrating multi-level mental health big data and
providing multi-level and content-oriented data services for different types of users
by an open and extendable mode become new requirements of developing the brain
big data center.

7.3.2 The System Framework of Brain and Health Big Data
Center

Abrain and health big data center needs to be constructed for the above requirements.
As shown in Fig. 7.1, it mainly includes two components: the brain and health data-
base and the wisdom service platform.

The brain and health database is amulti-level databasewhich is used to store health
big data obtained from system BI studies on brain and mental disorders. It consists
of a group of health databases, an integrated information base, and an integrated
knowledge base.

Health databases are the basis of the brain and health database, and involved with
three types of databases: clinical examinations databases which are used to store
and manage multi-level brain and mental data obtained from diversified clinical
examinations, wearable databases which are used to store and manage raw data
obtained fromdiversifiedwearable health devices, andmedical informationdatabases
which are used to store and manage patient-related medical information obtained
fromdiversifiedmedical information systems, such as digitalmedical record systems.

There are an integrated information base and an integrated knowledge base on
these health databases. The integrated information base includes semantic medical
information and brain informatics provenances [7, 47], index databases and case
databases. Semantic medical information is obtained by importing outer seman-
tic medical information sources or transforming patient-related medical informa-
tion of medical information databases. Brain informatics provenances are semantic
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Fig. 7.1 The System Framework of Brain and Health Big Data Center

metadata of brain and mental data which are stored in clinical examinations data-
bases or wearable databases. The integrated knowledge base includes various domain
ontology bases and model bases, in which all of domain ontologies are integrated
based on a multi-dimension Data-Brain.

The wisdom service platform is the service portal of brain and health big data
center. Guided by the WaaS architecture, it is divided into four service layers: DaaS,
InaaS,KaaS andWaaS.TheDaaS, InaaS andKaaS layers include various data content
services based on multi-level mental health big data stored in the brain and health
database. For examples, classical diagnosis and treatment scheme can be constructed
as medical models to provide model query services.

The WaaS layer includes two components: the content-oriented service bus and
the “Interactions+Adaptive Judgement” component. It is constructed based on a
meta-equation:

Wisdom = I nteractions + Adaptive Judgement

+Data Contents,
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which originates from Skowron et al.’s works [31].1 Data contents are the basis of
wisdom. Hence, the bottom of WaaS layer is a content-oriented service bus which
can obtain needed data contents by calling DaaS, InaaS, KaaS services. On the
content-oriented service bus, the “Interactions+Adaptive Judgement” component is
constructed to generate the solutions of users’ requirements by intelligent technolo-
gies, such as service discovery and planning, and interactive rough-granular com-
puting [18, 31].

Realizing such a brain and health big data center needs a large number of
IT resources, including computing resources, storage resources, communication
resources, etc. Hence, it should be constructed on a cloud computing platform, as
shown in Fig. 7.1, to obtain the needed IT resources by IaaS services, PaaS services
and SaaS services. The PaaS services are most important for constructing the brain
and health big data center. Most of IT resources needed by the brain and health
database and the wisdom service platform are obtained from the cloud computing
platform by calling corresponding PaaS services.

7.3.3 A Comparison Between Existing Brain Databases
and the Brain and Health Big Data Center

Brain science is a data-driven study in which brain databases play an important role.
Tradition Web-based brain databases focus on storing and sharing multi-level exper-
iment data, from the gene level [26], the cell level [25] to the system level [36].
In recent years, the long-term community-oriented databasing of brain data [15]
and data curation [16] become new trends in brain database studies. Developing a
brain research portal to furthest improve the availability and value of brain data by
data description, data organization and data preprocessing for effectively supporting
brain science studies, especially systematic studies which integrate multiple groups
of experiments, become an important issue. Many important brain research portals
have been constructed. Different from tradition Web-based brain databases [9, 17],
which are oriented to storing and sharing of experiment data, existing brain research
portals focus on research sharing. They can provide not only experiment data but also
data-related information, such as experimental paradigm and analytical results, and
various domain knowledge, including ontologies and models. Furthermore, research
resources belonging to different experiments are often integrated to provide a sys-
tematic and global study. For examples, NIF (Neuroscience Information Framework)
[24] integrates various neuroinformatics resources by domain ontologies to provide
the resource query based on semantics; BrainMap [3] stores a large number of ana-
lytical results obtained by neuroimaging studies, i.e., brain activations, to support
the meta-analysis [35].

1Skowron et al. proposed “Wisdom = Interactions + Adaptive Judgement + Knowledge”. In the
WaaS architecture, all of big data, from data to information and knowledge, are data resources for
bringing “Wisdom”. Hence, we change “Knowledge” to “Data Contents” in this study.
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FromWeb-based databases to research portals, experiment data are no longer the
only core contents of brain databases. Both provenances [30] and domain ontologies
become important brain data resources in brain databases. However, existing brain
databases still only focus on a specific type of brain data resources, such as experiment
data and analytical results, and provide services related to this type of brain data
resources. The brain and health big data center is oriented to those four levels of
requirements of health big data stated in Sect. 3.1. Compared with existing brain
databases, it has the following two characteristics and innovations:

• a global content integrating mechanism of mental health big data: Different from
existing brain databases, which focus on a specific type of brain data resources,
the brain and health big data center includes three levels of mental health big data,
from diversified experiment data to various experiment data-related information
and domain knowledge. All of them are regarded as core contents of mental health
big data for storing and utilizing respectively. A global content integrating mech-
anism is designed to integrate multi-level mental health big data. By using this
content integrating mechanism, multi-level contents of mental health big data can
be represented and organized uniformly to construct a brain data and knowledge
base for meeting multi-level and multi-aspect service requirements about mental
health big data.

• a content-oriented cloud service architecture of mental health big data: Different
from existing brain databases, which provide services based on a specific type of
brain data resources, the brain and health big data center providesmultiple levels of
big data services, from raw data downloading to on-line analytical processing and
domain knowledge query, based on the integrated multi-level mental health big
data. A content-oriented cloud service architecture is developed to realize multi-
level services of mental health big data. By using this content-oriented service
architecture, multi-level big data services can be developed and deployed with
a unified and open mode for meeting various service requirements brought by
systematic BI studies on mental health care.

Owing to the above two characteristics, the brain and health big data center is
no longer a traditional Web-based brain database or research portal oriented to a or
several specific functions, such as experiment data sharing, resource query, meta-
analysis, parallel analysis, etc. It is an open and extendable platform, on which
anyone focusing on any aspect of studies, clinical practices and industries of mental
health care can publish, share and trade his or her achievements and productions, for
supporting the large-scale research cooperation, achievement promotion and indus-
trialization. These two characteristics also become core research issues of the brain
and health big data center. They will be discussed in the following sections.

http://dx.doi.org/10.1007/978-3-319-44198-6_3
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7.4 A Global Content Integrating Mechanism of Mental
Health Big Data

The global content integrating mechanism of mental health big data is an important
characteristics and core research issue of the brain andhealth big data center.As stated
in Sect. 3.1, the brain and health big data center should realize the information and
knowledge levels of integrations though heterogeneous raw data and patient-related
medical information need to be stored and managed, independently. Hence, this
global content integrating mechanism includes two levels: the knowledge integration
and the information integration.

7.4.1 A Top-Down Integration Approach

Studies on brain databases focus on information and knowledge-level integration by
using ontologies and provenances because most of brain data are unstructured. They
often adopt a bottom-up integration approach. Aiming at a specific system function,
ontologies and provenances are constructed to describe a specific level of brain
big data, such as raw data, mining results and information resources. They are only
function components rather than a part of brain big data. Their structures and contents
are decided by the system function. Hence, most of ontologies in traditional brain
databases are term ontologies which mainly provide domain term sets for supporting
the semantic query. Related provenances mainly focus on describing single data set
or analysis workflow.

Different from traditional brain databases oriented to a or several specific func-
tions, the brain and health big data center is an open and extendable platform for
supporting the large-scale research cooperation, achievement promotion and industri-
alization. All levels of mental health big data, including ontologies and provenances,
should be regarded as data resources and integrated together to describe the whole
systematic BI studies rather than a specific system function. Hence, a top-down
approach is necessary to realize information and knowledge-level integration. It will
be introduced in the following subsections.

7.4.2 The Data-Brain Based Knowledge Integration

The Data-Brain is used to realize the knowledge level of integration in mental health
big data. It is a domain-driven conceptualmodel of brain data,which representsmulti-
aspect relationships among multiple human brain data sources, with respect to all
major aspects and capabilities of human information processing systems, for system-
atic investigation and understanding of human intelligence [5, 6]. Previous studies
have constructed a thinking-oriented Data-Brain, which includes four dimensions

http://dx.doi.org/10.1007/978-3-319-44198-6_3
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corresponding to the four core issues of BI methodology for integrating all domain
knowledge during the whole process of thinking-centric BI studies.

Similarly, the Data-Brain oriented to mental disorders can also be constructed to
integrate all domain knowledge during systematic BI studies of mental health care.
It also includes the following four dimensions:

• The function dimension, denoted by F D, is a set of concepts, relationships and
axioms, and used tomodel the systematic investigation during BI studies of mental
health care. It is a set of concepts, relationships and axioms, and includes two types
of concepts: cognitive functions and mental disorders.

• The experiment dimension, denoted by E D, is a set of concepts, relationships and
axioms, and used to model the systematic experimental design during BI studies
of mental health care. It mainly includes three types of concepts: experimental
tasks, measuring instruments and subjects.

• The data dimension, denoted by DD, is a set of concepts, relationships and axioms,
and used to model the systematic brain data management during BI studies of
mental health care. It includes three types of concepts: data concepts, information
concepts and knowledge concepts corresponding to multi-level mental health big
data.

• The analysis dimension, denoted by AD, is a set of concepts, relationships and
axioms, and used to model the systematic data computing, including analysis,
simulation and intelligent applications during BI studies of mental health care. It
mainly includes two types of concepts: computing tasks and analytic tools.

By using the domain-driven conceptual modeling process [45], the multi-
dimension Data-Brain can be constructed and its each dimension is an upper ontol-
ogy to integrate multi-aspect domain ontologies during each core issue of systematic
studies. For example, a segment of the function dimension is shown in Fig. 7.2. The
Data-Brain and integrated domain ontologies form a global conceptual model to
model the whole systematic BI studies on mental health care.

7.4.3 The Brain Informatics Provenances Based Information
Integration

BI Provenances is used to realize the integration level of integration in mental health
big data. They are the metadata describing the origin and subsequent processing of
various human brain data in systematic BI studies [7, 47], including data provenances
and analysis provenances:

• Data provenances are metadata that describes the BI data origin by integrating
multi-aspect experiment information, including subjects information, how experi-
mental data of subjectswere collected,what instrumentwasused, etc.Byusingdata
provenances, description information of raw data in clinical examinations data-
bases and wearable databases and contents information in medical information
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Fig. 7.2 A segment of the
function dimension

databases, such as medical records, can be integrated into a unified information
sources.

• Analysis provenances are metadata that describes what processing in a brain
dataset has been carried out, including what analytic tasks were performed, what
experimental data were used, what data features were extracted, and so on. By
using analysis provenances, features found in raw data, outer medical information
sources, such asLODmedical data sets, can be integrated into a unified information
sources.

By recording the whole life cycle of raw data, BI provenances can integrate multi-
aspect health information, which are obtained from information systems, digital
records, literatures and outer information sources, into a unified health information
sources for supporting the discovery of mental disorder-related indexes and their
relationships.

Constructing BI provenances can adopt a domain-driven approach. The four
ontological dimensions of the Data-Brain and their own domain ontologies form
a knowledge-base which includes multi-aspect domain knowledge about heteroge-
neous brain and mental data, not only data themselves, but also data productions and
data processing. By adding relationships among these dimensions, holistic concep-
tual schemata can be obtained for guiding the development of BI provenances.

For example, to provide a general conceptual schema for BI data provenances,
the function, experiment and data dimensions are connected by the following two
relations:
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• has-experimental-purpose. It is between experimental task concepts in an exper-
iment dimension and the corresponding mental disorders concepts in a function
dimension, which describes an experimental purpose.

• has-result-data. It is between experiment concepts in an experiment dimension and
the corresponding raw data concepts in a data dimension, which describes results
of an experiment.

By using the above two relations, mental disorder related concepts and experiment
design related concepts are connected to the corresponding original data concepts.
They form a general conceptual schema for describing the BI data origin, as shown in
Fig. 7.3. Based on this schema, BI data provenances can be constructed by collecting
related information and creating instances of concepts and relations.

By using BI provenances as a bridge, the knowledge level of mental health big
data, namely, the Data-Brain and its own domain knowledge, can be integrated with
the data level of mental health big data, namely, brain and mental data obtained by
clinical examination devices andwearable health devices, and patient-relatedmedical
information. Multi-level contents of mental health big data can become a whole for
developing the content-oriented cloud service architecture.

Fig. 7.3 An example of data provenances schema
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7.5 Wisdom as a Service: A Content-Oriented Cloud
Service Architecture For Mental Health Care

The content-oriented cloud service architecture for mental health care is another
important characteristics and core research issue of the brain and health big data
center. Based on the WaaS architecture [8], various content-oriented cloud services
can be divided into four layers, namely, the DaaS, InaaS, KaaS and WaaS. Realiz-
ing such a content-oriented cloud service architecture is involved with multi-aspect
work, including service definition, service encapsulation, service registering, etc.
Exiting Web service technologies and semantic Web service technologies [23, 27]
provide effective methods for service encapsulation, service registering, service pub-
lishing, service call, and service communication. Hence, our study focuses on service
definition, description, discovery and planning. The detail will be discussed in this
section.

7.5.1 Service Definition and Description

To describe the proposed WaaS mechanism more formally, some basic definitions
are defined as follows.

Definition 1 A brain and health big data, denoted by B H B D, is a set:

B H B D = {B H D, B H I, B H K },

where,

• B H D is a set which includes all data set in health databases of the brain and health
big data center;

• B H I is a set which includes all information set in the integrated information base
of the brain and health big data center;

• B H K is a set which includes all knowledge set in the integrated knowledge base
of the brain and health big data center.

Definition 2 A data service, denoted by DS, is a function which extracts a part of
data set from the brain and health big data center according to given filter conditions.
It can be defined as:

DS(B H D, σ (attr, υ)) = B H D′ = {B H Di |B H Di ∈ B H D,

∀attr j ∈ attr ∧ σ j (B H Di .attr j , υ j ) = true}.

where,

• attr = (attr1, attr2, ..., attrm) is an attribute list inwhich each attri is an attribute
of the data set B H Di or BI provenances of B H Di ;
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• σ(attr, υ) = (σ1(attr1, υ1), ..., σm(attrm, υm)) is a filter condition list and each
σ j (attr j , υ j ) is a filter condition on the attribute attr j , where σ j is an operator to
define a kind of relationships among attribute values of attr j , such as “=”, and υi

is an attribute value of attr j .

Similarly, an information service can be defined as I S(B H I, σ (attr,
υ)) = B H I ′ = {B H Ii |B H Ii ∈ B H I,∀attr j ∈ attr ∧ σ j (B H Ii .attr j , υ j ) = true},
where each attr j is an attribute of the information set B H Ii , and a knowledge
service can be defined as K S(B H K , σ (attr, υ)) = B H K ′ = {B H Ki |B H Ki ∈
B H K ,∀attr j ∈ attr ∧ σ j (B H Ki .attr j , υ j ) = true}, where each attr j is an
attribute of metadata of the knowledge set B H Ki .

All data, information and knowledge services can be constructed by semanticWeb
service technologies, whose core idea is to annotate the descriptions of services by
formal ontologies. By using the Data-Brain and domain ontologies integrated into
the Data-Brain, service descriptions can be defined as follows.

Definition 3 A data service description, denoted by DSD, is a three-tuple:

DSD = (Name, T ype, Attr),

where,

• Name is the identifier of the data service;
• T ype represents the data type provided by the data service and is a concept in the
data dimension of the Data-Brain;

• Attr is a sub-set of attribute set of T ype and used to construct filter conditions.

Similarly, an information service description can be defined as I SD = (Name,
T ype, Attr), where T ype represents the information contents provided by the infor-
mation service and is a or a groupof concepts and their relationships in theData-Brain,
and an knowledge service description can be defined as K SD = (Name, T ype,
Attr), where T ype represents the knowledge contents provided by the knowledge
service and is amodel concept or a top concept of domain ontology in theData-Brain.

Data, information and knowledge services are to obtain existing big data contents
from the brain and health database. These data contents are constructed by offline
computing before receiving service requests. Based on these offline computing ser-
vices, context and user-related big data content services, namely wisdom services,
can be developed by online computing technologies, such as user interest-based liter-
ature recommendation and user-centric query refinement [40]. The wisdom service
and its description can be defined as follows.

Definition 4 A wisdom service, denoted by W S, is a function which transforms
existing big data contents to new big data contents by online computing. It can be
defined as:

W S(bhbd) = {bhbd ′},
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where bhbd and bhbd ′ ⊂ B H B D.

Definition 5 A wisdom service description, denoted by W SD, is a three-tuple:

W SD = (Name, W I nput, W Output),

where,

• Name is the identifier of the wisdom service;
• W I nput = {W I nput1, ..., W I nputn} represents initial big data contents, namely,
the input of the wisdom service, and each W I nputi is a concept in the set which
consists of all DSD.T ype, I SD.T ype and K SD.T ype.

• W Output represents obtained big data contents, namely, the output of the wisdom
service, and is a concept in the data dimension of the Data-Brain.

Data services, information services, knowledge services and wisdom services
form a multi-level and content-oriented cloud service architecture.

7.5.2 Service Discovery and Planning

TheData-Brain based service descriptionsmake it possible to automatically discover
and planning content-oriented cloud services according to users’ service requests.
By using the semantic based service planning technologies [7, 23, 27], the whole
process can be described as follows.

Firstly, service requests should be described based on the Data-Brain and domain
ontologies integrated in the Data-Brain.

Definition 6 A service request, denoted by S R, is a two-tuple:

S R = (RI nput, Results),

where,

• RI nput is a set of concepts or attributes in the Data-Brain and represents the input
conditions of service request. They can be information submitted by users, such
as query conditions. They can also be information submitted by systems, such as
context information, user information;

• Results is a concept in the set which consists of all DSD.T ype, I SD.T ype,
K SD.T ype and W SD.W Output .

Secondly, regarding S R.RI nput as the initial space, S R.Results as the objective
space and data, information, knowledge and wisdom services as atomic operations,
content-oriented cloud services can be found and organized to build a topology graph
by typical problem-solving methods. The pseudo codes of the algorithm are shown
in Algorithm 1. The CanMatch(S RT S, input) is to check if each element of input
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can find a “matching” element of S RT S. Because all elements in S RT S and input
are concepts or attributes in the Data-Brain, the “matching” doesn’t mean that the
same concept or attribute. The sub-class, sub-attribute and including relationship can
also be regarded as the “matching”. The “add” is an incremental addition, namely,
only adding newnodes and edges. Relevant edges are the edges fromnode csi to those
nodes whose T ype or W Output arematching elements of S RT S during performing
the function CanMatch(S RT S, input).

Algorithm 1 Services Discovery and Planning
Input: a service request SR
Output: a topology graph T G.
1. Initialize an empty Topology Graph T G;
2. Initialize an empty service request type set SRT S;
3. For each rinputi in SR.RI nput do
5. add rinputi into SRT S;
6. End For
7. While (SRT S <> empty) do
8. Initialize New-SRT S = empty;
10. For each available content-oriented service csi do
11. If csi is a wisdom service then
12. input = csi .W I nput ;
13. output = csi .W Output
14. else
15. input = csi .Attr ;
16. output = csi .T ype
17. End If
18. If CanMatch(SRT S, input) == true then
19. add csi as a node and relevant directed edges into T G;
20. add output into New-SRT S;
21. End If
22. End For
23. Add elements of SRT S which have not been matched into New-SRT S;
24. Initialize SRT S = New-SRT S;
25. For each nssi in New-SRT S do
26. If CanMatch(nssi , SR.Results) == true
27. make csi corresponding to nssi as the target node;
28. make SRT S == empty;
29. break;
30. End If
31. End For
32.End While

Thirdly, the obtained topologygraph includesmany redundant nodeswhich cannot
find a path to the target node. They can be removed by finding all simple paths from
start nodes to the target node and deleting nodes and edges out of simple paths in the
topology graph. The new topology graph is just the service workflow to realize the
service request.
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7.6 The Illustrative Example

Medical literatures are important information sources for clinical and pathology
studies of mental disorders. Aiming at a mass amount of literatures, a literature
recommendation system is useful to doctors, researchers and developers which focus
on studies of mental disorders. In this section, an illustrative example will be used to
describe how to realize a user interest-based literature recommendation on the WaaS
architecture.

The user interest-based literature recommendation mainly includes the following
seven steps:

• transforming literature information in PubMed to semantic information sources,
• constructing BI provenances,
• querying user’s BI provenances,
• querying literatures which meet a or several given conditions,
• constructing the user model by using BI provenances,
• computing literature weight vectors,
• computing literature recommendation values (i.e., similarity degrees).

These seven steps can be divided into two stages: offline computing and online com-
puting. In this illustrative example, the goal of the literature recommendation is set
as “recommending literatures on PubMed for Professor Wang who is a psychiatrist”.

Offline computing: The first two steps, namely, transforming literature informa-
tion and constructing BI provenances, should be completed before submitting service
requests. Because semantic data set of PubMed literature information can be down-
loaded from the web site of PubMed, constructing BI provenances become the only
work during the offline computing stage.

As stated in Sect. 4.2, constructing data provenances is just to collect related
information and create instances of concepts and relations guided by Fig. 7.3. In this
case study, user’s publications are regarded as information sources. Some rule-based
templates have developed to realize information extraction from literatures.

Online computing: The last five steps should be completed after submitting ser-
vice requests. These online computing operations can be realized based the WaaS
architecture. The corresponding content-oriented cloud service workflow is shown
in Fig. 7.4. As shown in this figure, the five steps are realized by two information
services and three wisdom services:

(1) The information service I S:P Q(B I P, P QFilter ): the I S:P Q is a BI prove-
nance query service which can provide BI provenances according to the query
condition P QFilter . In this case study, P QFilter = (= (author,′′ Gang Wang′′),
in(publication date, [2012, 2014])) means to choose BI provenances which were
constructed by extracting study-related information from Professor Wang’s publica-
tions in 2012, 2013 and 2014years. The number of involved literatures is 13. The
B I P represents BI provenances in the brain and health big data center.

(2) The wisdom service W S:U M(B I P): the W S:U M is an interest-based user
modeling service which can provide the interest-based user model by computing

http://dx.doi.org/10.1007/978-3-319-44198-6_4
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Fig. 7.4 The content-oriented service workflow for realizing user interest-based literature recom-
mendation

users’ interests on BI provenances B I P . An interest-based user model is a two-
tuple:

IU M = (U, Wu),

where U = (e1, e2, e3, ...) is a user vector to represent users’ interests, in which
each ek represents the users’ interest on the element Ek of BI provenances; Wu =
(we1, we2, we3, ...) is a user weight vector to quantificationally represent users’ inter-
ests, in which each wek represents the retained interest value of the users’ interest ek .
In this case study, four elements of BI provenances E1 = Mental_Disorder ,
E2 = Research_Means, E3 = Experimental_Material, and E4 = Subject are
defined based on domain experts’ suggestions. Thismeans that user research interests
are described from four aspects includingmental disorder types, experimentalmeans,
experimental tasks, and subject types. The retained interest value wek is computed
by using the retained interest formula RI [13]:

RI (ek(i), n) =
n∑

j=1

yek (i), j × AT −b
ek (i)

where ek(i) is a possible value of Ek and represents a candidate user interest on Ek ;
n is the number of time periods; Tek (i) is the number of time periods since appearance
and represents the duration of influence of ek(i); yek (i), j is the appearance frequency
of the candidate interest ek(i) in the timeperiod j ; A is used to control the difference of
retained interest with current interest, and makes them have the minimum difference;
b is used to control the decaying speed on lost interests.

In this case study, three time periods were defined, namely, 2012, 2013 and
2014years. The value of A is 0.855 and the value of b is 1.295 according to
previous studies [39, 40]. By computing on BI provenances B I P , all candidate
user interests and their retained interest values on four elements of BI prove-
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Fig. 7.5 All candidate user interests and their retained interest values

nances are shown in Fig. 7.5. By choosing use interests with the max retained
interest values, Professor Wang’s interest-based user model IU Mwang(U, Wu) =
((Depression, Demography Statistics, Evaluation Scale, Patient), (5.733,
4.117, 5.733, 7.349)) can be obtained.

(3)The information service I S:L Q(PubMed, L QFilter ): the I S:L Q is aPubMed-
based literature query service which can provide semantic literature information in
PubMed according to the query condition L QFilter . Considering the huge literature
number in PubMed, this case study chose 1000 literatures which include the word
“Depression”, namely, the highest user interest on this kind of Mental Disorder ,
in the title, the abstract or keywords, to reduce redundant calculating works, i.e.,
L QFilter = (including(ti tle,′′ Depression′′), including(abstract,
′′ De-pression′′), including(keywords,′′ Depression′′), in(publi-cation date,
[2012, 2014])).

(4) The wisdom service W S:L M(U, Wl): the W S:L M is a user vector model-
based literature modeling service which can provide the literature weight vectors of
objective literatures based on a given user vector. A literature weight vector, denoted
by Wl , can be defined as follows:

Wl = (wl1, wl2, wl3, ...)
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where wli is the literature weight value corresponding to the element ei of the given
user vector U = (e1, e2, ...ei ). It is computed by using the following formula:

wli = α ∗ wti + β ∗ wki + γ ∗ wabi ,

where wt i is the number of ei in the title of the literature; wki is the number of ei in
keywords of the literature; wabi is the number of ei in the abstract of the literature.

The α, β and γ are weight coefficients when the element ei appears in the title, key
words and the abstract, respectively. In our study, their values are set as “0.5”, “0.333”
and “0.167” based on repeated experiments and domain experts’ result assessments.

(5) The wisdom service W S:Sim(Wu, Wl): the W S:Sim is a user interest-based
literature recommendation service which can provide similarity degrees of literatures
based on a user weight vector and a group of literature weight vectors. The similarity
degree of literatures is computed by using the following cosine similarity formula:

Sim(U, L) = (

n∑

i=1

wui ∗ wli )/(

√
√
√
√

n∑

i=1

w2
ui ∗

√
√
√
√

n∑

i=1

w2
li )

Based on definitions stated in Sect. 5.1, information services and wisdom services
can be described based on the Data-Brain:

The information service I S:P Q can be described as (I S:P Q,′′ B I_
Provenances ′′, (′′author ′′,′′ publication date′′, ...)) where “BI Provenances” is
an information concept in the Data-Brain and represents the type of information
sources provided by this service; “author” and “publication date” are attributes of
the concept “BI Provenances” and are used to define filter conditions. Similarly, the
information service I S:L Q can be described as (I S:L Q,′′ Semantic_Literature_
I n f ormation′′, (′′ti tle′′, ′′abstract ′′,′′ keywords ′′)).

The wisdom service W S:U M can be described as (W S:U M,′′ B I_
Provenances ′′, ′′ I nterest_based_User_Model ′′) where “BI Provenances” is an
information concept in the Data-Brain and used to describe the type of service input;
I nterest_based _User_Model is a knowledge concept in the Data-Brain and used
to describe the type of service output. Similarly, the wisdom service W S:L M can
be described as (W S:L M, {“User_V ector ′′, “Semantic_Literature_I n f orma −
tion′′}, “Literature _W eight _V ector ′′) and the wisdom service W S:Sim can
be described as (W S:Sim, {“User_W eight_V ector ′′, “Literature _W eight _
V ector ′′}, “Similari t y _Degrees _of _Literatures ′′).

Furthermore, the goal of this example, i.e., “recommending literatures on PubMed
for Professor Wang who is a psychiatrist” can also be described based on the
Data-Brain: S R = ({user.name = “Wang Gan′′}, “Similari t y _Degrees _of
_Literatures ′′).

Based on these descriptions, the service workflow shown in Fig. 7.4 can be
obtainedbyperformingAlgorithm1.As stated above, the “matching” among services
is not limited to the “same”. The sub-class, sub-attribute and containment relation-
ships can also be regarded as the “matching”. For example, because the interest-based

http://dx.doi.org/10.1007/978-3-319-44198-6_5
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Table 7.1 The 10 literatures with the highest similarity values

ID Similarity degree Literature title

1 0.9242911920248688 Assessing quality of life in Parkinson’s disease using the
PDQ-39. A pilot study

2 0.891631697505084 Screening psychiatric morbidity after miscarriage:
application of the 30-item General Health Questionnaire
and the Edinburgh Postnatal Depression Scale

3 0.891631697505084 The psychological symptoms of conjugal bereavement
in elderly men over the first 13months

4 0.891631697505084 A quality assurance instrument at ambulatory health
centers. A scale for identification of depression among
the elderly

5 0.891631697505084 MDMA (Ecstasy) use—an overview of psychiatric and
medical sequelae

6 0.891631697505084 Aggressive behaviour in schizophrenia: the role of
psychopathology

7 0.891631697505084 Subarachnoid meperidine-morphine combination. An
effective perioperative analgesic adjunct for cesarean
delivery

8 0.891631697505084 Inattentive and hyperactive behaviors and driving
offenses in adolescence

9 0.891631697505084 Hopelessness and suicidal behavior

10 0.891631697505084 Maternity blues in Brazilian women

user model is a two-tuple including a user vector and a user weight vector, there is
a containment relationship between the concepts “Interest-based User Model” and
“User Vector” in the Data-Brain. Therefore, the wisdom service W S:U M whose
output is I nterest_based_User_Model can be connected to the W S:L M(U, L)

where the input is “User_V ector”, as shown in Fig. 7.4.
Performing this workflow, similarity degrees of literatures can be obtained as

the recommendation criteria. The higher similarity value means that the literature is
more similar to user’s research interests and has the higher recommendation worth.
Table7.1 gives the 10 literatures with the highest similarity degrees.

Our experiments are based on the PubMed semantic data set in which literatures
are involved with broad research domains. For the user Professor Wang, many liter-
atures cannot effectively match his interests. When a literature only matches a user
interest aspect, its literature weight vector will only include a nonzero element. The
corresponding cosine similarity formula is as follows:

Sim(U, L) = (wu j ∗ wl j )/(

√
√
√
√

n∑

i=1

w2
ui ∗ wl j ) = wu j/

√
√
√
√

n∑

i=1

w2
ui
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where wl j is the nonzero element in the literature weight vector Wl . This means that,
if the similarity degrees are calculated between Professor Wang’s user weight vector
Wu and this kind of literature weight vectors, the same result will be obtained even
if literature weight vectors are different. Hence, most of literatures have the same
similarity degree in Table7.1. The domain knowledge-driven document selection
technology [48] can be used to solve this problem. It can be constructed as a wisdom
service and added into the beginning of the workflow shown in Fig. 7.4.

In summary, the above example illustrates that, the WaaS architecture makes it
possible to integrated multi-levels mental health big data from a perspective of sys-
tematic studies and construct different levels of big data services by a unified mode.
Furthermore, automatic service planning can be performing to obtain service work-
flows, i.e., solutions of the target tasks, for any intelligent application demand based
on mental health big data. Hence, it is possible to develop an open and extendable
platform by using the proposed WaaS architecture and provide multi-level data ser-
vices of mental health big data in a pay-as-you-go manner, for supporting large-scale
research cooperation, achievement promotion and industrialization. This is the most
important value of WaaS.

7.7 Conclusions

Systematic BI studies on mental disorders have led to multi-level and multi-aspect of
mental health big data and bring new requirements of developing brain data center,
from the data level to the wisdom level. It is necessary to develop a brain and health
big data to effectively integrating multi-level mental health big data and provide
multi-level content-oriented data services for different types of users by an open
and extendable mode. The core issue is to realize a content-oriented cloud service
architecture for mental health care, called WaaS. In this chapter, a global content
integrating mechanism is proposed to realize a top-down integration of mental health
big data. Based on it, service definition, description, discovery and planning are
designed to realize the WaaS architecture on the cloud computing platform.

By the proposed approach, the brain and health big data center becomes an open
and extendable platform to gather more and more data sources and services. It will
become a collaborative research platform ofmental health care for the BI community.
Each researcher will use it to define research strategies and aims, design and manage
experiments, collect and interpret results, incorporate the findings of others, dissem-
inate observations, and extend observations in directions completely unanticipated,
as stated in Bower et al.’s works [2]. It will also become an individual treatment
platform [34] where patients, physicians, and researchers collect and analyze mental
health big data from every patient, and use these results to individualize therapies.
Furthermore, data contentswill be updated continually to benefit subsequent patients.

Developing such a brain and health big data center is a large and complex project.
Much work still needs to be done. For example, it is necessary to develop new
technologies for the “Interactions + Adaptive Judgement” component of the WaaS
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layer. In this study, the semantic-based service discovery and planning is used to
realize an adaptive rational judgement. However, interaction in complex systems
needs to realize both intuitive and rational judgements. This can be realized by using
interactive rough-granular computing [31, 32].
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Chapter 8
Leveraging Neurodata to Support
Web User Behavior Analysis

Pablo Loyola, Enzo Brunetti, Gustavo Martinez, Juan D. Velásquez
and Pedro Maldonado

Abstract Given its complexity, understanding the behavior of users on the Web has
been one of the most challenging tasks for data mining-related fields. Historically,
most of the approaches have considered web logs as the main source of data. This
has led to several successful cases, both in industry and academia, but has also
presented several issues and limitations. Given the new challenges and the need
for personalization, improvement is required in the overall understanding of the
processes that lie behind web browsing decision making. The use of neurodata to
support this analysis represents a huge opportunity in terms of understanding the
actions taken by the user on the web in a more comprehensive way. Techniques such
as eye tracking, pupil dilation and EEG analysis could provide valuable information
to craft more robust models. This chapter overviews the current state of the art of
the use of neurodata for web-based analysis, providing a description and analysis in
terms of the feasibility and effectiveness of each strategy given a specific problem.
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8.1 Introduction

The ubiquity of the Internet and the development of the Web represent two of the
most critical technological advances in recent years. Services based on these two
technologies have been integrated into most human activities and their presence has
changed the way in which people behave and interact [74].

The amount of data and information generated on the Web every day surpasses
any other human-generated system and represents a valuable opportunity in terms of
understanding human behavior. First, froman academic point of view, theWeb is seen
as a source for visualizing a human consciousness, which is usually associated with
the concepts of collective intelligence or wisdom of the crowd, where methods for
pattern recognition anddata aggregation are used to solve complex problems. Second,
from a private point of view, processing data from the Web is essential in order to
provide better services and maximize monetary utility through a personalization
process [70].

Thus, as the understanding of Web user behavior is transversely considered a
relevant task, several models have been proposed. Most of them are focused on the
issue of user preference identification, which means the capture of which elements
the user is searching for while he traverses a web site. With that information, service
providers can improve the user’s experience or offer custom services in a more
effective way [71].

The majority of the methodologies developed use as a primary source of infor-
mation the set of web logs, which are documents that store each action a given user
generated during his visit, in a standardized way. This source and several techniques
from the data-mining field are combined to perform standard tasks such as classifi-
cation or prediction [58].

Although web logs represent an important source of data, there are several limi-
tations that threaten the validity and degree of generalization of the results [67].

First, from the preprocessing of the data, there is no reliable way to extract the
user sessions, which are the successive steps a user followed during a visit to a web
site. There is a high dependency on how each web browser presents the data to the
server and most of the approaches are based on heuristics.

Second, web logs do not provide an explicit way to capture a user’s interest in
certain elements of the web pages [97]. While the time spent on each web page
has been used as a proxy for user preference, it does not show strong correlation
results that could lead to solid conclusions. Additionally, and specifically in problems
related to recommender systems, the use of web logs does not provide solutions to
key problems such as the cold start problem [85].

Finally, in terms of the identification of relevant objects [91], most of the
approaches perform a validation using qualitative techniques such as surveys, which
limits the level of generalization and the overall reliability.

Given the limitations of the state of the art and the increasing demand for a more
comprehensive analysis that could improve the results, our main hypothesis resides
in the idea that the combination of Web data and neurodata in a KDD framework
could perform synergistically and boost the effectiveness of the analysis.
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The rationale of the previous statement underlies the nature of the neurodata.
As it comes directly from the user, it provides a purely biological and quantitative
measure of the changes perceived in a visitor given a certain stimulus presented on
a web page. Thus, this new kind of data could be incorporated with the standard
models where previously there were only assumptions or restrictions.

The remainder of this chapter is as follows. Section8.2 presents an overview of
the Web data, focusing on the different types of elements that can be extracted.
Section8.3 represents an introduction to the neurodata, specifically related to eye
tracking andEEG techniques. Section8.4 overviews the different approaches tomod-
eling web user behavior and how neurodata can be included as a critical component.
Section8.5 present a discussion section, analyzing the main characteristics and lim-
itations. Section. Finally, Sect. 8.6 presents a summary.

8.2 Web Data

Web data corresponds to the set of data sources that can be extracted from Web-
based systems. Two main categories can be identified. First, from the web system
point of view, a web site can be decomposed in terms of its content and structure. By
analyzing these sources, a comprehensive view of what the user was exposed to in
a given sequence of visits can be obtained. Second, from the data stored as logs on
the server, the paths and patterns the visitor followed can be extracted [75].

8.2.1 Web Structure Data

Web structure data corresponds to the hyperlink network that can be formed within
the page set of aweb site. Based on this representation, nodes areweb pages and edges
are the links between them, generating a directed graph. Initially, when web activity
was low, this graph was categorized as a static entity. The subsequent increase in
development and usage showed the need to consider a time-dependent approach [6].

Several studies have reported a power law distribution in the hyperlink structure.
Topologicalmeasures have been used to categorize pages in terms of their link degree,
leading to concepts such as hubs and authorities [28, 83].

8.2.2 Web Content Data

Web content data represents all the humanly comprehensible content that can be
stored on a web page. Initially, mainly text-based content was considered and several
approaches from Information Retrieval and Text Mining were implemented, such as
the Bag ofWords and theVector Spacemodels. Other types of content such as images
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and video have been relegated given the complexity of extracting a standardized way
for representing them. The Semantic Web initiative could provide a new framework
in which all types of content could be identified beyond a simple meta-data centric
approach [14].

Regarding text-based content, considerable progress have been made in order to
capture a more comprehensive understanding of themeaning [40]. Natural Language
Processing methodologies along with machine learning have been used to improve
the analysis, especially in terms of identifying the context. Additionally, given the
current user-generated nature of the content of theWeb, disciplines such as Sentiment
Analysis have gained popularity.

The text contained on the Web follows the same characteristics observed in other
resources. In terms of the distribution of words, the Zipf Law is confirmed by several
studies. The underlying cause for this phenomenon is the recurrent simplification
of communication by reducing the set of words used in order to optimize memory
functions [41, 50].

8.2.3 Web Usage Data

The key element from which all usage analyses have been developed is the user
session [12, 84], which is the trail of web pages that a user follows during a visit
to a web site. This data can be collected in several ways, including the storage of
web logs on the server side and the use of Javascript-based client-side applications
to track page transitions.

The extraction of web usage data has been challenging since the early days of the
Web, given the lack of standardization and the constant evolution of the technologies
used. The main points of concern can be summarized as follows:

• Web browser functionalities have contributed to enriching the visitor experience,
giving the users several options and tools such as multiple page visualization, back
button and collaborative navigation. These have represented a challenge in terms
of identifying a pure session for analysis [87].

• From a performance point of view, as the main goal of web browsers is to provide
better navigation through faster page load, several content caching and pre-loading
techniques have been implemented, resulting in noisy logs which are difficult to
process.

• The combination between client and server side technologies led to the widespread
use of AJAX, which allows asynchronous calls to be performed. Although it has
improved the overall usability, the concept of user session becomes diffuse and it
is hard to distinguish transitions.

• The explosive increase in the use of new platforms such as smart phones and
tablets has forced the web development process to generate adaptive solutions.
Responsive designs have been implemented in order to provide a unified solution
for all platforms, but it does not consider tools for understanding the context.
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Given the above, using only a click-stream-based data source, such as web logs,
does not necessary reflect web user behavior [99]. Both academia and industry have
addressed this issue and have put efforts into finding new sources that could support
and improve the analysis. In that sense, eye-tracking techniques and pointer tracking
have been implemented during the last few years.

Regarding the statistical analysis of web user behavior, one of the most significant
advances was the Law of Surfing, which states that the distribution of the length of
the sessions follows an inverse Gaussian distribution. Additionally, the time spent on
each page was found to be correlated to the interest the user had in the content [64].

The process of sessionization consists of the reconstruction and retrieval of web
user sessions based on all the feasible data that could be captured. This involves
mainly web logs stored on the server, but additionally other types of data can be
collected, depending on the sessionization method selected and the depth required
[103].

Regarding the types of sessionization methods, twomain categories can be recog-
nized:

8.2.3.1 Proactive Sessionization

These methods attempt to capture user information at the same time it is being
generated. Historically, there have been three main ways to achieve this goal.

The first involves the use of cookies, which automatically store user information
and activity and can be requested and updated by the system on the web page visited.

The second approach is to deploy a client-side tracking system. This could be
implemented on top of a Javascript set of methods. Additionally, functionalities
provided by the HTML 5 API, such as local storage, could improve the performance
and accuracy. The main issue of this approach is the lack of standardization among
web browsers, which reduces the reliability in terms of the support and handling of
Javascript functionalities.

The third method consists of capturing user behavior under explicit agreement.
This is usually presented as a win-win formula for the user; the web site benefits
from the rich source of data, which can be used to optimize several processes. On
the other hand, the user gets benefits as the service can be completely personalized.
This schema is questionable and several information asymmetries arise.

In general, proactive sessionization methods suffer from privacy issues. Certain
strategies have collided with the legislation in several countries, provoking changes
in the delivery of the services [39].

8.2.3.2 Reactive Sessionization

Reactive sessionizationmeans the reconstruction of the user session using previously
stored data, in which web server logs play an important role.
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Web server logs are a set of files which contain every HTTP request sent to
the server in the form of a string of text. In this string there are several pieces of
information about the machine that performed the request, such as the IP address,
user agent, the requested file and a timestamp, among others.

One key step in reactive sessionization is the pre-processing of theweb logs.As the
server registers every request, it is necessary to select only the ones that correspond
to a valid user, removing the activity of bots and crawlers from the registry. After
that process, a grouping procedure needs to be performed in other to recognize
unique visits. Usually, valid logs are grouped by IP address and then divided by a
time threshold. This is clearly a simplification that could threaten the validity of the
sessionization process.

8.2.3.3 Methods for Capturing the Web User Trail

Having collected the data by means of either reactive or proactive strategies, the
central part is how to identify a real session. Methods for identifying the web user
trail are mainly part of proactive sessionization, as the data is less complete.

• Time-based identification: After grouping by IP address and user agent, the
resulting sequences are sliced considering an arbitrary accumulated time. Histor-
ically, researchers have set up a threshold in 30min, which is based on empirical
evidence [95].

• Web site topology-based identification: This technique assumes the user strictly
follows the hyperlink structure of theweb site. Thus, if there is a transition between
two pages but there is no actual link between them, that represents the end of a
session and the beginning of a new one [12].

• Ontology-based identification: This approach considers the use of the content
from the visited web pages. From this, a semantic distance is computed between
pages. Then, sessions are constructed by grouping pages that have the lowest
semantic distance. The main assumption is that since a web session reflects the
user purpose, there should be a natural connection between the content explored
[45].

• Integer programming-based identification: This approach considers the formu-
lation of the session reconstruction as an optimization problem. Given that, the
set of constraints involves the grouping of logs by IP Address and user agent and
the sequences follow the hyperlink structure of the web site, for a given time.
The process consists of solving a bipartite cardinality matching problem (BMC),
which in this case means finding the minimum number of feasible sessions from
a bipartite network of from and to nodes [25].
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8.3 Neurodata

8.3.1 Eye Tracking

Contrary to our continuous visual experience, eyes discretely move to different loca-
tions in the surrounding world at an average of three to four times per second.
This biological characteristic is a consequence of the anatomical organization of the
retina: the photoreceptors making the largest contribution to the information going
to deeper brain centers -thus providing most of the fine-grained spatial resolvability
of the visual system, concentrate in the central area of the retina. Whereas the entire
visual field is roughly defined by an ellipsoid with the horizontal major axis sub-
tending 180 ◦ visual angle, the diameter of the highest acuity circular region (fovea)
subtends 2 ◦, the parafovea (zone of high acuity) extends to about 4 ◦ or 5 ◦, and acuity
drops off sharply beyond. At 5 ◦, acuity is only 50% [42]. The so- called “useful”
visual field extends to about 30 ◦. The rest of the visual field has very poor resolvable
power and is mostly used for perception of ambient motion.

Because of the previous fact, the oculo-motor behavior displayed in almost all
exploratory conditions consists of a series of rapid ocular movements (saccades)
intermingled with periods in which the eye manifests little or null change of its
position ( fixations). Saccades serve to direct the foveal position of eyes to regions of
interest in the visual field, and are assumed to be periods of blindness for the visual
system. By contrast, fixations are periods in which new sensory information can get
into the brain, thus allowing for updating the visual scene.

Research centered on the definition of perceptual preferences during the explo-
ration of different types of visual material have focused primarily on the quantifica-
tion of fixations’ parameters across time, assuming that the number and duration of
fixations over specific parts of the scene reflect the subjective interest manifested by
an observer. While this could be true in some circumstances, the specific pattern of
ocular movements is highly non linear and determined by numerous aspects of the
visual information examined, many of which depending on the specific task engaged
[20, 88, 101].

The notion of a parallel between the fixations’ spatial and temporal parameters
allocation and the subjective individual interest for specific aspects of the scene fits
well with original psychological models of attention. Indeed, as originally proposed,
attention was conceived as a filter for perceptual information [44], which, in the case
of the visual system, would be achieved by restricting the high resolution processing
just to limited portions of the surrounding ambient. Because of its limited capacity, the
brain processes sensory input by concentrating on specific components of the entire
sensory realm so that interesting aspects may be examined with greater attention
to detail than peripheral stimuli. Thus, we would may presume that if we can track
fixational movements, we can follow along the path of attention deployed by the
observer [27].

Despite general agreement exist in that attention is used to focus our mental
capacities on selections of the sensory input so that themind can successfully process
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the stimulus of interest, some modern theories of attention do not equate attentional
resources with ocular fixations. The concept of attention as a “ spotlight” proposed
by Posner [73] dissociate that spotlight from foveal vision and consider it as an
attentional mechanism independent of eye movements. Posner et al. identified two
aspects of visual attention: the orienting and the detecting of attention. Orienting
may be an entirely central (covert or mental) aspect of attention, whereas detecting
is context-sensitive, requiring contact between the attentional beam and the input
signal. The orienting of attention is not always dependent on the movement of the
eyes; that is, it is possible to attend to an object while maintaining gaze elsewhere.

The discussion of the relation between attentional resources and fixational behav-
ior is highly relevant because attention is included in almost all models of visual
exploration, decision making and choice. Thus, at this point of the current knowl-
edge, two main issues must be addressed and disambiguated to make of eye tracking
a confident tool to evaluate users’ preference in the context of visual exploration
[53]. The first of them relates to the question discussed in the paragraphs above. That
is, how and when we can really equate fixational’ parameters with users’ attention?
Some authors argue for a strong coupling between eye fixations and visual atten-
tion [26, 36, 48]. These authors show that decoupling normally only occurs prior
to a saccade, when attention moves to a new location that is subsequently fixated
[77, 82]. However, these studies have been conducted in very controlled conditions,
and we know that not all fixated visual material is finally selected in a decision task.

The second question relates to the definition of the specific role that attention
plays within visual exploration, decision making and choice, which is again a matter
of debate between different models. In the case of visual exploration models, the
discussion centers in what is the type of attention that primarily define the individual
interest in specific stimuli and, in turn, influence eye guidance. From a psychological
perspective, there are two types of attention operating by different ways: “ bottom-
up” attention, which is triggered by stimulus attributes (salience) and “ top-down”
attention, which is driven by controlled, conscious and innerly generated processes.
There havebeen a long standingdebate about the contributionof each typeof attention
during eye guidance [88].

The earliest work on viewing complex scenes found that there were certain loca-
tions in scenes that were consistently looked at by most observers [20]. Buswell
called these locations “centers of interest” and asked what it was about these loca-
tions that made them “interesting”. He considered that there were two possibilities:
that it was something external in the stimulus that attracted the viewers’ eyes; or that
it was something more internal to the viewer that reflected higher level cognitive
“interest”. Buswell favoured the latter explanation, and he famously showed that
presenting the same image but with different instructions fundamentally changed the
places that a viewer fixated; an observation that was confirmed by [101].

Despite some authors havemaintained the discussion about the role visual salience
(bottom up) in attention capture [30, 43, 69, 81], several factors have been identified
that override attention capture by visual saliency, such as semantic or contextual cues
about a visual scene, feature based attention, object representations, task demands,
and rewards for task performance [47].
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The top-down attention has been clearly favoured and corroborated by many
contemporary studies, and some authors have proposed that saliency plays little or
no role in human gaze allocation outside the laboratory [54, 89]. Nevertheless, the
interaction effect between top down and bottom up processes has not yet received
much attention, and it seems plausible that a large part of our attentional control
consists of mixed top down/bottom up processes [24, 98], depending on specific
task requirements.

The previous findings have clear implications in the Web context, considering
that many efforts have been traditionally put in defining the specific characteristics
of the visual scene that capture the user attention, ignoring the users’ internal goals.
Objects’ location is one of them. In recent years, more complex models have been
developed to deal with top down/bottom up interactions. Torralba, Oliva, Castel-
hano, and Henderson’s [90] have developed a model that incorporated the notion of
contextual guidance to narrow down searching for objects in scenes to locations we
have learnt are likely to contain the objects we are looking for. For example, we will
look at walls to find paintings and surfaces to find mugs. Ehinger, Hidalgo-Sotelo,
Torralba, and Oliva [29] extend this model in the context of searching for people to
include an object-detector. They found that a model that incorporates some notion of
image salience, where observers expect to find people, and a person-detector does a
rather good job of accounting for where observers fixate in images of natural scenes.

In the context of decisionmaking and choice, classical models of decisionmaking
have gave to attention a rather secondary role, assuming that it serves the decision
maker by passively acquiring the information needed tomake decision. This has been
strongly criticized recently by some authors, who argue that attention processes play
an active role in constructing decisions (for a review see Orquin and Loose, 2013
[66]). Orquin and Loose focus this discussion evaluating evidence derived precisely
from eye tracking studies in the context of decision making and choice.

Some recent studies, attempting to predict, rather than explain decisions, have
incorporated fixation measures in their models. Overall, they show that modeling
down-stream effects of attention can improve predictive validity [34, 49].

One of the main fields of study where the influence of attention on fixational
behavior has been addressed is in the goal-oriented attention. As predicted by several
decision theories, goal-oriented attention plays a significant role in decision making.
Five major factors have been observed: task instructions, utility effects, heuristics,
attention phases, and learning effects [66]. The effect of task instructions stems from
direct experimental manipulations (which is also true for the effect of heuristics in
most cases), and results in increased attention to goal-relevant stimuli. Utility effects
refer to the observation that participants overwhelmingly attend to important or high
utility information. The only way in which utility effects differ from the effect of
task instructions and heuristics, is that utility effects are attributable to individual
differences, whereas task instructions and heuristics are caused by experimental
manipulations.

Observations on attention phases indicate that specific task demands often change
during the decision task. Thus, a decision maker can begin the decision task with
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one top down goal, such as scanning alternatives, and later proceed to another goal,
such as comparing alternatives based on relevant attributes.

Furthermore, findings on learning effects show that practicing a decision task
increases top down control (e.g., the utility effect). Learning also increases processing
efficiency, thereby diminishing the total number of fixations [66].

As pointed byOrquin andLoose, any theory that aims to describe decisionmaking,
in which visual information play a central role, must reflect the following assump-
tions:

• Eye movements in decision making are partially driven by task demands, i.e. by
describing the attention and decision processes as segregated process streams sees
the former being dependent on the latter.

• Eye movements in decision making are partially driven by stimulus properties that
bias information uptake in favor of visually salient stimuli.

• Eye movements do not have a causal effect on preference formation; however
through properties inherent to the visual system, such as stimulus-driven attention,
eye movements do lead to down-stream effects on decision making.

• Decisionmakers optimize eyemovements to reduce the demand onworkingmem-
ory and, in some cases, to reduce the number of fixations and length of saccades
needed to complete the decision task.

• Thedrivers of eyemovements in decisionmaking changedynamicallywithin tasks,
such as in attention phases, and across time, such as through learning effects.

The previous evidence show that careful assumptionsmust be takenwhendeciding
the objective measures to be extracted from eye-tracking information to evaluate
behavior, particularly decision making and choice. This is especially important in
dynamic contexts, like the interaction of users with the Web information.

The integration of complementary information to the ocular behavior, derived
from different neuro-technologies seems to be a promising field of research in the
attempt to create amore unified scenario of decisionmaking and choice in the context
of Web usage.

8.3.2 EEG

Our brain produces and works primarily by means of electrical activity. Is this elec-
trical activity that recruits and coordinates specific brain regions to generate different
levels of cognitive phenomena, from perception to decision making [21, 78, 79].

Its was shown early in the 20th Century that the electric fields generated by
populations of neurons in the brain can be recorded non-invasively from electrodes
placed on the scalp [13]. This technique, named Electroencephalography (EEG), was
massively used during the last century, but it was not until recently that the physical
principles and the functional role of the activity recorded began to be disentangled
[22, 63].
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Early applications of EEG were primarily restricted to clinical assessments. In
this context, analysis of EEG signals was reduced to the coarse observation of gross
patterns with the naked eye. It was not until the advent of digitalization techniques
and the development of analysis tools allowing the manipulation of recorded signals
that EEG was extensively introduced in the arena of basic research.

One of the earlier techniques introduced for the analysis of the EEG signal was the
measurement of the average time series across many trials of exposition to sensory
stimuli, in an attempt to increase the signal to noise ratio. As this method allows
the quantification of the electrical activity triggered by specific events of sensorial
stimulation, the average electrical activity obtained was originally called evoked
potentials (EPs) -as opposed to the spontaneous EEG rhythms- and later event related
potentials (ERPs) [55].

Obtaining ERP curves involve several steps of processing and analysis, which
today are relatively well standardized [72]. Roughly, recorded digital EEG signals
must be first “cleaned” from artifacts, applying different types of temporal and spatial
filters. Some of these filters include the subtraction of an estimate of the artifactual
activity, and one of the more widely utilized methods today includes the Independent
Component Analysis (ICA). After that, averaging procedures are necessary to extract
the ERPs from the overall EEG. Digital filters are then applied to isolate specific
ERP components. The size and timing of the ERP components are then computed
and subjected to statistical analyses.

ERPs consist of typical deflections in the voltage signal having conserved polarity,
latency and topography. Typically, ERPs show the appearance of voltage changes
after stimulus presentation taking the form of curves that are called “components”,
which are specific of the sensorymodality evoking the perturbation.While earlier the
latency of the specific component studied, greater is its relation with the processing
in early sensory areas. Thus, after 250–300 ms, almost all evoked components can
be considered a product of multi sensory integration processes.

Studies of the evoked components have remained until now, and much informa-
tion is available today about the conditions that trigger and modulate the parameters
(amplitude and latency) of the specific components. In the visual system, ERP com-
ponents (usually called visual evoked potentials, VEP) are commonly labeled P1,
N1, P2, N2, and P3. P and N are traditionally used to indicate positive-going and
negative-going peaks, respectively, and the number simply indicates a peak’s posi-
tion within the waveform. The sequence of ERP components reflects the flow of
information through the brain.

An operational distinction is made about the contribution of specific factors to the
appearance of ERP components. The early sensory responses are called exogenous
components to indicate their dependence on external rather than internal factors. For
example, the initial peak (P1) is an obligatory sensory response that is elicited by
visual stimuli nomatter what task the subject is doing and its internal state during this
(no particular task other than stimuli presentation is necessary to elicit a P1wave).The
P3 wave, in contrast, depends entirely on the task performed by the subject and is
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not directly influenced by the physical properties of the eliciting stimulus. The P3
wave is therefore termed an endogenous component to indicate its dependence on
internal rather than external factors.

Despite the early sensory responses (like P1 and N2) are called exogenous com-
ponents, some endogenous factors influence as well their parameters (particularly
its amplitude), like the attentional resources destined to the specific task. It has been
shown that P1 is sensitive to the direction of spatial attention (see review by Hillyard
et al. 1998 [35]). That is, when subjects are required to attend to a spatial location
(without looking at) within the visual field, stimuli appearing in or near that location
elicited a P1 with greater amplitude compared with those appearing in another non
attended location. P1 amplitude is also influenced by the subject’s state of arousal
[96]. Similarly, the N2pc that is observed at posterior scalp sites (over visual areas)
contralateral to the position of the target item (N2 posterior-contralateral), is con-
sidered an attention-related component. This is typically elicited by visual search
arrays containing targets. Luck and Hillyard [56, 57] had shown that this compo-
nent reflects the focusing of attention onto a potential target item, which include
information about color, orientation and motion.

The previous findings are relevant because imply that early and late components
are susceptible to be modulated by the internal state, including goals, of subjects
doing a task. This characteristicmakes ERPswell suited as a complementarymeasure
of the oculo-motor behavior during exploratory conditions. This is because, while
fixational parameters inform about items that have been observed (and probably
attended) during visual exploration, they are not highly confident by themselves
to evaluate choice and decision making, one the main goals in the Web context.
ERP components’ amplitude, on the other hand, inform specifically about perceptual
processes and the cognitive resources directed to a specific target.

Nevertheless, classical paradigms utilized to elicit ERPs including that showing
attentional modulations are applied in very controlled conditions, normally eliminat-
ing the possibility for visual exploration. That is, stimulus are presented in different
locations of the visual field while subjects are required to fix their gaze in a spe-
cific point (generally the center of the display). In these conditions, results about
perceptual modulations produced by top-down cognitive phenomena are not directly
applicable to the study of the Web use.

In recent years, more fine-grained tools have been developed for the analysis
of ERPs in the context of visual exploration. These techniques make use of the
information given by eye-tracking signals recorded in parallel to EEG. The result
of these analyses has been called Eye-fixation related potentials (EFRP) or fixation-
event related potentials (fERP). EFRPs are computed using traditional averaging
procedures of the EEG signal across trials, but in contrast to conventional event-
related potential (ERP) technique the averaged waveforms are time-locked to the
onset andoffset of eye-fixation, not to the onset of stimulus events. EFRPshave shown
to be an useful technique, in addition to eye-movement recordings, to investigate early
visual processes and for establishing a timeline of these processes during cognitive
activities.Moreover, the technique permits to analyze the EEGs in a natural condition
allowing the investigation of complex visual stimuli [4].
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It has been shown that EFRPs exhibit equivalent components to traditional ERPs,
that is P1, N1, P2, N2, and P3 [5, 33, 46]. This fact demonstrate that across explo-
ration, each time a subject makes a fixation in the context of free viewing, similar
perceptual processes take place in the brain as the originals occurred immediately
after stimulus appearance. The fact that they do not appear in traditional ERPs as a
train of potentials during the whole period of exploration is because fixations have
a temporal jitter across trials, thus producing a mutual cancelation of potentials as a
consequence of averaging across those trials.

In addition to repeat the perceptual activity after each fixation, the brain can
also modulate this activity (and then EFRP amplitude) depending on the cognitive
resources destined to each perceptual act. This fact allows the evaluation of the effect
of goal directed top down phenomena like attention, target detection and choice, but
now in the context of free visual exploration. The amplitude of EFRP can change
across the sequence of fixations during object identification tasks [76], showing
that they provide a useful tool to study temporal dynamics of visual perception.
Also, the amplitude of the early positive component is modulated (decreased) by
error rate, decline of task performance, and is inversely correlated with the score of
fatigue during a task [86]. This fact shows that EFRP would reflect decline of mental
concentration across a specific task.

In the context of visual search tasks, it has been shown that EFRP can extend the
usage of P3 to drive an image search, or labeling task where images can be ranked
by examining the presence of such ERP signals, to the context of free viewing [33].
Also, Kamienkowski observed a relatively early EFRP component (∼150 ms) that
distinguished between targets and distractors only in a freeviewing condition [46],
in contrast to more controlled conditions. Because classical P3 component of ERP
can be used to infer whether an observer is looking at a target or not, Brouwer [16]
recently evaluated the possibility to differentiate between single target and nontarget
fixations in a target search task involving eye movements. They showed an EFRP
component consistent with the P3 that reliably distinguished between target and
nontarget fixations.

During free viewing of dynamical visual material, encoding of change detection
results very relevant. However, the objective identification of success or failure of
encoding have been a major challenge. Nikolaev [62] evaluated the possibility to
measure that by means of EFRP. They found a difference in EFRP between correct
detection and failure. Overall, correspondence between EFRP amplitude and the
size of the saccade predicted successful detection of change; lack of correspondence
was followed by change blindness. Interestingly, behavioral parameters measured as
saccade sizes and fixation durations around the target region were unrelated to sub-
sequent change detection, showing the importance of complementing eye-tracking
information with EEG parameters.

In the specific field of Web usage, Frey and cols. addressed the possibility to
isolate the process of decision making embedded in the continuous reading of text
[31]. They conducted an experiment in which participants had to decide as fast as
possible whether the text was related or not to the semantic goal given at a prior stage.
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The found that late components (P3b and N400) of the obtained EFRP reflected the
decision to stop information searching.

Previous findings show that EEG activity is well suited as a fundamental tool in
the exploration of human cognitive processes developed during visual exploration,
which can be clearly applied to the analysis of subjects’ Web usage. The possibility
to evaluate complex cognitive phenomena, like the attention and choice manifested
by users duringWeb interactionmakes that the combination of eye-tracking and EEG
becomes a promising and widely used tool for objective assessment, particularly in
the context of increasingly complex and dynamicWeb material. Future research will
need to focus in the cognitive aspects generated and modulated during the human-
computer interaction, and howWeb material can dynamically adapt to the individual
behavior displayed during exploration.

8.4 Improving Web Usage Analysis with Neurodata

The starting point of the proposed analysis framework resides in the fact that human
behavior on the Web is the result of a brain-based neural information process [102].
This process is captured, from a conventional data mining point of view, through
the set of web logs that are registered by the server. This source represents the main
element that has been used by disciplines such as Web Usage Mining. In order to go
further, the main limitations of the current approach are exposed. Subsequently, a set
of requirements is proposed for structuring the addition of neurodata. Finally, how
neurodata techniques could be used in order to improve the analysis of the users is
studied, showing current solutions available in literature.

8.4.1 Current Limitations of Web Usage Analysis Systems

Two main limitations can be perceived while developing analytical systems based
on the sole use of web logs. They can be classified as follows:

• Parameter-Dependent Modeling: Most of the standard machine learning tech-
niques that involve prediction or classification, and that have been applied in the
Web domain, require the generation of the so called training set, which allows
to set a group of parameters and coefficients that provide the rules that will be
applied to the data. This set of rules is tightly related to the training set, which
undermines the generalization capabilities of the models. Thus, the models need
to be constantly tweaked and adjusted when data with different characteristics is
presented [2].
For instance, if it is needed to analyze the response of the users to a specific
content of a Web site, a common task could be to build an a classifier with existing
historical usage data. But, how does this model perform when the data that needs



8 Leveraging Neurodata to Support Web User Behavior Analysis 195

to be analyzed suddenly suffer changes in its characteristics is a relevant issue.
Although there are several techniques that allow to improve the support and avoid
over-fitting, such as Regularization [60], the lack of an automated or formal way
to achieve these kind of tasks make them more like an art than a pure technical
procedure.

• Black Box Nature:The set of rules that standardmachine learning algorithms gen-
erate follows a frequentist paradigm in terms of a successive comparison between
observed and estimated values [10]. For instance, in a common linear regression
model, a cost function is usually defined which is associated with the distance
between the outputs of the model and the observed data. Thus, the entire training
process consists of finding a minimum value, hopefully globally, for this function.
At the same time, machine learning does not take into account the underlying rea-
sons that lead to the observed phenomena, it only provides quantitative artifacts
that are capable of estimating, for an unknown point, the corresponding value that
fits a given configuration better.
There are several ways to formulate interpretations and infer causality based on
the results obtained from the training process, but that is not the main goal. The
usefulness of these techniques cannot be denied, there are several successful cases
in which a black box approach has contributed to solving complex problems,
such as handwritten digit recognition, but it is still unclear how these models
help to understand the underlying factors that drive the behavior of the studied
phenomena [52].

8.4.2 Requirements

The main goal of incorporating neurodata is to understand the underlying mecha-
nisms that lead to a specific user action, in terms of the decision-making process he
needs to conduct in order to fulfill a Web-related task.

Themain hypothesis behind this rationale is that the value that neurodata provides
can contribute to the generation of more robust models which are not conditioned
by the changes of peripheral conditions and that combine a black box nature with a
solid rationale that is based on empirical evidence.

Thus, when designing analysis frameworks that incorporate neurodata, the fol-
lowing requirements need to be taken into consideration:

• Considering new constraints: It needs to be considered that adding a new source
of data, such as eye-gaze trails, may add several new parameters to the stan-
dard models. In that scenario, researchers should take into account that tuning
those parameters could be difficult and sometimes finding the appropriate values
becomes a time-consuming task. In that sense, the real benefits that neurodata
could provide must be addressed and their cost effectiveness analyzed.

• Level of generalization: The process of collecting the data from neural sources
implies the use of a set of instruments and an idealized environment, in which
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subjects perform given tasks, such as navigational or information foraging. This
represents a challenge that is related to the real usefulness of the data, regarding
whether this data could reflect a standard user behavior and if this data can interact
in a synergistic way with standard sources of web usage such as web logs.
For example, consider a scenario in which eye-tracking data was used to infer
certain user preference vectors. Assuming that this data was collected based on
a controlled experiment, is it feasible to associate these preferences to a set of
sessions that were collected via anonymous web log mining? [3] There are sev-
eral threats to its validity regarding not considering the context and the different
dimension from which neurodata is collected.
This is an issue that is caused by the current nature of neurodata, in the sense that it
is impossible to conduct an unbiased recollection of data, since the devices needed
are highly invasive. The ideal scenario could be to have a system that collects
neurodata from the user without realizing that he is being tracked, but current
technology does not provide such an advance. Thus, it is extremely important to
acknowledge the limitations and set up a desired level of generalization in order
to measure the quality of the results.

8.4.3 Current Approaches

Literature provides several examples on how neurodata has been applied to enrich
web user analysis. The following is a summary of the most important cases, based
on the level of generalization and the novelty provided.

8.4.3.1 Neurodata for salient web element identification

One of the most remarkable lines of research has been developed by Buscher et al.
The main motivation comes from the need for understanding how people allocate
visual attention on web pages, taking into account the relevance of this for both web
developers and advertisers.

A study from 2009 performed an eye tracking-based analysis in which 20 users
were shown 361 pages while performing information foraging and inspection tasks
[17]. The main assumption was that gaze data could represent a proxy of attention.
From that, an analysis framework was developed by first generating a tool that allows
DOM elements to be characterized and a mapping performed between gaze data and
the DOM elements. The second part involves the use of machine learning techniques
to predict salient elements on a web page.

In this study, the concept of fixation impact is introduced. It allows the identifi-
cation of which elements are under the gaze of the user at a certain time. It follows
empirical studies that show that human vision is characterized by a narrowwindow of
high acuity along with the standard gaze area. Thus, when visualizing an element, it
also means that other elements in the surroundings are being considered. Therefore,
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Fig. 8.1 Fixation impact
example

given a fixation point, a DOM area is selected in order to identify every element
under it. A distance score is given to each element based on its coverage, assuming a
Gaussian distribution. The fixation impact is computed using this distance and also
incorporating a time dimension, which means the fixation duration. An example can
be seen in Fig. 8.1.

The information obtained in the previous step is used to predict salient elements.
After performing a selection of the ten features that provide the highest information
gain, Linear Regressionwas used in order to identify themeasures thatmost influence
the fixation impact scores. The results showed that positional features obtained the
highest weights.

Another line of research has been developed by Velasquez et al., where the main
goal is to identify the most relevant elements on a web site by using the concept
of Website Keyobjects [94]. A web site object is considered as any group of words
having some kind of structure, and in the sameway,multimedia fileswhich are shown
on the web site pages, including all kinds of pictures, images, sound and animations.
Objects based on word structure need to be inside delimitations such as paragraphs,
tables or other kinds of tag separation.

Then, from the definition of Website object, a Web site Keyobject is derived as
follows: One or a group of website objects that attract the user attention and char-
acterize the content of a page or website. This definition states which web objects
get more attention and are more interesting to the user and therefore, identify which
object types would help to improve the presentation, usability and content of the
web site. The identification of the Keyobjects involved primarily the analysis of web
logs and a measure of time spent. In order to validate the findings, surveys were
conducted, which do not provide a strong level of confidence for the results. The
authors addressed this issue, and in [92] they incorporated eye-tracking methodolo-
gies to replace the use of surveys. With this, they were able to validate the approach
by having an objective measure of the user attention.
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8.4.3.2 Neurodata for implicit feedback

In [18], Buscher et al. explore the application of eye-tracking techniques for the
analysis of user behavior on search engine result pages. In this work, the idea of
generating implicit feedback through eye tracking is explored. Eye gaze data is
analyzed in order to capture which parts of the document were read and which
ones were relevant to the user. Additionally, the concept of attentive documents is
introduced, which means documents that keep track of how they are being consumed
by the users, and based on that generate personalization tasks. This concept is based
on previous studies, such as Ohno [65] and Xu [100] where the idea of intensity is
related to the fixation duration.

The use of implicit feedback is interesting as it does not burden the user and
does not interfere with his activities. This type of feedback is captured by analyzing
user interactions with the system under study and then analyzed to perform certain
assistive action.

8.4.3.3 Neurodata for Ad Influence Identification
in Search Result Pages

A study from 2010 [19] focuses on user behavior on search engines. The main
motivation was to study the interaction between the users and the search results
pages from a search engine, examining which variables influence the user gaze to a
higher degree. In order to generate a practical analysis approach, the authors focused
on the sponsored links, usually called ads, that appear along with the search results.

The key findings of the study are related to the influence of the tasks in which the
user is involved while browsing, the quality of the ads and the sequence in which
those ads appear along with the search results. In that sense, they found quantitative
evidence of bias of user attention towards result entries which are located on the top
of the lists. The influence of the quality of the ads represents the most interesting
finding. The ad quality was measured in terms of the semantic distance to the search
query. Based on the experimental results, users give less attention to organic results
when the quality of the ads was good.

8.4.3.4 EEG in Web-Based Systems

EEG systems have not been used directly to support web user behavior. The
approaches available in the literature deal with the development of tools to sup-
port navigation for disabled people, such as the work by Bensch et al. [11], where
they developed an EEG-controlled web browser, in which the graphical interface
was modified to process different brain responses corresponding to different frame
colors associated with actions, such as link clicking.

Another study was performed by Anderson et al. [1], in which they analyze the
effectiveness of data visualizations using EEG. This is an interesting problem since
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the way in which the information is presented to the users impacts the way they
process it. This chapter proposes several metrics that involve EEG to quantify the
cognitive load required. Several comparisons between different visualization tech-
niques are performed, where the goal is to capture the burden they produce on the
user’s cognitive resources.

The above idea could be the starting point for the analysis of web-based adver-
tisements, as usually, ads are presented to the user along with the organic content of
the web site. Thus, there is an inherent competition between different elements in
order to capture the viewer’s attention. In this case, the cognitive load could be used
to infer whether the user is noticing a given ad and additionally, what his level of
comprehension of the information that is offered is, given that a web page presents
several elements at a time.

8.4.4 Remarks

As seen above, neurodata has been applied to the Web analysis domain [80], but the
scope has so far been limited. Most of the approaches have focused on identifying
and classifying elements from the web sites, such as salient objects [51], but there is
a lack of use in relation to improving the user modeling, which means incorporating
these new sources of data into an understanding of the underlying mechanisms that
lead to a specific behavior. In that sense, some possible extensions in which the use
of neurodata could be explored are:

• Sentiment Analysis: The main flaw of the state of the art in Sentiment Analysis
is related to the fact that most of the techniques depend on the use of a corpus,
which is considered a gold standard, and from which the polarity of the sentences
is computed [68]. One idea that could be explored is to use EEG techniques to
identify emotions when users are writing a document. From that action, several
inferences could be obtained, which could lead to improving the generalization of
the predictions.

• Decision-Making Modeling: Eye tracking and pupil dilation could be used to
test the effectiveness of ads in Web environments, since the correlation of neural
activity and the likelihood of clicking can be studied. Classifiers could then be
trained using the obtained data in order to test the user response a priori given the
configuration of an ad.

• Mobile Web: Devices such as smart phones and tablets provide feasible eye-
tracking capabilities given the current high quality of the embodied cameras [15].
Although their accuracy cannot be compared to a real eye-tracking device, there are
two advantages that could be considered. First, tracking on a mobile-based system
is less intrusive, which could generate more realistic data. Second, other sources
of data could be combined, such as geographical data and context, which could
enrich the explanatory power of the analysis as it could be possible to analyze the
user response to different types of stimulus based on an aggregated data collection.
But there are issues to tackle, as privacy concerns could arise.
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8.5 Discussion

In this section, a general description of some aspects that should be considered when
designing neurodata-centric systems is provided.

8.5.1 Technical Feasibility

The use of neurodata to improve web mining techniques involves certain entry barri-
ers. While performing a standard data analysis requires simple computing resources,
which can be local or cloud-based systems, neurodata represents a challenge in two
main aspects.

First, the set of instruments required to extract the data from the subjects are
usually expensive and demand a considerable learning curve. As seen in previous
sections, eye-tracking systems are composed of several parts which work together,
requiring time and training to set up correctly.

The second aspect is that, given the high amount of time required to perform an
experiment, the number of subjects that can be inspected is limited. This represents
a relevant threat to the validity of the results, as the level of generalization that can
be obtained with a small sample is reduced.

Additionally, one of the advantages of the standard web log-based analysis is that
the captured data, although not completely accurate, is not biased in the sense that
the users did not know their usage was going to be analyzed, thus they could not
modify their behavior based on privacy assumptions. In the case of neurodata-based
analysis, all the gathered data comes from users that perform given tasks (such as
specific information foraging tasks) in controlled environments.

8.5.2 Mouse Cursor as a Proxy for Visual Gaze

Although eye-tracking is considered the most reliable way to study gaze behavior in
Web environments, certain studies have been conducted in order to find other ways
to infer user attention [23].

Asmost people use amouse to interactwithweb systems, researchers have focused
on studying whether the behavior of a mouse cursor could also provide a reliable
measure of what the user is doing. If that is the case, several advantages could
be exploited, as it should be cheaper and more scalable than current eye-tracking
devices [38].

There have been several studies showing a positive correlation between gaze and
cursor with varying degrees of success. The variance in the results is caused by
the lack of sophistication, as the cursor behavior is assumed to be a homogeneous
phenomenon. But a recent study by Huang et al. [37] has tackled this issue by first
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identifying cursor interactions such as reading, hesitating, highlighting, scrolling and
clicking. From this fragmentation, a more robust model was developed by applying
linear regression. Therefore, themain goal is to use cursor features to predict eye gaze.
The overall results show promising opportunities, but further research is required to
generate a feasible tool [61].

The general consensus among researchers is that although cursor tracking cannot
replace eye tracking, there is room for improvement that could lead to use it as a
reliable proxy for user attention. Thus, in terms of choosing between eye tracker and
cursor tracker there is a trade-off that needs to be acknowledged, considering several
aspects such as cost, quality required and available time [32].

8.5.3 Representation Learning-Based Alternatives

Aspreviously noted, oneof themainmotivations for extending the current approaches
for Web user behavior analysis was due to the limitations of the standard machine
learning techniques involved. As stated by Bengio et al. [8], the performance of
machine learning algorithms is heavily dependent on the choice of data representa-
tion.

While incorporating a neurodata perspective to the analysis could contribute to
improving the explanatory power of the resulting tools, the level of adaptability and
flexibility that could be achieved is still unclear. In that sense, the sole use of an
additional data source could lead to an ad-hoc analysis, which could provide more
accuracy, but it will still be hard to extend for further research [9].

Currently, Representation learning, a relatively new field in machine learning,
has gained a high amount of attention along with several successful cases in both
academia and industry. This approach consists of discovering multiple levels of
features by using deep hierarchical artifacts. The nonlinear transformations that these
kinds of structures provide, could help to disentangle the underlying factors that
produce the variation in the data, and at the same time, give a level of flexibility to
make useful for a wide range of problems [7].

Given the above, researchers should take into account the advantages that this new
paradigm could provide. Instead of adding new sources of data such as neurodata,
which can be expensive to collect, and process them with standard machine learning
techniques, a new way could be to use current data, which is cheap in terms of
capturing and storage, and use more advanced methods to process it.

8.5.4 Privacy Issues

The analysis of web data has always been restricted by the legitimate desire of protec-
tion of privacy. Large amounts of joint interdisciplinary work have been conducted in
order to design a common language from which regulations could be implemented.



202 P. Loyola et al.

The use of neurodata represents a new challenge in terms of the level of detail
that this technology could provide and how this new source of data could threaten
anonymity [93].

Current deployment of eye-tracking techniques requires an idealized environment,
in which the user is aware that he is being tracked, thus the capturing of data has an
explicit agreement. But the question still remains in the sense that with the advance in
technology, how a future non-invasive eye-tracking technique could be handled and
how the user could be protected. Mobile interfaces, such as smart phones and tablets
are of special interest given the monitoring capabilities and increasing processing
capacity [59].

8.5.5 Relationship with Wisdom Web of Things

We consider neuro based systems a central part in theWisdomWeb of Things frame-
work, as they allow to obtain unique knowledge from the users which can be used
to improve any service or even personalize the configuration or network of services.
Neuro data provides a way to obtain in a objective way the real preferences from the
users and the underlying factors that explain their behavior and decision processes.
Additionally, our vision is that in the future, systems will be able to capture brain
activity in real time, such as current research on Brain Computer Interaction allows
to do, therefore, understanding this type of data could allow to improve the level
of adaptation. This represents an enormous opportunity in fields such as education,
where any Web based service that provides online classes could be able to monitor
the cognitive or emotional response from the users, and use the captured data to
improve the teaching strategies.

8.6 Summary

This study presents an overview of the use of neurodata for Web user analysis.
Neurodata represents new opportunities in order to improve the current state of the
art of Web usage mining, but at the same time it imposes certain challenges, both
technical and methodological.

Literature review shows that most of the work has been done using eye-tracking
devices trying to estimate user attention and interests basedon eyegaze analysis.Most
approaches take advantage of the new sources of data to enrich standard analysis, but
their contribution is still limited, given the costs and difficulties of the implementa-
tion. EEG also represents an alternative, but has not been tested extensively in Web
environments, basically due to technical challenges. It could a good opportunity to
enrich models that incorporate decision making and emotional components.
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Chapter 9
W2T Framework Based U-Pillbox System
Towards U-Healthcare for the Elderly

Jianhua Ma, Neil Y. Yen, Runhe Huang and Xin Zhao

Abstract Healthcare is a challenging issue for persons with physical disabilities
(e.g., the elderly). One significant issue refers to non-adherence of medication reg-
imens in geriatric healthcare, particularly among elderly patients who live alone.
To address this problem, thousands of ubiquitous hardware (e.g., smart objects) and
software (e.g., u-pillbox, etc.) have been developed. Although partial solutions were
given, it is important to have a comprehensive understanding to medication adher-
ence. This requires a framework expected to host healthcare devices, execute related
applications, and provide an open platform for accessing and interacting with other
healthcare systems (e.g., hospital and pharmacy). This chapter proposes a W2T data
cycle based holistic elderly healthcare framework and demonstrates its functionality
with a u-pillbox system for the elderly. The u-pillbox system consists of three main
processes: data acquisition of the elderly situation and medicine taking state; data
analysis and elderly model enhancement; and provision of empathetic services to the
elderly, in which cyber-I, human model, data cycle for the spiral quality of model
enhancement, knowledge fusion towards wisdom for providing smart services are
our critical concepts and techniques. Although this system is designated for geriatric
healthcare, it has a potential extension to general health monitoring and care at home.
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9.1 Background

Healthcare is an increasingly-important issue nowadays, which widely considers a
basic human right in economically advanced countries and as an essential concomi-
tant of economic development in less economically developed countries. According
to a report by the international Organization for Economic Co-operation and Devel-
opment (OECD), almost 10% of GDP in Japan and the United Kingdom was spent
on healthcare in 2012. In the major western European economies this figure was
slightly higher, and in the United States 17.6% of GDP was spent on healthcare [1].
A significant proportion of healthcare expenditure, and one which is increasing at
a rate greater than the GDPs of these countries, is that of providing healthcare to
the elderly. The pressing problems caused by the provision of efficient and quality
healthcare to the elderly and the ongoing continuous nature of their healthcare needs
cannot be ignored as health care expenditure directed at the population 65years and
older has been rising year on year. According to an OECD Economic Department
report of 2010 [2], the percentage of health care expenditure on the elderly to GDP
reached 3.98% in Japan, 3.73% in Germany, and 6.48% in USA. Moreover, the
demographic problem of a graying population creates another big problem in the
form of a shortage of nursing staff and caregivers. The Japanese Health Ministry has
stated that the number of nurses, midwives and other medical staff needed to fulfill its
needs reached about 1.4 million in 2011, but according to one current investigation,
there will be a shortfall of nearly 56,000 people. This problem is particularly acute
in geriatric healthcare.

One answer to spiraling costs and staff shortages, and also to the proliferation
of paper-based patient health records, is e-healthcare systems [3, 4]. These apply
advanced Information and Communications Technology (ICT) to the sharing of
patient data among healthcare professionals and even envisage network-based health
consultation andmedication provision.Whilst these developmentsmay provide over-
all improvements in healthcare system efficiency [5], they have a limited impact on
the quality of care experienced by patients as this would require a more detailed
and timely picture of patients’ health situations. These deficiencies in combating
the healthcare situation described above have led to the appearance of proposed
u-healthcare systems for the elderly. A u-healthcare system, u-health meaning ubiq-
uitous healthcare, is envisaged as overcoming the deficiencies of e-healthcare sys-
tems. Stemming from the vision of Mark Weiser [6], the concept of u-healthcare
refers to the application of ubiquitous technology with ICT to gather continuous
pertinent and timely information about a patient’s situation to provide comprehen-
sive non-intrusive healthcare. Among the ubiquitous technologies that could realize
this vision are miniaturized smart devices, wireless sensor networks, and seamless
interfaces. These would acquire data on a patient and their environment. Develop-
ments in ubiquitous intelligence computing, in particular AI, machine learning, large
scale data mining and other related technologies would enable a u-healthcare sys-
tem to process and analyze the data acquired, and in tandem with the expertise of
health professionals, ensure healthcare of the highest quality. Moreover, a u-health
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system would empower patients to take a more active role in their personal health
management and illness prevention.

A huge numbers of healthcare systems [7–9], especially those ubiquitous- and/or
pervasive-empowered ones, have been proposed to provide efficient and effective
supports and, the most important of all, to ensure the quality of healthcare services.
As Web of Things (W2T) gives an original view on data processing, researchers
come to agree that the ultimate goal is expected to be providing right service to right
person with right context and at right timing. Although it is obvious that W2T refers
a wide range of issues related to the Web, we look at its fundamental, which is the
data itself, and concentrates on the way the data is being processed, namely from
things to data, information, knowledge, wisdom, services, humans, and then back to
things. Thus in this chapter, an framework, which is designed based on the concept of
data cycle in W2T, is proposed. It is expected to be one of the promising framework
that prompts the ubiquitous healthcare service provision by understanding the needs
of subjects (i.e., elderly in this chapter).

9.2 Reviews of the Present Situation in U-Healthcare

9.2.1 WaaS (Wisdom as a Service)

Pervasive sensing can collect huge amount of data. How to analyze them, and dis-
cover knowledge so as to provide smart services is another challenge. In the u-pillbox
system, we adopt a from-data-to-wisdom data analysis and knowledge fusion plat-
form called Wisdom as a Service (WaaS) to mine knowledge which leads to the
wisdom for providing services from huge amounts of data. In this platform, there are
three layers: structured data, information, and knowledge, and each layer can provide
services as: data as a service (DaaS), information as a service (InaaS), knowledge
as a service (KaaS), and wisdom as a service (WaaS) on the whole. Each layer is
to provide services based on the lower layer and is the basis for the upper layer to
provide services shown in Fig. 9.1.

• From big data to structured data
Pre-processing, cleansing and formatting are examples performed in this process
for reducing the volume and complexity of the recorded huge data. Data are orga-
nized and structured via further filtering and clustering. The structured data can
be packaged according to specific data request for provision of data service.

• From structured data to information
Information is a collection of organized and interpreted data which is meaningful
to questions like “who”, “whose”, “what”, “which”, “where”, and “when”, etc. in
an application. A set of interpretable data being meaningful to and binding with a
specific application according to its syntax and semantics can be as an information
service to a request from a user or an application.
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Fig. 9.1 The framework of the u-pillbox system

• From information to knowledge
Knowledge is a collection of appropriate information such as facts, common sense
truths, derived rules, etc. which are logical and rational to a specific task or domain
problem solving. A set of facts, rules in a specific representation to an application
domain can be structured as a knowledge service corresponding to a problem
solving request.

• From data, information, and knowledge to wisdom by a fusion engine
Wisdom is a resulting fusion of available data, information, knowledge, which
is able to achieve a deep and comprehensive understanding of people, things,
situations, and the ability to make decisions which can receive the maximal benefit
and reward referring to a goal. The outcome from the fusion engine can provide
the holistic integration of intelligence as a wisdom service.

9.2.2 Wearable Devices

Combining ubiquitous computing devices such as sensors or actuators, wearable
technologies hold great promise in expanding the capabilities of healthcare systems
by improving monitoring and maximizing the independence and participation of
individuals. Wearable wireless sensors are no longer science fiction. A Body sensor
network (BSN), a term coined to harness several allied technologies that underpin the
development of pervasive sensing, enables ubiquitous, pervasive and remote health
monitoring of physical, physiological, and biochemical parameters [10]. It can gauge
walking speed, stride, step width, and body sway for activity monitoring, physical
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therapy, and even detect warning signs that a person might be at risk of falling [11].
Using rapidly improvingwireless communication technology, working together with
other equipment, the u-pillbox device can provide awell-thought out service and have
many more functions than simply giving medication reminders.

Blood pressure and heartbeat are the representative crucial physical signs of
human beings. For healthcare service provision, especially for the elderly, recording
these physical signs intermittently or even continuously is helpful in monitoring and
nursing in daily life. Thanks to advanced developing sensor and network technol-
ogy, it is possible to acquire the bodys physical signs outside hospital and transmit
the measured results to the data storage directly. Most somatometric measurement
sensors or devices need to touch the body for a while to get results. To make the
measurement simple and convenient, there are some companies and research centers
creating wearable sensors and sensing fiber for healthcare such as blood pressure
monitors, hematology analyzers, inertial sensors, electrocardiography, electromyo-
graphy, etc. Other frontier research is devoted to embedding sensors in the body and
recording inner physical signs. Connecting all the sensors and devices around the
body to form a body sensor network, it is easy to acquire body information, transmit
this to the data center automatically and share it with others.

9.2.3 Environment Sensing

To provide empathetic and active healthcare service, it is essential to be aware of
a persons activity and to acquire environmental information such as temperature,
humidity and illumination,which affect a persons emotions and activity. Environment
monitoring sensors for temperature, humidity and illumination are small and may
not need to be deployed in a special place, instead, deploying them in the u-pillbox
device may be a good design idea to save space and for easy management.

Being aware of the location and activity of the elderly in the room is an auxiliary
function of providing empathetic healthcare service. An indoor personnel tracking
systemuses awireless sensor networkwhich integrates varieties of sensors at home to
monitor and calculate a persons location. Radio Frequency Identification (SENSOR),
Bluetooth, Wi-Fi AP, and ZigBee are the current technologies that are applied to
indoor positioning. ZigBee has the property of low cost, small size and large sensing
range comparing to other technologies, so that it is a better choice for indoor tracking.
From the research in [12], the deviation between default parameter results and actual
location are at least 0.5m, which is acceptable in a home healthcare system. Sensors
deployed to monitor the household appliances, bed, toilet/showers and so on can
assist in ascertaining the information of a persons current location and activity. This
is used to create a persons activity pattern and detect abnormal activity, which is
important in a geriatric healthcare system.
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9.2.4 Essentials in User Understanding

Current service creation trends in telecommunications and web worlds are revealing
the convergence towards a future Internet of user-centric services. In fact, several
previous works [13] already provide user-oriented creation/execution environments,
but these are usually tied to specific scopes and still lack on the capability to adapt
to the heterogeneity of devices, technologies and the specificity of each individual
user. Based on these limitations, the research in [14] identifies flexibility and per-
sonalization as the foundation for users satisfaction, where the demand for different
types of awareness needs to be present across the entire value of chain of a service.

Independently from the technology, all systems should allow user related data
to be queried, subscribed or syndicated and ideally through web service interfaces.
However, standardization, interoperability, flexibility and management are not the
only challenges. To improve the degree of services personalization it is important to
generate new information from the existing one. In this sense, social networks, user
modeling and reality mining techniques can be empowered to study patterns and
predict future behaviors. Consequently, all the adjacent data necessary to perform
such operations must be managed within the scope of a user/human profile. Never-
theless, due to the sensitiveness of the information we are referring to, it is important
to efficiently control the way this information is stored, accessed and distributed,
preserving user privacy, security and trust.

Real world situations usually have to be derived from a complex set of features.
Thus, context or behavior aware systems have to capture a set of features from het-
erogeneous and distributed sources and process them to derive the overall situation.
Therefore, recent approaches are intended to be comprehensive, i.e. comprise all
components and processing steps necessary to capture a complex situation, starting
with the access and management of sensing devices, up to the recognition of a com-
plex situation based on multiple reasoning steps and schemes. To handle complex
situations, the concept of decomposition is applied to the situation into a hierarchy
of sub-situations. These sub-situations can be handled autonomously with respect
to sensing and reasoning. In this way, the handling of complex situations can be
simplified by decomposition [15]. Another similar perspective is called layered rea-
soning, where the first stage involves feature extraction and grouping (i.e., resulting
in low-level context), the second event, state and activity recognition (i.e., originating
mid-level context), while the last stage is dedicated to prediction and inference of
new knowledge [16]. In what concerns social networks, research usually focuses on
quantifying or qualifying the relationship between peers, where algorithms such as
centrality and prestige can be used to calculate the proximity, influence or impor-
tance of a node in a network [17], while clustering and classification can be applied
to similarity computation, respectively [18]. In addition, when user related data is
associated with time and space dimensions, by empowering data mining techniques
it is possible to find hidden patterns that can be used in any of the previously identi-
fied stages of reasoning. In this sense, combining all of pre-enunciated concepts with
ontologies and semantic technologies, we present a generic framework for managing
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user related data, which, together with a specific methodology will pave the way to
understanding and predicting future human behavior within social communities.

9.2.5 Emerging Techniques, Applications and Services

In rapidly-changing information society, the pace of life has rapidly accelerated,
resulting in improper diet over a long period of time that could harm our health
gradually. Long-term negligence of health is likely to lead to the onset of modern
civilization related diseases such as stroke, heart disease, diabetes, and hyperten-
sion, of which heart diseases is the number one killer in the world. TheWorld Health
Organization even forecasted that nearly 23.6 million people will die from cardio-
vascular diseases by 2030 [19]. Cardiovascular diseases have become the greatest
health concern for the modern people.

Generally, the conditions of patients with cardiovascular diseases can be placed
under control through medication and surgery. At present, clinical surgery is divided
into coronary artery bypass surgery, angioplasty, heart transplantation etc. In order
to ensure a seamless integration of health care system for postoperative patients
with cardiovascular disease and hospital care, doctors will recommend a healthcare
mode outside the hospital based on the evaluation of patients conditions. Patients can
choose a healthcare mode outside the hospital including home care, subacute care,
and nursing home care that best suits their needs. Subacute care is a comprehensive
inpatient care and is designed for patients with acute illness, injuries, or aggravated
diseases. It is a type of target-oriented treatment aimed at assisting patients through
the stage of disease to recovery. Patients can return home or be admitted to nursing
home when their conditions are stabilized. Nursing homes offer care to patients with
chronic diseases that require follow-up care after discharge fromhospitals. In general,
patients of this type whose conditions have been stabilized still require technical care
and need care in daily life [20].

Accompanied by the rising needs ofmobile hospital andhomenursing, the concept
of Telecare arises. The origin of this concept can be traced back to the term of eHealth
that use Internet technology to support and advance the quality of healthcare practice
in the field of public health andmedical informatics. In the broader sense of healthcare
practice, eHealth is not only a fruit of the development of technology but also a
globalized thinking, attitude, and obligation. Nowadays, equipment used in Telecare
adopt wireless sensor that enables users to collect vital signs including heart beat,
pulse, glucose, and blood pressure and to transmit these information through mobile
devices to medical institutions where doctors can grasp patients current condition
based on received information [21, 22]. In the field of Telecare, researches related to
the study of vital signs monitoring propose the alarmmechanism that warnings users
when their health condition appears abnormal phenomenon and inform them their
health require extra attention. Besides the alarmmechanism to users, other researches
apply the alarm mechanism on mobile devices used by nursing staff to assist their
work of nursing [23].
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Regarding the development of the platform for home care back-end operation,
researches develop a platform for personal health information that users can manage
such as medical examination report and prescription [24]. Studies [17, 25, 26] inves-
tigated the applications of service platform on medical practice to assist healthcare
at anytime, anywhere, and with right context.

The development of cloud computing has evolved the development of professional
medical technology. For example, the sharing ofmedical knowledge and professional
experience is not restrained within the same institution. Medical units such as hospi-
tal, clinical station, nursing center, even home care institution fromdifferent areas can
cooperate with each other remotely. Cloud service can be applied to the field medical
care and can assist the management of data center in the way of united data collection
that can expand software and workflow and make full use of available software and
hardware resources. It also provides consistent services and safety [27–29]. Thus,
based on cloud computing, thewireless homecare supportingmechanismproposed in
this chapter seems to be simple but actually requires several intelligent mechanisms
working together to accomplish the goal of customer-oriented concept delivering the
easiest to users while leaving the most difficult to the cloud.

Some researches dedicated themselves to the development of point-of-care data
delivery based on sensor technology. Staff badges,medication packaging and patients
identity bracelets contain sensor technology [30]. This facilitates identification of a
patient by caregivers, who are thus able to submit orders in real-time at the very
point of care, instead of being handwritten and sent off for future input. This kind of
system saves time, and reduces the chances of human error [31, 32]. Moreover, sen-
sor technology can be applied on asset tracking and locating. Some position-based
indoor tracking systems have been used in hospitals, where expensive equipment
needs to be tracked to avoid being stolen, and the patients can get guidance to effi-
ciently use limited medical resources inside complex environments of the hospital.
For instance, surgical instruments and other devices must be properly cleaned and
packaged between uses. Tags on the instruments and readers on the sterilization
chambers and storage cabinets can validate proper cleaning and help locate needed
instruments. SENSOR can also facilitate better management of medical equipment,
medicine, and storage which leads to a more efficient and less medical error envi-
ronment [33–35].

Sensor technology can also be applied on patient location: tracking the location of
patients in case of long-term care, mentally challenged patients, and newborns. It has
the ability to determine the location of a patient within a hospital and facilitate the
delivery of health care. For example, when a patient arrives in a lab for a radiology
exam,medical staff is instantly alerted via the tag [36], and the transfer of records can
be affected immediately. Patient tracking mechanism can manage patients efficiently
to provide a better health care service [37].

Being aware of situations, aware of the needs of the elderly, themaximum benefits
to the elderly services are the points of the u-pillbox system. Being able to provide
wisdom services to the elderly is the supreme goal of the u-pillbox system. Therefore,
the three service layers and the fusion engine within the WaaS platform are the core
techniques of the proposed u-pillbox system.
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9.3 A Data Cycle-Based Framework for U-Healthcare

To achieve the goal stated above, we propose a framework for a humanistic and
empathetic service system as given in Fig. 9.1, which includes four important parts:
data acquisition; WaaS (Wisdom as a Service); the Cyber-pillbox; and a human
model enhanced empathetic service. Under this framework, the u-pillbox system is
developed. As shown in Fig. 9.1, the u-pillbox device has a twofold function: one
is as a sensing device for acquiring the elderly dynamic data and information, and
the other is as an active interface for interacting with and providing services to the
elderly. The Cyber-pillbox is the mirror system of the u-pillbox device. It has a
twofold role: one is as a back-end support of the u-pillbox device for undertaking
all related software implementations, and the other is as a gateway for accessing and
exploiting opened or collaborative resources from the public healthcare platform
and authorized healthcare system infrastructure. Both the u-pillbox device and the
Cyber-pillbox work in tandem to provide efficient and effective healthcare services
to the elderly under the support of a public open healthcare platform and authorized
healthcare system infrastructure.

9.3.1 The U-Pillbox System

Understanding humans is the key to building a human-centric system. Continuously
monitoring data of users body functions, their context and environmental parameters
can be seen as analogous to amirror in front of a human subject. The collected data are
mainly from the u-pillbox device, wearable devices, and sensors in the environment
around the elderly.

Due to the size limitations and complexity in maintenance, the u-pillbox device
is conceptually designed based on the principle of being as compact as possible.
It mainly collects the health and medicine-taking related state of the elderly and
environmental monitoring data with the essential embedded sensors or plugin-able
sensing devices as given in Table9.1. Although only a limited number of sen-
sors are embedded in the u-pillbox device, it leaves a space for plugging in some

Table 9.1 U-pillbox device embedded sensors and plugin-able devices

U-pillbox device

Body state sensor Ambient sensing Plug-in device

Pillbox state Environment temperature Blood glucose meter

Skin temperature Humidity information Blood analyzer

Blood information Illumination information Pedometer

Pulse information etc. Air pressure etc. Urine analyzer etc.

Application/device interface
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external sensors or devices with the application or device interface so as to enhance
its capability and functionality in its compact size.

• Body state sensor
The basic functions of the u-pillbox device are managingmedication dispensation,
reminding the user to take their medicine when necessary. The u-pillbox device
records the medicine name, the time taken, and the dosage taken. The record is
organized in the u-pillbox device and sent to the upper layer platform for use in
monitoring the treatment process and analyzing the medicinal efficacy.
Some small health state test devices for measuring physical signs like a thermome-
ter, pulse ox meter, blood analyzer, urine analyzer, etc. can be embedded into or
plugin-able to the u-pillbox to provide a convenient test service since they are often
used or even used daily. Furthermore, via the u-pillbox, data from the test devices
can be sent directly to the upper layer Cyber-pillbox system for further analysis,
processing, and integration.

• Ambient sensing
The environment or context persons are exposed to can affect their physical and
mental health. Temperature, humidity, illumination, air pressure, etc. are the basic
observed values of an environment. Integrated sensors feed context information
into the u-pillbox device via which the collected data are sent to the cyber pillbox
system. The u-pillbox links the actual world with the virtual cyber world as a
bridge and provides a clear vision of the actual world in the virtual cyber world.
Although some sensors for monitoring environmental condition can be embed-
ded in the u-pillbox device, most of sensors are distributed in the environment to
monitor the activities and physical signs of the elderly. Some are fixed and some
are portable. Human activity and behavior oriented sensors have been receiving
increasing attention from companies, universities and research centers. These sen-
sors data are transmitted viawired orwireless sensor network to the cyber u-pillbox
system for analysis and processing and the results are merged with other results
of to support the elderly healthcare.

• Plugin-able devices and application/device interfaces
There are lots of electronic healthcare products and healthcare application being
sold in the market. In Apple App Store and Google Play, healthcare related appli-
cations and accessories have become a big sector and sell well. Extended devices
give smart phone applications much more functions, such as measuring heart-
beat, tracking sleep, tracking daily activity and even tracking food and drink con-
sumption, such as UP by Jawbone [38], Fitbit OneTM Wireless Activity + Sleep
Tracker [39], sold in Apple Store, sensing the information that helps users better
understand their sleep, movement and eating. These extended devices are small
and stylishly designed and their data can be transmitted to smart phones or PADs
using Bluetooth or other wireless networks. The u-pillbox device is designed to
have an application/device interface so that it can support these extended devices
by being directly plugged in via the device interface or receiving collected data via
the application interface. This function gives the u-pillbox device great potential
for extending its capability and functionality.
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9.3.2 Human Model and Empathetic Service

Providing active and empathetic services is the emphasized objective of the u-pillbox
system. Apart from the core techniques of the WaaS platform, the human individual
model is another critical highlight to the whole vision of delivering the elderly active
and empathetic services. To enable this requires an understanding of users activi-
ties and intentions, awareness of their environment or context, and subsequently a
response to the users according to their preferences. Therefore, capturing the patient’s
physical and psychological reactions is helpful for understanding how favorable or
antipathetic they will be to the service provided. Affective computing, which is
devoted to the detection and recognition of emotions aroused by specific trigger
events, is one technology competent to accomplish this challenging task [31]. In
addition, the resulting data from this technology will provide further input to the
emotion model of the u-pillbox system.

However, the dynamic stream data in real time from the real world provides
limited awareness of a user, and the understanding of the user is a long term accu-
mulating process of understanding from different angles and aspects. The u-pillbox
device and system alone is insufficient. An elderly individual model, a digital clone
in the digital world, inspired from Cyber-I [32] with an open platform provides the
space for different parties and applications to make contributions to the understand-
ing of a user and enhancement of the human model and by sharing the resulting
model, the comprehensive digital description of a human in the real world. As for the
u-pillbox system, it has a twofold role, one is contributing to themodel and the other is
benefiting from the model. Like any other health service system, it, unexceptionally,
has to work or cooperate with other healthcare systems or organizations for which
the Cyber-pillbox system plays an important role as a gateway for accessing open
and public resources and enabling various levels of collaboration. The u-pillbox sys-
tem can be both a query subject benefiting from public resources and a query object
to possibly provide third parties valuable information or resources. The benefits are
mutual and bilateral to all collaborators.

The provision of active and empathetic services to the elderly is emphasized as
the basis of the continuing understanding of the elderly within the u-pillbox system,
contributions about the elderly from third parties, and the publicly available shared
information and resources from the open platform and infrastructure.

9.3.3 Cyber-Pillbox System

The Cyber-pillbox system simulates the physical u-pillbox device in the cyber world
in the application layer, running on top of the public healthcare service platform,
which further runs on top of the open healthcare system infrastructure.

Analogous to entities in the real world, the Cyber-pillbox is the virtual mirror of
the u-pillbox device with an ancillary information network in the computing virtual
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world. It is a reflection of the physical world and facilitates empathetic services after
computer processing. The Cyber-pillbox runs in the home healthcare server and has
a browser interface to users which can be accessed from a terminal like computer,
PDA, or even smart phone, from which the elderly or a patient can interact with the
system.

Its basic functions include showingusersmedicine taking agenda and the u-pillbox
device filling real-time state; keeping the record ofmedicine-taking diary, body signs,
and environmental information; and displaying the stored record in visualized tables,
curves, and figures. Besides this, there are other four featured additional real-time
functions, they are

• a social group formation that enables elderly or patients, doctors, caregivers,
recovered patients to share state-of-affairs information, testimonials, advices and
encouragement;

• a pill information system accessing and downloading from which users are aware
of what medicine they are taking and what they should pay attention to;

• doctor and pharmacist-shared interface with which they can edit a patients medi-
cine taking agenda under authentication and send the change notification to users;
and

• medicine taking agenda updating to the u-pillbox device when having changes or
after the u-pillbox device refilling.

9.4 Features and Viewpoints

Compared with existing pillbox systems, the proposed u-pillbox system has its own
seven significant features employing advanced technologies so as to enable the provi-
sion of empathetic and active healthcare services. These significant features include a
humanistic approach, personalized healthcare, human individual model based, emo-
tion model embedded, W2T cycle for spiraling enhancement of a human model,
data/information/knowledge fusion towards wisdom, and Internet-empowered trans-
parent and smart healthcare service. These are realized not only through fundamen-
tal technologies like ubiquitous computing, body sensor networking, the Internet of
Things, and the Web of Things, but also the concepts of Cyber-I [32], W2T [9],
WaaS and their associated advanced technologies such as the W2T cycle, a WaaS
platform, a data mining engine, a data/information/knowledge fusion engine, human
modeling, an Internet-empowered transparent healthcare service framework, and the
fusion of these technologies.
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9.4.1 A Humanistic Approach

Humanistic medical care, the fundamental principles of which are open communica-
tion, mutual respect, and emotional connection between physicians (via the u-pillbox
device) and their patients, is an important element of quality healthcare. Care of this
type is termed “relationship-centered” or “patient-centered” care, in contrast to “case-
centered” or “disease-centered” care. The process of humanistic medical care can
build a relationship of trust between a u-pillbox device and a patient. The u-pillbox
device knows and understands a patient and can give individual patients the attention
they need. The crux of a humanistic u-pillbox system emphasizes “holistic heal-
ing” [40], which can encourage physical recovery through empathy, patience, and
compassion.

9.4.2 Provision of Personalized U-Healthcare

In a patient-centered healthcare system, individual patients needs and preferences are
two primary factors to be taken into consideration. There is increasing expectation
that patients are the driving force of change in care delivery systems toward improved
quality.With the growing burden of chronic disease and the need for continuous care,
patients play important roles in the implementation of their care. Making them active
participants in their care instead of conventional passive recipients is a significant
trend in innovative healthcare systems. To achieve this, a patient-friendly, patient-
accessible, and patient-centered health information and care system is necessary.
The crux of a patient-centered health care system is to have an individual expandable
model [41–43] for each individual patient from which a care system can elicit the
patients needs and preferences and respond to them, and make a contribution to the
growth of the model in the process of providing healthcare as well. On the one hand,
with increasing comprehensive individual model, the quality of personalized health
care services will be improved; on the other hand, in the course of receiving health
care services, the individual model [41–43] will be growing. This is the so-called
interdependence double-edged sword.

9.4.3 An Eco-Human Growing Model

In philosophy, essence is defined as the attribute or set of attributes that make an
entity or substance what it fundamentally is, and which it has by necessity, and
without which it loses its identity (from Wikipedia). The human essence is funda-
mental human nature which is unchanging and is conducive to a fulfilling, balanced,
healthy, creative and growth-oriented human life [44]. It can be represented by a set
of attributes in digital format, termed the human essence model.
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Human beings are social creatures who are born into a wide variety of situations
and have to adapt to the challenges in the environments in which they are living in
order to survive and prosper, maintain health, and be able to continue a family line.
These environmental constraints create limits on behaviors, beliefs, personalities, and
so on, and define the range of acceptable conditions for life. Different people have
different constraints in the varied environments in which they grow up, and which
lead to their different behaviors, beliefs, personalities, and so on. The individual
human model is based on the human essence model and continuously develops on
top of the essence model and becomes more and more comprehensive through ones
life.

9.4.4 Embedded Emotion Factors

A human individual model that approximates the mental processes of a real indi-
vidual contains three levels: state, behavior, and mind from different angles/aspects.
This is achieved through data mining, intelligent processing, and knowledge fusion
mechanisms and methodologies. One aspect of this is the emotion model, modeling
concurrent emotions and sequences of emotions of the elderly as they perform rou-
tine daily activities or which is triggered by a single event or multiple events. This is
embedded in an elderly individual model currently at the behavior level. The emotion
model, named PAEM (Personality-Associated EmotionModel) [45], is set out in our
previous research work. This takes into consideration individual personality traits
and a triggered main emotion point in the PAD space [46]. The embedded individual
emotion model is extended from the event-driven PAEM model by combining the
OCC model [36] and BDI agent theory. It not only takes into account personality
traits but also a number of emotion points in the PAD space. It can simulate the
sequence of the elderly patient’s mixed emotions over time after these emotions are
triggered by an event, multiple simultaneous events or a sequence of events.

With an embedded emotion model, the u-pillbox system can provide not only the
elderly or patients’ physical healthcare but also mental care so as to achieve truly
empathetic healthcare and services. However, the proposed emotion model is still at
an infant stage, much work remains to build a comprehensive computational emotion
model.

9.4.5 W2T Spiraling Enhancement of Human Model

W2T stands for Wisdom Web of Things and the W2T cycle [9] refers to the data
transformation from raw data acquired in the physical world to information, knowl-
edge, andwisdom in theCyberworld, and the data circulation of “Things → Data →
Information → Knowledge → Wisdom → Service → Human → Things” in the
Hyperworld [47], combining the physical world and Cyber world.
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Data acquisition, data mining and transformation in the data mining engine within
the WaaS platform, and generation of wisdom for active and empathetic services
in the fusion engine do not solely undergo one-time process tasks. In the u-pillbox
system, the process of transforming data to services, providing services to the elderly,
and updating data by monitoring the elderly and things in the real world form a
data circulation which passes data and its analysis output from one step to next.
Most original raw big data come from healthcare sensors and service-providing
applications such as the u-pillbox device. These data are passed to the data mining
engine and fusion engine and the generated results can be resources for healthcare
services directly or be used to enhance a human model which is then handed over
to healthcare services. The healthcare service applications are not only providing
services, but also collecting usage tracks, physical signs and environment or context
data. Therefore, new data generated in employment is seen as a raw source put into
WaaS framework. It forms a cycle which brings the system spiraling performance.
The human model becomes more and more comprehensive and healthcare services
to the human become more and more empathetic.

9.4.6 Data/Information/Knowledge Fusion Towards Wisdom

Analyzing the huge amounts of multidimensional data generated by continuous
healthcare monitoring sensors and contained within medical records submitted by
third party healthcare bodies, is a big challenge in implementing the u-pillbox system.
The data to be processed in our u-pillbox system have the “4V” features of Volume,
Velocity, Variety, and Value. In this context, volume refers to relevant patient health-
care data with time stamps continuously collected from sensors and their networks,
comprising overwhelmingly huge amounts of data; velocity refers to the processing
of this huge amount of data which the healthcare services must perform in real-time;
variety refers to themultifarious formatting of the data, from structured tables such as
medical records, half- or un-structured documents, and medical images to video and
sound formats; and value refers to information being detailed enough about patients
daily lives to be advantageous in individualizing medical treatment, organizing pre-
ventive treatment, and arriving at therapeutic solutions.

Due to these features, the processing involved in healthcare data mining and
knowledge discovery is extremely onerous. From data storage, pre-processing, algo-
rithm selection, feature extraction, knowledge discovery, and prediction to visual-
ization, the vast amount of data involved can’t simply be processed using relational
databases and desktop statistics. A comprehensive set of data mining techniques like
our proposed data mining engine is urgently required together with powerful parallel
software running on tens, hundreds, or even thousands of servers may be required
to process data within tolerable time limits [48]. Therefore, the u-pillbox healthcare
system adopts an infrastructure built on top of its cloud computing architecture with
an implementation model of “X as a Service (XaaS)” [49] such as Software as a
Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS).
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The u-pillbox device as a lightweight front-end device is not equipped with compu-
tational power or involved with infrastructure system features such as servers and
data centers; they are simply accessible and sharable from the clouds in the cloud
computing sky via the Internet and networks.

Data/information/knowledge fusion towards wisdom derived from this over-
whelming data is quite complex and difficult. The u-pillbox system exploits the
WaaS platform and the fusion engine which are the task-oriented data mining and
knowledge discovery mechanisms on the W2T data cyclic circulation platform [9]
and provides application protocol interfaces for three layers; structured data, informa-
tion and knowledge. Complex or comprehensive knowledge is composed by fusing
data, information, and/or atomic knowledge from each layer according to the spe-
cific task. After continued data cyclic circulation of data acquisition,WaaS and active
healthcare services, a virtuous spiral is created, and a clear human model is provided
to the upper layer applications, the basis for providing empathetic healthcare services
to individual patients.

9.4.7 Internet-Empowered U-Healthcare Service Provision

The Internet is an increasingly important source of health-related information for
patients. Healthcare is traditionally a field characterized by a high degree of spe-
cialized knowledge and expert intervention in the life of patients. With the wide use
of the Internet and rapidly developing network and communication technologies,
patients are being continuously empowered in many aspects of healthcare; access
to health records and medical diagnosis results, online counseling with doctors or
healthcare givers, discussion of health issues on social network systems, etc. Patients
are becoming more active participants in the healthcare process, contrasting with the
traditionally passive role they played. Better resourced and smarter healthcare ser-
vices for treating illness and maintaining health have become available and are being
enhanced with the use of Internet and communication network infrastructure.

The proposed Cyber-pillbox, as the mirror of the u-pillbox device, is laid on
top of the Healthcare Service platform carried out under the Healthcare System
Infrastructure. As a front-end device, the u-pillbox device should be light, stylish,
user-friendly, and all its functions and services transparent to a user. Conventional
processes of human-computer interaction that employ hardware input devices, e.g.,
keyboard, mouse, etc. no longer meet the increasing needs of individuals. Communi-
cation between humans is diverse in nature, expressed not only through speech, but
also body language, eye contact and so on. The u-pillbox system demonstrates an
example of instant responses captured from individuals, implicit data analysis, and
valuable services provided via multiple devices (i.e., sensors, wearable devices) in
the environment. A wide spectrum of sensing devices (or u-Things) [50] is applied
such as bio-inspired body sensors [51], Zigbee, SENSOR, and related sensors already
existing in the environment. The sensing process, which is themost significant aspect
of the U-pillbox device, identifies procedures of which users are not conscious,
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concentrating on the provision of an organized flow of services to individuals any-
time, anywhere, and in the right context (i.e. medical services in this study).

As the back-end, the Cyber-pillbox system is not only Internet-empowered but
also acts as a gateway to ancillary intelligent processing and healthcare resources in
the transparent computing infrastructure [52],withwhich the front-endpillboxdevice
can see every cloud in the cloud computing sky, and is able to access resources from
any cloud environment under the relevant policy or agreement. Active healthcare
services are provided to patients with the strong backing of the Internet empowered
healthcare services platform, and system infrastructure.

9.5 Implementation at a Glance

The u-pillbox systemconsists of threemainmodules: data acquisition, context aware-
ness, and service provision. Figure9.2 shows the overviewof its prototype implemen-
tation. The data acquisition module provides all necessary functions for collecting
various types of data from real world devices including the u-pillbox device, Web
sites, and the environmental context. The collected data is the input of the context
awareness module and its outputs are the patients situation. The module draws a con-
clusion of the current understanding about the patient together with the humanmodel
and the conclusion is passed to the service provision module. The context awareness
module can be implemented by a back-end big data mining and knowledge discov-
ery supporting system which can be placed in a cloud computing environment. The
service provision module is implemented in a three-layer architecture: a healthcare
application layer, a healthcare platform layer, and a healthcare infrastructure layer
as shown in Fig. 9.2.

9.5.1 The Application Layer

In the healthcare application layer, Cyber-pillbox system emulates the u-pillbox
device, enables interfaces to users and the healthcare service platform, and manages
the necessary data and resources. The application layer implements the UI layer, the
business layer, and the persistence layer in a combined framework Spring + Struts +
Hibernate (SSH).Where, the persistence layer is for completing the transactions with
the database in a Hibernate persistence framework. The Business layer uses a Spring
framework as the inversion of the control container for completing all the logical
and computing processes and Data Access Objects (DAO) classes for transmitting
data with the persistence layer. The UI layer uses an Apache Struts web application
framework to provide user interfaces and interacts with the business layer through a
service locator (Fig. 9.3).
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Fig. 9.2 The prototype implementation modules of u-pillbox system

9.5.2 The Service Platform

This platform is designed for coordinating healthcare professionals, hospitals, clinics,
pharmacies, community centers, etc. to have a common platform to provide, share,
exchange healthcare or health treatment information so as to provide high quality
and patient satisfaction healthcare services. To facilitate the provision of healthcare
services, a conventional service-oriented architecture, named SOA is adopted for this

Fig. 9.3 The
implementation outline of
the healthcare application
layer
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Fig. 9.4 Healthcare service-oriented architecture

platform together with the underlying enhancements based on the characteristics of
healthcare services. The enhanced architecture is named,HealthcareService-oriented
Architecture (HSOA) as given in Fig. 9.4, in which the components, marked in grey,
i.e. healthcare model, resources update and secure quality of service.

Resources are the basis for providing not only healthcare services but also all
kinds of services. However, healthcare services are highly reliant on sufficient and
high quality resources from professionals and richly experienced providers. The
resources stored in the healthcare service provision system should not be limited
to traditional databases, and a variety of new forms like healthcare models, medical
case histories, and even surgery videos or rehabilitation recordings, etc. will be useful
for supporting a “Q&A” service as a resource. HSOA provides a healthcare model
database in the resources for simulation, prediction and estimation of the medical
situation and disease recovery. One example of such a healthcare model is the human
emotion model in [45], named PAEM (Personality-Associated EmotionModel). The
model can be dynamically enhanced in the process of acquiring and mining patients’
physiological data continuously so as to provide a dynamic and adaptive service. For
different individuals, their models differ, and for different models, the system can
provide differing personalized healthcare services.

To manage and access the healthcare models, the resource update function unit
is added the conventional data persistence technology in the healthcare service plat-
form. Its implementation is highly reliant on each healthcare model. Once there is a
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new incomingmodel, its relatedmethodswith parameters are published to the health-
care platform and the resource update function registers the updates. The healthcare
service bus is the same as the enterprise service bus in SOA. It provides the service
of reliable messaging, service access, protocol conversion, data format conversion,
content-based routing and shields the physical location of services, protocols and data
formats. It is the core of HSOA solutions for achieving HSOA governance platform.

Healthcare service provision system requires a relative high level of security
due to the necessity of protecting confidential patient information such as personal
information, clinical history, and medicine regimen history. In HSOA, the security
service module is added to check user identification and authentication before any
service is provided. It is not too far-fetched to think that advanced authentication
technology such as fingerprint identification and facial recognition can replace the
traditional user-password for this identity verification.

9.5.3 The System Infrastructure

The healthcare system infrastructure is the hardware and software support of the
physical system and network resources for providing an efficient health services
strategy to the healthcare service platform in the upper layers. Inspired by IBMs
white paper [53] about cloud architecture, the healthcare system infrastructure adopts
IBMs proven cloud reference architecture for building a unique private cloud. Under
the umbrella of IBMs proven cloud reference architecture with effective security,
resiliency, service management, governance, business planning and lifecycle man-
agement, it is expected that all other healthcare organizations such as WHO, Min-
istries of national healthcare, City Healthcare Departments, community healthcare
centers, etc. could efficiently, effectively, and smoothly coordinate and collaborate in
sharing and supporting of request-on-demand healthcare and computing resources.
To illustrate, our healthcare cloud services built on the IBM reference architecture
are shown in Fig. 9.5.

The armamentarium of medical practitioners, fundamental equipment and inter-
national, national and municipal healthcare entities can be connected to provide
services to the upper layer under the management of the IBM cloud reference archi-
tecture. The common cloud management platform in the architecture manages and
operates healthcare infrastructure resources in order to provide the required service
to the cloud service layer. The connected organizations in the healthcare infrastruc-
ture provide equipment, platform, software services and healthcare processes. An
extended information service concerning rules, certification, healthcare related cri-
teria, legislation, etc., is provided so as tomeet the special requirements of healthcare.
For example, if WHO publishes diagnostic criteria for diabetes, healthcare profes-
sionals need to comply with them to guide patients diagnosis and treatment. That
means concurrently, clinics, hospitals, pharmaceutical factories, community health-
care centers, etc. also need a healthcare infrastructure to participate in healthcare.
When the upper layer discerns that this information is not applicable the current
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Fig. 9.5 Healthcare infrastructure architecture based on IBM cloud reference architecture

situation, it can submit changed advice for the correlative organization to consider.
This is mutually beneficial to both sides and provides efficient services to patients
and their relatives. Furthermore, the functions of security and resiliency in the cloud
ensure the architecture encourages trust in and provides a flexible service to the
upper layer.

9.6 Scenario and Practice

Poor medication adherence often risks preventable serious deterioration in the health
of patients, particularly for elderly patients with chronic illnesses. Although tracking
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individual patients medication regime adherence is the basic function of the proposed
u-pillbox device, it is not limited to this function alone. In this section, a scenario of
concerning the problem of forgetfulness in the elderly is given in Fig. 9.6 to envisage
the role of u-pillbox system in healthcare for the elderly, and the software simulation
of the scenario is given in Fig. 9.7 to demonstrate the necessary function modules in
and the feasibility of the system.

Scenario: Mary, age 70, has a chronic disease and has to take several kinds of
medication. One afternoon, when the u-pillbox device reminds Mary to take
her medication, she opens the u-pillbox device and is going to take the tablets.
At that moment she realizes that she needs a cup of water. She walks into the
kitchen to get water, finding that the smoke exhaust fan is on, so she turns it
off. After this series of actions, she forgets to take the tablets, simply drinks
the water in her hand, and then goes upstairs to take a rest.

Figure9.7 gives an overview of the u-pillbox system simulator for showing how
the u-pillbox system provides the healthcare to the elderly in different situations
with the necessary function modules. The simulator system mainly includes three
layers of the home server simulator, the sensor/devicemanagement, and the integrated
database. The sensor objects specified in the event sequence from the events sequence
file can be generated from the sensor store and are collected in the sensor pool. When
any event is invoked, its associated sensors are triggered to start their emulators and
generate simulation data. The processing unit in the home server simulator takes three
categories of inputs from the sensor/device emulator (namely dynamic stream data
from the physical world), the event simulator (namely a scenario setting), and the
healthcare database (namely empathetic healthcare associated data from the human
model, from the WaaS, from the healthcare service platform, etc.). The output of the
processing unit is the effector on the sensors, devices, and environment for providing
services to the users.

9.7 Conclusion

Concept of Web of Things (W2T) has prompted the development and integration of
many related fields of studies (e.g., web intelligence, ubiquitous computing, brain
informatics, etc.) and identifies a rather promising research direction in the post-
Web era. Its original and unique point of view on data processing, a sustainable and
computable lifecycle of data, inspires researchers who are in the related fields.

Considering the fundamental of data science and W2T, this chapter discusses
a general framework for ubiquitous healthcare service provision. An empathetic
u-pillbox system is instanced to address few significant and challenging issues in
geriatric healthcare, and it shows the potential for the enhancement of existing care
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Fig. 9.6 Reminding the elderly to take medicine

arrangements for the elderly, and aid the development of more innovative care in
the future. This framework consists of three layers: the u-pillbox system application
layer running on a Web server; the healthcare service framework layer running on
an HSOA; and a healthcare system infrastructure running on IBM cloud reference
architecture. The system would be a significant advance on existing pillbox systems
with features that extend beyond medication dispensation to utilize ubiquitous tech-
nologies to amass data on individual patients, and then process this data to provide
themost appropriate care possible to individual patients based onwisdom as a service
model and individual human modeling.

The u-pillbox system is considered the front-end with which services can be
delivered to the elderly. Through integration with healthcare infrastructures, and
with the individual humanmodel generated by the u-pillbox system and third parties,
improved healthcare strategies can be delivered to patients efficiently and targeted in
the formmost empathetically suited to each individual patient. Recognition by elderly
patients of the extent to which healthcare services provided through the u-pillbox
system are targeted specifically to their needs generates trust and acceptance of their
treatment, and encourages efforts to reach better treatment outcomes by involving
geriatric patients as active participants in their own treatment. A u-healthcare system,
available everywhere, at anytime and to anyone, could become a preferred option
among the elderly seeking advice on diet, exercise and health-related issues.

Throughout the world, demographic changes are placing ever greater pressure
on resources available for geriatric healthcare, whilst at the same time making the
need for more effective and responsive health care provision to the elderly ever more
urgent. The need for innovative approaches that leverage the far-reaching develop-
ment of ubiquitous technologies to address this demographic situation is an expand-
ing field, ripe with opportunity to make a significant impact within geriatric health-
care.
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Fig. 9.7 U-pillbox system simulator

9.8 Challenges and Directions

This chapter discusses the principle design pattern of a general framework that facil-
itates the issues in the realm of geriatric healthcare. As a practical implementation,
a promising prototype system, namely U-pillbox, for U-Healthcare support is devel-
oped. It is applied to outline realistic simulations and scenarios demonstrating the
feasibility and performance of a W2T-empowered framework. Although significant
results were obtained, however, challenges remain, which cover a wide range of
research fields. Considering the main theme of this chapter and the book, some
challenging issues are addressed:

Hardware/software design for U-pillbox: Usability and Reliability
Referring to the development of u-healthcare systems, the design matters. It is

undoubtedly that most of subjects under the scope of u-healthcare are those elderly
or persons who are physically-unavailable. Thus the design of u-healthcare sys-
tem (i.e., u-pillbox) requires comprehensive understanding to its users. The design,
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for both hardware and software, needs to be attractive, light, portable/flexible and
user-friendly to each generation especially those traditionally uncomfortable with
technology. It is also considered feature-rich to generate accurate health data and
derived contexts of individual. This need for relative complexity has also to be bal-
anced against an absolute need for reliability. If the device cannot generate accurate
data reliably, no reliable or trusted services can be delivered properly. The challenges
related to the physical u-pillbox device may not be as complicated as those posed
by the Cyber-pillbox system. However, the time by which we can envisage these
challenges being met is still a long way off.

U-pillbox Applications: Complexity, Empathy and Integration
The issue in U-pillbox system is design and coordination of discrete applications,

hosted on the system, that sufficiently innovative to address specific issues and con-
ditions within geriatric healthcare. These applications have to work in concert and
minimize conflicts with each other to provide holistic healthcare. The service is then
delivered to the patient, regarding all aspects of their healthcare. It needs to be clear,
easy-to-understand and precise. Another challenge is to ensure that applications are
applicable to be delivered sensitively, and to create an empathetic effect. Though
the patient receives the service through the u-pillbox device, the “bedside manner”,
often exists the metric by which doctors are judged by elderly patients. It needs to be
created by applications within the U-pillbox system. Crucial to solving the problem
of ensuring an empathetic service is the development of a comprehensive individ-
ual human model from every perspective and in all aspects through the tracing of
the individual patients footprint and collection of their data in the real world and
Cyberworlds.

The need for sensitivity within the healthcare environment is also complicated by
the sheer variety and subtlety of health indicators between individual patients that
need to be detected and then interpreted by applications within the cyber pillbox sys-
tem. This will require a significant investment in a parallel processing infrastructure
powerful enough to mine and process data, generate the Individual Human Model,
and then deliver a service to the user of the u-pillbox device in the most suitable
manner possible and with sufficient speed.

The final challenge concerning U-pillbox system is that the system cannot, or
will not, provide healthcare services in a vacuum. The u-pillbox system requires all
bodies involved in healthcare such as healthministries, hospitals and clinics, pharma-
ceutical companies and outlets, medical and nursing schools and so on. A seamless
integration with third parties is strongly necessary to provide holistic healthcare. It
will require a sophisticated platform working under the proposed infrastructure (and
data framework as well). A consensus on a suit of protocols and a standard interface
will have to be reached to guarantee delivery of a clear unified service to users and
to deliver services to the institutions mentioned above to formulate more efficient
healthcare policies and practices.

U-pillbox system: Verifiability of Effect
Except the above-mentioned issues, an emerging challenge is worth amentioning.

It is about an optimally-designed and mass-produced u-pillbox devices, and a suf-
ficiently powerful infrastructure employing a wide range of innovative applications
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be built. How will we be able to judge whether the u-pillbox system has improved
geriatric healthcare for the better? The answer probably lies in a balance of carefully
designed longitudinalmedical studies and clinical testing, requiring cooperationwith
a range of health bodies.

Acknowledgments Except the above-mentioned issues, an emerging challenge is worth a men-
tioning. It is about an optimally-designed and mass-produced u-pillbox devices, and a sufficiently
powerful infrastructure employing a wide range of innovative applications be built. How will we
be able to judge whether the u-pillbox system has improved geriatric healthcare for the better? The
answer probably lies in a balance of carefully designed longitudinal medical studies and clinical
testing, requiring cooperation with a range of health bodies.

References

1. Health. Growth in health spending grinds to a halt, http://www.oecd.org/health/
healthgrowthinhealthspendinggrindstoahalt.htm

2. The organization for economic co-operation and development, OECD health data
2012—country notes. http://www.oecd.org/els/healthpoliciesanddata/oecdhealthdata2012-
countrynotes.htm

3. F. Kart, G. Firat et al., A distributed e-healthcare system based on the service oriented archi-
tecture, in Services Computing (SCC, 2007), pp. 652–659 (2007)

4. B. Haynes, T.G. Weiser et al., A surgical safety checklist to reduce morbidity and mortality in
a global population. New Engl. J. Med. 360(5), 491–499 (2009)

5. M. Avinandan, J.McGinnis, E-healthcare: an analysis of key themes in research. Int. J. Pharma.
Healthc. Market. 1(4), 349–363 (2007)

6. M. Weiser, Some computer science issues in ubiquitous computing. Commun. ACM 36(7),
75–84 (1993)

7. Y. Yamamoto, R. Huang, J. Ma, Medicine management and medicine taking assistance system
for supporting elderly care at home, in Aware Computing (ISAC), pp. 31–37 (2010)

8. T. Tamura, A. Sato, R. Huang, J. Ma, Recommendation engine based system towards creating
a harmonious family living environment, in 2013 IEEE International Conference on Orange
Technologies (ICOT), Tainan, Taiwan, Mar 12–16 (2013) (to be published)

9. N. Zhong, J. Ma, R. Huang et al., Research challenges and perspectives on wisdom web of
things (W2T). J. Supercomput. 64(3), 862–882 (2013). doi:10.1007/s11227-010-0518-8. Print
ISSN 0920-8542, Online ISSN 1573-0484

10. G.Z. Yang, Body Sensor Networks (Springer, London, 2006)
11. Design world staff, Sensors advance medical and healthcare applications. http://www.

designworldonline.com/sensors-advance-medical-and-healthcare-applications/
12. A. Gaddam, S.C. Mukhopadhyay, G.S. Gupta, Smart home for elderly care using optimized

number of wireless sensors, in 4th International Conference on Computers and Devices for
Communication, 2009, CODEC, p. 14 (2009)

13. S. Parlak, A. Sarcevic, I. Marsic, R.S. Burd, Introducing RFID technology in dynamic and
time-critical medical settings: requirements and challenges. J. Biomed. Inform. 45(5), 958–
974 (2012)

14. R. van der Togt, P.J.M. Bakker, M.W.M. Jaspers, A framework for performance and data
quality assessment of Radio Frequency IDentification (RFID) systems in health care settings.
J. Biomed. Inform. 44(2), 372–383 (2011)

15. T. Teraoka, Organization and exploration of heterogeneous personal data collected in daily life.
Human-centric Comput. Inf. Sci. 2, 1 (2002)

http://www.oecd.org/health/healthgrowthinhealthspendinggrindstoahalt.htm
http://www.oecd.org/health/healthgrowthinhealthspendinggrindstoahalt.htm
http://www.oecd.org/els/healthpoliciesanddata/oecdhealthdata2012-countrynotes.htm
http://www.oecd.org/els/healthpoliciesanddata/oecdhealthdata2012-countrynotes.htm
http://dx.doi.org/10.1007/s11227-010-0518-8
http://www.designworldonline.com/sensors-advance-medical-and-healthcare-applications/
http://www.designworldonline.com/sensors-advance-medical-and-healthcare-applications/


9 W2T Framework Based U-Pillbox System Towards U-Healthcare for the Elderly 235

16. F. Barigou, B. Atmani, B. Beldjilali, Using a cellular automaton to extract medical information
from clinical reports. J. Inf. Process. 8(1), 67–84 (2012)

17. J. Yao, R. Schmitz, S. Warren, A wearable point-of-care system for home use that incorporates
plug-and-play andwireless standards. IEEETrans. Inf. Technol. Biomed. 9(3), 363–371 (2005)

18. F. Paganelli, D. Giuli, An ontology-based system for context-aware and configurable services
to support home-based. IEEE Trans. Inf. Technol. Biomed. 15(2), 324–333 (2011)

19. K. Sabine, Home telehealth—current state and future trends. Int. J. Med. Inform. 75(8), 565–
576 (2006)

20. R.G. Lee, C.C. Hsiao, C.C. Chen, H.M. Liu, A mobile-care system integrated with bluetooth
blood pressure and pulse monitor, and cellular phone. IEICE Trans. Inf. Syst. l (E89-D), 1702–
1711 (2006)

21. L.M.Kaufman, Data security in theworld of cloud computing. IEEESecur. Privacy 7(4), 61–64
(2009)

22. A. Sitek, R.H. Huesman, G.T. Gullberg, Tomographic reconstruction using an adaptive tetra-
hedral mesh defined by a point cloud. IEEE Trans. Med. Imaging 25(9), 1172–1179 (2006)

23. C.T. Lin, K.C. Chang, C.L. Lin, C.C. Chiang, S.W. Lu, S.S. Chang, B.C. Lin, H.Y. Liang, R.J.
Chen, Y.T. Lee, L.W. Ko, An intelligent telecardiology system using a wearable and wireless
EKG to detect atrial fibrillation. IEEE Trans. Inf. Technol. Biomed. 14(3), 726–733 (2010)

24. Y. Gu, et al. A survey of indoor positioning systems for wireless personal networks. Commun.
Surv. Tutorials IEEE 11(1), 13–32 (2009)

25. K. Eleanna, K.W. Dickson, S.C. Cheung, K. Marina, Alerts in mobile healthcare applications:
requirements and pilot study. IEEE Trans. Inf. Technol. Biomed. 8(2), 173–181 (2004)

26. C.F. Juang, C.M. Chang, Human body posture classification by a neural fuzzy network and
home care system application. IEEE Trans. Syst. Man Cybernet. Part A: Syst. Humans 37(6),
984–994 (2007)

27. I. DSouza, et al., Real-time location systems for hospital emergency response. IT Prof. 13(2),
37–43 (2011)

28. J.A. Fisher, T. Monahan, Tracking the social dimensions of RFID systems in hospitals. Int. J.
Med. Inform. 77(3), 176–183 (2008)

29. G. Gentili, et al. Dual-frequency active RFID solution for tracking patients in a children’s
hospital. Design method, test procedure, risk analysis, and technical solution. Proc. IEEE
98(9), 1656–1662 (2010)

30. D.-H. Shih, H.-S. Chiang, B. Lin, S.-B. Lin, An embedded mobile ECG reasoning system for
elderly patients. IEEE Trans. Inf. Technol. Biomed. 14(3), 854–865 (2010)

31. M.B.Mollah,K.R. Islam, S.S. Islam,Next Generation of Computing Through Cloud Computing
Technology (2012), p. 16

32. J. Ma, J. Wen, R. Huang et al., Cyber-individual meets brain informatics. IEEE Intell. Syst.
26(5), 30–37 (2011)

33. R. Want, A. Hopper, V. Falcao, J. Gibbons, The active badge location system. ACM Trans. Inf.
Syst. 10(1), 91–102 (1992)

34. C.A. Thompson, Radio frequency tags for identifying legitimate drug products discussed by
tech industry. Am. J. Health-Syst. Pharm. 16(14), 1430–1431 (2004)

35. J.A. Fisher, T. Monahan, Tracking the social dimensions of RFID systems in hospitals. Int. J.
Med. Inform. 77, 176–183 (2008)

36. A. Ortony, G.L. Clore, A. Collins, The Cognitive Structure of Emotions (Cambridge University
Press, Cambridge, UK, 1988)

37. Y. Gu, A. Lo, A survey of indoor positioning systems for wireless personal networks. IEEE
Commun. Surv. Tutorials 11(1), 13–32 (2009)

38. UP by Jawbone. http://store.apple.com/us/product/HA627LL/A/up-by-jawbone
39. Fitbit OneTM Wireless Activity Sleep Tracker. http://store.apple.com/us/product/HA523VC/

A/fitbit-one-wireless-activity-sleep-tracker?fnode=76
40. S. Ventegodt, N.J. Andersen, J. Merrick, Holistic medicine III: the holistic process theory of

healing. Sci. World J. 3, 1138–1146 (2003)

http://store.apple.com/us/product/HA627LL/A/up-by-jawbone
http://store.apple.com/us/product/HA523VC/A/fitbit-one-wireless-activity-sleep-tracker?fnode=76
http://store.apple.com/us/product/HA523VC/A/fitbit-one-wireless-activity-sleep-tracker?fnode=76


236 J. Ma et al.

41. J. Wen, et al., Cyber-I: Vision of the Individual’s Counterpart on Cyberspace, Dependable,
Autonomic and Secure Computing (DASC’09, 2009), pp. 295–302

42. J. Wen, J. Ma, R. Huang et al., A malicious behavior analysis based Cyber-I Birth. J. Intell.
Manuf. 1–9 (2012)

43. O.P. Judson, The rise of the individual-based model in ecology. Trends Ecol. Evol. 9(1), 9–14
(1994)

44. A model of human nature. http://eftsettings.com/chapters/model-of-human-nature
45. S. Yang, R. Huang, J.Ma, A computational personality-based and event-driven emotionsmodel

in PAD space, in Sino-foreign-interchange Workshop on Intelligence Science & Intelligent Data
Engineering, Oct 15–17 (to be published LNCS, Springer, 2012)

46. A. Mehrabian, Analysis of the big-five personality factors in terms of the PAD temperament
model. Aust. J. Psychol. 48(2), 86–92 (1996)

47. J.H. Ma, R.H. Huang, Improving human interaction with a hyperworld, in Proceedings of the
Pacific Workshop on Distributed Multimedia Systems (DMS96), pp. 46–50 (1996)

48. Adam Jacobs, The Pathologies of Big Data. ACMQueue 6 (2009)
49. Y. Jadeja, K. Modi, Cloud Computing—Concepts, Architecture and Challenges (2012), pp.

877–880
50. J. Ma, Smart u-Things and ubiquitous intelligence, in Proceedings of the 2nd International

Conference on Embedded Software and Systems (ICESS 2005), p. 776 (2005)
51. Lo, S. Thiemjarus, A. Panousopoulou, G.Z. Yang, Bioinspired design for body sensor networks

[Life Sciences]. IEEE Sign. Process. Mag. 30(1), 165–170 (2013)
52. Y. Zhang and Y. Zhou, Transparent computing: a new paradigm for pervasive computing, in

J. Ma, H. Jin, L.T. Yang, J.J.P. Tsai (eds.), Ubiquitous Intelligence and Computing, vol. 4159,
Berlin, Heidelberg (Springer, Berlin Heidelberg, 2006), pp. 1–11

53. IBM, Getting cloud computing right—the key to business success in a cloud adoption is
a robust, proven architecture. http://public.dhe.ibm.com/common/ssi/ecm/en/ciw03078usen/
CIW03078USEN.PDF

http://eftsettings.com/chapters/model-of-human-nature
http://public.dhe.ibm.com/common/ssi/ecm/en/ciw03078usen/CIW03078USEN.PDF
http://public.dhe.ibm.com/common/ssi/ecm/en/ciw03078usen/CIW03078USEN.PDF


Chapter 10
Hot Topic Detection in News Blog Based
on W2T Methodology

Erzhong Zhou, Ning Zhong, Yuefeng Li and Jiajin Huang

Abstract A social event is often unlimitedly amplified and promptly spread in
blogspace, and it is valuable to correctly detect blog hot topics for managing the
cyberspace. Although hot topic detection techniques have a great improvement, it
is more significant o find what determines the life span of a blog topic, because the
online consensus brought by the topic unavoidably experiences the real life. The
W2T (Wisdom Web of Things) methodology considers the information organiza-
tion and management from the perspective of Web services, which contributes to a
deep understanding of online phenomena such as users’ behaviors and comments
in e-commerce platforms and online social networks. This chapter first applies the
W2T methodology to analyze the formation and evolution of a blog hot topic, and
some influential factors which determine the development of the topic are identified
to recognize hot topics. And then, the construction of a blog topic model considers
information granularity in order to detect and track the evolution of the topic. Exper-
imental results show that the proposed method for detecting the blog hot topic is
feasible and effective.
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10.1 Introduction

The various kinds of social websites have constituted an important space for similar
individuals to gather the strength, momentum and force. A blog is a typical platform
for information share and communication. The hot topic and online consensus in
blogspace are most valuable information for the business and social security. AWeb
hot topic is a topic that Web users pay more attention to or actively participate in. An
online consensus is a representative online opinion that the majority of users own.
When users have an agreement on a Web topic, the online consensus emerges.

How to provide the personalized service at the right time and place is a key issue in
Web services. With the rapid development of Internet, Internet encounters an impor-
tant carrier to store various information sources. As for the Internet of Things, it
is essential to organize and manage the Web data for further knowing the different
habits, characters and real demands ofWeb users. TheW2T (WisdomWeb of Things)
methodology is proposed to analyze and solve those problems oriented to the hyper
world [29]. One of three key issues in W2T methodology is how to effectively com-
bine the ideas of humans, networks and information granularity for problem solving
in the hyper world [30]. As shown in Fig. 10.1, some definitions on the concepts
related toW2Tmethodology are listed. The ideas of networks and information gran-
ularity simulate human information processing mechanism. For example, human
beings often decrease the complexity of a task by separating the task into some
subtasks. Hence, the granularity has a great impact on the effect of the problem solv-
ing. The arrangement of the related workflow is often based on relationships among
subtasks. Hence, the idea of networks reflects the nature of a task.

Fig. 10.1 Definitions on the
ideas of humans, networks
and information granularity
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Text clustering algorithm [11, 12, 16] and hot word extraction [7, 15, 28] are
often applied for online hot topic detection. The hot topic detection method based
on text clustering first clusters the Web pages into different clusters that stand for
different topics. Then user behavior record is extracted to evaluate the degree of user
attention or participation for identifying hot topics. The hot topic detection method
based on hot word extraction first counts the influence of each word according to
its spatio-temporal feature, and hot topics are identified by hot word clustering.
Although the methods mentioned above can be easily accomplished, they don’t pay
more attention to what on earth determines the formation or evolution of an online
hot topic. Online topics are often derived from the real events that happened in the
physical world or society world. It is valuable to detect the present online hot topics
because of the unexpected feature of those real events. However, in comparison
with the former, it is more important to predict the development of a topic to detect
the forthcoming hot topic in advance. On the other hand, it is useful to study the
characteristics of information diffusion in online network for observing the evolution
of a hot topic. Some researchers found that the information diffusion is not only
related to the structure of online social network and role of different codes, but
also influenced by the external event [3, 10, 18]. Hence, it is necessary to take the
human that creates and propagates information, networks that refer to external and
internal conditions, and information granularity that reflects the form of information
organization into consideration. The paper adopts the W2T methodology to identify
the important factors that have a great impact on the formation or evolution of a blog
topic in order to correctly detect hot topics. Meantime, the construction of a blog
topic model considers information granularity in order to conveniently detect and
track the evolution of the topic.

10.2 Problem Statements

The emergence of a hot topic in blogspace is strongly related to the user behavior
and interests. As far as the user behavior is concerned, the behavior is liable to
be influenced by surroundings and user mood. The change of the surrounding also
influences the user interest.Hence, it is important to analyze the characteristics of blog
topics that users frequently and recently comment on, and observe the information
propagation in an online community by means of the W2T methodology.

10.2.1 Characteristics of a News Topic in Blogspace

The development of a topic is related to the characteristics of the related blog that
attracts the special kind of users. Based on the norm of journalism, blogs can be
categorized into three types according to the contents of blog posts, namely profes-
sional technique, individual life and temporal topics [19]. Topics in the professional
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blog mainly refer to professional techniques related information, but topics in the
life blog are with respect to individual life affairs. Moreover, topics in the temporal
blog are mainly related to news events. A news blog inherits the characteristics of
the temporal topic blog. Compared with the professional blog topics, topics in the
news blog often show burst and temporal features. Users visit different kinds of blogs
with different motivations. For example, users share the specific knowledge and learn
from each other in professional blogs. Users construct social networks or maintain
their social contacts by means of individual life blogs. However, bloggers publish
posts in news blogs with the purpose of revealing the truth of a news event or drawing
other users’ attention to the special event. Users with their own different backgrounds
take part in topic interaction for the sake of knowing the truth of a news event or
expressing their own personal feeling. The relationships among members in a topic
group are weak because the group is mainly maintained by the user interest [23].
The topic group dissolves when users lose interests in the related topic. Hence, the
user motivation determines the burst and temporal features of a news blog topic to a
great extent.

10.2.2 Information Propagation in a Blog Community

A topic is the precondition that information communication arises from. There are
two kinds of special text information during the information propagation. One is a
post that reports an event related to a topic. The other is an emotional comment on
the topic, namely, an online opinion. The focus on a topic during the information
propagation often shifts from the event to the online opinion. Hence, a topic, opinion
and user are three important entities for analyzing the information propagation in an
online community.

The analysis of blogspace based on W2T methodology is shown in Fig. 10.2.
Although the user is the most active entity in blogspace, a blog community which
is composed of bloggers with similar interests is the main context for information
propagation, and the characteristics of the community play an important role in the
development and evolution of a hot topic. Hence, the analysis on the blog community
from the perspective of theWeb technique is useful to understand the process of infor-
mation propagation in blogspace. The main characteristics of the blog community
are as follows:

• The user is awardedmore rights so that the decentration is the obvious phenomenon
in the community.

• The open and anonymity policy makes users more active and braver in expressing
their views.

• The quarrels between different groups often becomemore andmore fierce, because
there is no arbitrator.
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Fig. 10.2 Analysis of blogspace based on W2T methodology

• The structure of the blog community is dynamic. Users can publish their posts and
comments within different time intervals, and freely join or quit the community
according to their interests.

Users play the role of the information maker or transmitter. As far as the audience
is concerned, the interest and confidence in the information transmitter determine
if the audience can receive the information. If a topic is novel, interesting or dis-
putable, and related to the personal life, users are more likely to be interested in the
topic. On the other hand, if audiences have little social experience, they are easily
susceptible to the guidance of media or community surroundings. As far as the infor-
mation transmitter is concerned, the role of topical initiator often changes with the
development of the given topic. Especially, the initiators have to rise to the chal-
lenges from opponents to maintain their legitimacy. The strength of the relationship
between inner members also influences the process of information propagation. For
example, when researchers take the blogosphere as a unit to observe the blog com-
munity, they find that the most communications among bloggers happen inside the
group and the communication between groups seldom happens [6, 23]. Hence, the
process of information propagation not only needs to carefully observe the evolution
of the topic and related online opinions, but also needs to observe the changes of
user roles.

As for the information, different topics pertain to different blogospheres, and users
comment on the given topic in the given blogosphere. Hence, the process of infor-
mation propagation can be observed from the equivalent topic network and opinion
network. The topic network is composed of topics with different granularities and
evolutionary relationships among topics. The opinion network is composed of opin-
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ions and interaction relationships among users. The information granularity stands
for the different view or angle to know what happens in the blogosphere and why
users have different reactions on the same topic.

10.2.3 Formation and Evolution of a Hot Topic in a Blog
Community

The blog community has different structural characteristics within different life
phases. According to Social Network Analysis (SNA) theory, the structure of a
community is related to the type and strength of relationships among members [2].
Figures10.3 and 10.4 show that the comment trends of hot topics from the China
Sina blog website in 2011. Topics in Fig. 10.3 are derived from the domestic events in
China, and topics in Fig. 10.4 are opposite. The obvious phenomena are that most of

Fig. 10.3 Comment trends of the hot topics related to news events in China

Fig. 10.4 Comment trends of the hot topics related to news events in other countries
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the users are active in the early phase. The phenomena can be explained as follows.
Users lack authoritative information and are very curious about the event in the early
phase. Hence, the effect of sheep flock occurs in the community. When a public
opinion comes into being, the spiral of silence emerges. Namely, users often keep
silent when their opinions are in the minority. Moreover, the novelty of topics gets
weaker and weaker with the lapse of time so that the behavior patterns of users have
drastic changes. The structural change of a blog community can consequently reflect
the development trend of a topic, and the behavior patterns of users also determine
the burst and temporal features of blog topics. As far as the user role is concerned,
users evolve into three categories, namely the opinion leader, active user and ordinary
user. The opinion leader is influential during the evolution of a network opinion. An
active user plays the role of a transmitter. However, the authority of such an active
user is often weak in comparison with the opinion leader. Ordinary users often lurk
after the public opinion emerges.

The change of the topic network also influences the development of a hot topic.
Figures10.5 and 10.6 show the distribution of 115 hot topics listed by Sina website
in 2011 and 116 hot topics in 2012. Figure10.5 shows that hot topics are unevenly
distributed per month. Hence, the number of hot topics cannot be fixed. Figure10.6
shows that the time interval between hot topics is very short. Hence, topics are
competitive to attract other users’ attention. Based on the analysismentioned above, it
is clear that the user behavior pattern, network opinion, opinion leader and timeliness
determine the developmental trend or life of a blog topic.

Fig. 10.5 Distribution of blog hot topics by the month in Sina websites. a 2011-1-1~2011-12-31.
b 2012-1-1~2012-12-31

Fig. 10.6 Distribution of blog hot topics by the week in Sina websites. a 2011-1-1~2011-12-31. b
2012-1-1~2012-12-31
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10.2.4 What Is an Opinion Leader?

A typical phenomenon during the evolution of network opinions is the emergence
of opinion leaders. An opinion leader is the blog user who plays a crucial role in
influencing opinion makings of other users. However, opinion leaders in blogspace
are different from those in a physical community. The high popularity and recogni-
tion are the basic conditions of opinion leaders. At the same time, the ordinary users
do not pay more attention to the opinion leader’s social background in the phys-
ical world. Moreover, the diffusion speed of Web accelerates the formation of an
opinion leader in blogspace. The burst feature of opinion leaders is very obvious in
blogspace. According to the previous studies, the opinion leaders can be categorized
into three types, namely fluctuant, long-term and transient opinion leaders [25, 27].
The fluctuant leader often changes his/her own personal role during the evolution of
a network opinion. The long-term leader is active to participate in topic interaction
in order to gain the better recognition and popularity. The transient opinion leaders
often either voluntarily keep silent after they publish a special idea or passively lose
the influence because of the opposition from surroundings. The publication num-
ber of high quality posts is a main difference between the long-term leader and the
transient leader. The fluctuant leader is not interested in promoting the recognition
and popularity in comparison with the long-term leader. For example, some public
figures often take part in opinion interaction for controlling the moods of other users
when network opinions are in issue.

10.3 Detecting Hot Topics in News Blogs

This section presents a topic detection approach that takes into account the different
views of event reports and evolutionary relationship between events. The information
granularity is also considered in the construction of a topic model. In order to detect
the current and forthcoming hot topics, the growth state of each topic is considered in
addition to user interests because the growth state not only indicates the development
trend of the topic but also represents the vitality of topics. The topic is consequently
evaluated by measuring the duration, topical novelty, attention degree of users and
topical growth.

10.3.1 Hot Topic Detection Algorithm

The hot topic detection algorithm can be divided into three parts, namely the topic
detection, opinion leader identification and topic evaluation, and is presented asAlgo-
rithm 2. The part corresponding to the blog topic detection is introduced from Steps
1−13 in Algorithm 2. The part corresponding to the opinion leader identification
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is described from Steps 14−17, and the rest of Algorithm 2 is oriented to the topic
evaluation. The following three sections respectively detail the corresponding part.

Algorithm 2 Hot Topic Detection
Require: S is a post set, n is the number of time units, d is the threshold of topic evaluation.
Ensure: Tset is a hot topic set.
1. for each post i in S do
2. Extract keywords from i;
3. Construct the subtopic model of i;
4. end for
5. for time unit j = 0 to n do
6. Identify the posts related to the event according to correlated keywords;
7. Construct the event models based on single pass clustering algorithm;
8. Add the event models into event list ELj within j;
9. if j is equal to 1 then
10. Construct the topic models within j manually;
11. else
12. Construct a new topic model or update the previous topic model according to the related

event model in ELj;
13. end if
14. Analyze the structure of the community based on interaction relationships among users;
15. Detect network opinions on each topic according to the topic models;
16. Construct the opinion network within j on the basis of the blog community;
17. Identify opinion leaders with respect to each topic;
18. Count the changes of repliers, opinion leaders, replies and network opinions to measure the

growth state of each topic within j;
19. Evaluate all topics within j by measuring the duration, topical novelty, attention degree of

users and topical growth;
20. Select the topics whose value is more than d, and add new hot topics are into Tset ;
21. end for
22. Return Tset .

10.3.2 Topic Model Construction

As shown in Fig. 10.7, users can comment on one topic from different aspects and
publish posts with different writing styles because of personalized management.
Hence, a blog topic model represents multi-view or multi-center features in terms
of temporal distributions of the topic. At the same time, the topic model represents
multi-level features in terms of spatial distributions of the topic.

Considering information granularity in the semantic expression, a topic can be
considered to be a cluster that is comprised of related events, and an event can be
considered to be a cluster that is comprised of related subtopics. As for the literal
expression of a subtopic, the subtopic can be expressed by a group of related key-
words. Hence, as shown in Fig. 10.8, the topic can be divided into three layers. The
models in three layers are as follows:
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Fig. 10.7 Shift process of topical center

Fig. 10.8 Construction of a topic model based on information granularity

• A subtopic model is defined as Subtopici = {Keyword1,Keyword2,…,Keywords},
where Subtopici denotes the ith subtopic, Keywordi denotes the ith keyword of a
post;

• An event model is defined as Eventi = {(Subtopic1, wt1), (Subtopic2, wt2), …,
(Subtopicm, wtm)}, where Eventi denotes the ith event, wtm is the weight of the
mth subtopic with respect to the ith event;

• A topic model is defined as Topici = {Event1, Event2, …, Eventn}, where topici
denotes the ith topic.
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10.3.3 Topic Detection Based on the View of Event Reports

The event model is the key to constructing the topic model. News topic detection
methods often rely on some studies of event detection and tracking. Two important
tasks for the construction of a blog topic model are listed. One is how to arrange post
themes (subtopics) with different information granularities to extract a news event.
The other is how to track a news event by identifying the evolutionary relationship
between events. The single pass clustering algorithm iswidely used in event detection
and tracking [8]. The topic detection based on the view of event reports first adopts
the single pass clustering algorithm to extract the events which occur in a given
time interval. Then the evolutionary relationship between events is identified by
computing the content similarity between events and distribution of each event on
different topics. At last, the topic model is created or updated by detecting the new
event and tracking the previous event. The topic detection based on the view of event
reports copes with the posts that are in the chronological order and refines different
topic models.

10.3.3.1 Keyword Extraction and Keyword Correlation

A keyword is a basic element for the topic model. Nouns and verbs are selected
from the title and the first paragraph of a blog post. Tags of a post are also picked
as keywords. The keyword is identified according to the weight of the word. The
weight of a word is evaluated by the following equation in the Term Frequency
Inverse Document Frequency (TFIDF) method [20]:

Weight(tk, r) = TF(tk, r) ∗ log(
N

Nk + 0.5
) (10.1)

where r is a blog post, tk is a word, Weight(tk, r) is the weight of tk in r, TF(tk, r)
is the frequency of tk in the text of r, N is the number of blog posts, and Nk is the
number of blog posts where tk appears.

In order to increase the precision of the single pass clustering algorithm, an infor-
mation retrieval strategy is adopted to filter irrelevant posts in advance. Namely, the
posts related to a special event are retrieved by the correlated keywords which can
describe the event. If a keyword set includes at least two keywords, each possible
keyword pair is extracted at random for the post retrieval. If users frequently pub-
lish and comment on an event, some keywords are highly correlated within a given
time interval. The chi-square test that is successfully used to measure the correlation
between keywords is presented as follows [4]:

χ2 = (E(uv) − A(uv))2

E(uv)
+ (E(ūv) − A(ūv))2

E(ūv)
+ (E(uv̄) − A(uv̄))2

E(uv̄)
+ (E(ūv̄) − A(ūv̄))2

E(ūv̄)
(10.2)

E(uv) = A(u) ∗ A(v)

N
(10.3)
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Fig. 10.9 Principle of single pass clustering algorithm

where A(u) is the number of the posts which word u appears in, A(ū) is the number
of the posts which word u does not appear in, A(uv) is the number of the posts which
both words u and v appear in, and N is the total number of posts.

10.3.3.2 Post Clustering

As shown in Fig. 10.9, the single pass clustering algorithm can be explained as
follows. A report is merged into an event if the content similarity between two reports
is above a threshold. Otherwise, the report is considered to be the first report of a new
event. A post can be represented by its subtopic model, and the similarity between
posts is consequently based on the similarity between subtopic models. However,
different users often lay emphasis on different episodes or event attributions of a
news event. Moreover, subtopic models abstracted from different posts can own
different event attributions. Sometimes, one subtopic model can be a subset of the
other subtopic model in terms of event attributes. Hence, the intersection of subtopic
models is essential to compare the similarity between subtopic models. On the other
hand, the size of a subtopic model has a great impact on the intersection of two
subtopic models. When the size of one subtopic model is small, the intersection of
two subtopic models is also small even if one subtopic model is the subset of the
other one. As for that phenomenon, the minimum of two subtopic models is also
taken into account. In order to correctly compare the similarity between subtopic
models, the following equation based on the Jaccard coefficient [13, 24] is used:

Sim(di, dj) = α ∗ |di ∩ dj|
|di ∪ dj| + β ∗ |di ∩ dj|

min(|di|, |dj|) (10.4)
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Fig. 10.10 Evolutionary relationship between events

where dj denotes the keyword set of the jth subtopic, Sim(di, dj) is the similarity
between the ith and the jth subtopics, di ∩ dj is the intersection of sets di and dj,
di ∪ dj is the union of sets di and dj, |di| is the size of set di, α and β are coefficients,
and min(y, z) is the minimum between y and z.

10.3.3.3 Identification of the Evolutionary Relationship Between Events

As shown in Fig. 10.10, one event may evolve into other events. The attributes of
events sometimes change a lot so that the evolutionary relationship between events
needs carefully considering. However, time is the key to the identification of the
evolutionary relationship between events. If two events occur very closely and the
content similarity between them is high, the events are likely to be correlated with
each other.Moreover, if most of the similar events which occur before the target event
belong to the same topic, the target event may evolve from those related events. On
the other hand, the life spans of topics are different, and the length of the time span
can influence the integrity of an event model. Hence, the evolutionary relationship
between two events is identified by the following process:

1. The topic model Topick which the original event Eventi belongs to is identified;
2. The similarity event set Sij(i �= j) within the former time unit is constructed for

the target event Eventj(j �= i) according to the content similarity between events;
3. If Sij is not empty and most of the events in Sij belong to Topick , there exists an

evolutionary relationship between Eventi and Eventj;
4. If Sij is empty, the similarity event set S′

ij in which similar events for Eventj occur
within the current time unit and are earlier than Eventj is constructed;

5. The same strategy stated above for S′
ij is adopted.

If there is only one similar event for the target event and the content similarity is very
high, the two events are considered to be the same event.

According to the definition of the event model, the subtopic model is the basis of
the event model. Hence, the comparison of content similarity between events means
that the related subtopic models need comparing. When two events are compared,
each subtopic in one event model is compared with that in the other event model,
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and the following event similarity equation is used to measure the content similarity
between two events:

Comp(ei, ej) = 1

cn ∗ cm

cn∑

p=1

cm∑

q=1

Sim(dip, djq) ∗ (wtip ∗ wtjq) (10.5)

where Comp(ei, ej) denotes the similarity between events ei and ej, cn is the number
of the subtopics that belong to event ei, cm is the number of the subtopics that belong
to event ej, dip denotes the pth subtopic of event ei, djq denotes the qth subtopic of
event ej,wtip denotes the weight of the pth subtopic with respect to event ei, andwtjq
denotes the weight of the qth subtopic with respect to event ej. The weight of a given
subtopic with respect to the related event is measured by the following equation:

WT(x) =
n∑

i=1

e−Δti(x) (10.6)

where x denotes one subtopic with respect to a given event, i denotes the ith subtopic
that belongs to x, n is the number of subtopics that compose x, and Δti(x) is the time
distance between the date when the ith subtopic published and the current time.

10.3.4 Identification of Opinion Leaders

The identification of opinion leaders is important in evaluating the developmental
trend of a blog topic. As for opinion leaders, the high popularity is beneficial to spread
personal opinion and enhance the recognition. In order to gain the high popularity,
a blog user has to actively take part in topic interaction. Individual popularity is
often assessed according to user behavior pattern and position in the social network
[1, 5]. As far as the structure of the social network is concerned, opinion leaders
have a larger central degree than other users because the leaders have a group of
followers. If one user has high recognition, his/her opinion can be widely accepted
by other users and related posts are also widely cited. In order to gain the high
recognition, the user must often publish high quality posts. Individual recognition
is often assessed according to the user influence on neighbors [17]. The influence
of a user on network opinions can be measured by counting the sentiment polarity
distribution of neighbors’ opinions and the quotation number of posts. Hence, if a
user is active and famous in a community, owns many high quality posts, and holds
the representative opinion, the user is more likely to be an opinion leader.

The degree of user participation, position in a social network, influence on neigh-
bors’ opinions and the number of high quality posts are used to recognize the opinion
leader. Moreover, the user role during the evolution of network opinions needs care-
fully analyzing because the status of opinion leaders may be not stable. The influence
evaluation equation for identifying the opinion leader is defined as follows:
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Opindn(b, x) =
n∑

i=1

nopi(b, x)

Tnopi(x)
∗ (ψ ∗ ceni(b) + ϕ ∗ nosi(b, x)

Tnosi(x)
+ δ ∗ bpi(b, x)

Tpi(x)
)

(10.7)
where Opindn(b, x) is the influence of user b with respect to topic x within the nth
time unit, i denotes the ith time unit, nopi(b, x) is the number of the opinions that
user b publishes with respect to topic x within the ith time unit, Tnopi(x) is the total
number of the opinions that all users publish with respect to topic x within the ith
time unit, ceni(b) is the central degree of user b in the social network within the ith
time unit, nosi(b, x) is the number of the users who have the same opinion as user b
within the ith time unit, Tnosi(x) is the total number of the users who publish their
opinions on topic xwithin the ith time unit, bpi(b, x) is the number of the high quality
posts that user b publishes with respect to topic x within the ith time unit, Tpi(x) is
the total number of the posts that all users publish with respect to topic x within the
ith time unit, ϕ is the emotion coefficient, ψ is the location coefficient, and δ is the
quotation coefficient.

10.3.5 Topic Evaluation

The interest degree of users and development trend of a topic are measured for
detecting a hot topic. As far as user interests are concerned, the context of topic
propagation can stimulate users to participate in the topic interaction. If a topic
spreads a long time, the topic can have a great probability to attract users. If a topic is
very new, the blog user is more likely to be interested in the topic. If the posts related
to a topic have high quotation or a great number of replies, the topic is popular with
users. Hence, if a topic meets all conditions mentioned above, user interests in the
topic are undoubtedly high. User interests in a topic are consequently evaluated by
measuring the duration of the topic, topical novelty and attention degree of users.

The changes of user replies or the number of users are the most direct representa-
tions for the vitality of a blog topic. However, it is difficult to discriminate between
the growth and maturity phases according to those changes. Opinion leaders grow
up in the growth phase, and really play a vital role in the maturity phase. If most
opinion leaders quit the topic interaction in the maturity phase, the topic is likely
to fade. Moreover, the emergence of a public opinion is an important signal for the
development trend of a blog topic. If a previous public opinion is proven to be wrong
by the authority, the short dormancy of a blog topic is over and the topic is likely to
thrive again. As a result, the changes in the number of opinion leaders and network
opinions can also contribute to measuring the development trend of a blog topic. The
paper consequently integrates the above four factors that play a vital role in different
phases to measure the development trend of the topic. When opinions are counted,
repetitive opinions of which the same user publishes are ignored.
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The topical growth can be evaluated by using the following equation:

Growth(x) = (μ1 ∗
n∑

i=1

f (mi) + μ2 ∗
n∑

i=1

f (li) + μ3 ∗
n∑

i=1

f (ci) + μ4 ∗
n∑

i=1

f (si)) ∗ 1

n
(10.8)

f (pi) =
{
1, i = 1

norm(
pi

pi−1+0.1 ), i > 1
(10.9)

norm(y) =
{
1, y ≥ 1

y, otherwise
(10.10)

μ1 + μ2 + μ3 + μ4 = 1 (10.11)

where Growth(x) is the growth degree of topic x, mi is the number of repliers of
topic x within the ith time unit, li is the number of opinion leaders of topic x within
the ith time unit, ci is the number of replies to topic x within the ith time unit, si is the
number of opinions on topic x within the ith time unit, n is the total number of time
units,μ1 is the growth coefficient of a user,μ2 is the growth coefficient of an opinion
leader, μ3 is the growth coefficient of a reply, and μ4 is the growth coefficient of an
opinion. The growth degree of a topic varies from 0.0 to 1.0, and the topic is at the
maturity phase if the value is close to 1.

The topic is evaluated by using the following equation [31]:

Hotness(x) = cu

n
∗ Growth(x) ∗ (λ ∗ sc(x) + ξ ∗ qu(x)) ∗ Δt(x)−k (10.12)

where Hotness(x) denotes the evaluation value of topic x, n is the total number of
time units, cu is the number of the consecutive time units in which topic x occurs,
Growth(x) is the growth degree of topic x, sc(x) is the total number of replies to
topic x, qu(x) is the quotation number of the posts that belong to topic x, Δt(x) is
the time difference between the publication date of topic x and the current time, k is
the decay coefficient, λ is the comment coefficient, and ξ is the quotation coefficient
of a post.

10.4 Experiments and Discussions

Experiments are performed in order to validate the feasibility and effectiveness of
the proposed method. At the same time, the influence of opinion leaders on topic
propagation as well as their features is analyzed. The test sample set includes the
1520 posts and 202290 related replies published at the China Sina blog website. The
publication dates of the test samples are between November 9, 2011 and January 18,
2012. The training sample set includes 17910 plain texts for the keyword extraction
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from the China Sogou laboratory [22], 14317 Web comments for the sentiment
analysis, and the 12 blog hot topics that are listed at the China Sina blog website in
2011 and refer to the society, politics and economy [21]. The software ICTCLAS is
applied for Chinese word segmentation [14]. In order to improve the precision of the
named entity recognition of ICTCLAS, a user dictionary is constructed according to
the tags of posts manually because such tags can be successfully used to detect the
bursty event [26].

10.4.1 Performance of the Proposed Method

In order to validate the performance of the proposed method, three experiments
were carried out. Experiment 1 evaluates the topic on the basis of the proposed
method, but not takes the degree of topical growth into account. Experiment 2 uses the
proposed method to evaluate the topic. Experiment 3 adopts the hot topic detection
method based on the agglomerative hierarchical clustering algorithm [9], and the
topic is evaluated by counting the total number of posts and replies. In order to select
optimum parameters for the performance of the proposed method, the influence of
parameter regulation on the performance is observed at first. As shown in Fig. 10.11,
the comment coefficient λ is set as 0.1 and the quotation coefficient ξ is set as 0.5.
As shown in Fig. 10.12, the performance of the proposed method is good.

Fig. 10.11 Results of the proposed method under different parameters

Fig. 10.12 Performance comparison of three experiments
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The agglomerative hierarchical clustering algorithm is based on the vector space
model, and most blog posts are not normalized so that the accuracy of the topic
detection method based on the agglomerative hierarchical clustering algorithm is
low. However, the topic detection based on the view of event reports focuses on
keywords of a post. Hence, the posts that are not normalized do not cause a great
impact on the proposed method. Moreover, the precision of hot topic detection is
improved bymeasuring the growth state of a blog topic. On the other hand, the topics
recommended at the blog website are all detected in three experiments. Hence, the
influence of the blog service provider on topic propagation cannot be ignored. In
other words, the reports of related media can direct the development trend of an
online hot topic.

10.4.2 Analysis on the Features of Opinion Leaders

Famous bloggers in a given domain often have a number of followers and more
advantages than ordinary users. In order to identify if the famous blogger is an opinion
leader or not, an experiment is carried out by using the 1406 famous bloggers from
14 domains picked at the Sina blog website, and the opinion leaders who appear
in the training sample set are identified by using the influence evaluation equation.
The behavior of opinion leaders and famous bloggers in different time intervals are
observed. Figure10.13 represents the behavior patterns of opinion leaders and famous
bloggers during the development of the topic related to the news that Bin Laden is

Fig. 10.13 Interaction among opinion leaders and famous bloggers within different time intervals
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Fig. 10.14 Propagation process of the hot topic related to the news that Bin Laden is killed

killed, and the social networks in different time intervals are constructed on the basis
of the interaction relationships among opinion leaders and famous bloggers. Circle
nodes in the social network stand for the opinion leaders within the current time
interval. Rectangle nodes stand for the famous bloggers or previous opinion leaders,
and an arrow points to a responder. Those experimental results show that long-term
opinion leaders are in theminority in comparison with other kinds of opinion leaders.
The famous blogger in a given domain is not always an opinion leader. Opinion
leaders prefer to influence other users by means of a blog post because they seldom
take part in opinion interaction in other blogs. In order to analyze the influence of
an opinion leader during the topic propagation, topic propagation networks within
different time intervals are constructed. The information propagator who publishes
the origin report and plays the role of an opinion leader in the current phase or in
the previous phase is labeled in the form of a circle node, and a rectangle node
stands for an information receiver in the network. The quotation of a blog post is
represented as an edge between the propagator and the receiver. Figure10.14 shows
the propagation process of the topic related to the news that bin laden is killed, and
the post quotation of each propagator shows a downward trend. According to the
experimental results, the influence of opinion leaders during the topic propagation
gradually becomes weak. Hence, opinion leaders must capture the latest information
and publish sharp remarks to keep their status.

The reasons for above phenomena can be explained as follows. The real identities
of bloggers are ignored so that the credibility of information is basedon the reasonable
explanation and the development status of the related event. Hence, the formation of
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an opinion leader shows the rapid and unstable features. At the same time, with the
improvement of retrieval engineers and attention of a large number of Web media,
it is easy for users to know comprehensive information. Moreover, the authorities
often actively publish the latest investigation results on the hot event. The influence
of opinion leaders on topic propagation is consequently weak.

10.5 Conclusions

According to the analysis of a news blog hot topic based on the W2T methodology,
the user behavior pattern, network opinion, opinion leader, timeliness and active
report of media impact on the formation and evolution of the hot topic. Especially,
opinion leaders have been proven to be important in promoting the topical vitality.
Hence, the participation degree of ordinary users, the development trend of an online
consensus and the devotion degree of opinion leaders can be used to predict the trend
of a hot topic. A blog hot topic detection algorithm is proposed, in which news blog
hot topics are identified by measuring the duration, topical novelty, attention degree
of users and topical growth.

Experimental results show that the proposed method is feasible and effective.
However, the behavior patterns of different users in blogspace need to be further
studied in future, and the theories of sociology or psychology can be adopted to
understand the user behavior. At the same time, the user personality also needs to
be well analyzed because the user behavior reflects his/her own need and interest.
Moreover, the information is reprocessed and refined by users during the information
propagation. If such information is extracted according to the human information
processing mechanism, the problem solving strategy may be more effective and
efficient. In future, our research will pay more attention to the latest investigation on
the social contact patterns in blogspace.

Acknowledgments The study was supported by National Natural Science Foundation of China
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Chapter 11
Attention Inspired Resource Allocation
for Heterogeneous Sensors in Internet
of Things

Huansheng Ning, Hong Liu, Ali Li and Laurence T. Yang

Abstract Internet of things (IoT) is an attractive paradigm for intelligent inter-
connections among ubiquitous things through physical-cyber-social space (CPSS).
During the things’ cross-space interactions, heterogeneous sensors establish perva-
sive sensing during with the mapping from physical objects into the corresponding
cyber entities in the cyber space. Such mapping depends on the available system
resources, and thus resource allocation becomes challenging for resource-constrained
IoT applications. In this chapter, human attention (including sustained attention,
selective attention, and divided attention) is considered as limited cognitive resource
to establish an attention-aware resource framework in IoT. The consideration of a
heterogeneous sensors based IoT system model is built with ubiquitous attributes,
and a human attention inspired resource allocation scheme is presented to facilitate
the dynamic resource interaction.

11.1 Introduction

Internet of Things (IoT) as a trend of future network paradigm covers the integra-
tion of ubiquitous sensing, networking, and intelligent management technologies
to enhance cyber-physical interconnections among things [1, 2]. IoT is evolving
towards a big database with more human cognition and wisdom, and such compli-
cated system confronts challenging issues that terminal components usually interact
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in resource-constrained environments. It is significant to present advanced resource
strategies according to the practical application requirements.

In IoT, several novel works have been studied to address IoT issues in the per-
spective of imitating human and society. U2IoT (Unit IoT and Ubiquitous IoT) archi-
tecture was proposed based on manlike nervous architecture and social organization
[3]. For realizing the ubiquitous intelligence, cyber-individual (Cyber-I) and brain
informatics were proposed to describe the holistic wisdom considering the harmo-
nious symbiosis of human and things [4, 5]. A social Internet of Things (SIoT)
introduced social relationships among things to enhance the capability of human
and devices to discover, select, and exploit things and services [6]. Towards the
resource issues in IoT, existing resource solutions mainly focus on the top architec-
ture design and traditional algorithm redesigning, referring to the online resource
management [7], constrained resource allocation [8], distributed resource sharing
[9], and bio-inspired resource saving [10] IoT resource research is still in its infancy,
and unique insights become necessary for resource management, and human cogni-
tive competence may be potentially available for addressing IoT resource issues. In
IoT, ubiquitous resources are assigned with challenging requirements. For example,
on-demand resource distribution, spontaneous resource discovery and cooperative
resource sharing. In this chapter, we apply analogies from human cognition to estab-
lish an attention-aware resource framework, and present a human attention inspired
resource allocation scheme for IoT applications.

11.2 Attention-Aware Resource Framework in IoT

Attention is regarded as a limited resource due to the explosions of sensing, con-
nection, service, and intelligence in IoT, and becomes more precious during system
resource allocation. In this chapter, a new challenge is identified owing to attention
distribution during dynamic interactions in IoT. Figure11.1 illustrates a familiar sce-
nario that a person has a cup of coffee to present the main motivation. The scenario
includes two steps: the persons holding a cup, and drinking coffee. During the simple
human behaviors, the person may consider different aspects towards the coffee itself.
Concretely, when the person has a first sight at the cup, he/she may subconsciously
sense theweight of the coffee. Upon drinking the first sip, he/shemay paymore atten-
tion on its taste or temperature. This scenario is a typical dynamic resource allocation
process, in which multiple sense organs (e.g., hand, eyes, and tongue) are invoked
to complete the action. It indicates that attention plays pivotal roles for resource
allocation, and we adopt human attention and cognitive psychology to address IoT
resource allocation [11].

IoT resources mainly cover the abstract attention resource and other physical-
cyber-social resources. The attention resource mainly includes the sustained atten-
tion, selective attention, and divided attention. The ubiquitous things, including phys-
ical objects (e.g., sensors), cyber entities (e.g., cloud server), and the associated social
attributes (e.g., ownership, and affiliation relationship), belong to the scope of the
physical-cyber-social resources.
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Fig. 11.1 Anexample of having a cup of coffeewith dynamic attention. aHolding a cup.bDrinking
coffee

In IoT, ubiquitous resources have several unique basic features:

• Share ability: Resources can be interoperated by different IoT applications to
achieve enhanced resource sharing and utilization in heterogeneous networks. For
instance, in cloud computing, the resources located on multiple sites are accessed
by multiple resource users.

• Power demand-supply: In specific applications (e.g., smart grid), resources and
power have subtle relationships: resources mainly consume power as an energy
demand for functional operation, and resources themselvesmayalso provide power
as an energy supply.

• Cyber-physical collaboration: The interrelationships are established between
physical resources and cyber resources, which can be jointly applied to support a
particular application according to the dynamic environments.

• Duty cycling: Resources have the corresponding duty cycling, referring to the
activity cycle and life cycle. It indicates that resources can be created, updated,
released, and reloaded in practical applications.

These resources may provide various functions during interactions to achieve
service accessing, discovery, and sharing.

11.2.1 Attention as Limited Cognitive Resource

11.2.1.1 Sustained Attention

Sustained attention aims to address a cognitive thing (e.g., object and activity) dur-
ing a prolonged time with attention getting, holding, and releasing. It is applied to
complete cognitively planned or sequenced tasks for efficient information process-
ing, in which a distraction may arise to interrupt and consequently interfere in the
attention. When a person has less sustained attention, (s)he usually presents with
an accompanying inability to control the behaviors (e.g., inhibition of inappropriate
behaviors, and avoidance of distraction), or to adapt to environmental requirements.
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For instance, vigilance as sustained attention in signal detection theory, is an ongoing
alert for the appearance of an unpredictable stimulus, and has the potential applica-
tions including traffic control, self-navigation, and military surveillance.

11.2.1.2 Selective Attention

Selective attention concentrates the resource on a specific aspect in internal or external
environments, and simultaneously disregard others. An available attentional state
is limited at one time, therefore it subconsciously filters out other unnecessary or
unimportant issues. Cocktail party effect is a phenomenon of focusing ones auditory
attention on a particular stimulus while filtering out a range of other stimuli, and
a partygoer can follow a single conversation in a noisy room. Stroop effect also
applies the psychological difficulty in selective attention to identify a color name
(e.g., red) printed in a color not denoted by the name. Comprehensive effects realize
to immediately detect sensitive information originating from the unattended stimuli,
and what factors drive the attention selection? The top-down endogenous processing
and bottom-up exogenous processing can jointly address the attention acquisition.

• Endogenous goal-driven attention processing is to steer attention towards the sub-
jectively important stimuli themselves, for instance to read a book on a running
bus, while ignoring the ongoing traffic on the road.

• Exogenous stimulus-driven attention processing is to notice with potentially
important stimuli around the environments, and automatically activated by a sud-
den stimulus.

Note that it would be deleterious if attention was exclusively driven by an endoge-
nous factor. Evenwhen a person is concentrating on the book, the attention still needs
to be susceptible to highly salient external situations (e.g., the bus arriving at the des-
tination). Similarly, it would be also deleterious if attention was only controlled by
an exogenous factor, it would be almost impossible to achieve the directed behaviors
without necessarily and constantly attention distracters. The endogenous attention
and exogenous attention should be interactive, and a perfect trade-off of internally
and externally driven attention is crucial for an event execution.

11.2.1.3 Divided Attention

Divided attention is a capability of actively paying attention to simultaneous tasks.
In the case that multiple tasks are performed in a parallel mode, attention may be
divided with weaken performance, or the tasks may be proficiently performed to
achieve automaticity. Examples include driving a car whilst listening to the radio,
and carrying on a conversation during eating dinner. During the simultaneous task
execution, attention performance on at least one of the tasks usually declines due
to the limited capacity to process information. Such attention performance can be
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improvedwith practice to achievehigh accuracy and low response time. It is necessary
to optimize the potential resource sources, and to provide support on the relative
priorities of tasks to facilitate the optimal attentional strategies.

11.2.1.4 Attention Resource Rules

The attention resource inherits the cognitive rules in cognitive psychology and sat-
isfies the following rules.

• Filter or bottleneck rule: There are early selection, attenuation, and late selec-
tion models to realize the selective information processing. The environmental
information and stimuli are filtered via the feature detection, extraction, and iden-
tification, in which a bottleneck is applied to filter out information not selected for
data processing.

• Central resource capacity rule: A single undifferentiated attentional resource is
assigned to all possible multiple tasks, and the available attention varies mainly
depending on dynamic tasks, environmental situations, and individuals condi-
tions (e.g., arousal level). Along with demands increasing, the supply of attention
resource increases until there is no sufficient resource for compensation. During
performing parallel tasks based on a single resource, it should ensure the comple-
tion of at least one task, and the enduring disposition with reasonable attention
allocation.

• Multiple resource rule: There are multiple sources from which attention resource
is allocated, and such resource is differentiated according to specific processing
components (e.g., processing stages, perceptual modality, and processing codes).
Performance of simultaneous multiple tasks depends on the competition for com-
mon attention resource within multiple sources.

11.3 Heterogeneous Sensors Based IoT

11.3.1 Physical-Cyber-Social Cross-Space Mapping

The ubiquitous things as the main form of resources include physical objects and
cyber entities, which establish physical-cyber-social mapping in IoT. A physical
object is assigned with the heterogeneous attributes, which act as feature signals to
inform the sensors for sensing and identification, and the sensors resemble dendrites
of a neuron for things attribute detection.The physical objects and the cyber entities
have several characteristics.

• Heterogeneous attribute matching: Things’ heterogeneous attributes and the sen-
sors sensing capabilities should be appropriately matched, and only the adaptive
sensors can obtain the appointed attributes to achieve physical object recognition.
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Towards a certain thing, expandable attributes can be attached according to prac-
tical application requirements.

• Space-time consistency: Things can establish interconnections, and a cyber entity
can interact with other cyber entities without space-time constraints. A physical
object may be active and subsequently invoke the corresponding cyber entities,
and a cyber entity may freely enter or leave the interactions without influenc-
ing the ongoing sessions. Note that space-time registration, synchronization, and
correlation should be considered during the cross-space interconnections.

• Pervasive connection convergence: Things are in the contexts of pervasive net-
works, not only including the real communication channel networkingvia switches,
routers, gateways, and other network components, but also including the virtual
social networking via social relations based online platform. The network conver-
gence realizes the aggregated effects on CPSS to provide the enhanced services
(e.g., geographic information, cloud services, and intelligent decision support).

11.3.2 Network Framework

The IoT systemmodel has a coupled distributed network framework. The IoT system
involves sensors, actuators, network technologies and communication technologies.

The sensors and actuators are used to collect data for identifying things, gathering
information, and executing tasks. Ubiquitous sensing technologies can achieve ubiq-
uitous sensing and controlling. There are wired sensing technologies and wireless
sensing technologies. The wireless sensor network is a suitable access network plat-
form that has typical wireless sensing technologies, such as RFID, Bluetooth, Wi-Fi,
and so on. The sensors are usually low-cost deviceswith limited energy, computation,
and communication capabilities.

In IoT, network and communication technologies are pivotal for interconnection
among remote things Internet and mobile communication can realize the objective.
It is significant to merge fixed, mobile, and wireless communications to establish
heterogeneous communications. The hybrid communication technologies should be
optimized to achieve high data rate and seamless mobility. IoT accelerates the devel-
opment of the next-generation Internet technology, and Internet protocol version
6 (IPv6) aims to replace the traditional Internet with its expanded address space,
enables addressing, connecting, and tracking things. Meanwhile, 6LoWPAN is to
realize that low-power devices with limited processing capabilities can participate
in IoT.

11.4 A Human Attention Inspired Resource Allocation
Scheme in IoT

Figure11.2 shows a human attention inspired resource allocation scheme for dynamic
resource interactions in IoT. The scheme refers to the physical objects (e.g., sen-
sors, and actuators), cyber entities (e.g., online resources), and the associated social
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Fig. 11.2 The human attention inspired resource allocation scheme

correlation in the CPSS. The heterogeneous attributes (marked as the geometrical
shapes) are attached to the things in the physical space, and the sustained, selective,
and divided attention is introduced during resource allocation. Upon the sensors
detecting effective stimuli triggered by things attributes, the corresponding actuators
sustained attention is disarranged. The selective attention is accordingly launched
to perform an adaptive selection, and some inapparent attributes may be ignored.
Towards the selected attributes, divided attention dynamically varies during resource
interactions. The resource pool provides common resource supports for the involved
physical objects. Here, attention arrays including prior attention vector and posterior
attention matrix are defined as follows.

• Prior attention vector considering the sustained attention, is an initial parameter
obtained by the historical interactive data with self-updating capacity.

• Posterior attentionmatrix considering the selective attention and divided attention,
is a multi-dimensional array with a set of time-sensitive parameters obtained by
real-time data collection in an ongoing session.

In the scheme, the related parameters are listed.

• Attention array parameters: {V1×n, V ′
1×n}(n ∈ N�) are the initial and updated prior

attention vector. ST×n(T ∈ N�) is the dynamic sensing data set. S′
T×n is the revised

sensing data according to a criterion.E1×n denotes the sensitivity on heterogeneous
attributes. MT×n is the posterior attention matrix.

• Attention distribution parameters: {pV (i), pSE(i)} are the weight percentages of
{V1×n,MT×n} at the time point Ti. �Φ(i) is the aggregated variation between the
posterior and prior attention at Ti.

• Normalization parameters: {n1ij , n2ij } are the normalized values respectively satis-
fying Gauss distribution and uniform distribution. RT×n is the resource allocation
value. R′

T×n is the resource allocation percentage.
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• Optimization parameters: f (x) is an objective function for determining
min f (x) = V1×n, in which the variable x is a vector. ∇f (x) is the gradient of
f (x). {α, d} are search distance (i.e., step length) and search direction of f (x).

11.4.1 Prior Attention Vector Initialization

Assume that there are n heterogeneous sensors to capture the surrounding physical
attributes. The prior attention vector V1×n = [vj]( j = 1, . . . , n) representing the pre-
defined weight values of sensors, can be denoted in the variant form of V1×n =
[A1
A , A2

A , . . . , An
A ](∑n

j=1 Aj = A). The gradient descent [12] is applied to determine
V1×n. Let f (x)(x ∈ Rn) be a first-order continuously differentiable function, and dk =
−∇f (xk) be the steepest descent direction to determine the minimum min f (x), and
the iteration is performed as follows.

Step 1: Given a starting point x0 ∈ R, and a sufficiently small value ε > 0, let
k := 0;

Step 2: If |∇f (xk)| < ε holds, terminate the iteration to output xk . Otherwise,
continue the iteration;

Step 3: Let dk = −∇f (xk), and apply the Armijo inexact line search to determine
an optimal step length αk , which satisfies Eq. (11.1). Let xk+1 = xk + αkdk and k :=
k + 1, and go to Step 2.

f (xk + αkdk) = min f (xk + αdk) (11.1)

In the Armijo line search [10], the global minimizer of an univariate function
ϕ(.) is defined as ϕ(α) = f (xk + αdk)(α > 0). αk satisfies the decrease condition
(c ∈ (0, 0.5)).

ϕ(αk) ≤ ϕ(0) + cαkϕ
′(0) (11.2)

Step 1: If αk = 1 satisfies (3), let αk = 1. Otherwise, go to Step 2;

f (xk + αkdk) ≤ f (xk) + cαk∇f (xk)
Tdk (11.3)

Step 2: Given constants β > 0 and � ∈ (0, 1), let αk = β;
Step 3: If αk satisfies (3), output αk . Otherwise, go to Step 4;
Step 4: Let αk := ρα(k), and go to Step 3.

11.4.2 Posterior Attention Matrix Assignment

During the dynamic interactions, ST×n = [sij](i = 1, . . . ,T , j = 1, . . . , n) persis-
tently records the raw sensing data, and is further converted into S′

T×n = [s′ij]
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according to a pre-defined criterion. S′
T×n and E1×n = [ej] are applied to define the

posterior attention matrix MT×n = [mij].

mij = pSE(i)s
′
ijej + pV (i)vj, pSE(i) + pV (i) = 1

Assume that the initial weight percentages {pSE(0), pV (0)} are assigned with the
same value at the time point T0. Towards the adjacent time points {Ti,Ti+1}, the
percentages performs self-adjustment according to the practical conditions.

For �Φ(i+1) �= �Φ(i):

pSE(i+1) = pSE(i) + �Φ(i+1) − �Φ(i)

|�Φ(i+1) − �Φ(i)| × v, pV (i+1) = pV (i) − �Φ(i+1) − �Φ(i)

|�Φ(i+1) − �Φ(i)| × v

For �Φ(i+1) = �Φ(i):

pSE(i+1) = pSE(i), pV (i+1) = pV (i)

Here, �Φ(i) = ∑n
j=1 |s′ijej − vj|, and v is a unit variation value. Considering the

posterior attentions reaction, V1×n will be updated into V ′
1×n after running a sensing

session.

V ′
1×n = [v′

1×j] =
[

Aj+mij

A+∑n
j=1 mij

]

11.4.3 Normalization and Resource Allocation

Normalization is performed to achieve a unified quality of the sensing data, and the
variables {n1ij , n2ij } are applied to normalize the elements [mij]. Assume that n1ij is
a major factor satisfying the Gauss distribution, and n2ij is a cofactor satisfying the
uniform distribution.

n1ij represents the distance between mij and the arithmetic mean μ in units of the

standard deviation σ . Thereinto, μ = 1
n

∑n
j=1 mij, and σ =

√
1
n

∑n
j=1(mij − μ)2.

n1ij = 1

σ
(mij − μ)

n2ij is obtained by a linear function, in which the maximum value mmax
i =

max(mi1, . . . ,min) and the minimum value mmin
i = min(mi1, . . . ,min) are used to

measure mij into a non-dimensional parameter.

n2ij = mij − mmin
i

mmax
i − mmin

i
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Based on the dynamic attention, different weight coefficients are assigned to the
heterogeneous attributes, which realizes that the resource allocation can be formal-
ized in quantification. Two normalized values can be aggregated as RT×n = [rij] =
[pn1ij + (1 − p)n2ij ] (50%< p <100%) to determine the resource allocation priority,
in which {p, 1 − p} are the proportions of {n1ij , n2ij }. RT×n can be transformed into
the resource allocation percentage R′

T×n = [r′
ij]. The attributes with larger percent-

age will be assigned with higher share or priority to access more resources. Note
that the resource allocation is not fully unrestricted. If the pre-assigned resource
for one attribute exceeds a threshold τ , the excess resource will be proportionately
re-distributed to other attributes.

For r′
ij ≤ τ ,

r′
ij = rij − 2min(rij)

∑n
j=1(rij − 2min(rij))

For r′
ij > τ ,

r′
iη = riη − 2min(riη)

∑n
η=1(riη − 2min(riη))

(1 + (r′
ij − τ)

∑n
j �=η r

′
ij

), (η �= j)

r′
ij = τ

Table11.1 shows the comparisons with the heuristic resource allocation algo-
rithms, including ant colony optimization (ACO), genetic algorithm (GA), and par-
ticle swarm optimization (PSO). It turns out that the proposed scheme is flexible and
lightweight for resource-constrained IoT applications.

11.4.4 Case Study: IoT Based Environmental Monitoring

In the case study, there are four types of sensors to capture the environmental parame-
ters: temperature (◦C), relative humidity (%), UV index, and PM 2.5 value (µg/m3).
The sensors are deployed in relatively independent subsystems, associating with
the corresponding actuators (i.e., thermostat, (de)humidifier, anti-ultraviolet, and
purifier).

The prior attention vector V1×4 = [v1, v2, v3, v4] is determined by a historical
prior attention vector set VT×4 = [vm1, vm2, . . . , vm4](m = 1, . . . ,T). An objective
function f (V ) is established to obtain V1×4 = [ 18 , 1

4 ,
1
4 ,

3
8 ].

f (V ) =
T∑

m=1

4∑

n=1

(vmn − vn)
2
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Table 11.1 The comparisons with the heuristic resource allocation algorithms

ACO GA PSO Our scheme

Origin The behavior of
ants seeking a
path between
their colony and a
source of food
while laying
down pheromone
trails

Natural selection
and genetics (e.g.,
inheritance,
mutation,
selection, and
crossover)

The behavior
(e.g., movement,
and predator-prey
behavior) of bird
flocking or fish
schooling

Human attention
(i.e., sustained
attention,
selective
attention, and
divided attention)

Element factors Maximum/
Minimum
pheromone
amounts,
visibility, and
Tabu search

Population size,
fitness function,
crossover
probability, and
mutation
probability

Inertia weight,
Quasi-Newton
method, and
gradient descent

Prior attention
vector, posterior
attention matrix,
and gradient
descent

Feedback Positive feedback No feedback No feedback Positive feedback

Advantages Distributed
parallelism,
robustness, and
compatibility

Randomness,
robustness, and
self-adapting,

Dynamic
neighborhood
topology, and
high accuracy

Threshold
control, dynamic,
and lightweight

Shortcomings Lack of initial
pheromone, slow
convergence
speed, and search
stagnation

Blind search, low
efficiency, and
limited
convergence
speed

Premature
convergence, and
the local
minimum

Dependence on
historical
experiences, and
limited
applicability for
massive networks

ST×n is obtained by continuously monitoring the 24-h sensing data during May
30–June 5, 2013 in Beijing, China. Assume that an ideal temperature and relative
humidity are 22 ◦C and 50%, and the UV index and PM 2.5 value are limited within
2 and 70 µg/m3, which are defined as the criterion. Figure11.3 illustrates the data
sensing and resource allocation, inwhich IoT resources can be regarded as a constant,
and dynamic resource proportion is distributed according to the real-time attention
arrays. The scheme provides the scalability and stability properties.

• Scalability: The attention arrays are time-sensitive variables, and dynamic resource
allocation is accordingly realized based on the real-time data sensing. A growing
amount of sensing data is persistently handled during the interactions, and addi-
tional sensors can be extended to provide new functionalities at the minimal effort.

• Stability: The sensors are relatively independent, and an accidental breakdown
of a sensor will not cause other sensors’ unavailability. The associated actuators
share a common IoT resource pool, and an emergency resource response can be
launched to address an urgent event. Degeneratiaon may occur when the sensors
or actuators persistently suffer from overload utilization or malicious abuse, and
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Fig. 11.3 The data sensing and resource allocation: a the sensing data during one week according
to the defined criterion; b the original and revised real-time resource allocation; and c the original
and revised daily resource allocation, in which p = 70%, and the threshold τ = 50%

the threshold control mechanism ensures that an approximately corrupted system
will be kept in a safe state to prevent resource exhaustion.
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11.5 Conclusions

In this chapter,we identify natural correlations between human attention and resource
issues, and present a heuristic resource allocation scheme for heterogeneous sensors
in IoT. Considering the things physical-cyber-social cross-space mapping, the prior
attention and posterior attention are jointly applied during the resource allocation to
achieve dynamic resource interactions in lightweight IoT applications.

Acknowledgments We thank IEEE’s authorization to use some related materials from Ref. [13].
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Chapter 12
Mining Multiplex Structural Patterns
from Complex Networks

Bo Yang and Jiming Liu

Abstract WisdomWeb of Things (W2T) can be modeled and studied from the per-
spective of complex networks. The complex network perspective aims to model and
characterize complex systems that consist of multiple and interdependent compo-
nents. Among the studies on complex networks, topological structure analysis is of
the most fundamental importance, as it represents a natural route to understand the
dynamics, as well as to synthesize or optimize the functions, of networks. A broad
spectrum of network structural patterns have been respectively reported in the past
decade, such as communities, multipartites, hubs, authorities, outliers, bow ties, and
others. In this chapter, we show that many real-world networks demonstrate multi-
plex structure patterns. Amultitude of known or even unknown (hidden) patterns can
simultaneously exist in the same network, and moreover they may be overlapped and
nested with each other to collaboratively form a heterogeneous, nested or hierarchi-
cal organization, in which different connective phenomena can be observed at dif-
ferent granular levels. In addition, we show that such patterns hidden in exploratory
networks can be well defined as well as effectively recognized within an unified
framework consisting of a set of proposed concepts, models, and algorithms. Our
findings provide a strong evidence that many real-world complex systems are driven
by a combination of heterogeneous mechanisms that may collaboratively shape their
ubiquitous multiplex structures as we currently observe. This work also contributes
a mathematical tool for analyzing different sources of networks from a new perspec-
tive of unveiling multiplex structure patterns, which will be beneficial to Wisdom
Web of Things.
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12.1 Introduction

Wisdom Web of Things (W2T) can be modeled and studied from the perspective
of complex network analysis, which provides a novel approach to examining how
W2T are organized and evolving according to what basic principles, and moreover
armed with such discovered principles, constructing efficient, robust as well as flex-
ible W2T systems under different constraints. Among all studies about complex
networks, structural pattern analysis is the most fundamental, and the ability to dis-
cover and visualize the underlying structural patterns of real-world networks will be
greatly helpful for both topological and dynamic analysis applied to them [2]. So
far, scientists have uncovered a multitude of structural patterns ubiquitously existing
in social, biological, ecological or technological networks; they may be microscopic
such as motifs [3], mesoscopic such as modularities [4] or macroscopic such as
small world [5] and scale-free phenomena [6]. These structural patterns observed
at different granular levels may collectively unveil the secrets hidden in complex
networked systems. All these works have greatly triggered the common interesting
as well as boosted the progress of exploring complex networks in both scientific and
engineering domains.

In spite of the great efforts having been taken, the structural pattern analysis
of complex networks, even restricted to the mesoscopic level, remains one of the
major challenges in complex network theory mainly because most of the real-world
networks are usually resulted from a combination of heterogeneous mechanisms
which may collaboratively shape their non-trivial structures. More specifically one
can raise the following issues.

Above all, beyondmodularity themost extensively studied at themesoscopic level
[4, 7], a wide spectrum of structural patterns have been reported in the literature
including bipartites or more generally multipartites [8–10], hubs, authorities and
outliers [11–13], bow ties [14–16] or others. Moreover, these miscellaneous patterns
may simultaneously coexist in the same networks, or they may even overlap with
each other such as the overlaps between communities [17].

Figure12.1 shows an illustrative example, in which a social network encoding the
co-appearances of 77 characters in the novel “Les Miserables” is visualized in terms
of both network and matrix representations. The network as shown in (a) depicts the
co-appearances of 77 characters in the novel “Les Miserables (by Victor Hugo)”.
Nodes denote characters and links connect any pair of characters that appear in the
same chapter of the novel. This data set is from “The Stanford GraphBase: A Plat-
form for Combinatorial Computing” edited by Knuth [18]. The physical connection
profiles of nodes are represented in terms of the adjacency matrix as shown in (b),
in which dots denote “1” entries. In total, six blocks are detected by our method
in terms of the connection profiles of nodes, as separated by solid lines, so that
the nodes within the same blocks will demonstrate homogeneous connectivities. To
clearly visualize the block organization, the matrix has been transformed by putting
together the nodes within the same blocks which are labeled by “block 1” to “block
6” from the top down. Correspondingly, in the network as shown in (a), nodes are also
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Fig. 12.1 An example ofmultiplex patterns consisting of hubs, outliers and communities coexisting
in one social network. This figure is from [1]

colored according to their block IDs (specifically, the coloring schema is: block 1-red,
block 2-green, block 3-blue, block 4-cyan, block 5-gray and block 6-yellow), and
the sizes of nodes are proportional to their respective degrees. (c) shows the blocking
model of the network, in which each block is colored, numbered and placed accord-
ing to the nodes it contains, and the sizes of blocks are proportional to the number of
nodes they contain, respectively. The weights on the arrow lines globally measure the
probabilities that one node from one block will connect to another from other blocks.
(d) shows the reduced blocking model by cutting the arrow lines with trivial weights.
In this case, one hub pattern consisting of block 1, one outlier pattern consisting of
block 5 and four community patterns consisting of blocks 2, 3, 4 and 6 will readily
be recognized by referring to the probabilistic linkage among these blocks.

From the reduced blocking model, one can observe two hubs and a number of
outliers coexistingwith fourwell-formed communities. The two hubs, corresponding
toValjean and Javert, are themain characters of the novel, and their links are across all
other clusters by connecting about 48% of the overall characters. It indicates that the
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two roles interacting with different characters in different chapters are the two main
clues going through the whole story. Four detected communities can be seen as four
relatively independent social cliques. As an example, we go into details of group 4
that is almost separated from the rest of the network. Interestingly, this small social
clique consists of 4 parisian students Tholomyes, Listolier, Fameuil and Blacheville
with their respective lovers Fantine, Dahlia, Zephine and Favourite. Group 5 consists
of 39 outliers, which connect to either two hubs or one of four communities by only
a few links. Correspondingly, these outliers are the supporting roles of this novel.
Besides this example, more complex structural patterns in real-world networks will
be demonstrated and discussed in the rest of this chapter.

Second, multiple structural patterns may be nested. That is, real-world networks
can contain hierarchical organizationswith heterogeneous patterns at different levels.
In the literature, hierarchical structures are usually studied in a homogeneous way,
in which patterns observed in each layer of hierarchies show homophily in terms of
either fractal property [19] or modularity in more general cases [20, 21]. A recent
study reveals that the patterns demonstrated in each layer of a dendrogram can be
assortative (or modular) or disassortative (or bipartite) [22]. The ability to observe
heterogeneous patterns at different levels brings new clues for understanding the
dynamics of real-world complex networks.

Due to the above two reasons, for an exploratory network about which one often
knows little, it is very hard to know what specific structural patterns can be expected
and then be obtained by what specific tools. Biased results will be caused if an
inappropriate tool is chosen; even if we know something about it beforehand, it is
still difficult for a tool exclusively designed for exploring very specific patterns,
say modularity, to satisfactorily uncover a multiple of coexisting patterns possibly
overlapped or even nested with each other (we call them multiplex patterns in this
work) from networks.

To the best our knowledge, there have been little studies in the literature being able
to address both of the above issues. On the other hand, human beings have the capa-
bility of modeling and simultaneously discovering multiple and significant structural
patterns for various objectives. It has been believed that this kind of capability is an
important form of human cognitive and intelligent functions [23].

Back to the matrix as shown in Fig. 12.1, one would observe an intuitive phenom-
enon: any significant pattern contained in the underlying structures of the network
can be statistically highlighted by a group of homogenous individuals with identi-
cal or quite similar connectivity profiles. For instance, individuals from the same
communities prefer to intensively interact with each other but rarely interact with
the rest; hubs would prefer to connect many individuals from different parts of the
whole network, whereas all outliers tend to seldom play with others by emitting only
a few connections. Based on this naive observation, if one can group the majority
of individuals into reasonable clusters according to their connectivity profiles, the
coexisting structural patterns can be unveiled by further inferring the linkage among
clusters. In this way, the first issue listed above can be promisingly solved.



12 Mining Multiplex Structural Patterns from Complex Networks 279

The idea of grouping nodes into equivalent clusters in terms of their connection
patterns is similar to the philosophy of the blockmodeling first proposed by Lorrain
andWhite [24], in which nodes with structural equivalence (defined in terms of local
neighborhood configurations) or more generally regular equivalence [25] (defined
in terms of globally physical connections to all others) or more softly stochastic
equivalence [26, 27] (defined in terms of linking probabilities between groups) will
be grouped into the same blocks.

Based on the same idea, a very related study has been proposed recently by New-
man and Leicht, which first (to our knowledge) shows the motivation to detect unpre-
defined structural patterns from exploratory networks [28]. From the perspective of
machine leaning, their method can be seen as a version of naive Bayes algorithm
applied to networks, whose objective is to group nodes with similar connection fea-
tures into a predefined number of clusters. Although their work only shows the ability
to determine whether an exploratory network is assortative or disassortative by man-
ually analyzing the obtained clusters, it has provided one good proof supporting that
the idea of grouping nodes into equivalent clusters can be an initial step of the whole
process aiming to unveil multiplex patterns from networks.

In this chapter, we will introduce a novel model, by introducing the concept of
granularity into stochastic connection profiles in order to properly model multiplex
patterns mentioned above, and then show how the task of extracting such patterns of
networks can be reduced to a simplified version of the isomorphism subgraph match-
ing problem. To validate our ideas and strategies proposed here, different sources
of networks have been analyzed. It is encouraging that our methods show a good
performance, capable of uncovering multiplex patterns from the tested networks in
a fully automatic way.

The rest of this chapter is organized as follows: Sect. 12.2 proposes the granular
blocking model and the definitions of multiplex patterns. Based on them, Sect. 12.3
proposes the algorithms extracting multiplex patterns from networks. Section12.4
validates the proposed models and algorithms by applying them to both real-world
and synthetic networks. Finally, Sect. 12.5 concludes this chapter by highlighting our
main contributions.

12.2 Modeling Multiplex Patterns

12.2.1 Granular Couplings

We will model the connection profiles of nodes in terms of probabilities instead of
physical connectivity. In this way, it is expected not only to find outmultiplex patterns
but also to provide an explicit probabilistic interpretation for these findings within
the Bayesian framework. We term such probabilities as couplings in that they are
not just the mathematical measures subjectively defined for modeling or computing,
but they do exist in many real-world systems, encoding different physical meanings
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such as social preferences in societies, predation habits in ecosystems, co-expression
regularities in gene networks or co-occurrence likelihood of words in languages,
which will be valuable to predict their situated systems.

Here the notation of granularity should be interpreted in terms of the resolution
and precision.

On one hand, in our model we define two kinds of couplings with different
resolutions, i.e., node couplings and block couplings. Formally, we define node
feedforward-couplingmatrix Pn×n and node feedback-couplingmatrix Qn×n , where
pi j and qi j respectively denote the probabilities that node i expects to couple with
or to be coupled by node j . In the cases of indirected networks we have P = Q
(see Appendix for proofs). We assume nodes will independently couple with others
regulated by such couplings. Nodes with similar feedforward- as well as feedback-
coupling distributions will be clustered into the same blocks. In terms of matri-
ces, homogeneous feedforward- and feedback-couplings guarantee homogeneous
row and column connection profiles, respectively. Correspondingly, given the block
number K , we define block feedforward-couplingmatrixΦK×K and block feedback-
coupling matrix ΨK×K , where φpq andψpq respectively denote the probabilities that
blockCp expects to couple with or to be coupled by blockCq . Wewill show later that
block couplings can be inferred from node couplings and vice versa. Node couplings
with a fine granularity are used to model networks in order to capture their local
information as much as possible; while block couplings with a coarser granularity
are used to define and recognize global structural patterns by intentionally neglecting
trivial details.

On the other hand, in the nested patterns, node couplings and block couplings in
different hierarchies will have different precisions in order to properly abstract and
construct hierarchical organizations. In our model, the couplings on higher layers
are the approximations of the related ones on the lower layers. Therefore, as the
layers moving from the bottom (corresponding to the original networks) to the top
(corresponding to the finally reduced networks) of the nested organizations, the
precision of node or block couplings will gradually degenerate.

12.2.2 Defining Multiplex Patterns

The main steps of our strategies for extracting multiplex patterns from networks can
be stated as follows: (1) simultaneously estimating all kinds of couplings mentioned
above and clustering all nodes into nested blocks with a proposed granular blocking
algorithm; and (2) in each layer of the nested blocks, recognizing and extracting
structural patterns by matching predefined isomorphism subgraphs from a reduced
blocking model in which trivial couplings are neglected, as illustrated in Fig. 12.1d.
Multiplex patterns can be defined in terms of blocks and their couplings. Figure12.2
shows a schematic illustration by means of some conceptual networks. By referring
to them, we give following definitions.
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Fig. 12.2 The schematic
illustrations of multiplex
patterns. a–g shows seven
structural patterns frequently
observed in real-world
networks, which are
represented by networks,
matrices and blocking
models, respectively. In the
matrices, shades represent
the densities of links. In the
blocking models, circles
denote blocks and solid
arrow lines denote block
feedforward-couplings.
From a–g, structural patterns
are communities, authorities
and outliers, hubs and
outliers, a bow tie, a
multipartite, a bipartite and a
hierarchical organization,
respectively. g shows a
two-layer hierarchy; two
overlapped communities
(also can be seen as a hub
with two communities) and
one bipartite are in the first
layer; two communities are
in the second layer. This
figure is from [1]

A community is a self-coupled block. An authority is a self-coupled block which
is coupled by a number of other blocks. A hub is a self-coupled block which couples
with a number of other blocks. An outlier is a block without self-coupling which is
coupled by a hub or couples with an authority. A bow-tie is a subgraph consisting of
a block b and two sets of blocks Sl(b) and Sr (b), which satisfy with: (1) b is coupled
by and couples with the blocks of Sl(p) and Sr (p), respectively; (2) the intersection
of Sl(p) and Sr (p) is empty or {b}; and 3) there are no couplings between Sl(p)
and Sr (p); A multipartite is a subgraph consisting of a set of blocks without self-
couplingswhich reciprocally couplewith each other.As a special case ofmultipartite,
a bipartite is a subgraph consisting of two blocks without self-loop couplings which
unilaterally or bilaterally coupledwith each other. A hierarchical organization is a set
of nested blocks, in which block subgraphs in lower layers are directly or indirectly
nested in the bigger blocks on higher layers.
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The above definitions imply that there may exist overlaps between different pat-
terns in the sense that the same blocks can be simultaneously involved in a multitude
of subgraphs. For example, a block which is determined as a community can be
also a hub, a authority or the core of one bow tie. Moreover, beyond the predefined
patterns, users are allowed to define novel even more complex patterns by designing
new subgraphs of blocks, which can be identified by matching their isomorphism
counterparts from blocking models.

12.2.3 Granular Blocking Model

Let N = (V, E) be a directed and binary network, where V (N ) denotes the set of
nodes and E(N ) denotes the set of directed links. In the case of undirected network,
we suppose there are two direct links between each pair of nodes. Let An×n be the
adjacency matrix of N , where n is the number of nodes.

Suppose all nodes of N are divided into L(1 ≤ L ≤ n) blocks, denotes by Bn×L ,
where bil = 1 if node i is in the block l, otherwise bil = 0. When each block is
considered to be inseparable, the granularity of network N can be measured by the
average size of blocks g = n/L . As g increasing from 1 to n, the granularity of N
degenerates from the finest to the coarsest. Let Bg denote the blocking model with
a granularity g, and we expect to cluster all its blocks into a reasonable number of
clusters so that the nodes of blocks within the same cluster will demonstrate homo-
geneous coupling distributions. Let matrix ZL×K (1 ≤ K ≤ L) denote such clusters,
where K is the cluster number and zlk = 1 if block l is labeled by cluster k, other-
wise zlk = 0. Since the coupling distributions of nodes within the same clusters are
expected to be homogeneous, one can characterize such distributions for each cluster
instead of for each node. Given Z , define ΘK×n , where θk j denotes the probability
that any node out of cluster k expects to couple with node v j ; define ΔK×n , where
δk j denotes the probability that any node out of cluster k expects to be coupled by
node v j ; define Ω = (ω1, · · · , ωK )T , where ωk denotes the prior probability that a
randomly selected node will belong to the cluster Ck . It is easy to show P = BgZΘ

and Q = BgZΔ (see Proposition 1 in Appendix).
Let X = (K , Z ,Θ,Δ,Ω) be a model with respect to N and Bg . We expect to

select an optimal X from its hypothesis space to properly fit as well as to precisely
predict the behaviors of N under Bg in terms of node couplings characterized by
it. According to the MAP principle (maximum a posteriori), the optimal X for a
given network N under Bg will be the one with the maximum posterior probabil-
ity. Moreover, we have: P(X |N , Bg) ∝ P(N |X, Bg)P(X |Bg), where P(X |N , Bg),
P(N |X, Bg) and P(X |Bg) denote the posteriori of X given N and Bg , the likelihood
of N given X and Bg and the priori of X given Bg , respectively.
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12.3 Extracting Multiplex Patterns

12.3.1 Likelihood Maximization

We first consider the simplest case by assuming all the prioris of X given Bg

are equal. In this case, we have: P(X |N , Bg) ∝ P(N |X, Bg). Let L(N |X, Bg) =
ln P(N |X, Bg), we have (see Proposition 2 in Appendix):

L(N |X, Bg) =
L∑

l=1

∑

bil �=0

ln
K∑

k=1

Πn
j=1 f (θk j , ai j ) f (δk j , a ji )ωk (12.1)

where f (x, y) = x y(1 − x)1−y .
Let L(N , Z |X, Bg) be the log-likelihood of the joint distribution of N and Z given

X and Bg , we have (see Proposition 3 in Appendix):

L(N , Z |X, Bg) =
L∑

l=1

∑

bil �=0

K∑

k=1

zlk(
n∑

j=1

(ln f (θk j , ai j )

+ ln f (δk j , a ji )) + lnωk) (12.2)

Considering the expectation of L(N , Z |X, Bg) on Z , we have:

E[L(N , Z |X, Bg)] =
L∑

l=1

∑

bil �=0

K∑

k=1

γlk(

n∑

j=1

(ln f (θk j , ai j )

+ ln f (δk j , a ji )) + lnωk) (12.3)

where E[zlk] = γlk = P(y = k|b = l, X, Bg), i.e., the probability that block l will
be labeled as cluster k given X and Bg .

Let J = E[L(N , Z |X, Bg)] + λ(
∑K

k=1 ωk − 1) be a Lagrangian function con-
structed formaximizing E[L(N , Z |X, Bg)]with a constraint∑K

k=1 ωk = 1,we have:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂ J
∂θk j

= 0
∂ J
∂δk j

= 0
∂ J
∂ωk

= 0
∂ J
∂λ

= 0

⇒

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

θk j =
∑L

l=1

∑
bil �=0 ai jγlk

∑L
l=1

∑
bil �=0 γlk

δk j =
∑L

l=1

∑
bil �=0 a jiγlk

∑L
l=1

∑
bil �=0 γlk

ωk =
∑L

l=1

∑
bil �=0 γbk

n

(12.4)



284 B. Yang and J. Liu

According to the Bayesian theorem,we have (see Proposition 4 in Appendix):

γlk = 1
∑n

i=1 bil

∑

bil �=0

Πn
j=1 f (θk j , ai j ) f (δk j , a ji )ωk

∑K
k=1 Πn

j=1 f (θk j , ai j ) f (δk j , a ji )ωk

(12.5)

Using the similar treatment as proposed by Dempster and Laird [29], we can
prove that a local optimum of Eq.12.1 will be guaranteed by recursively calculating
Eqs. 12.4 and 12.5 (see Theorem1 inAppendix). The time complexity of this iterative
computing process is O(I n2K ), where I is the iterations required for convergence,
which is usually quite small. An approximate but much faster version with a time
O(I LnK ) is given in the Appendix.

12.3.2 Priori Approximation

Without considering the priori of the model, the above-proposed likelihood maxi-
mization algorithm will be cursed by the overfitting problem. That is, L(N |X, Bg)

will monotonically increase as K approaching to L . In this section, we will dis-
cuss how to approximately estimate the prior P(X |Bg) by means of the information
theory.

Note that 1 ≤ K ≤ L = n/g, which implies that the coarser granularity the
smaller K . It will be shown in the following that a smaller K will indicate a
less complexity of X . So, we have: a coarser granularity prefer simpler models,
which can be mathematically written as P(X |Bg) = η(X)g , where the function
η(X) measures the complexity of X in terms of its parameters. In this work, we
set η(X) = P(X |B1) = P(X), where P(X) is the priori of X in the hypothesis
space in which K can be freely valued from 1 to n. According to Shannon and
Weaver [30], ln(1/P(X)) is the minimum description length of X with a prior P(X)

in its model space. Let OC(X) denote the optimal coding schema for X , and let
LOC(X) be the minimum description length of X under this schema. We have:
− ln P(X |Bg) = −g ln P(X) = gLOC(X). Now, to estimate the prior P(X |Bg) is
to design a good coding (or compressing) schema as close to OC as possible.

In terms of the parameter of X , i.e.,Θ , Δ, Z and Ω , we have (see Proposition 5
in Appendix):

Φ = ΘBgZD
−1, Ψ = ΔBgZD

−1 (12.6)

where D = diag(nΩ).
Note that matrices Z and Bg can be compressed into a map y, where y(i) = k if

the entry (i, k) of BgZ is equal to one. Given y, Φ and Ψ , node couplings pi j and
qi j can be measured by:

pi j = φy(i),y( j), qi j = ψy(i),y( j) (12.7)
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Equation12.7 says that, all node couplings can be approximately characterized
by y, Φ and Ψ . In other word, the compressing schema close to OC(X) we have
found out is:

̂OC(X) = (K , ΦK×K , ΨK×K , yn×2) (12.8)

Now, we have,
L̂ OC(X) = 1 × (− ln 1

1 ) + 2K 2(− ln 1
K 2 ) + 2n(− ln 1

2n )= 2K 2 ln K 2 + 2n ln 2n
Moreover, we have:

argmaxX P(X |N , Bg)

= argminX (− ln P(N |X, Bg) − ln P(X |Bg))

= argminX (− ln P(N |X, Bg) + gL̂OC(X))

= argminX (−L(N |X, Bg) + g(2K 2 ln K 2 + 2n ln 2n))

= argminX (−L(N |X, Bg) + 2gK 2 ln K 2)

(12.9)

Equation12.9 tries to seek a good tradeoff between the accuracy of model (or the
precision of fitting observed data) measured by the likelihood of a network, and the
complexity of a model (or the generalization ability to predict new data) measured
by its optimal coding length.

12.3.3 Optimum Searching

For a given K , the penalty term is a constant, and thus to maximize P(X |N , Bg) is
to maximize L(N |X, Bg). In our algorithm, K will be systematically checked from
1 to L , and the model with the minimum sum of negative likelihood and penalty will
be returned as the optimal one. In the landscape of K and P(X |N , Bg), a well-like
curve will be shaped during the whole search process (see Fig. 12.6b for an example).
So, in practice, rather than mechanically checking K for exact L times, an ongoing
searching can be stopped after it has safely passed the well bottom. By means of
this greedy strategy, the efficiency of our algorithm would be greatly improved. The
complete algorithm is given as follows.

Algorithm 1 Searching optimal X given N and Bg

X=GBM(N,Bg)
01. K = 1;
02. X (0) = LM(N , K , Bg);
03. L(0) = − ln(N |X (0), Bg);
04. for K=2:n
05. X (1) = LM(N , K , Bg);
06. L(1) = − ln(N |X (1), Bg) + 2gK 2 ln K 2;
07. if L(1) < L(0) then
08. X (0) = X (1); L(0) = L(1);
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09. endif
10. if L(1) keeps increasing for predefined steps
11. return X (0);
12. endif
13. endfor
14. return X (0);

Algorithm 2 Searching optimal X given N, K and Bg

X=LM(N,K ,Bg)
01. randomly initialing Γ (0) = (γlk)L×K

02. s ← 1;
03. repeat until convergence:
04. compute Θ(s), Δ(s) and Ω(s);
05. compute Γ (s);
06. s ← s + 1;
07. compute Z from Γ (s) according to Bayesian rule;

12.3.4 Hierarchy Construction

Assume we have constructed h layers, in which the i-th layer corresponds to a
blocking model characterized by Bgi . Now, we want to construct the (h + 1)-
th layer by selecting an X with a maximum posterior given a set of blocking
models on different layers. We have shown that (see Proposition 6 in Appen-
dix): P(X |N , Bg1 , · · · , Bgh )∝ P(N |X, Bgh )P(X |Bgh )∝ P(N |X, Bgh )P(X)gh .This
Markov-like process indicates that the new model to be selected for layer h is only
based on the information of the layer h − 1. So, for a given network, its hierarchical
organization can be incrementally constructed as follows.

Firstly, we construct the first layer by taking each node as one block, and cluster it
into K1 clusters by selecting an model with a maximum P(X |N , B1). Next, we form
Bn/K1 by capsuling each cluster on the first layer as one block, and cluster these blocks
into K2 clusters by selecting an new model with a maximum P(X |N , Bn/K1), which
forms the second layer. We repeat the same procedure until it converges (the cluster
number obtained keeps fixed). In this way, the number of layers of a hierarchical
organization will be automatically determined. The above procedure can be seen as
a semi-supervised learning process; in the cases that the granularity is more than
one, we have already known a priori that which nodes will be definitely within the
same clusters. As the layer in the constructed hierarchy increases, the homogeneity
of the nodes within the same cluster in terms of their connection profiles keeps
degenerating, and correspondingly more global patterns are allowed to be observed
by tolerating such increasing diversities.
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12.3.5 Isomorphism Subgraph Matching

Based on the obtained blocks in the level h + 1 of the hierarchy, all potential patterns
hidden in the level h can be revealed through an isomorphism subgraph matching
procedure, whose input is the block feedforward-coupling matrix Φ. First we con-
struct a reduced blocking model by taking each block as one node, and for each pair
of blocks p and q we insert a link from p to q if φpq is above a threshold computed
based on Φ (see below algorithm). Then for each block, we pick up the matched
isomorphism subgraphs it will be involved in, and put them into categorized reser-
voirs labeled by different patterns. During this procedure, the subgraph to be put into
a reservoir will be discarded if it is a subgraph of an existing one, as illustrated by
Fig. 12.4d.

Algorithm 3 Computing the threshold of a blocking model based on Φ

01. sort all entries of Φ into a non-increasing sequence S;
02. cluster all entries of Φ by the remarkable gaps of S;
03. return the biggest entry of the cluster with the minimum mean as the threshold;

Fig. 12.3 The illustrations
of calculating thresholds for
reducing blocking models. a
calculating the threshold for
the blocking model of the
first layer of the world trade
net. b calculating the
threshold for the blocking
model of the first layer of the
co-purchased political book
network. In both figures, the
x denotes the sorted entries
and the y denotes the values
of block couplings in terms
of Φ. These couplings are
clustered into three or four
groups, as separated by
rectangles, by remarkable
gaps. The calculated
thresholds are the maximum
entries of the clusters with
minimum means pointed out
by red solid lines,
respectively

5 10 15 20 25 30 35
0

0.2

0.4

0.6

0.8

1(a)

(b) entries

 pq

cluster one

cluster two

cluster three

threshold=0.097

10 20 30 40
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

entries

 pq

threshold=0.096



288 B. Yang and J. Liu

As examples, Fig. 12.3 illustrates, bymeans of the above algorithm, how to choose
reasonable thresholds for reducing blocking models of the world trade net and the
co-purchased political book network to be discussed in the next section.

12.4 Experimentation and Validation

12.4.1 Exploring the Cash Flow Patterns of the World Trade
System

The discovered multiplex patterns as well as their granular couplings can be used
to understand some dynamics of networks. Here we give one example to show how
cash possibly flow through a world trade net. Figure12.4a shows a directed network
encoding the trade relationship among eighty countries in the world in 1994, which
was originally constructed by Nooy [31] based on the commodity trade statistics
published by theUnitedNations.Nodes denote countries, and each arc i → j denotes
the country i imported high technology products or heavy manufactures from the
country j . Analogous to the “structuralworld systempositions” initially suggested by
Smith andWhite based on their analysis of the international trade from 1965 to 1980
[32], the eight countries in 1994were categorized into three classes according to their
economic roles in the world: core, semi-periphery and periphery [31]. Accordingly,
in the visualized network, the countries labeled by them are distributed along three
circles from inside to outside, respectively.

Fig. 12.4 Detecting the nested core-periphery organization and the cash flow patterns from a world
trade net. This figure is from [1]. b Matrix. c Colored map. d Nested block modeling. e Patterns
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Specifically, in Fig. 12.4, the network as shown in (a) encodes the trade relation-
ship among 80 countries. Nodes denote countries and arcs denote countries imported
commodities from others. The physical connection profiles of nodes are represented
in terms of its adjacency matrix as shown in (b), in which dots denote “1” entries. In
total, six blocks are detected as separated by solid lines so that the nodes within the
same blocks will demonstrate homogeneous row- and column- connection distribu-
tions. As before, thematrix has been transformed by putting together the nodeswithin
the same blocks which labeled by “block 1” to “block 6” from the top down. Corre-
spondingly, in the network shown in (a), nodes are colored according to their block
IDs (specifically, block 1-green, block 2-yellow, block 3-cyan, block 4-red, block
5-gray and block 6-blue), and the sizes of nodes are proportional to their respective
out-degrees. (c) shows the world map in which 80 countries are colored by the same
coloring schema defined above. (d) shows the detected two-layer hierarchical orga-
nization, in which each block is colored by the same coloring schema defined above
and the sizes of blocks are proportional to the number of nodes they contain, respec-
tively. In the first layer, a reduced blocking model is given by neglecting the trivial
block couplings. By referring the matrix of the network as presented in Fig. 12.4b,
one can observe that the nodes within the same blocks demonstrate homogeneous
row as well as column connection profiles. The arrow lines with weights denote the
cash flows from the countries within one block to others. The cash flows from two
hubs (blocks 4 and 1) are highlighted by thicker arrow lines, of which the thickness
is proportional to their strength measured by respective block couplings. These high-
lighted cash flows would outline the backbone of the cash circulation in the world
trade system. A macroscopic hub-outlier pattern on the second layer is detected;
together with the microscopic hub-outlier patterns on the first layer, the whole trade
system would demonstrate a nested core-periphery organization. (e) shows the mul-
tiplex patterns discovered from the reduced blocking model on the first layer by a
procedure of matching isomorphism subgraphs as defined before. Specifically, ten
isomorphism subgraphs of the patterns as defined in Fig. 12.2 are recognized, which,
respectively, are one authority, four communities, three hubs and two outliers.

Quite a few interesting things can be read from these uncoveredmultiplex patterns.
Globally, the countries near center tend to have larger out-degrees, while those far
from center have smaller even zero out-degrees. Specifically, (1) according to the
coupling strength from strong to weak, three detected hubs can be ranked into the
sequence of blocks 4, 1 and 3. The first two hubs consist of the “core” of the trade
system except for Spain and Denmark; (2) the countries from blocks 3, 2 and 6
consist of the backbone of the “semi-periphery”; (3) more than a half of “periphery”
countries (10 of 17) have zero out-degrees; (4) interestingly, the detected blocks are
also geography-related, as illustrated in Fig. 12.4c. Most countries of hubs 4 and 1
are from western Europe expect America, China and Japan; most of hub 3 are from
southeastern Asia; most of the community block 6 are from north or south America;
most of the outlier block 2 are from eastern Europe; most of the outlier block 5 are
from Africa or some areas of Asia.

In the second layer, a macroscopic hub-outlier pattern with strong couplings is
recognized. Hub blocks 4 and 1 in the first layer collectively form a more global hub
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of the whole network as the core of the entire trade system; other blocks form a more
global outlier of the network corresponding to the semi-periphery and periphery of
the trade system. This nested hub-outlier patterns perhaps give us an evidence about
how cash flowed through the world in different levels in 1994. Note that arc i → j
denotes that country i imported commodities from country j , which also indicates
that the spent cash has flowed from i to j . In this way, one can image cash flows
along these arcs from one country to another. According to the global pattern in the
second layer, the dominant cash flux will flow from the core countries to themselves
with a probability 0.6, and to the rest with a probability 0.57. Locally, the blocking
model in the first layer shows the backbone of the cash flow through the entire world
with their respective strength in terms of block couplings, as illustrated in Fig. 12.4d.

12.4.2 Mining Granular Association Rules from Networks

When a network encodes the co-occurrence of events, its underlying node- or block-
coupling matrices would imply the probabilistic associations among these events
in different granular levels, respectively. Formally, we have: node association rule
(NAR): i → j 〈pi j 〉, and block association rule (BAR): Bp → Bq 〈φpq〉. A NAR
means that event j would happen with a probability pi j given event i happens.
A BAR means that any event of block q would happen with a probability φpq given
any event of block p happens. Such association rules with different granularities can
be used in making prediction in a wide range of applications, such as online recom-
mender systems. We will demonstrate this idea with a political book co-purchasing
network compiled by V. Krebs, as given in Fig. 12.5a, where nodes represent books
about US politics sold by the online bookseller Amazon.com, and edges connects
pairs of books that are frequently co-purchased, as indicated by the “customers who
bought this book also bought these other books” feature onAmazon.Moreover, these
books have been labeled as “liberal”, “neutral” or “conservative” according to their
stated or apparent political alignments based on the descriptions and reviews of the
books posted on Amazon.com [33].

Specifically, in Fig. 12.5, the network in (a) encodes the co-purchased relationship
among 105 books, in which the nodes with large, median and small sizes are labeled
by “liberal”, “conservative” and “neutral(including one unlabeled)”, respectively.

A two-layer hierarchical organization is detected. In the first layer, seven blocks
are detected as shown in Fig. 12.5b. As before, the matrix as shown in (b) has been
transformed by putting together the nodes within the same blocks which labeled by
“block 1” to “block 7” from the top down. Correspondingly, in the network shown in
(a), nodes are colored according to their block IDs (specifically, block 1-blue, block
2-red, block 3-gray, block 4-brown, block 5-green, block 6-cyan and block 7-yellow).
In the blocking model as shown in (b), each block is colored by the same coloring
schema defined above, the sizes of blocks are proportional to the number of nodes
they contain, respectively; the arrow lines to be reserved in its reduced blocking
model are highlighted by thicker arrow lines. By matching isomorphism subgraphs
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Fig. 12.5 Mining granular association rules from a co-occurrence net. This figure is from [1]. a
Ground layer (g = 1). b First layer (g = 15). c Second layer (g = 52.5)

in its reduced blocking model, nine patterns are recognized, which respectively are
five communities (blocks 1,2,4,6,7), two cores (blocks 2 and 7), two outliers (blocks
3 and 5) and a bow tie (blocks 1,2,3). Note that, in indirected networks, the core of
a bow tie (block 2 in this case) can be seen as the overlapping part of its two wings
(blocks 1 and 3 in this case) by neglecting the direction of links.

The blocking model and its corresponding matrix of the second layer are shows
in (c). In the second layer, a macroscopic community structure is recognized. Inter-
estingly, the left and right communities can be globally labeled as “left-wing” and
“right-wing” according to the types of the books they contain respectively. Such a
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global pattern can be seen as one macroscopic BAR: the books with common labels
would be co-purchased with a great chance (about 15%); while, those with different
labels are rarely co-purchased (only with a chance of 1%).

When zooming in to both global communities in the second layer, one will obtain
7 × 7mesoscopicBARs encoded by the block-couplingmatrixΦ, as illustrated by the
weighted arrow lines Fig. 12.5b. As an example, we list the BRAs related to the block
2 in a decreasing sequence of association strength: B2 → B2〈0.60〉; B2 → B3〈0.44〉;
B2 → B1〈0.21〉; B2 → B4〈0.06〉; B2 → B6〈0.04〉; B2 → B5〈0〉; B2 → B7〈0〉.

Such mesoscopic association rules would help booksellers adaptively adjust their
selling strategies to determine what kinds of stocks they should increase or decrease
based on the statistics of past sales. For example, if they find the books labeled as
block 2 are sold well, they may correspondingly increase the order of books labeled
as blocks 1 and 3 besides block 2, while they may simultaneously decrease the order
of books labeled as blocks 5 or 7.

More specifically, with the aid of NARs, booksellers would be able to estimate the
chance that customers will spend their money on a book j if they have already bought
book i by referring to i → j〈pi j 〉. Suchmicroscopic rules would provide booksellers
the suggestions on what specific books should be listed according to what sequence
in the recommending area of the web page advertising a book. For example, for
the book “The Price of Loyalty”, the most worth recommended books are listed as
follows according to the coupling strength to it: Big Lies〈0.91〉; Bushwhacked〈0.73〉;
Plan of Attack〈0.73〉; The Politics of Truth〈0.73〉; The Lies of George W.Bush〈0.73〉;
American Dynasty〈0.64〉; Bushwomen〈0.64〉; The Great Unraveling〈0.64〉; Worse
Than Watergate〈0.64〉.

12.4.3 Detecting Hierarchical Community Structure

We have applied our approach to the football association network, a benchmark
widely used for testing the performance of community detection algorithms.
Figure12.6 gives the experimental results.

Our approach automatically find out 10 clusters or communities from this net-
work. Figure12.6a shows the clustered network, and Fig. 12.6c1, shows the clus-
tered matrix, in which dots denote the non-zero entries, and the rows and column
corresponding to the same cluster will be put together and be separated by the
solid lines. Figure12.6b shows the searching process, in which the cost in terms of
−L(N |X, B1) + L̂ OC(X) firstly drops down quickly, and then goes up sharply after
a local minimum corresponding to K = 10. This iterative searching process shapes a
well-like landscape by penalizing both small likelihood and big coding complexity or
smaller priori, and a good compromise between them is what we expect. Notice that,
this estimated community number is a little bit smaller than the real one, in total 12
real associations, among which the teams from two small independent associations
prefer to play matches with outside teams. (c)–(e) show the nested blocking models
of this network. A hierarchical organization with three layers have been constructed.
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Fig. 12.6 Detecting the hierarchical community structure of the football association network. a
The discovered football associations; b The iterative searching landscape. c1–c2 The matrix and
blocking model of the first layer. d1–d2 The matrix and blocking model of the second layer. e1–e2
The matrix and blocking model of the third layer. The coloring schemes used in a and c2, d1 and
e1 are same

12.4.4 Testing Against Synthetic Networks

Wehave tested our approach against several synthetic networks, and herewe give two
examples. Figure12.7a gives one synthetic network, in which a 2-community pattern
and two bipartite patterns coexist together. A two-layer nested organization is found
out. In the first layer, six clusterswith homogeneous rowaswell as columnconnection
distributions are detected; in the second layer, such detected clusters are grouped
in pairs according to the node couplings with coarser granularity. This time, a 2-
community pattern, a reciprocal bipartite pattern and an unilateral bipartite pattern are
emerged. Figure12.7d give another synthetic network, in which 12 communities are
organized in a 3-layer hierarchical structure according to the density of connections.
Correspondingly, a three-layer nested blocking model is constructed as given in
Fig. 12.7e.

The script defining the stochastic block model of two-layer multiplex patterns as
shown by Fig. 12.7a is given as follows.
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Fig. 12.7 Testing synthetic networks. a Thematrix of a synthetic network, in which dots denote the
non-zero entries, and the six detected clusters are separated by solid lines; b The blocking model
in the first layer, in which blocks are numbered according to the same sequence of the clusters
in the matrix. c The blocking model in the second layer. d Another synthetic network, in which
twelve detected clusters are separated by the solid lines. e The obtained nested blocking model
corresponding to the hierarchical organization with three layers, in which blocks are numbered
according to the same sequence of the clusters in the matrix

Algorithm 4 The script of defining a hierarchical stochastic block model
layers = 2;
[define the first layer]
blocks = 6;
block_size = [20 20 20 20 20 20];
block_couplings = [1 2 0.61; 2 1 0.55; 3 4 0.59; 5 5 0.57; 6 6 0.58];
newlayer;
[define the second layer]
blocks = 3;
[define the nested relations]
nested_relation = [1 2; 3 4; 5 6;];
block_couplings = [1 1 0.33; 2 2 0.35; 3 1 0.21; 3 2 0.21];

The algorithm that sampling a random synthetic network from a SBM defined by
an input script is given as follows.
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Algorithm 5 Sampling a random network from a SBM script
A = Sampling(script_ file_name)

1. A = zeros(n,n);
2. for i=1:layers

a. r = rows(block_couplings);
b. for j=1:r

i. block1 = block_couplings(j,1);
ii. block2 = block_couplings(j,2);
iii. p = block_coplings(j,3);
iv. let B be the submatrix of A determined by block1 and block2;
v. old_ones = the number of “1” of B;
vi. new_ones = p×rows(B)×cols(B) - old_ones;
vii. randomly put new_ones “1” into the unoccupied areas of B;
viii. label B as “occupied”;
endfor

endfor
3. return A.

12.5 Conclusions

In this chapter, we have shown through examples that the structural patterns coex-
isting in the same real-world complex network can be miscellaneous, overlapped
or nested, which collaboratively shape a heterogeneous hierarchical organization.
We have proposed an approach based on the concept of granular couplings and the
proposed granular blocking model to model and uncover such multiplex structure
patterns of networks. From the output of patterns, hierarchies and granular cou-
plings generated by our approach, one can analyze or even predict some dynamics of
networks, which are helpful for both theoretical studies and practical applications.

Moreover, based on the rationale behind this work, we suggest that the evolution
of a real-world network may be driven by the co-evolution of its structural patterns
and its underlying couplings. On one hand, statistically significant patterns would be
gradually highlighted and emergently shaped by the aggregations of homogeneous
individuals in terms of their couplings. On the other hand, individuals would adap-
tively adjust their respective couplings according to the currently evolved structural
patterns.
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Appendix

Proposition 1 For an indirected network, its feedforward-coupling matrix is equal
to its feedback-coupling matrix, i.e., we have: P = Q.

Proof pi j = P(i → j |y = k)
= ∑K

k=1 mik P(i → j |y = k)
= ∑K

k=1(
∑L

l=1 bil zlk)P(i → j |y = k)
= ∑L

l=1

∑K
k=1 bil zlkθk j

where i → j denote the event that node vi couples with v j , and y = k denote the
event that vi is labeled by cluster k; mik = 1 if vi is labeled by cluster k, otherwise
mik = 0. So we have:

P = BgZΘ.

qi j = P(i ��� j |y = k)
= ∑K

k=1 mik P(i ��� j |y = k)
= ∑K

k=1(
∑L

l=1 bil zlk)P(i ��� j |y = k)
= ∑L

l=1

∑K
k=1 bil zlkδk j

where i ��� j denote the event that node vi except to be coupled by v j . So we have:
Q = BgZΔ.

If A is symmetry, from the Eq.12.4 in the chapter, we have

θk j =
∑L

l=1

∑
bil �=0 ai jγlk

∑L
l=1

∑
bil �=0 γlk

=
∑L

l=1

∑
bil �=0 a jiγlk

∑L
l=1

∑
bil �=0 γlk

= δk j .

So we have P = Q. �

Proposition 2

L(N |X, Bg) =
L∑

l=1

∑

bil �=0

ln
K∑

k=1

Πn
j=1 f (θk j , ai j ) f (δk j , a ji )ωk (12.10)

where f (x, y) = x y(1 − x)1−y .

Proof Let v = i denote the event that a node with linkage structure < ai1, · · · , ain,
a1i , · · · , ani > will be observed in network N . Let y = k denote the event that the
cluster label assigned to a node is equal to k. Let i →ai j j denote the event that node
vi link to node v j or not depending on ai j . Let i ←a ji j denote the event that node
vi will be linked by node v j or not depending on a ji . We have:
L(N |X, Bg) = lnΠn

i=1P(v = i) = ∑n
i=1 ln P(v = i)

= ∑n
i=1 ln P((v = i) ∩ (∪K

k=1y = k))
= ∑n

i=1 ln
∑K

k=1 P(v = i, y = k)
= ∑n

i=1 ln
∑K

k=1(P(v = i |y = k)P(y = k))
= ∑n

i=1 ln
∑K

k=1(P(< ai1, · · · , ain, a1i , · · · , ani > |y = k)P(y = k))
= ∑n

i=1 ln
∑K

k=1(Π
n
j=1P(i →ai j j |y = k)P(i ←a ji j |y = k)P(y = k))

= ∑n
i=1 ln

∑K
k=1(Π

n
j=1(θ

ai j
k j (1 − θk j )

1−ai j )(δ
a ji

k j (1 − δk j )
1−a ji )ωk)
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= ∑n
i=1 ln

∑K
k=1(Π

n
j=1 f (θk j , ai j ) f (δk j , a ji )ωk)

= ∑L
l=1

∑
bil �=0 ln

∑K
k=1(Π

n
j=1 f (θk j , ai j ) f (δk j , a ji )ωk) �

Proposition 3

L(N , Z |X, Bg) =
L∑

l=1

∑

bil �=0

K∑

k=1

zlk(
n∑

j=1

(ln f (θk j , ai j )

+ ln f (δk j , a ji )) + lnωk) (12.11)

Proof Let y(i) denote the cluster label assigned to node i under the given partition
Z , we have:
L(N , Z |X, Bg)

= lnΠn
i=1P(v = i, y = y(i))

= ∑n
i=1 ln

∑K
k=1 mik P(v = i, y = k)

= ∑n
i=1 ln

∑K
k=1 mik P(v = i |y = k)P(y = k)

= ∑n
i=1

∑K
k=1 ln(P(v = i |y = k)P(y = k))mik

= ∑n
i=1

∑K
k=1 mik ln(P(v = i |y = k)P(y = k))

= ∑n
i=1

∑K
k=1 mik ln(Πn

j=1(θ
ai j
k j (1 − θ

1−ai j
k j )δ

a ji

k j (1 − δ
1−a ji

k j ))ωk

= ∑n
i=1

∑K
k=1 mik(

∑n
j=1(ln f (θk j , ai j ) + ln f (δk j , a ji )) + lnωk)

= ∑
bi1 �=0

∑K
k=1 z1k(

∑n
j=1(ln f (θk j , ai j ) + ln f (δk j , a ji )) + lnωk) + · · ·

+∑
biL �=0

∑K
k=1 zLk(

∑n
j=1(ln f (θk j , ai j ) + ln f (δk j , a ji )) + lnωk)

= ∑L
l=1

∑
bil �=0

∑K
k=1 zlk(

∑n
j=1(ln f (θk j , ai j ) + ln f (δk j , a ji )) + lnωk). �

Notice that, in the proofs of Propositions2–3, all probabilities such as P(y =
k|v = i) and P(y = k) are discussed under the conditions of X and Bg . To simplify
the equations, we omit them without losing correctness.

Proposition 4

γlk = 1
∑n

i=1 bil

∑

bil �=0

Πn
j=1 f (θk j , ai j ) f (δk j , a ji )ωk

∑K
k=1 Πn

j=1 f (θk j , ai j ) f (δk j , a ji )ωk

(12.12)

Proof let P(y = k|v = i) be the probability that node i belongs to cluster k given
X and Bg . We have:

γlk = P(y = k|b = l, X, Bg)

= ∑
bil �=0

1∑n
i=1 bil

P(y = k|v = i)

where 1∑n
i=1 bil

is the probability of selecting node i from block l.
According to the Bayesian theorem, we have:

P(y = k|v = i) = P(y=k)P(v=i |y=k)
∑K

k=1 P(y=k)P(v=i |y=k)
.

Based on the proof of Proposition1, we have:
P(y = k)P(v = i |y = k) = Πn

j=1 f (θk j , ai j ) f (δk j , a ji )ωk .
So, we have Eq.12.12. �
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As an approximate version of Eq.12.12, we have:

γlk = P(y = k|b = l) = P(y = k|v = i, bil �= 0)

= P(y = k)P(v = i, bil �= 0|y = k)
∑K

k=1 P(y = k)P(v = i, bil �= 0|y = k)

= ∃bil �=0Π
n
j=1 f (θk j , ai j ) f (δk j , a ji )ωk

∑K
k=1 ∃bil �=0Π

n
j=1 f (θk j , ai j ) f (δk j , a ji )ωk

(12.13)

where ∃bil �=0 denotes that randomly selecting a node from block l.
That is, instead of averaging all nodes in the block l, the real value of γlk can be

approximately estimated by a randomly selected node from block l.
Correspondingly, an approximate version of the log-likelihood of Eq.12.10 is

given by:

L(N |X, Bg) =
L∑

l=1

Nl(∃bil �=0 ln
K∑

k=1

Πn
j=1 f (θk j , ai j )

f (δk j , a ji )ωk) (12.14)

where Nl denotes the size of block l.
The time calculating Eqs. 12.12 and 12.10 will be bounded by O(n2K ). While,

the time calculating Eqs. 12.13 and 12.14 will be bounded by O(LnK ). This will be
much efficient for constructing the hierarchical organizations of networks.

Theorem 1 A local optimum of Eq.12.10 will be guaranteed by recursively calcu-
lating Eqs.12.4 and 12.5 in the chapter.

Proof From the Proposition1, we have:
L(N |X, Bg)

= ∑n
i=1 ln P(v = i |X, Bg)

= ∑n
i=1 ln

∑K
k=1 P(v = i, y = k|X, Bg)

= ∑n
i=1 ln

∑K
k=1 P(y = k|v = i, X (s), Bg)

P(v=i,y=k|X,Bg)

P(y=k|v=i,X (s),Bg)

(by Jensen’s inequality)
≥ ∑n

i=1

∑K
k=1 P(y = k|v = i, X (s), Bg) ln

P(v=i,y=k|X,Bg)

P(y=k|v=i,X (s),Bg)

≡ G(X, X (s)).
Furthermore, we have:

G(X (s), X (s))

= ∑n
i=1

∑K
k=1 P(y = k|v = i, X (s), Bg) ln

P(v=i,y=k|X (s),Bg)

P(y=k|v=i,X (s),Bg)

= ∑n
i=1

∑K
k=1 P(y = k|v = i, X (s), Bg) ln P(v = i |X (s), Bg)

= ∑n
i=1 ln P(v = i |X (s), Bg)

∑K
k=1 P(y = k|v = i, X (s), Bg)

= ∑n
i=1 ln P(v = i |X (s), Bg)
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= L(N |X (s), Bg).
Let P(y = k|b = l, X (s), Bg) = γ

(s)
ik , we have:

G(X, X (s))

= ∑L
l=1

∑
bil �=0

∑K
k=1 γ

(s)
lk ln P(v = i, y = k|X, Bg) − ∑L

l=1

∑
bil �=0

∑K
k=1 γ

(s)
ik ln

P(y = k|v = i, X (s), Bg).
So, we have:

argmaxG(X, X (s))

= argmax(
∑L

l=1

∑
bil �=0

∑K
k=1 γ

(s)
lk ln P(v = i, y = k|X, Bg)− ∑L

l=1

∑
bil �=0

∑K
k=1

γ
(s)
ik ln P(y = k|v = i, X (s), Bg))

= argmax(
∑L

l=1

∑
bil �=0

∑K
k=1(γ

(s)
ik ln P(v = i, y = k|X, Bg)))

= argmax E[L(N , Z (s)|X, Bg)]
= X (s+1).

Recall that, the Θ(s+1), Δ(s+1) and Ω(s+1) of X (s+1) can be computed in terms of
γ

(s)
lk by Eq.12.4 in the chapter. So, we have:

G(X (s+1), X (s)) ≥ G(X (s), X (s)) = L(N |X (s), Bg).
Recall that L(N |X, Bg) ≥ G(X, X (s)), we have:
L(N |X (s+1), Bg) ≥ G(X (s+1), X (s)) ≥ G(X (s), X (s)) = L(N |X (s), Bg).
That is to say, the X (s+1) obtained in the current iteration will be not worse than

X (s) obtained in last iteration. So, we have the theorem. �

Proposition 5 In terms of the parameter of X, Θ , Δ, Z and Ω , we have:

Φ = ΘBgZD
−1, Ψ = ΔBgZD

−1 (12.15)

where D = diag(nΩ).

Proof We have
φpq = ∑

i∈Cq

1
Nq

θpi

where i ∈ Cq denotes node i is in the cluster q with a size Nq , and 1
Nq

is the probability
of selecting node i from cluster q. Furthermore, we have:

φpq = 1
nωq

∑n
i=1 θpi (BgZ)iq .

Similarly, we have:
ψpq = 1

nωq

∑n
i=1 δpi (BgZ)iq .

So, we have
Φ = ΘBgZD−1, Ψ = ΔBgZD−1.

�

Proposition 6 Let Bgi denotes the blocking model on the i − th layer of the hierar-
chical organization of network N, we have:

P(X |N , Bg1 , · · · , Bgh ) ∝ P(N |X, Bgh )P(X)gh

Proof P(X |N , Bg1 , · · · , Bgh )

= P(X,N ,Bg1 ,··· ,Bgh )

P(N ,Bg1 ,··· ,Bgh )

∝ P(X, N , Bg1 , · · · , Bgh )
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= P(N |X, Bg1 , · · · , Bgh )P(X, Bg1 , · · · , Bgh )

= P(N |X, Bg1 , · · · , Bgh )P(X |Bg1 , · · · , Bgh )

P(Bgh |Bg1, · · · , Bgh−1) · · · P(Bg2 |Bg1)P(Bg1)

∝ P(N |X, Bg1 , · · · , Bgh )P(X |Bg1 , · · · , Bgh )

Since two nodes from the same block of Bgi−1 will also be in the same block of
Bgi , we have:

P(X |N , Bg1 , · · · , Bgh ) ∝ P(N |X, Bgh )P(X |Bgh ) = P(N |X, Bgh )P(X)gh �
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Chapter 13
Suitable Route Recommendation Inspired
by Cognition

Hui Wang, Jiajin Huang, Erzhong Zhou, Zhisheng Huang
and Ning Zhong

Abstract With the increasing popularity of mobile phones, large amounts of real
and reliable mobile phone data are being generated every day. These mobile phone
data represent the practical travel routes of users and imply the intelligence of them
in selecting a suitable route. Usually, an experienced user knows which route is
congested in a specified period of time but unblocked in another period of time.
Moreover, a route used frequently and recently by a user is usually the suitable one
to satisfy the user’s needs. ACT-R (Adaptive Control of Thought-Rational) is a com-
putational cognitive architecture, which provides a good framework to understand
the principles and mechanisms of information organization, retrieval and selection in
human memory. In this chapter, we employ ACT-R to model the process of selecting
a suitable route of users. We propose a cognition-inspired route recommendation
method to mine the intelligence of users in selecting a suitable route, evaluate the
suitability of the routes, and recommend an ordered list of routes for subscribers.
Experiments show that it is effective and feasible to recommend the suitable routes
inspired by cognition.

H. Wang · J. Huang · E. Zhou · Z. Huang
International WIC Institute, Beijing University of Technology, Beijing, China

J. Huang · E. Zhou
e-mail: hjj@emails.bjut.edu.cn

N. Zhong (B)
Beijing Advanced Innovation Center for Future Internet Technology, The International
WIC Institute, Beijing University of Technology, Beijing, China
e-mail: zhongn@bjut.edu.cn; zhong@maebashi-it.ac.jp

N. Zhong
Department of Life Science and Informatics, Maebashi Institute of Technology,
Maebashi, Japan

Z. Huang
Department of Computer Science, Vrije University of Amsterdam,
Amsterdam, The Netherlands
e-mail: z.huang@vu.nl; huang@cs.vu.nl; huang.zhisheng.nl@gmail.com

© Springer International Publishing Switzerland 2016
N. Zhong et al. (eds.), Wisdom Web of Things, Web Information
Systems Engineering and Internet Technologies Book Series,
DOI 10.1007/978-3-319-44198-6_13

303



304 H. Wang et al.

13.1 Introduction

Routing service is an important application in our daily life. Suitable routing can not
only benefit subscribers on their daily journeys but also improve the traffic condition
of the city. Although many routing services like Baidu and Google Maps have been
emerging, existing routing services generally search the routes between the origin
and destination, calculate the travel time of each route (usually based on the distance
and speed constraint), and recommend the routes ordered by time. In these routing
services, the real traffic condition is not often taken into account and the recom-
mended order of the routes is static. Another observation is that a route may heavily
be congested in the morning and evening but unblocked in other periods of time. We
can see that it is necessary to evaluate the routes according to the real traffic condition
and recommend them in a suitable order in different periods of time.

Nowadays, mobile phones are often used as ‘monitors’ of users’ travel routes
due to the fact that the users tend to carry mobile phones with them all days. And
with the increasing popularity of mobile phones, large amounts of real and reliable
mobile phone data are being generated every day. In the real world, an experienced
user knows which route is congested in a specified period of time but unblocked in
another period of time. And the user can select a suitable route according to his/her
experience and cognition in real traffic condition. These mobile phone data represent
the practical travel routes of users and imply the intelligence of them in selecting
a suitable route. Hence we can learn the intelligence from these mobile phone data
and evaluate the suitability of the routes for subscribers.

Adaptive control of thought-rational (ACT-R) is a computational cognitive archi-
tecture, which provides a good framework to understand the principles and mech-
anisms of information organization, retrieval and selection in human memory
[1, 2]. ACT-R deems that human memory is composed of many units of information
and each unit of information can be viewed as a chunk. ACT-R uses an activation
equation to model the process of information retrieval based on these chunks.

Inspired by ACT-R, we present an application of the activation equation in
ACT-R to mine the intelligence of users in selecting a suitable route and evalu-
ate the suitability of the routes for subscribers, which is based on the architecture of
three-level granularity of information organization by using a large number of real
mobile phone data.

In order to reach this goal, we need to face the following three challenges:

• In order to evaluate the suitability of the routes, we need to discover the routes
which users deem suitable. In general, a user’s mobile phone data between the
origin and destination of a trip can represent a suitable route for the user. However,
the mobile phone data of a user may contain many trips. The first challenge for us
is how to detect the origins and destinations exactly and extract the suitable routes
from the mobile phone data of a user.

• After detecting the origins and destinations from these mobile phone data, many
suitable routes will be extracted. As a route to be evaluated may be starting from
any origin and ending at any destination, there would be no extracted suitable
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route passing the route to be evaluated. In other words, we cannot directly match
the route to be evaluated with the extracted suitable routes. How to model these
extracted suitable routes that can tackle the problem above is another challenge
for us.

• After modeling these extracted suitable routes properly, any route to be evaluated
will be matched directly. Although ACT-R provides a good framework to under-
stand the process of information retrieval in humanmemory, how to employACT-R
correctly to simulate the process of selecting a suitable route in humanmemory still
is a big challenge, which concerns whether we can evaluate the routes accurately.

The remainder of this chapter is organized as follows: We give the preliminary to
our work and briefly review the related work in Sect. 13.2. Then the problem is stated
in Sect. 13.3. In Sect. 13.4, we describe the proposed method, in detail. The empirical
evaluation for performance study ismade in Sect. 13.5. Finally, we conclude ourwork
in Sect. 13.6.

13.2 Foundation and State of the Art

In this section, we give the foundation about mobile phone data obtained from the
GSM (Global Systems for Mobile Communications) network, and review the related
work.

13.2.1 Foundation

To begin with, we clarify the concepts of location area and cell briefly. In a GSM
network, the service coverage area is divided into smaller areas of hexagonal shape,
referred to as cells (as shown in Fig. 13.1). In each cell, a base station (namely, an
antenna) is installed. And within each cell, mobile phones can communicate with
a certain base station. In other words, a cell is served by a base station. A location
area consists of a set of cells that are grouped together to optimize signaling, which
is identified distinctively by a location area identifier (LAI) in the GSM network. A
cell is also identified uniquely by a cell identity (CI) in a location area. That is to
say, a cell in a GSM network is identified by a LAI and a CI. For convenience, we
use CID to indicate a cell uniquely in a GSM network instead of a LAI and a CI.
In urban areas, cells are close to each other and small in area whose diameter can
be down to one hundred meters, while in rural areas the diameter of a cell can reach
kilometers.

When a mobile phone corresponds with the GSM network, the signal sent by
the mobile phone contains the location information (in the form of a CID) of the
mobile phone. In order to provide service for mobile phones effectively, the location
informationwill be stored by theGSMnetwork. That themobile phone sends a signal
to the GSM network is triggered by one of the following events:
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Fig. 13.1 The concepts of location area and cell

• The mobile phone is switched on or switched off.
• The mobile phone receives or sends a short message.
• The mobile phone places or receives a call (both at the beginning and end of the
call).

• The mobile phone connects the Internet (for example, browsing the web).
• The mobile phone moves into a cell belonging to a new location area, which is
called Normal Location Updating.

• Themobile phoneduring a call is entering into a newcell,which is calledHandover.
• The timer set by the network comes to an endwhen there is no any event mentioned
above that happened to the mobile phone, which is called Periodical Location
Updating.

13.2.2 State of the Art

Mobile Phone Data Mining.
Many studies have been conducted on mobile phone data for urban computing.
Caceres and Calabrese exploited mobile phone data to acquire high-quality origin-
destination information for traffic planning and management respectively [3, 4].
Calabrese developed a real-time urban monitoring system to sense city dynamics
which range from traffic conditions to the movements of pedestrians throughout the
city, usingmobile phones [5]. Yingmined the similarity of users by using theirmobile
phone data [6]. Ying and Lu predicted the next location of the user withmobile phone
data respectively [7, 8]. Liu studied the annotation of mobile phone data with activity
purposes, which can be used to understand the travel behavior of users [9]. Our work
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aims to mine the intelligence of users in selecting a suitable route and recommend
the routes to subscribers, which is totally different from the work above.

Route Recommendation Systems.
In recent years, some researches have been performed for route recommendation
based on large amounts of trajectories. Yuan et al. developed a smart driving direction
system that analyzed the trajectories of GPS-equipped taxis [10]. The system aimed
to leverage the intelligence of experienced taxi drivers in choosing driving directions
and provide a subscriber with the fastest route. Wei presented a route inference
framework to construct the popular routes fromuncertain trajectories [11]. Explicitly,
given a location sequence, the route inference framework was able to construct the
top-k routes which sequentially passed through the locations within the specified
time span, by aggregating such uncertain trajectories in a mutual reinforcement way.
Chen investigated the problem of discovering the most popular route between two
locations by using a huge collection of historical truck trajectories generated byGPS-
enabled devices [12]. The discovery of the most popular route between two locations
is the most similar one to our work. However, we are also different in the following
aspects. (1) The data we use are mobile phone data which are totally different from
GPS trajectories. Themobile phone data are a sequence of cells, each of which covers
an area rather than being a GPS point. And the sampling frequencies between mobile
phone data and GPS trajectories are different. (2) Our aim is to evaluate a given route
rather than discover a popular route. (3) We use a cognition-inspired method which
is more consistent with the thinking pattern of human.

13.3 Problem Statement

In this section, we define some terms used in this chapter and give the representation
of our problem.

Definition 1 (Mobile PhoneRecord Set andMobile Phone Trajectory).Amobile
phone record set is a sequence of records R: r1 → r2, ...,→ rn , each of which ri (1 ≤
i ≤ n) contains a LAI(ri .LAI), a CI(ri .CI), a timestamp(ri .T), an event(ri .E), and
an antenna(ri .A) with the constraint (ri .T ≤ ri+1.T ∀1 ≤ i ≤ n − 1), representing
that an event ri .E happens in cell ri .CI belonging to location area ri .LAI at time ri .T
and the antenna ri .A (whose latitude and longitude can be obtained) is located in
cell ri .CI.

As shown in the left part of Fig. 13.2, r1, r2, …, r12 constitute a mobile phone
record set. We can connect these cells within ri (1 ≤ i ≤ 12) into a mobile phone
trajectory according to their time serials, as shown in the right part of Fig. 13.2.

Definition 2 (Stay Area). A stay area stands for a geographic region where a user
stayed over a certain time interval. A stay area carries a particular semanticmeaning,
such as a place we work/live in, a business district we walk around for shopping, or
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Fig. 13.2 The example of a mobile phone record and a mobile phone trajectory

a spot we wander in for sightseeing. Owing to the fact that the user cannot be located
accurately, a stay area can be regarded as a cell or a group of consecutive cells. The
detection of a stay area depends on two scale parameters, a time threshold θt repre-
senting the minimum stay time interval, and a distance threshold θd representing the
maximum distance between any two antennas in the stay area. Given a mobile phone
record set R: r1 → r2, ...,→ rn , if there exists a sub-sequence R′: ri ′ → ri ′+1, ...,→ r j ′ ,
where r j ′ .T − ri ′ .T ≥ θt and ∀i ′ ≤ i ≤ j ≤ j ′, Distance(ri .C I D, r j .C I D) ≤ θd , a
stay area can be defined as s={ri ′ .CID, ri ′+1.CID, ..., r j ′ .CID}. The function Dis-
tance(ri .CID, r j .CID) indicates the Euclidean distance between the antenna ri .A
and the antenna r j .A.

Definition 3 (LandmarkCell). If a cell is traversed frequently by users, we call this
cell a landmark cell. Generally speaking, the more frequently the place is traversed,
the more important the place is. In the real route planning, we often use a sequence of
important places to represent our routes (e.g., from Beijing University of Technology
to Dawanglu Station to The Imperial Palace). In order to match with the natural
thinking pattern of human, we can represent a route with a sequence of landmark
cells which are some important places.

Definition 4 (Suitable Route). Given a user’s mobile phone record set R: r1 → r2,
...,→ rn , if there exists a sub-sequence R′: ri ′ → ri ′+1, ...,→ r j ′ ,which can represent
a trip of the user completely (namely, the sub-sequence R′ starts from the origin
of the trip and ends at the destination of the trip), we call this sub-sequence R′ a
suitable route. To avoid ambiguity, we use Rs : r s1 → r s2 , ..., → r sm (m = j ′ − i ′ + 1)
to indicate the suitable route.

Definition 5 (Transition). Given a set of suitable routes, two cells u, v, we say euv

is a transition (or a edge) if it holds the two following conditions: (1) Cell u and cell
v are two landmark cells. (2) There exists a sub-sequence Rs′: r si ′ → r si ′+1, ..., → r sj ′ ,
cell r si ′ .CID and cell r sj ′ .CID are two landmark cells and ∀i ′ < k < j ′, cell r sk .CID
is not a landmark cell.
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Definition 6 (Transition Network). A transition network G = (V,E) is a directed
graph that consists of a set of landmark cells V and a set of transitions E.

Problem Representation. With the definitions above, the main problem we are
addressing in this chapter is formulated as follow: Given some routes queried by a
subscriber and represented as a set of cell sequences, our goal is to develop a system to
evaluate the suitability of the queried routes. In other words, wemine the intelligence
of users in selecting a suitable route from their mobile phone data and employ the
intelligence to evaluate the suitability of the queried routes for a subscriber.

13.4 Proposed Method

In this section, we describe our system design and discuss three important issues in
the process of evaluating the routes inspired by cognition: detection of the stay areas,
construction of the transition network, and route evaluation inspired by cognition.

13.4.1 System Framework

Figure13.3 gives an overview of our system, which realizes a data cycle in the
physical world, the cyber world, and the social world [13].

Mobile phones are used to probe the traffic behavior of users in the physical
world, which will generate large amounts of mobile phone data. In the cyber world, a

Fig. 13.3 Architecture of our system
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cognition-inspired route evaluation method is implemented to mine the intelligence
of users in selecting a suitable route from these mobile phone data. The system
provides route evaluation service to the subscribers and the subscribers can share
their experiences of the real traffic condition in the social world. In turn, the sub-
scribers/users travel again in the physical world.

In the cyber world, our system consists of an information organization module,
an offline computation module and an online computation module.

Information Organization: This module aims to organize our information using
the principles and mechanisms of information organization in human memory.

Asmentioned in Sect. 13.1, humanmemory is composed ofmany chunks and each
chunk can be viewed as a granule. In other words, we can decompose the information
in human memory into many granules. Moreover, granules can be grouped into
multiple levels to form a hierarchical granular structure. The theory above inspires
us to employ a conceptual architecture of three-level of granularity to represent our
information organization: the data level, the information level, and the knowledge
level. The data level is used to store the original data (e.g., the mobile phone data).
The information level is used to store the information (e.g., the transition networkG)
summarized from the data level. The knowledge level is used to store the usedmodels
(e.g., the route evaluation method). The information of each level is decomposed into
many granules.

It is convenient to switch among the three levels according to different needs,
which is based on the architecture of three-level granularity for information organi-
zation.

Offline Computation: The offline computation module aims to prepare the
needed information for the module of information organization and lighten the bur-
den on online computation. Firstly, we detect the stay areas from a user’s mobile
phone data set. Generally speaking, a stay area indicates the origin or destination of
a trip. The detection of the stay areas is to handle the first challenge. Secondly, we
segment a user’s mobile phone data set into some sub-sequences by the stay areas
and deem each sub-sequence a suitable route. In other words, the suitable routes
will be abstracted in this step. Then we detect the landmark cells from these suitable
routes and segment these suitable routes into many transitions by these landmark
cells. Based on these landmark cells and these transitions, we can construct a tran-
sition network. The construction of the transition network aims to tackle the second
challenge. Finally, we propose a route evaluation method inspired by cognition to
model the process of users in selecting a suitable route, which deals with the third
challenge.

Online Computation: This module describes the procedure of evaluating the
queried routes online. When a subscriber submits some routes (represented as a set
of cell sequences) to our system, the following steps will be carried out. Firstly, the
routes will be segmented into some transitions by the landmark cells. Secondly, the
cognition-inspired evaluationmethodwill be invoked from themodule of information
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organization and make some evaluations to these routes represented by these tran-
sitions. Finally, the routes ordered by the evaluation method will be returned to the
subscriber.

In the process of evaluating the routes, detection of the stay area concerns whether
suitable routes can be extracted exactly, construction of the transition network con-
cerns whether any queried route can be matched directly, and cognition-inspired
evaluation method concerns whether routes can be evaluated accurately. We will pay
more attention to these three important issues in this chapter.

13.4.2 Detection of the Stay Areas

As mentioned earlier, the stay area plays an important role in understanding the
traffic routes of a user. The general method for detecting the stay areas is made up of
two steps: (1) Deriving the stay time interval in a cell by calculating the difference
between the times of the first event and the last event in this cell. (2) Setting a time
threshold and judging a cell as a stay area when the stay time interval in this cell is
greater than the time threshold.

However, it is complicated in the real physical world and the general method
cannot deal with the two following situations effectively.

One is that the user is located in the overlapped signal coverage area of several
adjacent antennas, where the signal drift may exist (namely the user can be served
by any of these adjacent antennas according to their signal quality). As depicted in
the right part of Fig. 13.2, the user may be located in the intersection of cell 303, cell
304 and be static. Although the user is static, the corresponding mobile phone record
set may be generated as depicted in the left part of Fig. 13.2 ranging from r9 to r12,
which means the user is moving.

The other situation is that the user may be wandering in a business district or a
spot, where several antennas may be situated. As shown in the right part of Fig. 13.2,
cell 102, cell 103, and cell 202 may be situated in a business district and the user is
randomly wandering among them for shopping. The mobile phone record set may
be generated as shown in the left part of Fig. 13.2 ranging from r2 to r6.

Assuming that we take the general method to deal with these two situations, the
stay interval time in cell 102, cell 103, cell 202, cell 303, and cell 304 will be 10min,
0, 10min, 0, and 0 respectively. Then we set the time threshold as 30min and no cell
will be judged as a stay area. In fact, the user is staying 30min in the intersection of
cell 303 and cell 304 or the user is wandering 30min among cell 102, cell 103, and
cell 202.

Algorithm 3 shows the procedure of detecting the stay areas for the general and
particular situations.
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Algorithm 3 StayAreaDetection(R, θt , θd )
Require:

A mobile phone record set R: r1 → r2, ..., → rn , a time interval threshold θt and a distance
threshold θd

Ensure:
A set of stay areas S={s}

1: i ′=1, j ′=i ′;
2: while (i ′ < n − 1) and ( j ′ < n) do
3: k=i ′;
4: while k ≤ j ′ do
5: if Distance(rk .C I D, r j ′+1.C I D)>θd then
6: break;
7: end if
8: k++;
9: end while
10: if k > j ′ then
11: j ′++;
12: else
13: �t=r j ′ .T -ri ′ .T ;
14: if �t > θt then
15: s ← {ri ′ .C I D, ri ′+1.C I D, ..., r j ′ .C I D};
16: S.Insert(s);
17: i ′= j ′+1;
18: else
19: i ′=k+1;
20: end if
21: j ′=i ′;
22: end if
23: end while
24: return S;

In Algorithm 3, the input data are a mobile phone record set of a user, a time
interval, and a distance threshold. The output data are a set of stay areas of the user.
The variables i ′ and j ′ in line 1 indicate that there exists a sub-sequence R′: ri ′ → ri ′+1,
..., → r j ′ satisfying the constraint ∀i ′ ≤ i ≤ j ≤ j ′, Distance(ri .C I D, r j .C I D) ≤
θd . Lines 4–9 checks whether the distance constraint between cell rk .CID and cell
r j ′+1.CID is also satisfied. If the distance constraint is not be satisfied and the time
interval between r j ′ .T and ri ′ .T is greater than the time threshold, these cells contained
in the sub-sequence r ′ are judged as a stay area s and are inserted into the set S (lines
13–16). Themain idea of this algorithm is to try and detect the stay area continuously
and the time complexity of this algorithm is O(n2).
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13.4.3 Construction of the Transition Network

After stay areas are detected, these stay areas can be used to segment a user’s mobile
phone data set into many suitable routes. From these suitable routes of all users,
some landmark cells can be detected. Furthermore, these suitable routes can be seg-
mented into many transitions. These landmark cells and these transitions constitute
a transition network. In order to evaluate the suitability of a route, the suitability of
these transitions in the transition network need to be evaluated first.

As traffic condition is changing all day, a route may be suitable in a period of
time but congested in another period of time. For reflecting this feature, a two-level
granularity of suitability measurement for these transitions is constructed, namely
the base-suitability (BS) level and the context-suitability (CS) level. According to
the idea that granulation involves “decomposition of whole into parts”, a day can be
segmented into a set of consecutive periods of time [14]. The suitability of a transition
in a day and in a period of time is deemed to be a coarse granule and a fine granule
respectively. The BS level indicates the suitability of each transition in a day while
the CS level indicates the suitability of each transition in each period of time.

The suitability of a transition euv in the BS level can be evaluated by

∮

1
(euv) = euv.support

∑
x eux .support

(13.1)

where u and v are two landmark cells, eux is a transition which starts from the
landmark cell u and ends in the landmark cell x, euv.support is the total traverse
frequency of the transition euv in a day, and eux .support is the total traverse frequency
of the transition eux in a day.

Equation (13.1) focuses on the condition that these transitions from the sameorigin
are all related to the destination of a trip. However, this condition often doesn’t exist
in the real physical world. As shown in Fig. 13.4, cell 101, cell 202, cell 203, cell 302
and cell 303 are all landmark cells. A user starts fromcell 202 and ends in cell 303. For
computing the suitability of the transition e(202)(302), all adjacent transitions that start
from cell 202 need to be enumerated according to Eq. (13.1). In fact, the transition
e(202)(101) is not related to the destination (cell 303). In this condition, Eq. (13.2) is
used to reflect whether the transition is correlative to the destination (cell d).

correlate(euv, d) =
{
1, i f Distance(u, d) > Distance(v, d)

0, i f Distance(u, d) ≤ Distance(v, d)
(13.2)
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Fig. 13.4 The example of a transition network

Based on Eq. (13.2), the suitability of a transition euv in the BS level can be
evaluated by

∮

2
(euv) = euv.support

∑
x correlate(eux , d) eux .support

(13.3)

In the CS level, Eq. (13.3) can be changed into Eq. (13.4) to evaluate the suitability
of a transition euv .

∮

3
(euv) = euv.support p

∑
x correlate(eux , d) eux .support p

(13.4)

where euv.support p is the traverse frequency of the transition euv in any period of
time p, and eux .support is the traverse frequency of the transition eux in any period
of time p.

According to the suitability measurements above for these transitions in the tran-
sition network, the procedure of constructing the transition network is depicted in
Algorithm 4. In Algorithm 4, the input data are a set of suitable routes, the number
of the landmark cells, and a set of periods of time. The number of the landmark
cells can be set according to the real traffic condition. Firstly, each cell’s traverse
frequency from all suitable routes is calculated (lines 1–5). Secondly, the top l cells
are selected as landmark cells (line 6). Furthermore, the traverse frequency of each
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transition euv.support p in any period of time p and the total traverse time of each
transition euv.totalT p in any period of time p are computed (lines 7–27). And the
total traverse frequency of each transition euv.support in a day is also computed
(lines 7–27). Finally, the average traverse time of each transition euv.averageT p in
any period of time p is calculated (lines 28–32). And the time complexity of this
algorithm is O(n2).

Algorithm 4 TansitionNetworkConstruction(�, l, P)
Require:

A set of suitable routes �={Rs}, the number of the landmark cells l, a set of periods of time
P={p}

Ensure:
The transition network G.

1: for each Rs ∈ � do
2: for each rsk in Rs do
3: Count[rsk .C I D]++; //rsk .C I D is counted only once in Count[]
4: end for
5: end for
6: select top l cells from Count[] as a set of landmark cells V
7: for each Rs ∈ � do
8: k=1, m=|Rs |; //u and v are not two landmark cells initially.
9: while k < m do
10: if rsk .C I D is a landmark cell then
11: if u is a landmark cell then
12: v=rsk .C I D;
13: j=k;
14: compute the period of time p which rsi .T is belonging to;
15: if euv /∈ E then
16: E.Insert(euv);
17: end if
18: euv.support p++;
19: euv.totalT p+ = rsj .T − rsi .T ;
20: euv.support++;
21: end if
22: u=rsk .C I D;
23: i=k;
24: end if
25: k++;
26: end while
27: end for
28: for each p in P do
29: for each euv ∈ E do
30: euv.averageT p = euv.totalT p ÷ euv.support p;
31: end for
32: end for
33: G ← (V, E)

34: return G;



316 H. Wang et al.

13.4.4 Route Evaluation Inspired by Cognition

After constructing the transition network, a method inspired by ACT-R can be used
to evaluate a route. ACT-R uses the rational analysis methodology to represent the
process of information retrieval in human memory. The process assumes that, selec-
tions are often made once they are good enough instead of searching for the optimal
one. In order to represent the procedure of information retrieval above, a spreading
activation model in ACT-R is implemented. Spreading activation model uses chunks
to represent information. In a common formula of the spreading activation model,
the activation of a chunk is a sum of a base-level activation, reflecting its general
usefulness in the past, and an associative activation, reflecting its relevance to the
current context. The activation Ai of a chunk i is defined as

Ai = Bi +
∑

j

W j S ji (13.5)

where Bi is the base-level activation of the chunk i, the Wj s reflect the attentional
weighting of the elements that are part of the current goal, and the Sji s are the
strengths of association from the elements j to chunk i.

ACT-R also considers that the frequently and recently used selections in human
memory are often good enough to satisfy the needs of human. As we know, the
route used frequently and recently is often the suitable one in our real life, which
is consistent with the process of information retrieval in human memory. From this
point of view, ACT-R provides a good model to understand the intelligence of users
in selecting a suitable route and we can employ ACT-R to model the process of
retrieving a suitable route in human memory.

In our study, a transition is regarded as a chunk. The base-level activation of a
transition (chunk) euv can be indicated by

∮
2(euv). And the associative activation

of the transition euv can be indicated by
∮
3(euv), which represents the associative

context (namely, the suitability of the transition in the period of time p).
As a route consists of some transitions, we can see a route as chunks. The retrieval

of a route can be seen as the retrieval of chunks in human memory. The base level
activation Bi of a route (chunks) i can be defined as follow:

Bi = 1

ni

∑ ∮

2
(euv) (13.6)

where ni is the total number of the transitions contained in the route i and
∑

indicates
the sum of the suitability of each transition euv contained in the route i.

The activation Ai of a route (chunks) i can be represented by

Ai = 1

ni

∑∮

2
(euv) + 1

ni

∑

j

W j

∮

3
(euv) (13.7)

Meanwhile, we set Wj as 1.
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The period of time p which each transition euv belongs to can be obtained due to
the following two aspects: (1) When a subscriber submits a route to be evaluated, the
subscriber must submit a start time. (2) In Algorithm 4, we can estimate the needed
traverse time of each transition in different periods of time.

According to our real experience, the more transitions a route contains, the more
intersections the route contains. If a route contains more intersections, it may be not
suitable to the subscriber. A penalty can be set if a route contains more intersections
and we modify Ai by

A′
i = na

ni
Ai (13.8)

where na is the average number of the transitions in route i.
After completing these steps above, we can compute an activation Ai for the

route i. According to the ACT-R, the higher the activation Ai is, the more easily the
route (chunks) is retrieved. We can order the queried routes by their activation and
recommend them to the subscriber.

As
∮
2(euv) and

∮
3(euv) are employed to measure the suitability of each transition

in the BS level and in the CS level respectively, the use of the activation equation in
ACT-R can be seen as a combination between the granules of the BS level and the
CS level.

As mentioned in Sect. 13.1, a chunk in ACT-R could be a granule. Because a
route is made up of many chunks (transitions) and the activation equation in ACT-R
is based on these chunks, the application of the activation equation in evaluating the
suitability of a route is a process that makes use of granules.

13.5 Experiments

In this section, we conduct a series of experiments to evaluate the performance for the
proposed cognition-inspired route evaluation method, using the real mobile phone
data. We present the representation for the experimental data and introduce the eval-
uation methodology. We also give our experimental results followed by discussions.
All the experiments are implemented in Java on an Intel Core Quad CPU Q9550
2.83GHz machine with 4GB of memory running Windows 7.

13.5.1 Dataset

The dataset is a mobile phone data set which recorded the mobile phone trajectories
of about 100,000 users from7September, 2010 to 13 September, 2010 inBeijing. The
data are shown in the left part of Fig. 13.2 and all the phone numbers are anonymous
for protecting the privacy of users. As there exist are missing data in the dataset,
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we must preprocess the data. In addition, the dataset contains some mobile phone
trajectories of taxies. The mobile phone trajectories of the taxies must be deleted
from the dataset owing to the fact that the taxies are moving always and we cannot
get their origin-destinations precisely. The rules of preprocessing data are as follows:

• If the distance between any two consecutive antennas in a mobile phone data set
is more than a threshold, this mobile phone data set will be segmented into two
mobile phone data sets from these two antennas.

• If the number of different antennas contained in a mobile phone data set of a user
for a whole day is less than a threshold, we delete this mobile phone data set from
the dataset. Otherwise, we consider this user an experienced user and use this
user’s mobile phone data set.

• If the number of different antennas contained in a mobile phone data set of a user
for a whole day is more than a threshold, we think that this mobile phone data set
comes from a taxi and delete it from the dataset.

13.5.2 Evaluation Methodology

Existing route recommendation systems generally provide some fast routes for sub-
scribers, which consists of two main stages: (1) When a subscriber submits his/her
origin and destination to the route recommendation systems, the systems search
some routes which connect the origin and destination. (2) The route recommenda-
tion systems estimate the travel time on each route and order the routes by time, then
recommend them to the subscriber. As our route evaluation system mainly focuses
on evaluating whether the routes are suitable to the subscribers, we can employ the
routes provided by other route recommendation systems and evaluate them by the
proposed method.

In order to evaluate our method, there are three issues needed to be solved.
Ground Truth: We invited 9 subjects who often traveled in Beijing to take part

in our experiments and used Baidu Map service as the basic route recommendation
system for providing the routes between the origins and destinations. Firstly, each
subject submitted his/her origin and destination to the route recommendation system
and obtained some routes (each subject may do this many times). Secondly, each sub-
ject evaluated every recommended route with the criterion (as shown in Table13.1)
according to their real experiences. Finally, we aggregated all subjects’ ratings as
our ground truth.

Baseline and Methods: As many recommendation systems often recommend
the most popular things to subscribers, we can use this idea in our experiments [15].
Equation (13.6) reflects the travel frequency of a route, which can be used as our
baseline (calledM0 for short). And we use Eq. (13.7) as our original method (called
M1 for short) and Eq. (13.8) as our improved method (called M2 for short).
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Table 13.1 Rating criteria
for routes

Ratings Explanations

4 In this period of time, I would like to use this
route preferentially

3 In this period of time, I would like to use this
route

2 In this period of time, I would use this route if I
have no other alternatives

1 In this period of time, I would not use this
route if I have no other alternatives

Evaluation Criterion: As our evaluation system is based on ordering the routes,
we employ the normalized discounted cumulative gain (nDCG) to measure the list of
ordered routes [16]. nDCG is commonly used in information retrieval to measure the
search engine’s performance. A higher nDCG value to a list of search results means
that the highly relevant items have appeared earlier (with higher scores) in the result
list. For each list of ordered routes by our method, we can obtain a score list where
scores are provided by ground truth. Such a list is called relevance vector, denoted
as G (e.g., G=〈4, 1, 2, 2, 2〉). The discounted cumulative gain of G is computed as
follows (in our experiments, b=2):

DCG[i] =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

G[i], i f i = 1

DCG[i − 1] + G[i], i f i < b

DCG[i − 1] + G[i]
logb i

, i f i ≥ b

(13.9)

In particular, nDCG[i] or referred as nDCG@i, measures the relevance of top i
results as shown in the following equation:

nDCG[i] = DCG[i]
I DCG[i] (13.10)

where IDCG[i] is the DCG[i] value of ideal ordered list.

13.5.3 Experimental Results and Discussions

Figure13.5 presents nDCG@3 and nDCG@5 of the original method, the improved
method and the baseline changing over the time threshold θt defined in Algorithm 3.
In Fig. 13.5, let the distance threshold θd in Algorithm 3 be 700 meters.

Figure13.6presents nDCG@3andnDCG@5of theoriginalmethod, the improved
method and the baseline changing over the distance θd defined in Algorithm 3. In
Fig. 13.6, let the time interval threshold θt in Algorithm 3 be 40min.
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Fig. 13.5 nDCG@3 and nDCG@5 changing over the time interval threshold

Fig. 13.6 nDCG@3 and nDCG@5 changing over the distance threshold

Figures13.5 and 13.6 also present that the original method and the improved
method show clear advantages over the baseline. In other words, the method inspired
by cognition is effective in tackling the real problems. The reason is that the activation
equation not only takes into account the suitability of a route in the general condition
but also consider the associative context (namely, the real traffic condition in different
periods of time). In addition, the experimental results present that the performance
of the improved method is better than the original method. That is to say, the fewer
transitions the route contains, the more suitable the route is.

In Figs. 13.5 and 13.6, we also observe that in the beginning the performance of
these three methods is improved as the parameters θt and θd increase respectively.
When the parameters θt and θd increase to some certain values, the performance
of these three methods reaches their summits. Then, the performance of these three
methods declines as the parameters θt and θd continue increasing. These observations
indicate that the performance of these methods depends on the parameters θt and θd ,
which are employed to detect the stay areas of a user. These observations can be
explained as follows: (1) As a route between the origin and destination is a suitable
one for a trip and a stay area is generally the origin or destination for a trip, the
stay areas of a user are used to abstract these suitable routes from the mobile phone
data of the user. (2) The abstractions of the landmark cells and the transitions are
based on these suitable routes of all users while the transition network is made up
of these landmark cells and these transitions. Hence, the detection of a stay area
plays an important role in evaluating the suitability of a route exactly. However, the
parameters θt and θd are related to the distribution of the antennas in a city. In order
to detect the stay areas exactly, we need to try different values for the parameters θt
and θd repeatedly according to the mobile reality dataset in a city.
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13.6 Conclusions

Mobile phone data of users imply their experiences in selecting a suitable route. In
this chapter, we propose a cognition-inspired route recommendation method to mine
the intelligence of experienced users in selecting a suitable route, using the mobile
reality dataset in Beijing. The major contributions of this chapter are as follows:

• We proposed a new stay area detection method, which can deal with what the
general methods cannot tackle.

• We constructed a transition network which allows for a route from any origin and
any destination to be evaluated, and defined a function to measure the suitability
of a transition.

• We proposed a cognition-inspired evaluation method, which is more consistent to
the thinking pattern of human.

Experimental results show that the proposed method is feasible and effective.
However, the representation of data, information and knowledge in the proposed
architecture of three-level granularity for information organization is not discussed
deeply, which is a challenge for us. Semantic technology uses Resource Description
Framework to integrate and represent multi-source data, which provides a good way
for tackling the challenge above [17]. In addition, the selection of a route may be
related to the preferences of subscribers, which are also not taken into account.
Hence, based on semantic technology, we intend to provide more personalized route
evaluation services for subscribers by using the cognition-inspired methods in the
future.
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Chapter 14
A Monitoring System for the Safety
of Building Structure Based on W2T
Methodology

Haiyuan Wang, Zhisheng Huang, Ning Zhong, Jiajin Huang,
Yuzhong Han and Feng Zhang

Abstract With the development of the Internet of things, monitoring systems for the
safety of building structure (SBS) provide people with the important data about the
main supporting points in the buildings. More and more data give the engineers an
overload work problem, which can be solved by a systematic method making these
monitoring systems more reliable, efficient and intelligent. Under the framework of
the Wisdom Web of Things (W2T), we design a monitoring system for the SBS, by
using the semantic technology. This system establishes a data cycle among the phys-
ical world (buildings), the social world (humans) and the cyber world (computers),
and provides various services in the monitoring process to alleviate the engineers’
workload. In this system, the sensors which are connected via cable or wireless way,
are used to monitor the different parameters of building structure. The semantic data
can be obtained and represented by RDF to describe the meanings of sensor data,
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and can provide the application background for users. LarKC, a platform for scalable
semantic data processing, is used for semantic querying about the data. Based on this
uniform representation of data and semantic processing, intelligent services can be
provided by the effective data analysis. This provides the possibility to integrate all
of the monitoring systems for the safety of building structure in urban computing.

14.1 Introduction

With the development of information technology, Internet can be accessed almost
anywhere through Ethernet, Wi-Fi, GPRS, or 3G. It becomes more and more con-
venient for the embedded devices to access the internet, and some new application
technologies and new services are emerging based on the internet of things (IoT).
The Wisdom Web of Things (W2T) is an extension of the Wisdom Web in the IoT
age. The “Wisdom” means that each of things in the Web of things can be aware of
both itself and others to provide the right service for the right object at a right time
and context [1, 2]. Under the W2T framework, a monitoring system for the safety
of building structure (SBS) is developed, which contains a variety of techniques and
knowledge, such as sensor technology, semantic technology, communications tech-
nology, signal analysis and processing, structural mechanics and building materials.
The monitoring system aims to find the potential danger timely and fix its position
accurately, when the potential danger is about to happen. So the assessment of the
SBS and the calculation of the broken structure lifetime can be done, according to
the data collected by this monitoring system. This is important to make the build-
ing maintenance plan, improve the efficiency of maintenance, and avoid structural
accident. Meanwhile, many experience and knowledge about the SBS can be formed
based on the analysis of these data.

14.2 Semantic Sensor Web and LarKC Platform

W2T is not a simple combination of humans, things and computers. It contains a data
cycle. The basic data of things are collected by sensors. All the data are transmitted
through the internet and stored in the server of data center. In the data server, the data
analysis is done by the professionals, and intelligent services can be provided to those
people who focus on the data collected from the sensors. People can perform some
operations that influence the things such as reinforcing structure, and the results will
be reflected in the data server again. Then the data cycle is formed, and the physical
world (things) and the social world (people) are connected [3].

When the data of things explodes, the data expression and the data management
become problems, and it is needed to integrate these big heterogeneous data by using
an effective way. Semantic Web is a solution to these problems, so Semantic Sensor
Web (SSW) comes out, in which sensor data is annotated with semantic metadata
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to increase interoperability as well as provide contextual information essential for
situational knowledge [4, 5]. The SSW can be considered as a sub web of W2T,
which can analyzes the semantic data from sensors using semantic tools. Through
semantic model of things, the meaning of the data and the relation among the data
are obvious.

The scalable semantic data from SSW can be retrieved and reasoned by the Large
Knowledge Collider (LarKC) platform. LarKC (Large Knowledge Collider) is a
semantic platform for scalable semantic data processing and reasoning.1 LarKC was
developed by the European Unions Seventh Framework Program, aiming to remove
the scalability barriers of currently existing reasoning systems for the SemanticWeb.
The main features of the LarKC platform are:

• Configurability: LarKC provides a flexible and modular environment where users
and developers are able to build their own workflows and plug-ins respectively in
an easy and straightforward manner. This platform has a pluggable architecture in
which it is possible to exploit techniques and heuristics from diverse areas such as
databases, machine learning, cognitive science, Semantic Web, and others [6].

• Scalability: In LarKC, massive, distributed and necessarily incomplete reasoning
is performed over web-scale knowledge sources. Massive inference is achieved by
distributing problems across heterogeneous computing resources and coordinated
by the LarKC platform [7].

• Parallelism: LarKC supports for parallel reasoning and processing by using cloud
computing and cluster computing techniques, and is engineered to be ultimately
scalable to very large distributed computational resources [8].

With the urbanization development, many landmark buildings have been designed
and built, which have novel appearance, unique structure. Newbuilding technologies,
new building materials are also used in them. The traditional way of ensuring the
SBS is making the testing schedule executed by man. According to the testing result,
the maintenance and repairment can be arranged. However, the testing done by man
will cause some problems: (1) because of different personnel experience between
engineers, the differences exist in testing results; (2) continuous testing data cannot
be obtained, and real-time warning cannot be realized; (3) the cost of manpower will
grow higher as time goes by. The monitoring system within the frame of W2T is
suitable for big data and long-time testing, and it also has advantages in sensor and
data management, and can ensure the SBS timely.

14.3 Prototype Monitoring System for SBS

14.3.1 System Composition

The monitoring system architecture for the SBS under the W2T framework [9] is
shown in Fig. 14.1. The physical world is the world that surrounds us and should be

1https://gate.ac.uk/projects/larkc/.

https://gate.ac.uk/projects/larkc/
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Fig. 14.1 System composition of the monitoring system

sensed. The social world is the world that humans act and think. The cyber world
is the world in computers, and it is a bridge between the other two worlds. More
specifically, in the cyber world the services can be derived from the data collected
by the sensors in the physical world and the knowledge created by the humans in the
social world. The humans can act and affect the building according to these services,
so the social world, the physical world and the cyber world are connected together
through data, service and action, and the effective data cycle is formed.

14.3.2 The Physical World

Within the scope of a building, the monitoring system we developed is mainly com-
posed of three parts: (1) data server in monitoring center; (2) sensors in monitoring



14 A Monitoring System for the Safety of Building Structure … 327

Fig. 14.2 Data acquisition
instrument with four
channels

points; (3) data acquisition instruments (DAIs). The DAIs are the keys that make
these sensors in this system work harmonically.

These DAIs must have the following characteristics: (1) access the internet via a
wired or wireless way; (2) accept commands from data server to start or stop data
acquisition; (3) convert sensor data format to standard format [10]. In the area with
network cables, a wired transmission can be chosen, but in some special points of the
structure, where have no proper condition for laying cables, Wi-Fi is used to connect
the DAIs and the data server [11]. The wireless DAI is shown in Fig. 14.2.

Sensors are used for measuring the parameters that can reflect the change of
building structure. Generally, there are two types of sensor output signal: analog and
digital, so the DAI can convert different signal format into standard format.

The building structure is a complex mechanical structure which is influenced by
various loads and a variety of materials together, so its mechanical features cannot
be reflected by only one type sensor. Different parameters need to be measured by
different sensors, Fig. 14.3 shows the sensors often used in building monitoring (A:
accelerometer B: inclinometer C: thermohygrometer D: vibratingwire strain sensor).
The environment where sensors are installed is harsh, and the change of parameters
about the building structure is tiny. So the sensor used for buildingmonitoring should
have the following characteristics: high sensitivity, convenient installation, lowpower
consumption, and high reliability [12, 13].

14.3.3 The Cyber World

The cyber world not only plays a role in controlling the data sampling according to
the monitoring plan, but also under the W2T framework it is a key part to form the
data cycle, which contains a variety of techniques and knowledge. Semantic Web
uses RDF to represent sensor data that can be shared and reused across the disparate
information systems, and RDF has been widely acknowledged in many domains,
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Fig. 14.3 Sensors often used in Monitoring System for the SBS

e.g. life science, information integration. The World Wide Web Consortium (W3C)
has formulated a series of standards about semantic data description language (such
as RDF and OWL) [14]. The semantic description and the query language provide
common basis for a unified data description format, for the interoperability of data.
It is not possible to provide intelligent services without the support of corresponding
background knowledge. According to the characteristics of the building structure
monitored, the mathematical model is established. The weak points of the building
where sensors are placed are found out, and the threshold value of each point is
calculated and is bound up with the corresponding sensor.

The software block diagramof data server is shown as Fig. 14.4,which is consisted
of the following parts: LarKC platform, jetty web server and tcp server. The LarKC
provides the wanted results by using Sparql semantic query. The Sparql proposed
by RDF Data Access Working Group in 2004, has become a W3C recommendation.
Sparql query language can be used to get information fromRDF. It provides facilities
to extract information in the form of URIs, blank nodes, plain and typed literals, to
construct new RDF based on information in the queried graphs [12].

Semantic rules are created according to the relationship and the threshold value
of each measuring point. After loading the semantic data, the LarKC can response
the request submitted by Jetty. Jetty submits the Sparql statements, which are formed
according to the user’s query, to LarKC platform.When the results are returned from
the LarKC, Jetty displays these results in user’s web page. The DAIs will connect the
data server automatically, according to its internal settings of target IP. Tcp server
will establish a socket connection for each DAI, and save the sensor data from the
DAIs.
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Fig. 14.4 Software block
diagram of data server

Users can access the monitoring center server using a web browser, and Jetty
provides web services, such as the sensor data tables, the status of SBS, and the
results of queries. To identify the current status of the structural safety is the key task,
by analyzing the semantic sensor data and extracting feature parameters [15, 16].

As shown in Fig. 14.5, the multi-source knowledge gained through study or inves-
tigation combines facts, truths, or principles together, which can form case-based or
rule-based knowledge. Aiming at the different application cases the mechanics mod-
els are set up, and the professional analysis methods are also applied to the system.
There is no perfect way to model these knowledge, ontology is one of the feasible
method, which is a formal explicit description of the concept in a domain of knowl-
edge and can standardize the representation of these knowledge. The main elements
of an ontology are class, property, individual, and restriction. Class in ontology is a
classification of the individuals into the group which share the same characteristics.
Object property is used to associate with each class. Individual is the instance of
the class, and realizes the combination between the knowledge and the application
case [17]. The ontologies used in this system are divided into two categories: the
commonsense ontologies and the domain ontologies. The domain ontology is the
standard expression of the domain knowledge and the related concept including sen-
sor technology, building standards, and design models, which are professional and
should be maintained by the engineers in this project. There may be other type of
ontologies which are developed and employed for other domain knowledge. The
commonsense ontologies quoted here are these ontologies which contain the com-
monsense concepts of daily life [18], and have been created and maintained by other
engineers.

When the sensed data is delivered into this system and the semantic information is
created correspondingly by the semantic annotation, the senseddata is connectedwith
the existed knowledge resources. The sensed data is directly related to an individual
of the sensor ontology,which contains themeasuring point’s link.With themeasuring
point, the building ontology can be integratedwith the real-time sensed data. Through
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Fig. 14.5 The multi-source knowledge organization

the sampling time of the sensed data and the geographic information of the building,
the commonsense ontologies such as the weather ontology and geographic ontology,
can be used. So the real-time sensed data drops into a knowledge net, a series of
results can be reasoned or concluded based on these knowledge.

14.3.4 The Social World

All the instruments in the physical world and all the data in the cyber world aim
to serve the people in the social world. The social world here is the knowledge
supplier, the service demander and the physical world’s influencer, is not the cyber
world’s intervenor. The knowledge in the social world is effectively extracted and
summarized, represented in the form of ontologies. When the knowledge and the
sensed data are combined, the service becomes an interface between the social world
and the cyber world. Providing the right service for the right people at a right time and
context is an important question, so the personalized service model can be created
for the different users [19]. For most structural engineers, they don’t care how this
system works and what the characteristics of the DAIs are. The things they really
want to know are what the data is and when and where the data was collected, and
the final goal is to know how the health status is and what kind of action should be
taken. The general usersmaybe only care about some safety tips, and theGovernment
requires to provide more macroscopical suggestions.

In a word, this system can collect a large number of data about the SBS in the
physical world, fuse with the existing knowledge in the cyber world and serve people
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in the social world who will react to the physical world again. So the humans, the
computers and the things will work in a dynamic state. The basis of all these services
is the data and their relationships. The data organization is the key effective pre-
processing before the data mining.

14.4 Data About the SBS

14.4.1 Data Query

When a large amount of data saves in the data server, there are the following questions
that need to be solved:

1. How to get the background information about these data?
2. How to retrieve a series of data wanted from the vast data?
3. How to get the specific data value?
4. How to intelligentize the system and ease engineers’ burden?

In this case, we design the SPARQL queries to achieve the above goals. The
LarKC platform with built-in query workflow uses port 8183 to receive http request
about SPARQL queries from the remote computers.

Figure14.6 shows the SPARQL queries submitted to the LarKC platform. The
code in Fig. 14.7 shows a fragment of the results returned, the details of themeasuring
point can be got from the results.

Strain and acceleration are most commonly parameters used for building struc-
ture monitoring, and some analysis of SBS can be done based on data about these
parameters [20].

Fig. 14.6 The SPARQL statements about the measuring points
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Fig. 14.7 A fragment of the results about the measuring point

Fig. 14.8 Strain curve of a concrete block during a day

14.4.2 Strain Data

Figure14.8 shows the testing data of a concrete block in a building during a day,
and an arc weldable strain gage is used in this example. Not only the strain of the
concrete is measured, the concrete temperature are obtained too. The engineer firstly
establishes the mechanical model about the testing concrete block, and then analyzes
the strain data with the environment condition. The status of the concrete block can
be estimated, further more the change trend of strain can be predicted.
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Fig. 14.9 Vibration curve of a floor

Fig. 14.10 Frequency curve of a floor vibration

14.4.3 Acceleration Data

Before the dynamic parameters of the building structure are monitored, the dynamic
model of the building should be analyzed, and the natural frequency should be calcu-
lated. If it is possible, a short time testing should be done, and natural frequency can
be got from this testing [21]. After the installation of monitoring system, the inten-
sity and the law of vibration at different locations are recorded. Figure14.9 shows a
segment of data about the vibration of a floor in a residential building in Beijing.
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In this case, the amplitude and the law of vibration can be obtained through time
domain data. Then the frequency of vibration is got by Fourier transform as shown
in Fig. 14.10. Through comprehensive analysis about the inherent frequency, the
measured frequency and the frequency of surrounding vibration source, the result
whether this vibration of the floor is normal or not can be obtained.

The above data within the context of its application plays an important role in
monitoring system. With these data and the results engineers can estimate the SBS,
and intelligent services can be provided. These data and results can be understood,
reused, or considered as a reference in the similar project, while these data and results
are semanticized, added the application background, and queried through the LarKC
platform.

14.5 Conclusions

In recent years, the monitoring system for SBS plays an important role in intelligent
building area. However, with increasing the amount of monitoring data, the relation-
ship and the effectiveness of data become problems, and a lot of data, which has no
context of its application, become garbage data. This chapter describes a monitor-
ing system for the safety of building structure based on semantic technology. The
system uses semantic technology to convert the sensor data to semantic data, so that
the data has its application background, and semantic sensor web is formed. Based
on uniform representation of the data and semantic processing, intelligent services
can be provided by the effective data analysis. Currently, each building monitoring
system is independent, and a unified building monitoring system in the city has not
formed yet. The building monitoring systems with different format and networking
can be unified through semantic technology and these systems will develop to be a
branch of urban computing, an application case of W2T.
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Chapter 15
Brain Big Data in WisdomWeb of Things
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Abstract The chapter summarizes main aspects of brain informatics based big data
interacting with a social-cyber-physical space of Wisdom Web of Things (W2T). It
describes how to realize human-level collective intelligence as a big data sharing
mind—a harmonized collectivity of consciousness on the W2T by developing brain
inspired intelligent technologies to provide wisdom services, and it proposes five
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guiding principles to deeper understand the nature of the vigorous interaction and
interdependence of brain-body-environment.

15.1 Introduction

WisdomWeb of Things (W2T) provides a social-cyber-physical space for all human
communications and activities, in which big data are used as a bridge to connect rel-
evant aspects of humans, computers, and things [1]. It is a trend to integrate brain big
data and human behavior big data in the social-cyber-physical space for realizing the
harmonious symbiosis of humans, computers and things. Brain informatics provides
the key technique to implement such an attempt by offering informatics-enabled brain
studies and applications in the social-cyber-physical space, which can be regarded
as a brain big data cycle [2]. This brain big data cycle is implemented by various
processing, interpreting, and integrating multiple forms of brain big data obtained
from molecular level to neuronal circuitry level. The implementation would involve
the use of advanced neuroimaging technologies, including functional Magnetic Res-
onance Imaging (fMRI),Magnetoencephalography (MEG), Electroencephalography
(EEG), functionalNear-InfraredSpectroscopy (fNIRS), PositronEmissionTomogra-
phy (PET), as well as other sources like eye-tracking and wearable, portable, micro
and nano devices. Such brain big data will not only help scientists improve their
understanding of human thinking, learning, decision-making, emotion, memory, and
social behavior, but also help cure diseases, serve mental health-care and well-being,
as well as develop brain inspired intelligent technologies to provide wisdom services
in the social-cyber-physical space.

15.2 Developing a Big Data Sharing Mind on the W2T

Currently, various Internet of Things/Web of Things (IoT/WoT), and cloud com-
puting based applications accelerate the amalgamation among the social, cyber and
physical worlds (namely a social-cyber-physical space). As shown in Fig. 15.1, the
wisdom Web of Things (W2T) has been developing as an extension of the wisdom
Web in the social-cyber-physical space with big data [1]. The wisdom means that
each of things in the IoT/WoT can be aware of both itself and others to provide
the right service for the right object at a right time and context. Furthermore, WaaS
(Wisdom as a Service) has been proposed as a content architecture of the big data
cycle and a perspective of W2T in services for the large-scale converging of big data
applications on the W2T [3]. In other words, WaaS is an open and interoperable
intelligence service architecture for contents of IT applications, i.e., data, informa-
tion, knowledge, and wisdom (DIKW). The social-cyber-physical space with its big
data cycle would serve this purpose. Because of the fusion of humans, computers,
and things in the social-cyber-physical space, today we live within a huge network of
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Fig. 15.1 The framework of wisdom Web of Things (W2T) in the social-cyber-physical space

numerous computing devices, measuring devices, and u-things, where real physical
objects are attached, embedded, or blended with computers, networks, or some other
devices such as sensors. Adapting and utilizing this kind of new human-machine
relationship and developing human-level collective intelligence become a tangible
goal of the DIKW related research. Realizing it will depend on a holistic intelligence
research with two ways. On one hand, human brain needs to be investigated in depth
as information processing system with big data for understanding the nature of intel-
ligence and limits of human brain [4]; on the other hand, brain big data are collected
in the social-cyber-physical space and integrated with human behavior big data and
worldwide knowledge bases to realize human level collective intelligence as a big
data sharing mind a harmonized collectivity of consciousness [5].

If we could apply this concept to the Shannon-Weaver model of communication
in the social-cyber-physical space, the information in the senders mind would be
converted into data, and in this process the sender would take what is necessary
and discard what is not. The sender’s data would be transferred through channels
and received by the receiver. The receiver would decode the data and interpret the
meaning of the data and generate new information in his/her mind. Thus, there is
no direct relation between the information of the sender and that of the receiver.
When we assume that the productivities of the society, community and persons are
proportional to the amount of information transferred, we can introduce the factor of
efficiency that can be expressed as a percentage of what ideally could be expected. In
machine to machine communication, the efficiency should be 100%, but in human
to human communication, the efficiency varies from minus infinity to plus infinity.
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The ultimate purpose of communication between humans is “a meaning commu-
nicatedwhich is appropriately understoodwhile people cooperate creativelywith one
another”. As information communication more high-speed, high-volume and ubiq-
uitous while requiring more dependability, it has become more important to address
qualitative problems in communication for human beings while making it possible
to convey real, meaningful and understandable messages freely and appropriately
without restriction.

To consider an ambiguous figure, in which some 3D information deteriorates
into 2D, even if you and I see the same figure, I cannot tell what you bring up in
your consciousness or how you see the figure [6]. Contrarily, when you may draw a
caricature of a politician, the data size of the caricature can be compressed into much
smaller than his/her high-density (HD) photos, but the effect elicited by the caricature
is much larger than HD photos. When we observe a hidden figure that is a visual
image degraded by monochromatic binarization, only meaningless patterns are seen
for the first time while after some seconds a meaningful object is suddenly perceived
[6]. These experiences raise the question:What is the essence of understanding?Even
with a small amount of information, the efficiency may compensate the productivity.
Especially in human-to-human communication, inspiration and inspiring creativity
work quite effectively.

While considering such circumstances, heart-to-heart science (HHS) conducts
research and development to assist people to understand the meaning of words and
recognize the content of information by scientifically analyzing the higher-level brain
functions related to “understanding of meaning”, “recognition” and “affect”, which
are the core of communication. When an ambiguous and/or incomplete information
is presented, a computer cannot understand themeaning.On the other hand, if you see
such information, you can guess the meaning of the information by inspiration. The
inspiration of awareness is a key for improvement of the efficiency of information
transfer. For information communication technology (ICT), especially for communi-
cation between humans in the social-cyber-physical space, it is crucial to improve the
efficiency. Brain informatics should provide opportunities for this improvement by
understanding and applying how the brain identifies the “heart” of the information,
as well as developing the brain inspired W2T technology for communicating only
the true information, namely sending what we need to send, and receiving only what
we need to receive.

15.3 Network Based Big Data in the Social-Cyber-Physical
Space

In the relation between the neuroscience and big-data, there are several interactions.
Brain function measurements generate big data, which could be used by the infor-
mation networks. Sensor networks generate human behavior data, which is also big
data. Both types of data offer the stimulus set for brain researches. Network science
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provides analysis of network for such network based big data in the social-cyber-
physical space. The analysis methods will be applicable to brain network analysis
[7, 8]. When we found the new topologies, brain research gives new concept of the
network.

Due to the emergence of the popularity of using smartphones, ICT has impacted
by many IC cards and passes with IC tags. Furthermore, wearable sensors attached
to a person continuously send information of his/her health conditions, such as heart
rates, blood pressure, blood glucose levels and so on, to hospitals or doctors. These
technologies have accurately recorded daily lives and social behavior of individuals
as digital data logs. These types of data are all big data and would be utilized for
various analyses and studies. From the ethics point of view, establishing rules for
utilizing big data while taking into account of privacy protection are required.

Since big data implicitly includes ensemble behavioral data of people in the social-
cyber-physical space, the rules or structures of human behaviors can be extracted
from them, which may reflect human brain functions. Behavior of complex dynamic
systems has so extensively been studied inmathematics, biology, and complex system
sciences, that combination of these studies to big data has provided some important
insights of ensemble behavior of people. For neuroscience and cognitive science,
thus, utilization of the big data as stimulus sets has now provided new ways to better
understanding of human brain functions and mechanisms. There are several studies
carried out, in which stimulus sets from big data were used and a kind of reverse
engineering of the human brain was performed [9, 10].

For example, neuroeconomical studies on decision-making in a social context
have revealed the network of brain regions responsible to social decision making.
Many of these studies have been carried out with using behavioral economics games
[11]. Using these games, our research group also aims to construct the computational
model of human decision making which enables us to predict future behaviors [12].
We are particularly interested in decision making in social settings, individual dif-
ferences in decision making and learning mechanism of decision making. Results
obtained with these studies will provide new aspects for analysis on big data and
especially on social media such as SNS or twitters.

fMRI measurements provide a large amount of nodes and connections. The rela-
tionship between the nodes is analyzed by network analysis for building the model
in which the degree of freedom is autonomously reduced [13]. Brain is the ensem-
ble of transfer functions. We would like to know the transfer functions, the way
of representation of information in brain, and transition between unconscious and
conscious. For these studies, images and auditory stimuli, such as languages with
tags will be useful as stimulus sets. The various stimuli are applied to a subject and
measure the brain activity by fMRI. Another observation is that human thought is
always the product of multiple collaborating brain centers linked by white matter
tracts. Thinking is a network function and white matter is the unsung hero of human
thought [14, 15].

To analyze the relationship between the input and patterns of neural activities,
we can estimate the transfer function with using machine learning techniques. This
is an example of the usage of big data for neuroscience. Nishimoto and colleagues
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collected various types of natural movies from the Internet and used them as stimulus
sets [16]. Thesemovies are presented to subjects. Then, evoked patterns in visual cor-
tex are analyzed with machine learning and the way to reconstruct visual experiences
from the brain activity has finally been found.

How should we collect neural activity during daily lives? To combine the huge
non-invasive measurement systems and ordinary human activity, we need to fetch
daily-life environment into these measurement systems and bring the brain activity
measurements into social and daily lives. Although fMRI andMEG are versatile and
precise imaging methods which non-invasively measure and image human brain
activities, they require electromagnetic shield and vibration isolation system for
their high accuracy at reasonable temporal resolutions. These requirements make
the systems far from portability and being wearable and restrain persons as subjects
in these machines. In addition, fMRI and MEG are too large to be moved and the
subjects are under highly constraint conditions. This situation is very far from the
daily life. Therefore, we have to develop a simple and mobile measuring system of
neural activity, which is combined with measurements and records of other physical
activities as shown in Fig. 15.2. These form big data of human activities. An example
is to develop portable EEGwhich requires no paste or gel for electrodes and transmits
the signals measured by wireless telecommunications.

The other option is to establish the daily lives in the fMRI with using big data. To
combine the huge non-invasive measurement systems and ordinary human activity,
we need to fetch daily-life environment into thesemeasurement systems and bring the
brain activity measurements into social and daily lives. Since the MRI is very noisy,
you need ear plug. Two fMRIs are connected with a tube equipped by microphones
for the natural dialogue inside MRI. For visual stimulation, 3D images and movies
are represented to the subject inside fMRI. Haruno and Frith used dictator games to
classify subjects as prosocial or selfish and then measured their brain activity with

Fig. 15.2 How would brain big data be collected and used in the social-cyber-physical space
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fMRI while the subjects rated the desirability of different reward pairs for self and
other on a scale from one to four [12]. These developments have paved the way
for the combination between precise measurements in laboratories and activities in
ordinary lives.

15.4 Brain Big Data Based Wisdom Services

To demonstrate brain big data in the W2T applications, Fig. 15.3 gives an outline
of a smart hospital service system for brain and mental disorders. Based on the
previous prototype of the portable brain and mental health monitoring system that
has been developed to support the monitoring of brain and mental disorders [3, 17],
the development of such a smart hospital service system needs to consider various
system-level and content-level demands. It is necessary to effectively integrate multi-
level brain and mental health big data and provide multilevel and content-oriented
services for different types of users by an open and extendable mode. Such a system
is based on theWaaS architecture with a variety of data acquisition devices, the brain
data center and LarKC semantic cloud platform [3, 18, 19]. Three types of data need
to be collected from patients in a hospital:

Fig. 15.3 The W2T based architecture of a smart hospital service system for brain and mental
disorders
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• Physiological data acquisition, based on wearable systems, as the method of long-
term data acquisition to collect physiological data of patients;

• Behavior data acquisition, based on wearable and monitoring systems, as the
method of long-term data acquisition to collect behavior data of patients;

• Data acquisition from traditional diagnosis and physiological measuring of
patients, centered on scale rating, as the method of non-periodic data acquisition
to collect psychological and physiological data of patients.

Various wearable health devices, such as the wearable EEG belt, wearable voice,
wearable heart rate and tremor, wearable sleepingmonitoring system, are used as new
physical examination devices to obtain macro and meso levels of brain and mental
data. These wearable health data are analyzed and integrated with clinical physical
examination data, as well as various medical information and knowledge sources,
including medical records, experimental reports, LOD (Linked Open Data) medical
datasets, such as ICD-10, SNOMEDCT,PubMed, andDrugBank. Furthermore, these
integrated sources are combined with personalized models of patients for providing
DaaS (Data as a Service), IaaS (Information as a Service), KaaS (Knowledge as a
Service) and WaaS (Wisdom as a Service) to various types of users [3].

A powerful brain data center needs to be developed on the W2T as the global
platform to support the whole systematic brain informatics research process and
real-world applications [2, 19]. As the core of brain big data cycle system, the Data-
Brain represents a radically new way of storing and sharing data, information and
knowledge, as well as enables high speed, distributed, large-scale, multi-granularity
and multi-modal analysis and computation on the W2T [19–21]. A multi-dimension
framework based on the ontologicalmodeling approach has been developed to imple-
ment such a Data-Brain [19].

Emotional robotic individual views emotion and cognition as a starting point for
the development of robotic information processing and personalized human-robot
interaction on the W2T data cycle system [1, 22]. At first, a cyber-individual needs
to be created by collecting brain big data and social behavior data from a specific
user, in addition to target robotic emotional and cognitive capabilities, including
perception processing, attention allocation, anticipation, planning, complex motor
coordination, reasoning about other agents and perhaps even about their own mental
states [22, 23]. Then an emotional robotic individual embodies the behavior of a
user in the physical world (or the cyber world, in the case of simulated cognitive
robotics). Ultimately the robot must be able to act in the real world and interactive
with a specific user, such as a patient with depression, to help his/her psychological
treatment and rehabilitation.

15.5 Five Guiding Principles

To prepare well for the massive progresses in brain big data in the social-cyber-
physical space, technological innovation is necessary but not sufficient, we do need
to have a deeper understanding of how technically brain/behavioral data can(not) be
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collected and the nature of human perception/behavior. To this end, we propose five
guiding principles.

First, “dynamic link across brain-body-world” is the key. Just as an example, the
“gaze cascade” effect illustrates how gaze shift interacts with perceptual process-
ing and facilitation to form a dynamic positive feedback loop towards a conscious
decision of visual preference [24].

Second, the implicit cognitive process (of “tacit knowing”) needs to be understood.
The brain/mind processes that are consciously aware of is just a tip of iceberg—the
vastmajority of neural processing remains implicit, including the criticalmechanisms
underlying decision making. To prove this, we showed that the nucleus accumbens
(a subcortical structurewell known tobe apart of the dopaminergic cirtuit) is activated
to the more preferable face image than the less, not only in the explicit preference
judgment task but also in an emotionally-neutral, control task on the same face images
(i.e. to judge which face is rounder).

Third, perception and action are interactive & ubiquitous from the outset. Most
directly demonstrating this point is the well-known snake illusion. In this and sev-
eral related illusions, an entirely static image yields a strong impression of motion
(rotations, in this case), typically contingent upon saccadic eye movements. While
the critical factors and the underlying mechanisms are still under a debate [25], it is
obvious that active approach from the observer to the object triggers a vigorous inter-
action to yield dynamic perception, and this is true everywhere even in the natural
(non-technological) environment. As for yet another line of evidence, there are stud-
ies indicating that a locomotion or a body movement vigorously changes perception
[26].

Fourth, predicting-past is easy, predicting-future is hard. This is so fundamen-
tally because the brain and behavior/decision of the human is strongly situation-
dependent. There are many lines of evidence, mostly in behavioral, EEG, and fMRI
studies, indicating that the data obtained from the same brain with the same stimulus
materials/tasks are necessary to perform reliable decoding, with saying larger than
90% correct rate, including our own EEG study of decoding facial preference deci-
sion [27]. One may also expect a reasonable and feasible ethical border here, to deal
with related ethical issues in the near future.

Fifth and finally, we would like to emphasize that creativity is “waiting” in the
environment. Just to intuitively illustrate this point, imagine the following (gedanken)
folktale. Two towns were facing against each other beyond a very deep valley. People
travel miles of mountain road to trade with each other. Constructing a bridge was
an obvious solution, but until one rich man came up with the idea and actually
implemented it, nobody ever thought of it, so one may call it a creative insight. One
may add that this was the first bridge ever created in the human history, to make it
more persuasive. But at the same time, one may also argue that the environment (i.e.
landscape) had been structured such that this creative idea was implicitly awaited.

To conclude, technical attempts and discussion around brain big data should be
based on the keen realization of the vigorous interaction and interdependence of
brain-body-environment.
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