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The second revised and implemented edition of this text aims to provide an 
update on the progress achieved in the high-field MRI systems in terms of 
hardware, software, its use in clinical routine and in the research field.

During the last years, there has been an increase in the installation trend of 
MRI 3 Tesla scanner all over the world, thanks to new laws and concessions 
introduced by the legislative systems of different European countries and 
thanks to the growing interest in the experts deriving from the different utli-
ties and diagnostic possibilities.

Through the research carried out in this area by various manufacturing 
companies, the 3 Tesla scanners have become more compact, powerful, and 
versatile. These improvements have also been accompanied by a reduction of 
the differences in terms of the purely economic costs compared with more 
widely diffused 1.5 Tesla devices.

In this text, the many benefits offered by a 3 Tesla scanner compared to 1.5 
Tesla are highlighted: higher signal, higher resolution, higher sensitivity, 
shorter imaging times, additional more advanced study procedures and 
enhanced diagnostic capacity, greater accuracy in morphofunctional study of 
the brain.

With advances in terms of software and hardware, some of the shortcom-
ings of the 3.0 T systems, previously put in evidence, (inhomogeneity of the 
field, artifacts caused by susceptibility and chemical shift, elevated SAR, 
high costs), are currently less relevant.

The 3.0 T MR systems currently offer morphological investigation with 
high spatial, temporal and contrast resolution (essential for diagnosis). They 
also provide physiological, metabolic and functional information, enhancing 
the diagnostic power of routine MR imaging in terms of sensitivity and speci-
ficity both in clinical practice and in applied research purposes.

This volume includes papers on the techniques and semeiotics of morpho-
functional cerebral imaging at 3.0 Tesla (including reference to the advan-
tages and drawbacks respect to lower field strength MR systems) and the 
main clinical applications in neuroradiology.

Andria (BT), Italy Tommaso Scarabino
  Saverio Pollice 
San Giovanni Rotondo (FG), Italy Teresa Popolizio

Preface
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High-Field MRI and Safety:  
I. Installations

Alberto Maiorana and Alessandra Iannelli

High-field magnetic resonance (MR), originally 
developed in the framework of spectroscopy and 
functional neuroradiology, has become to our 
days an important diagnostic tool not only in 
research but also in advanced clinical practice.

High magnetic fields afford a better signal/
noise ratio (SNR) and consequently better spatial 
resolution in a shorter time of acquisition, even 
though the diagnostic outcome is then subject to 
the dependence on the magnetic field of other 
factors that variously contribute to image 
quality.

The rationale for the utilization of high mag-
netic fields in MR diagnostic imaging is obvious: 
the distribution of the population into two spin 
levels is statistically determined.
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 where ΔE = h × γ × Bo depends on 
the static magnetic field, h and γ are constants, nf 
is the spin population in the fundamental state, 
and ne is the population in excited state.

An increase in Bo values results in an inversion 
of the states of the two populations and therefore 
in a stronger MR signal.

In fact, the signal intensity is proportional to 
the square of the static magnetic field, since 
S ≅ (Nspin ⋅ Vspin) where the number of Nspin and 

Vspin and the voltage induced by each spin both 
depend linearly on Bo [1, 2]. However, while the 
signal is proportional to the square of the static 
field Bo, the noise is proportional to Bo, and there-
fore from 1.5 T to 3.0 T, the SNR doubles. This 
allows to obtain an acceptable image quality even 
with increased spatial resolution or reduced time 
of acquisition.

The overall MR diagnostic outcome is always 
a compromise between field strength and other 
parameter choices such as gradients used for 
slice selection, radio frequency, and acquisition 
timing.

For instance, achieving greater spatial resolu-
tion while minimizing undesired partial volume 
effects requires increasing gradient steepness Gz 
and reducing the frequency bandwidth Δω in the 
decoding readout phase, since slice thickness is 

defined as D
D

z
Gz

=
w

g
 [2].

In any case, shimming requires a very strong 
field homogeneity. For instance, nowadays 3 
Tesla machines used routinely achieve usually 
field homogeneity of less than 1 1.5 ppm in a 
spherical volume of 45 cm and of less than 
0.005 ppm in a spherical volume of 10 cm, with a 
peak gradient ramp of 30÷50 mT/m and slew 
rates of about 150÷200 T/m/s.

Another key principle is that the resonance 
frequency ω = γ × Bo depends on the static mag-
netic field. It therefore is 43 MHz at 1.0 T and 
128 MHz at 3.0 T, resulting in greater radio  
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frequency (RF) absorption by biological tissues, 
whose conductivity increases with frequency. 
This poses problems when designing coils suit-
able for the greater power applied as well as for 
patient safety, as increased tissue temperature is 
one of the risks associated with RF electromag-
netic fields [3, 4].

Another important note is about susceptibility. 
Increased susceptibility of tissues exposed to 
higher magnetic field can result in local inhomo-
geneities that cannot be corrected and eventually 
present as artifacts. This effect has been exploited 
in functional MR BOLD studies, which are based 
on the changes in blood oxygenation generated by 
magnetic susceptibility inhomogeneities [2, 4, 5].

Notwithstanding technical and cost problems, 
high-field MR offers very significant advantages, 
and several human imaging studies at 340 MHz 
have demonstrated that safety margins exist 
above 3 and 4 Tesla [6]. More recent studies 
exploring biological effects on vital signs and 
cognitive ability suggest no risk even up to 
9.4 Tesla➔2010 [7].

The growing interest in 3 T and higher mag-
netic fields has brought the safety issues back to 
the forefront.

When planning the installation of a high-field 
MR unit, the strength of the static magnetic field 
is one of the major problems to be addressed by 
those responsible for safety and technicians alike. 
In fact, this is but one, albeit the most apparent, 
element to be considered when assessing the asso-
ciated risks and benefits. Patients in the tunnel of 
a high-strength imager are exposed to a magnetic 
field many thousands of times greater than the 
earth’s, even though no special patient or operator 
safety precautions are required compared with 
low or medium magnetic fields. However, during 
scanning, patients are also exposed to gradient 
switch-on and to RF impulses for signal decoding 
and spin excitation, both of which are related to 
the intensity of the static magnetic field and carry 
different though acceptable patient risk given the 
obviously beneficial result.

Approval of high-field MR tomographs for 
diagnostic purposes dates from 1997, when the 
US Department of Health and Human Services, 
Food and Drug Administration, and Center for 

Devices and Radiological Health (US FDA.) 
classified as carrying a significant risk and there-
fore subjected to specific authorization all MR 
systems having static magnetic fields exceeding 
4.0 T; a specific absorption rate (SAR) exceeding 
4 W/kg averaged over the whole body for any 
15-min period, 3 W/kg averaged over the head 
for any 10-min period, 8 W/kg for any gram of 
body or chest tissue in any 15-min period, or 
15 W/kg for any gram of tissue in the extremities 
in any 15-min period; field gradients sufficient to 
induce patient discomfort or pain; and acoustic 
noise reaching sound pressure levels of 99 dB (A) 
(with reference to the response curve of the 
human ear, A curve) or peak values exceeding 
140 dB(A) [8]. Based on these conditions, a 3 T 
MR unit meeting SAR, gradient, and noise 
requirements is substantially equivalent to a 1.5 T 
unit and does not carry a significantly greater 
risk, hence further restrictions.

At that time, the components of the early 
tomographs available on the market were sub-
stantially similar to those of the 1.5 T machines 
from which they had been derived. They thus pre-
sented a number of drawbacks, such as poor 
homogeneity of the static magnetic field, insuffi-
cient gradient slew rate, inadequate coil structure 
in relation to the greater resonance frequency, 
excessive fringe field extension, noise, and 
weight, and were also extremely expensive. All 
such factors hampered the diffusion of the tech-
nique, which remained confined to specific 
research fields for a long time.

By contrast, last-generation units have been 
conceived as high-field diagnostic machines and 
are equipped with technical features that allow to 
operate with a degree of safety comparable to the 
conventional low- and medium-field scanners [3, 
9]. The passive-shield 3 T GE prototype was 
bulky and heavy, and its 0.5 mT line (or 5 Gauss 
limit) was an ellipsoid measuring 8.5 × 6.5 m in 
an axial radial direction. Adequate additional 
shielding of the fringe field in the magnet room 
would have required hundreds of tons of iron. 
The introduction of active shielding has signifi-
cantly reduced magnet weight. In particular, the 
200 mT line, which is crucial toward meeting 
current operator safety regulations, is practically 

A. Maiorana and A. Iannelli
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contained in the tomograph’s volume. This fea-
ture protects staff from undue whole-body expo-
sure even for long stays in the scan room, while 
also due to the presence of passive ferromagnetic 
barriers around the scan room perimeter, the 0.1 
mT line barely exceeds the magnet room bound-
ary of magnet room.

Due to the intrinsic weakness of the MR sig-
nal and to the high sensitivity of image recon-
struction systems, the magnet room needs to be 
protected by a Faraday cage capable of attenuat-
ing the outside electromagnetic noise. The shield-
ing must be able to attenuate the signals by at 
least 80 dB, and it obviously also works the other 
way around, i.e., by shielding the operators from 
any type of exposure to the RF electromagnetic 
fields generated by the coils.

In 1999, the FDA approved for sale some 
high-field tomographs for clinical diagnostic 
imaging [4].

In July 2003 it replaced its 1997 guidelines 
and laid down new upper static magnetic field 
limits for MR diagnostic units. These limits 
were 8.0 T for adults and 4.0 T for neonates less 
than 1 month old [10]. In June 2014, FDA pub-
lication about the same topic confirms field 
strength risk limits of 8 T for adults and 4 T for 
neonates and indicates 4 W/kg as SAR limit 
averaged over the whole body for any 15 min 
period and 3.2 W/kg averaged over the head for 
any 10 min period [21].

In Europe, particularly in Italy, the earliest ref-
erence technical regulation, CEI EN 60601-2-33/
A11 of 1998 [11], was superseded by IEC 60601 
1-2-33 Ed. 2.0 of 2002 [12], the consolidated cur-
rent version of which is the recent CEI EN 60601-
2-33/A1/A2 published in 2015 [13].

In 2004, the International Commission for 
Nonionizing Radiation Protection (ICNIRP) has 
issued patient safety guidelines for MR scanning 
[14] and an amendment in 2009 about patient expo-
sure to static magnetic fields, confirming an upper 
limit for whole-body exposure of 4 T in normal 
operating mode and 8 T for controlled mode [15].

In Italy, MR units with a static field strength of 
or exceeding 2.0 T were not approved for clinical 
use [16] until the entry into force of a new law, n. 
160 of 7 August 2016, that pushes the threshold 

for research scheme from the old limit of 2 T to 
the new one of 4 T, thus enabling MR units of 3 T, 
to be no longer restricted to documented research 
applications [24]. Further legislation [17, 18] lays 
down SAR and field gradient limits substantially 
in line with the indications of Comitato 
Elettrotecnico Italiano (CEI) [11]. Today, MR 
machines with static magnetic fields exceeding 
4 T, can be installed only at major research institu-
tions and are subject to ministerial authorization 
[24]. Such units also need to be involved in scien-
tific or clinical research projects mandating the 
use of such high field strengths. The authorization 
of tomographs with field strength exceeding 4 T is 
released by the Health Ministry and is currently 
also subject to the prior technical opinions of the 
“Istituto Nazionale per l’Assicurazione contro gli 
Infortuni sul Lavoro e le malattie professionali” 
(INAIL), the “Istituto superiore di Sanità” (ISS), 
and the “Consiglio Superiore di Sanità” (CSS). 
[24]. As regards staff safety and protection, limits 
for static magnetic fields were issued by 
I.C.N.I.R.P. in 2009 [20]. Whereas the limits 
adopted in Italy [17] are substantially similar. 
Specifically they are named VLE (exposure limit 
values) and set as 2 T for sensorial effects in nor-
mal working conditions and 8 T for sanitary 
effects in controlled working conditions.

With high-field systems, correct dimensioning 
or upgrading of ventilation and helium venting 
pipes in relation to the type of magnet being 
installed and room size should be addressed at 
the design stage [23]. Indeed, in the event of a 
quench, i.e., the sudden inactivation of the mag-
net, the liquid helium contained in a supercon-
ducting magnet (which is more than in a 
high-strength unit) rapidly turns to gas and may 
saturate the magnet room atmosphere.
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High-Field MRI and Safety: 
II. Utilization

Alberto Maiorana and Alessandra Iannelli

The possible risks directly connected with 
 magnetic resonance (MR) diagnostic imaging are 
mainly related to three components that are 
simultaneously active as the patient is being 
scanned: static magnetic field, magnetic field gra-
dients, and radio-frequency (RF) field.

No adverse effects of static magnetic fields 
lower than 4.0 T have yet been demonstrated in 
man [1–4]; in contrast, it is well established that 
attempts to improve the diagnostic performance 
by acting on the other two elements may lead to 
potentially hazardous situations. Although the 
electric and the magnetic field are commonly 
conceived of as separate entities, in fact they 
coexist, and only rarely can they be considered 
separately. Several effects ascribed to variable 
magnetic fields are in fact due to changes in the 
associated electric field.

Two possible sources of indirect risk can be 
magnified by the intrinsic working characteristics 
of fast superconducting MR imagers: cryogenic 
gases and the noise produced by coil vibration 
during sequence performance.

Some of the main risks directly or indirectly 
connected with high magnetic fields are dis-
cussed below.

2.1  Static Magnetic Field

The suspicion that exposure to high magnetic fields 
could be associated with some kind of risk dates 
from 1970, when MR diagnostic imaging was first 
introduced. However, statistical data indicate that 
about 150,000,000 MR diagnostic examinations 
have been performed in the world from 1980 to 
1999 (ca. 20,000,000 a year, 50,000 a day) with 
very few accidents. Although the absolute accident 
number remains low, FDA statistics about MR offi-
cially declared that accidents occurring from 2000 
to 2009 showed an increase of 523 %. [5].

The few documented cases of severe injury 
directly ascribable to the static magnetic field 
were due to magneto-mechanical effects on 
patient implants or devices introduced into the 
scan room by mistake [3, 6].

2.1.1  Translation and Rotation 
Forces

All materials that magnetize transiently have a 
susceptibility value χm other than 0; in particular, 
materials whose values range from −1 and 0, 
designated as diamagnetic, are repelled by the 
magnetic field. In fact, although all materials 
have a diamagnetic field, in some of them, the 
presence of ions of transition elements tends to 
raise the susceptibility value. Materials with pos-
itive values are attracted to the magnetic field and 
are called paramagnetic. Ferromagnetism is an 
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extreme form of paramagnetism and character-
izes some materials having high levels of suscep-
tibility, which are strongly attracted to magnetic 
fields. The presence of such objects in the magnet 
room is extremely dangerous and must be 
avoided. Diamagnetic and paramagnetic materi-
als, whose susceptibility is about 0.01, respond 
weakly to the magnetic field and are often con-
sidered nonmagnetic. To this group belong bio-
logical tissues, whose susceptibility is in a range 
of ±20 % from −9 10−6, to say the susceptibility 
of water. For instance, when patients are slid into 
the tunnel, the magnet exerts a force that con-
trasts this movement, although it is so weak as to 
be negligible [6].

Magnetic flow density B, expressed as Tesla, 
represents the magnetic induction deriving from 
exposure to a magnetic field H, according to the 
relationship:

B = μ0(1 + χm)H, where the magnetic suscepti-

bility cm =
M

H
 is the ratio of induced magnetiza-

tion to the source field and μ0 is the magnetic 
permeability in vacuum.

Although the distinction between source and 
induced magnetic field tends to be neglected in 
practice, in MR diagnostic imaging, it has an 
important role when the susceptibility has an 
appreciable positive value, as is the case of para-
magnetic contrast agents and ferromagnetic 
objects.

When an object, such as the human body, a 
metal prosthesis, or an erythrocyte, is intro-
duced into a MR tomograph, it is subjected to 
translation forces in the gradient zones and to 
rotation forces with respect to the direction of 
the static field B. Such forces depend on the sus-
ceptibility of the material from which the object 
is made, on its shape and volume, and on the 
intensity of the magnetic field, and in relation to 
them, they may be negligible or have potentially 
lethal effects.

The force of translation F
V

B
B

ztrasl
m d

d
» ´ ´
c
m0

 

depends on the volume V, the susceptibility 
value, and the magnetic field gradient, whereas 
the force of rotation required to oppose the 

object’s rotation F
V

L
Brot » ´

c
m

m
2

0

2

2
 also depends 

on its length L and volume, thus on its shape.
In general, Frot >> Ftrasl, thus the tissue damage 

induced by the rotation force generated by the 
field of an implanted metal object will be greater 
than the damage caused by the force of transla-
tion, especially in the presence of high magnetic 
fields, due to its quadratic dependence on B [6].

In human tissue, the magneto-mechanical 
effects are negligible due to their weak suscepti-
bility; for instance, the alignment of erythrocytes 
parallel to the magnetic field due to their ellipsoid 
shape is negligible because of the quadratic 
dependence of the torque on susceptibility. The 
force acting on 100 g of water in an 8 T magnetic 
field with a peak gradient of 7.9 T/m and a prod-

uct B
B

z
×
d

d
, equaling 43 T2/m, is negative and is 

ca. −3.4·10−3 N.

By contrast, a 100 g stainless steel wrench 
with susceptibility of 0.01 and a volume of 
12.5 cm3 will be attracted to the same field with a 
force of 4.3 N, an acceleration of 43 m/s2, that is, 
more than four times of the gravitation, turning it 
into a bullet [3, 6]. The magnitude of the force 
acquired for the paramagnetic and ferromagnetic 
objects would be larger by a factor 102 to 105, 
posing serious hazards for workers and patients 
in the magnet area.

People with splinters lodged in the bodies or 
wearing metal prostheses are also at high risk, 
since these object’s movements, induced by the 
magnetic field, may cause tissue or vessel tears.

Inside the magnet, the field gradient is zero 
and so is the force of translation exerted on a fer-
romagnetic object, which will thus remain 
trapped in the tunnel. Attempts to extract it forc-
ibly in case of an accident are often vain and can 
impair the magnet’s stability in the cryostat. 
Recovery of the object usually requires inactiva-
tion of the magnet. By contrast, the rotation 
forces, which depend solely on B2, continue to be 
active. To prevent this type of risk, metal objects 
must never be introduced into the scan room. 
This is clearly stated in notices and is prevented 
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from happening by taking an accurate patient 
history.

Since most of the data on the compatibility 
of several implanted devices and prostheses 
regard 1.5 T static magnetic fields, MR investi-
gations of such patients at higher fields are to 
be avoided.

However, information on the safety and com-
patibility of 26 aortic aneurysm clips tested at 
8.0 T and of 109 implants and devices tested at 
3.0 T has been published.

Safety in this connection indicates that the 
objects have been shown to carry no additional 
patient risk save a reduction in image quality, 
whereas compatibility indicates demonstration of 
the property of not interference with image qual-
ity. The distinction between long- and short-bore 
magnets of equal field intensity lies in the differ-
ences in the respective position and height of gra-
dient peaks at the tunnel aperture [7–10].

In general, patients wearing pacemakers 
should avoid undergoing MR imaging, especially 
at high magnetic field. The several effects that 
may derive from exposure are due to the static 
magnetic field (e.g., pacemaker movement, 
remote control switch-off, and ECG changes), to 
the RF field (e.g., heating, alteration of pace fre-
quency, and device reset), and to the gradients 
(e.g., induction of voltage, heating, and remote 
control switch-off). However, these effects still 
present controversial aspects because, on the one 
hand, early compatibility studies assessed mod-
els that are no longer in use and, on the other, 
recent data indicate that small groups of patients 
underwent MR imaging for vital reasons without 
experiencing adverse effects [11, 12, 14–18].

In most materials, the magnetization induced 
is parallel to H; in such cases, M, B, and H all 
point in the same direction, and the material is 
said to have isotropic susceptibility. If, however, 
the susceptibility varies within the volume of the 
material exposed to the magnetic field, the object 
becomes magnetized along directions that may 
not be parallel to the magnetic field; in anisotro-
pic cell structures, this may lead to structure 
reorientation or distortion. In such cases, this 
effect, which has been documented in vitro, is 
stronger than the one induced by object shape [6].

Another biological effect connected with a 
potential risk, which in the past has been attrib-
uted to abnormal myocardial repolarization, is in 
fact induced by the blood flow in the large vessels 
within a strong magnetic field. The Lorentz force, 
F, induces on vessel walls an electric field 

E
F

q
vBsen= = q , where v is blood velocity, θ 

the angle between the flow direction and the 
direction of the magnetic field, and q the charge 
of the ions in the blood.

This induced electric field causes a revers-
ible increment in T-wave amplitude in the 
ECG. In vivo investigation of this effect at 
fields greater than 8 T has demonstrated that the 
induced potentials are below the threshold of 
nerve or muscle stimulation. The migration of 
opposite charges to vessel walls induced by the 
magnetic field also causes a current in a direc-
tion perpendicular to the flow velocity in ves-
sels and thus an additional Lorentz force in a 
direction opposite to the blood flow that could 
contrast it appreciably. However, it has been 
demonstrated that this effect is negligible even 
in the presence of magnetic fields exceeding 
10 T [13].

2.2  Varying Electric 
and Magnetic Fields

During scanning, patients are also exposed to the 
activation of magnetic field ramps or gradients 
for spatial localization of the signal and to RF 
impulses for signal generation and decoding. 
Specific effects that may constitute a source of 
patient risk during scanning have been docu-
mented in their connection.

2.2.1  Magnetic Field Gradients

Many of the effects ascribed to magnetic fields 
that vary over time are in fact related to the 
associated electric field. Switching the mag-
netic field gradients on and off may induce elec-
tric currents capable of affecting the cell 
membrane potential and, if sufficiently intense, 

2 High-Field MRI and Safety: II. Utilization
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of stimulating the peripheral nervous system 
and the cardiac muscle. The stimulation thresh-
old of peripheral nerves may be painful but is 
reversible and is used as a safety reference indi-
cator for cardiac stimulation, which in contrast 
carries a risk of fibrillation. In fact, with ramp 
durations of less than 1 m/s, the former thresh-
old is always lower than, and is reached before, 
the latter [13].

The intensity of these currents is proportional 
to the induced electric field and depends on the 
conductivity of biological tissues. The other criti-
cal factor of gradients, besides their amplitude, is 
their slew rate; the value of the induced electric 
field can be calculated using a model represented 
by a cylindrical object with radius r as follows: 

E
r B

t
= ×
2

d

d
.

For instance, if during an examination a 
localization ramp from 0 to 20 mT/m in 200 μs 
is launched from a 1 m coil, then the temporal 
variation of the magnetic field will be 100 T/s, 
and for an abdomen 0.4 m in diameter, the 
value of the electric field calculated using the 
above model will be 10 V/m, which exceeds the 
6 V/m threshold of peripheral nerve stimulation 
[4, 20].

An ability to excite 40–50 mT/m gradients is 
shared by last-generation currently used MR 
units reaching slew-rate values of about 200 T/m/s 
per axis [19]; at high magnetic fields, spatial res-
olution can be improved by strengthening the 
gradients up to 80 mT/m, the highest gradient 
ramp clinically available. High ramp however 
results in an increased induced electric field that 
may easily exceed the safety threshold. To avoid 
this effect, the electric field increase could be off-
set by increasing gradient duration; however, an 
increase, for instance, from 0 to 80 mT/m in 

400 μs would result in a value of d

d

B

t
 of 

200 T/m/s, while based on the model mentioned 
above, the electric field would still be 10 V/m. In 
addition, increasing gradient duration leads too 
close to the values where the thresholds of periph-
eral and cardiac stimulation converge, preventing 
peripheral nerve stimulation from being used as a 
safety indicator.

2.3  Radio-Frequency 
Electromagnetic Fields

The RF impulses applied in MR imaging are 
always accompanied by an RF electric field, which 
in turn induces RF electric currents in patients.

Due to the Joule effect, these currents may 
induce a potentially adverse heating of tissues or 
burns caused by conducting loops accidentally 
generated by the contact between the patient’s 
limbs or by leads of auxiliary devices inadver-
tently left on the patient’s skin [22, 23].

At 3.0 T, the resonance frequency of protons is 
128 MHz, i.e., twice the value at 1.5 T, the spatial 
distribution of the RF field generated by the coils 
becomes more complex with increasing fre-
quency, and the temperature rise may become 
localized, giving rise to hot spots.

At very high frequencies, the wavelength of the 
field is comparable to the size of the anatomical 
structure being scanned, a situation that may lead to 
generation of stationary waves that impair RF field 
homogeneity. In addition, as the frequency 
increases, so does the tissue conductivity and conse-
quently the density of the induced current, resulting 
in greater power density being deposited in tissues.

Greater conductivity also involves impaired 
RF signal penetration, requiring greater power to 
obtain the same signal.

Prevention of accidental tissue heating requires 
a careful valuation of the energy deposited per 
unit of mass in unit of time or specific absorption 
rate (SAR), which is measured in W/kg of exposed 
tissue. Between 1.5 and 3.0 T, this rate increases 
with B2, making the safety threshold more likely 
to be reached in the course of the same sequence 
performed with a 3.0 T than with a 1.5 T unit [2].

Today, FDA SAR limits are of 4 W/kg for an 
exposition averaged over 15 minutes for whole 
body and 3.2 W/kg for head exposition averaged 
over a time of 10 minutes [21].

2.4  Cryogenic Gases

With high-field systems, correct dimensioning or 
upgrading of ventilation and helium venting pipes 
in relation to the type of magnet being installed 
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and room size should be addressed at the design 
stage, given that 700 l of gas are produced from 1 l 
of liquid helium. The cryostat of a 3.0 T supercon-
ducting magnet contains approximately 3 m3 of 
helium, i.e., roughly three times a 1.0 T magnet. 
In normal boil-off, i.e., gradual, controlled evapo-
ration conditions, the gas is channeled outside 
through a dedicated exhaust pipe. In case of a 
quench, i.e., a sudden increase in coil temperature 
and violent, uncontrolled evaporation of the 
helium in which the coils are immersed, the oxy-
gen concentration in the scan room may drop to 
levels likely to cause asphyxia. In case of an emer-
gency, the forced ventilation plant therefore needs 
to guarantee at least 18÷20 air changes/hour to 
restore safety conditions in the room as quickly as 
possible. In particular, the design of the ventila-
tion plant inlet and outlet points must ensure 
against a short circuit of the air flow, and inlet and 
outlet fluxes need to be proportionate [24].

To ensure helium outflow in normal as well as 
emergency conditions, the quench pipe diameter 
must be correctly dimensioned in relation to pipe 
length and the number of bends. Finally, the oxy-
gen monitor, which activates the ventilation plant 
in case of an emergency, needs to be placed at 
appropriate height in the room (since helium is 
lighter than air and tends to rise) and close to the 
likeliest point of leakage, which is the limiting 
pressure valve fitted on the quench pipe.

To avoid introducing cryogenic gas containers 
into the hospital, an insulated pipe allowing the 
helium to be refilled from the outside should be 
envisaged.

2.5  Acoustic Noise

In an MR unit, field gradients are the main 
source of acoustic noise, which is produced by 
the rapid current changes inside the coils. In the 
presence of a strong magnetic field, these cur-
rents are subject to the Lorentz force acting on 
the coils. Changes in gradient amplitude and 
steepness connected with different sequences 
may affect noise levels, which tend to increase 
with decreasing slice thickness, field of view, 
TR, and TE [26].

Functional MR using fast gradients involves a 
noise level close to 120 dB (A), which varies in rela-
tion to the sequences performed, but is consistently 
higher than the noise produced by a 1.5 T [25].

At present, the simplest and least expensive 
means to reduce noise is passive patient protec-
tion using earplugs or earphones, even though 
this impairs communication with the operator 
and may cause discomfort.

“Silent” coils made from new materials with 
new assembly techniques or active noise cancel-
ation systems are being developed; moreover it 
should be possible to optimize the choice of the 
imaging parameters to obtain less noisy sequences 
[26–28].
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3.0 T MRI Diagnostic Features: 
Comparison with Lower  
Magnetic Fields

Tommaso Scarabino, 
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and Teresa Popolizio

3.0 T magnetic resonance (MR) units are opti-
mized for high-resolution morphological and 
functional imaging, especially of the head and 
neck, and offer a number of advantages over 
lower-field systems, such as a higher signal/noise 
ratio (SNR) and greater spatial and temporal res-
olution (Fig. 3.1) [1–4]. Drawbacks include 
greater specific absorption rates (SAR), acoustic 
noise and dielectric resonance, although in the 
more recent imagers, these problems have largely 
been resolved by improvements in hardware and 
software.

MR scans acquired at 3.0 T and 1.5 T exhibit 
different diagnostic features that need to be taken 
into consideration when images are being inter-
preted and also to optimize sequence parameters. 
These same differences prevent transfer of 1.5 T 
study protocols to 3.0 T systems.

3.1  Comparison of 3.0 T 
and 1.5 T MR Imaging

3.1.1  Advantages

3.1.1.1  High SNR
This is undoubtedly the main advantage of 
 high- field MR systems [5–8]. The stronger 
 magnetic field is associated with a proportional 
increase in the percentage of hydrogen protons 
oriented parallel to the static magnetic field (B0), 
resulting in increased macroscopic longitudinal 
magnetization (MLM) and thus in a better 
SNR. In  particular, signal intensity increases with 
the square of B0, whereas the noise is linearly 
proportional to it.

In principle, the linear dependence of SNR on 
magnetic field strength should result in its dou-
bling from 1.5 T to 3.0 T. In practice, this is true 
only of some tissues such as cerebrospinal fluid 
(CSF). In white and grey matter and in the grey 
nuclei, the increase is much smaller (30–60 %) 
because the signal reduction induced by changes 
in relaxation times is associated with a greater 
signal loss due to susceptibility (related to the 
very low iron concentrations in some of these 
areas) and to chemical shift artefacts. Moreover, 
despite major advances in software and hardware 
directed at improving image quality and reducing 
imaging time, acquisition parameters can also be 
modified to an extent where a lower SNR can be 
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Fig. 3.1 High-resolution morphological and functional 
study of cerebral glioblastoma: SE T1 (a), FSE T2 (b), 
FLAIR (c), MRA (d), DWI (e), PWI (f), fMRI with motor 

task (g) and spectroscopy (h) (Cho map; (i) NAA map; (j) 
Lac/Lip map)

a
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obtained at 3.0 T than 1.5 T (Fig. 3.2). However, 
the use of 3.0 T systems in clinical settings 
requires great care to avoid compromising image 
quality.

3.1.1.2  High Spatial Resolution
SNR is higher at 3 tesla, but the improvement 
varies with the category of the sequences.

The greater SNR allows increased spatial res-
olution to be achieved and a reduction of partial 
volume effects, thereby depicting structures that 
are difficult to visualize at 1.5 T (e.g. blood 
 vessels measuring 200–300 μm). In addition, the 
resulting greater spatial resolution makes 3.0 T 
imaging more accurate when fine morphological 
detail is required, as in volumetric studies like 
hippocampal volumetry, which is performed to 
analyse the extent of hippocampal damage in 
patients with epilepsy and other diseases involv-
ing the brain such as Alzheimer’s [9].

3 T MRI also provides accurate stereotactic 
data sets [10].

3.1.1.3  High Temporal Resolution
Temporal resolution is also enhanced at higher 
field intensity due to greatly reduced acquisi-
tion time. Indeed, the fast gradients of 
3.0 T units allow scanning times to be drasti-
cally shortened, resulting in a reduction of 
motion artefacts.

Using a 3.0 T MR system, morphological 
investigations of the brain, including a standard 
high-definition study before and after contrast 
administration, can be performed in 20–30 min 
and yield greater detail than using a 1.5 T unit. If 
diffusion and perfusion studies, spectroscopy and 
functional MR imaging (fMRI) are also per-
formed, acquisition and processing times do not 
exceed 50–60 min.

Since intrinsically fast techniques like echo-
planar sequences obviously involve similar 
acquisition times with both low and high field 
strengths, the greater SNR of the latter is 
exploited to achieve enhanced spatial resolution 
(Fig.3.3).

a b

Fig. 3.2 FSE T2 study: comparison of 3.0 T (TR/TE/
ETL 4850/81/15, slice thickness 4 mm, FOV 22 cm, 
matrix 448×320, 2 NEX, 2:39) (a) with 1.5 T (TE/TE/
ETL 3000/88/8, slice thickness 6 mm, FOV 24×18, 2 

NEX, 256×224, 2:24) (b). At 3.0 T (a) an FSE T2 study 
takes a similar amount of time as at 1.5 T (b) but achieves 
greater definition (thinner and more numerous slices, 
broader matrices and smaller FOV)

3 3.0 T MRI Diagnostic Features: Comparison with Lower Magnetic Fields
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High-strength magnetic fields are therefore indi-
cated for fast imaging of patients in poor conditions, 
for long protocols (including structural, metabolic 
and functional imaging) and for novel applications 
such as continuous EEG recording and functional 
fMRI for the detection of seizure foci [11].

Reduced times of acquisition are also useful 
with uncooperative and paediatric patients. In the 
latter, this feature is especially valuable in the 
case of non-sedated children who may have dif-
ficulties in lying still or in sedated neonates in 
poor conditions: short examination times are thus 
crucial in both cases [12].

3.1.2  Disadvantages

3.1.2.1  Increased SAR
A major drawback of high magnetic fields is an 
increased SAR, i.e. the radiofrequency (RF) 

energy deposited per kilogram of tissue in unit of 
time. The resonance frequency of the hydrogen 
protons, hence the RF signal, grows proportion-
ally with magnetic field strength, resulting in 
more energy being deposited in tissues. As a con-
sequence, the SAR limits are reached sooner with 
3.0 T than 1.5 T units, the SAR increasing four-
fold from 1.5 T to 3.0 T [13, 14]. Because the 
SAR increases with the square of the field 
strength, RF deposition is more limiting at higher 
field strengths.

Moreover, as the SAR is also proportional to 
pulse duration and pulse and slice number, its 
increment at higher magnetic field strengths 
entails a number of drawbacks, limiting the num-
ber of slices, the use of fast spin echo (FSE) 
sequences, selection of the flip angle (FA) and 
speed of acquisition. Therefore, sequences such 
as FSE, which employ a large number of closely 
spaced RF pulses with large FA, are those most 

a b c

ed

Fig. 3.3 (a–e) SE-EPI (16 shots, matrix 512 × 256). The higher SNR yields greater resolution
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likely to cause increased energy deposition at 
higher fields and to be affected by SAR level 
limitations. Unfortunately, as FSE sequences rely 
on T2- rather than T2*-weighted echo trains, 
they are the least sensitive to susceptibility- 
induced image distortion and would be extremely 
useful at higher magnetic fields.

High magnetic field strength therefore requires 
a new approach to reduce the SAR, especially 
when using FSE. Several different strategies have 
been devised to do this. The most obvious one is 
to reduce acquisition time via an increase in echo 
spacing and a reduction in echo train length or by 
employing partial FA (e.g. 150° instead of 180°). 
However, these methods impair scanning effi-
ciency (due to longer examination times or to 
reduced anatomical coverage) or the contrast/
noise gain per unit of time. An interesting tech-
nique that is not affected by these limitations is 
the one using hyperechoes, which for tissues with 
T1>>T2 provides greater signal intensity. Using 
the hyperecho as the centre k-space line for the 
image, a greater SNR is achieved with respect to 
comparable conventional FSE sequences with a 
marked reduction in SAR.

With T1 sequences, the use of longer TR par-
tially resolves the SAR problem but entails lon-
ger imaging times as well as a decrease in the T1 
weighting of sequences, which is not necessarily 
desirable.

By contrast, in gradient echo imaging, lower 
FA for given TR are used to reduce the SAR. To 
prevent accidental heating of tissues during 
scanning, the SAR must always be closely mon-
itored to avoid exceeding the limits laid down 
by the FDA (Food and Drug Administration) 
(less than 1 °C in any tissue). This threshold is 
rarely reached at 1.5 T even using FSE 
sequences.

Therefore, since sequences can be modified 
and still yield high-quality images, the SAR is 
not an insurmountable problem for brain scan-
ning at 3.0 T with the exception of foetal imag-
ing; high-field imagers are thus unlikely to be 
used for the latter applications in the foreseeable 
future [12].

The newer MR system designs are inherently 
more SAR efficient. While the earlier units were 

so RF intense as to require ‘patient cooling’ inter-
vals between sequences in some cases, the more 
modern units and their protocols do not normally 
carry this risk. Limitations in the rate of RF 
energy deposition continue to place minor restric-
tions on the number of sections that can be 
acquired per TR period, thus some of the effi-
ciency gains afforded by the potentially doubled 
signal intensity of 3.0 T units. The problem is 
much less severe with newer systems, and section 
reduction is currently a relatively minor concern 
also thanks to the increasing diffusion of parallel 
imaging with multichannel receiver coil arrays, 
which is becoming an integral part of high-field 
MR neuroimaging. This technique reduces the 
effects of SAR by means of a decreased RF expo-
sure achieved by reducing the number of pulses 
required to obtain a given image with a set reso-
lution. Although this entails an increase in dead 
time, it is partly offset by the greater SNR of 
3.0 T systems. For this reason, high-field imaging 
is the ideal platform for parallel imaging because 
it helps to offset the low SNR of parallel 
imaging.

Finally, modifications in pulse sequence 
design by several manufacturers should in the 
near future lead to RF limitations and section 
acquisition efficiency equal to or even slightly 
greater than those currently available with 
1.5 T units [15, 16].

3.1.2.2  Increased Acoustic Noise
The acoustic noise generated by rapid gradient 
switching within the main magnetic field, which 
increases with field strength, is another consider-
able disadvantage of 3.0 T units. The noise is 
twice that generated in a 1.5 T MR system and 
may exceed 119 dB, especially with fast 
sequences like fast SE, fast gradient echo (FGE) 
and echoplanar imaging (EPI). However, this dis-
advantage can also be overcome relatively easily 
by using parallel imaging.

3.1.2.3  Dielectric Resonance Effect
This phenomenon is connected with the distor-
tion of the B1 field by the body of the subject in 
the tunnel when volume coils are used at high 
fields. In particular, as the field strength, and 
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therefore the Larmor frequency, increases – 
while the wavelength decreases – body size 
becomes significant with respect to the wave-
length of the radiation transmitted, particularly 
in the presence of a high dielectric constant of 
the body. This results in a change in the inten-
sity of the signal, which will often exhibit a 
bright centre and relatively hypointense borders 
[17, 18].

3.1.2.4  Other Disadvantages
Other disadvantages are increased vigilance 
required for patient screening, increased biologi-
cal effects and increased cost of equipment 
 purchase, installation, maintenance and opera-
tion [13, 14].

3.2  Diagnostic Features of 3.0 T 
MR Imaging

The main differences compared with lower-field 
strength systems are (1) changes in tissue con-
trast, (2) increased magnetic susceptibility and 
(3) increased chemical shift.

3.2.1  Changes in Tissue Contrast

Whereas proton density is clearly a magnetic 
field-independent parameter, T1 and T2  relaxation 
times are field dependent, usually increasing and, 
respectively, decreasing at higher magnetic fields.

The rates at which excited protons relax are a 
function of magnetic field strength. In general, 
the longitudinal or spin-lattice relaxation rate (R1 
= 1/T1) of certain tissues (e.g. semisolids) 
decreases with field strength, whereas the trans-
verse relaxation rate (R2 = 1/T2) is scarcely 
affected [5, 19]. This leads to a 25–40 % increase 
in T1 relaxation time in tissues on passing from 
1.5 T to 3.0 T fields. By contrast, for biological 
fluids (like CSF and blood), the longitudinal rate 
is weakly affected, so that R1 and R2 are basi-
cally equal at both field intensities. As a result, 
given the same TR, T1 weighting is greater at 
3.0 T than at 1.5 T. Good T1 contrast can also be 
achieved using relatively long TR.

The increase in T1 relaxation time is a major 
drawback in high-field SE T1 imaging, as the 
reduction in T1 differences between tissues 
results in loss of contrast (Fig. 3.4).

a b

Fig. 3.4 T1 imaging: SE T1 sequence acquired at 3.0 T 
(TR/TE 500/min, slice thickness 5 mm, FOV 24, matrix 
320×224, 1 NEX, 2:00) (a) and 1.5 T (TR/TE 500/min, 

slice thickness 5 mm, FOV 24 cm, matrix 256×192, 1 
NEX, 1:23) (b). The increased T1 involves reduced con-
trast at 3.0 T with respect to 1.5 T

T. Scarabino et al.
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T1 lengthening with increasing magnetic field 
also applies to blood. Blood T1 is insensitive to 
the level of oxygenation and increases linearly 
with field strength. This is particularly valuable 
in MR angiography (especially in time-of-flight 
sequences), as it involves greater background 
suppression due to a lower R1 of stationary tis-
sues and a greater flow enhancement given the 
broadly constant R1 of blood, thus yielding better 
vessel-tissue contrast (Fig. 3.5) [20, 21].

The long T1 is also useful in perfusion stud-
ies, as spin tags persist over a longer time, boost-
ing sensitivity. As regards brain tissue T2 
relaxation time, it diminishes with increasing 
magnetic field, albeit not linearly. In fact, T2 
contrast is largely unaffected by field strength, 
probably due to the action of other mechanisms 
(like exchange and/or diffusion during gradient 
activation).

T2* is also shorter at 3.0 T. This may be useful 
when studying the deoxyhaemoglobin- containing 
vasculature (i.e. the venous system) and can also 
yield brain tissue contrast, for instance, between 
grey and white matter. Indeed, the shorter T2* 

relaxation times enhance the differences in the 
T2* of different tissues, resulting in greater dis-
tortion and in a larger number of artefacts due to 
signal loss. Indeed, changes in R2* are sensitive 
to changes in B0 and are therefore related to 
 differences in field susceptibility and homogene-
ity. Optimal B0 field homogeneity, improved 
high- order coil shimming and broader recon-
struction bandwidths are essential to improve the 
signal in such circumstances.

3.2.2  Increased Magnetic 
Susceptibility

Susceptibility effects increase with field strength. 
Increased magnetic susceptibility enhances the 
BOLD (blood oxygenation level dependent) 
effect, making clinical BOLD imaging more 
practical and informative as a result. BOLD con-
trast is the result of small magnetic susceptibility 
effects also responsible for the MR signal 
changes caused by changes in blood oxygenation 
under 3 %.

a b

Fig. 3.5 Normal arterial circulation: 3D TOF study at 
3.0 T (a) and 1.5 T (b). Vascular conspicuity and back-
ground are greater in (a) (TOF SPGR TE/TE/FA 30/
min/20, slice thickness 1.4 mm, matrix 512×320, ZIP 

1024, ZIP 2, 1 NEX, 50 locations per slab, 6:18) than in (b) 
(TOF SPGR TE/TE/FA 45/4/20, slice thickness 1.4 mm, 
FOV 24×18, matrix 512×224, 1 NEX, 50 locations per 
slab, 6:22) resulting in greater vessel-tissue contrast
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3.0 T fMR images reflect greater signal 
changes (up to 7 %) (Figs. 3.6, 3.7 and 3.8) 
[22–25].

The increased static MR signal can be used 
to reduce the cortical volume needed for signal 
averaging to achieve sufficient SNR. Another 
potentially more important advantage of the 
higher B0 is that as the field strength increases, 
the field gradient around the capillaries 
becomes larger and extends further into the 
parenchyma, thus involving a greater amount 
of brain tissue in producing the functional sig-
nal. In field gradients, the magnetization vec-
tors inside voxels attain different phases and 
the effective transverse relaxation time T2* 
decreases as a result. Concurrently, the short-
ened T2* of blood at high B0 reduces the rela-
tive contribution from the large veins. So the 
weighting of capillary signal contributions 
becomes more significant and the functional 
signal is more closely coupled with neuronal 
activity [26].

The BOLD contrast increases as a result, 
becoming more sensitive to the susceptibility 
effects in and around the smaller vessels rather 

than in and around larger draining vessels. 
GE-EPI are usually preferred to SE-EPI 
sequences because they afford better discrimi-

a b

Fig. 3.6 Motor fMRI with bilateral finger tapping: study 
at 3.0 T (a) and 1.5 T (b). The enhanced sensitivity to 
blood oxygenation and reduced background noise of the 

3.0 T system (a) afford more reliable localization of motor 
areas compared with the 1.5 T imager (b)

Fig. 3.7 Visual fMRI at 3.0 T: the enhanced BOLD effect 
maps additional areas at the millimetre and submilli metre 
levels
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nation of small from large vessels. SE-EPI are 
the sequences of choice for the study of small 
vessels on which the BOLD effect depends with 
the increase in magnetic field strength. In addi-
tion, because SE-EPI sequences are less sensi-
tive to magnetic susceptibility effects, they are 
preferred for fMRI in areas where differences in 
susceptibility at the air-tissue interface (e.g. 
paranasal sinuses) are more difficult to depict at 
high-field strengths, resulting in marked SNR 
reductions.

The greater sensitivity of high-strength 
magnetic fields to magnetic susceptibility can 
also be exploited to boost the sensitivity of 
contrast- enhanced perfusion studies and to 
improve the sensitivity of FSE sequences to 
haemorrhagic lesions (Figs. 3.9, 3.10 and 3.11) 
[19, 27, 28].

However, 3.0 T MR systems have two poten-
tial disadvantages with respect to 1.5 T scan-
ners. Firstly, EPI sequences are usually noisier 
due to switching of the usually more powerful 
gradients, even more so when EPI sequences are 
acquired with GE sequences, because using SE 
sequence refocalization prevails over phase dis-
persion, thereby reducing the noise. Secondly, 
high-field systems are characterized by a larger 
number of magnetic susceptibility artefacts, 
especially when using GE and EPI sequences 
(mainly in the areas that most commonly gener-
ate artefacts, such as the temporal lobes), and 
from blurring when FSE sequences are per-
formed, which often yield unsatisfactory 
images. In both cases, experience and use of 
correction systems (phase map correction) and 

+2–5 %

+1–3 %

Stimulus

0.5 – 2 s 5 s 10 s Time

–<0.5 %

Signal
intensity

0

Fig. 3.8 Visual fMRI: the signal level obtained with the 
1.5 T system is 1–3 % (green) compared with 2–5 % with 
the 3.0 T system (red)

a b

Fig. 3.9 Arachnoid cysts complicated by haemorrhage in 
subacute-chronic stage after surgery. Study with GRE T2 
sequences at 3.0 T (TR/TE/FA 525/9.8/20, slice thickness 
5 mm, FOV 24×18, matrix 512×224, 2 NEX, 2:60) (a) and 

1.5 T (TR/TE/FA 500/15/20, slice thickness 5 mm, FOV 
24×18, matrix 320×192, 2 NEX, 2:28) (b). The greater 
sensitivity of 3.0 T MRI to the effects of magnetic suscep-
tibility affords better depiction of haemosiderin deposits
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a b

Fig. 3.10 Leptomeningeal haemosiderosis studied with 
FSE (a) and GRE (b). Despite the intrinsically lower sen-
sitivity of FSE to magnetic susceptibility, the 3.0 T imager 

affords excellent depiction of the low haemosiderin sig-
nal, which is visualized even more clearly in the GRE 
sequence

a b

Fig. 3.11 Multiple recent haemorrhagic foci studied with FSE (a) and FLAIR (b). Suppression of the CSF signal 
improves detection of the smaller lesions in the FLAIR sequence

T. Scarabino et al.
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techniques such as radial array orientation of 
k-space data and propeller CD help dispel diag-
nostic doubts. Finally, by reducing effective 
echo spacing and TE at the expense of SNR, 
parallel imaging allows images to be obtained 
with an artefact incidence comparable to that of 
1.5 T units [29].

3.2.3  Increased Chemical Shift

Chemical shift effects also increase with mag-
netic field strength. The increased chemical shift 
enhances spectroscopic investigations via an 
increased chemical shift resolution, which affords 
wider separation of the absolute frequencies of 
different metabolites (Fig. 3.12) [30–32], particu-
larly when closely located [33]. However, a larger 
number of artefacts are generated at the inter-
faces between tissues with different chemical 
bonds (fat/water) due to erroneous signal attribu-
tion within the reconstruction matrix, resulting in 
diagnostic limitations in standard anatomical 
imaging.

At 3.0 T, the water/fat chemical shift is around 
440 Hz; this leads to the use of FSE sequences, in 
which more 180° pulses (greater echo train 
length), fewer TE and reduced slice thickness 

compensate for the susceptibility artefacts at the 
interfaces of tissues with different susceptibility 
constants. In addition, broader receiver band-
widths (32–125 kHz) are applied to keep the 
chemical shift within limits that do not impair 
diagnostic quality.

Indeed, to reduce these artefacts to levels 
seen at 1.5 T, since the chemical shift frequency 
between water and fat doubles at 3.0 T, the 
receiver bandwidth needs to be doubled too, 
with a consequent reduction in SNR by approxi-
mately 40 %. All other imaging parameters 
being equal, the images obtained at 3.0 T, which 
show a roughly 60 % improvement in SNR over 
those acquired at 1.5 T, will therefore have 20 % 
better SNR. Attempts to enhance spatial resolu-
tion by increasing the in-plane matrix, reducing 
section thickness or both will further compro-
mise the SNR [34]. The reduced SNR associ-
ated with the receiver bandwidth is, however, 
partly compensated for by the higher SNR of 
3.0 T systems and by last-generation multichan-
nel coils.

One alternative to reducing chemical shift 
artefacts that does not entail image degradation is 
fat saturation, which however will further reduce 
the number of sections that can be acquired 
because it increases the SAR. Another is water 

a b

Fig. 3.12 Single-volume spectroscopy (PRESS TR/TE 
2000/30) acquired at 3.0 T (a) and 1.5 T (b). In (a) the 
increased chemical shift improves spectroscopic resolu-

tion, resulting in broader separation of the peaks of the 
different metabolites in the Glx
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excitation, which does not increase the SAR sig-
nificantly, improves image resolution and has an 
SNR similar to that at 1.5 T [34].

 Conclusion

High-field MR, with its intrinsically higher 
SNR, can be a platform for new diagnostic 
applications or can serve to improve existing 
methods. Most big improvements have been 
detected in research application (functional 
MRI and spectroscopy) and in software of 
automated lesion detection [35] .

However, its use is not unfettered by 
limitations.

In fact, the very high spatial resolution and 
shorter acquisition times permitted by the 
greater SNR result in a loss of image quality to 
a level below that which can be achieved with 
1.5 T systems. Given the high SNR of 3.0 T 
MR systems, neuroradiologists can choose 
between imaging the brain in the same time 
taken with a 1.5 T unit, thus obtaining better 
quality images (by increasing the matrix and/
or reducing slice thickness and/or FOV) and 
generating images of the same quality as those 
of a 1.5 T system in a shorter time, thus 
increasing patient comfort or reducing the 
dose of contrast medium administered.

Resolution quality tends to be privileged in 
clinical practice, with acquisition of a larger 
number of slices of reduced thickness, use of 
smaller FOV and broader matrices and acqui-
sition times similar to those of 1.5 T systems 
(Fig. 3.3).

A compromise is generally sought between 
resolution and speed (e.g. by reducing the 
number of excitations) depending on the clini-
cal problem and the type of patient [36].

The high SNR of high-strength magnetic 
fields can also be obtained with 1.5 T devices 
using the latest hardware (surface receiver 
coils used singly or in arrays, high-yield gra-
dients to reduce TE) and software (new 
sequences able to optimize the contrast/noise 
ratio) or longer examination times. However, 
this cannot be done in the case of unstable or 
poorly cooperative patients, or it may be 
impossible for reasons of cost (reduced patient 

flow). In addition, although matrix size can be 
increased within 1.5 T systems, the attendant 
reduction in voxel size yields a more granular 
image.

Lastly, the higher SNR of high-field MR 
systems is a resource that the neuroradiologist 
can exploit in clinical practice, since the 
higher the SNR, the greater the scope for 
adjusting protocols.

Moreover 3-T intraoperative MRI (iMRI) 
is likely to become the standard of care for a 
wide range of neurosurgical procedures 
because it offers a superior visualization of 
soft tissue and clear delineation of any resid-
ual tumour tissue and advantages like brain 
activation studies and complex vascular imag-
ing that are unavailable with low- and midfield 
iMRI systems [37].
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Standard 3.0 T MR Imaging

Tommaso Scarabino, Antonella Bacci, 
Giuseppe Maria Giannatempo, Saverio Pollice, 
Michelangelo Nasuto, Annamaria Pennelli, 
Raffaele Agati, and Teresa Popolizio

Magnetic resonance imaging (MRI) studies of 
the brain can be classified into two general cate-
gories based on the type of information that is 
being collected: morphological or functional. 
Standard morphological studies are performed to 
depict tissue, cerebrospinal fluid (CSF) spaces, 
vessels and fibre bundles; functional studies 
include mapping of brain function (fMRI), 
 perfusion and diffusion imaging and metabolic 
studies by means of spectroscopy.

Standard 3.0 T MR scanning offers better 
quality images than lower-strength systems, 
thereby providing superb detail of the brain. Its 
increased spatial resolution is a major advantage 
in investigating certain diseases, such as brain 
tumours, requiring tissue characterization, spatial 
work-up and pre-surgical planning, and difficult 
to identify congenital abnormalities.

4.1  Pulse Sequences

Anatomical brain scanning essentially relies on 
proton density, differences in T1 and T2 
between regions (e.g. cortex vs. subcortical 
nuclei) and tissue type (white matter, grey mat-
ter and CSF). Brain images can be acquired 
using different pulse sequences. A 3.0 T MR 
system implements all the pulse sequences 
commonly applied in clinical practice, includ-
ing SE (normal, fast 2D and 3D), GE (GRASS/
fast GRASS 2D and 3D, SPGR/fast SPGR 2D 
and 3D), EPI (single-shot/multi-shot 2D and 
3D) and IR (STIR, FLAIR, normal, fast) using 
common imaging parameters like flow and 
respiratory compensation, cardiac and periph-
eral gating, graphic prescription, graphic satu-
ration, fat/water saturation, variable bandwidth 
and asymmetric field of view.

Since the user interface and sequence param-
eters are the same as those employed with 1.5 T 
systems, at 3.0 T one should in theory obtain the 
same images with the advantage of high-field 
strength, i.e. a double signal intensity. In prac-
tice, much depends on tissue relaxation times 
(T1 and T2) and the specific absorption rate 
(SAR) [1–6]. Since relaxation times are field-
dependent and affect image contrast, 1.5 T imag-
ing sequences cannot be transferred to 3.0 T 
systems. In addition, the excessive RF energy 
that is deposited on tissues at 3.0 T needs to be 
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taken into account when adapting and optimiz-
ing clinical imaging protocols for use with such 
systems.

The technical parameters of the main sequences 
applied with 1.5 and 3.0 T systems are reported in 
Table 4.1. Higher-field systems afford greater 
resolution quality by allowing the acquisition of a 
larger number of slices (usually 25–27 vs. 18–20) 
of smaller thickness (4 mm vs. 5–6 mm), with 
narrower fields of view (20–22 vs. 24), broader 
matrices (512×512 vs. 256×256), and acquisition 
times similar to those of 1.5 T systems.

Lastly, two factors that depend on magnetic 
field strength need to be taken into consideration: 
the influence of the signal loss caused by the 
stronger susceptibility effects and the potentially 
diminished sensitivity of the radio-frequency 
coils at higher field intensity.

4.1.1  T1 Imaging

Since T1 relaxation times are longer at higher 
magnetic fields, entailing a reduction in the 

Table 4.1 Technical parameters of the main sequences applied with 1.5 and 3.0 T systems

Sequence TR (ms)
TE 
(ms)

Other 
parameters 
(TI, FA, 
ETL)

Slice 
thickness 
(mm)

No. of 
slices FOV Matrix NEX

Examination 
time (min:s)

SET

T

1

1 5. 500 Min – 6 16 24 256×192 1 1:23

SET

T

1

3 0. 500 Min – 5 18 24 320×224 1 2:00

FGET

T

1

3 0. 225 Min FA 75 4 20 24 512×256 1 1:57

IRT

T

1

3 0. 2075 24 TI auto 4 11×2 24 256×256 1 2:49

TSET

T

2

1 5. 3000 88 ETL 12 6 21 24 256×224 2 2:24

TSET

T

2

3 0. 4850 81 ETL 15 4 25 22 448×320 2 2:39

TSE HDT

T

2

3 0. 4975 85 ETL 15 3 25 20 512×320 4 7:20

FLAIR

T1 5. 8800 120 TI 2200 5 14×2 26 256×192 2 4:24

FLAIR

T3 0. 11,000 130 TI 2250 4 16×2 22 288×192 2 5:52
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relative differences among different tissue 
types, it is generally difficult to obtain 
T1-weighted images with sufficient contrast 
when using a 3.0 T unit [2]. In fact, not only T1 
increases, but the T1 values of different tissue 
types actually converge, giving rise to a nar-
rower range of distribution. For this reason, 
optimization of the signal-to- noise ratio (SNR) 
in the same sample using a higher field unit 
requires longer TR (and a smaller flip angle), 
resulting in longer scanning times. Using lon-
ger TR, the gain in signal intensity in unit of 
time afforded by the higher magnetic field is 
therefore lost. T1 saturation for a given TR is 
greater at 3.0 T, resulting in reduced signal 
gain. In other words, the SNR per unit of time 
would be optimized with the shortest possible 
TR/T1. The possibility that the SNR gain con-
nected with the high magnetic field may sub-
stantially be offset by a longer T1 highlights 
the importance of optimizing the imaging 
parameters [3].

The increased T1 is the main problem in 3.0 T 
brain imaging using SE T1-weighted sequences, 
which afford very unsatisfactory T1 contrast 
(Fig. 4.1) [7–10]. Indeed, the reduction in T1 dif-
ferences among different types of tissues entails a 
loss of contrast between white and grey matter. 
For T1 contrast, this has led to the application of 
sequences other than SE which yield high T1 

contrast irrespective of field strength, i.e. fast GE 
T1 (spoiled gradient echo, SPGR or MP-RAGE) 
and fast IR or fast FLAIR T1 weighted (Figs. 4.2, 
4.3 and 4.4) [7–9].

Fast SPGR allows thinner slices to be obtained 
in a shorter time and provides images suitable for 
reformatting in all three planes using a single 
volumetric acquisition of the whole brain, thus 
disclosing a larger number of lesions than can be 
depicted using SE T1-weighted sequences 
acquired in a single plane. In addition, large arte-
rial vessels appear hyperintense on fast SPGR 
sequences, although this does not impair image 
interpretation.

In contrast, fast IR entails longer scanning 
times because chained acquisitions are required 
to image the whole brain; this can be a prob-
lem when multiple unenhanced and contrast- 
enhanced studies, or different views, need to 
be performed.

Unlike IR T1-weighted sequences, which are 
less satisfactory and take longer to perform, a 
typical FLAIR T1-weighted study of the brain 
coupled with parallel imaging allows higher spa-
tial resolution protocols to be applied in a shorter 
acquisition time.

Greater inflow contrast and enhanced back-
ground suppression make contrast-enhanced 
T1 imaging a definite advantage of 3.0 T sys-
tems. For instance, when studying primary and 

a b

Fig. 4.1 T1 imaging: comparison of the same SE T1 sequence (TR 500, 0.5 NEX, 1:00) acquired at 3.0 T (a) and 1.5 T 
(b). Note the less satisfactory white/grey matter contrast in (a)
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secondary brain tumours, the administration of 
a both single- and multiple-dose gadolinium 
yields greater contrast between tumour and 
normal brain tissue and allows the detection of 
more metastases and demonstrates different 
patterns of enhancement that may be useful to 
assess the degree of malignancy and to monitor 
response to therapy [11–13].

The greater sensitivity of 3.0 T contrast- 
enhanced investigations has also been demon-
strated in multiple sclerosis, with a 21 %increase 
in the number of enhancing lesions detected, a 
30 % increase in enhancing lesion volume and a 
10 % increase in total lesion volume relative to 
scanning at 1.5 T [14].

Contrast-enhanced imaging also improves the 
evaluation of hypophyseal macro- and microad-

enomas (Figs. 4.5 and 4.6). 3.0 T MR venogra-
phy is another valuable technique that provides 
increased spatial resolution, and thus more 
detailed information, in the same time of acquisi-
tion as a 1.5 T system [15].

However, contrast-enhanced T1 semeiotics 
requires adjustments in TR and TE and a reduc-
tion in the dose of contrast agent [3]. The usual 
dosage of 0.1 mmol/kg can be halved without 
affecting image quality. Using a standard dose, 
the contrast/noise ratio (CNR) is two and a half 
times greater than with 1.5 T systems [15]. 
Double or triple doses can result in meningeal 
contrast uptake, a common non-pathological 
finding, at 3.0 T which at lower field strengths 
may, however, mimic carci nomatosis or meningi-
tis and should thus be avoided.

a

c

b

Fig. 4.2 T1 imaging with SE T1 (a), FLAIR T1 (b) and 
FGRE T1 (c). The poor white/grey matter contrast of the 
SE T1 sequence (a) required performance of the other two 

high-contrast sequences. Note the typical high signal of 
the larger arterial vessels in (c) (arrow)
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a

d e

b c

Fig. 4.3 (a–e) High-definition T1 images acquired with a 3D FSPGR IR-Prep sequence (750 ms, TR 8.4, TE 3.8, BW 
50 kHz, FOV 160, matrix 416×320, slice thickness 2 mm). Coronal views (a–c, d, e) details

a b

c d

Fig. 4.4 High-definition images: comparison of a 3D 
FSPGR IR-Prep sequence (a, b) (TR 9.1, TE 4.0, FOV 
170, slice thickness 2 mm, matrix 320×288) with an 
FSE-IR sequence (c, d) (TI 250 ms, FOV 160, slice thick-

ness 3 mm, matrix 512×256). Note the optimum anatomi-
cal depiction of the cortico-subcortical junction on both 
sequences
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To enhance sensitivity or highlight minimal 
changes in the blood-brain barrier, a double dose 
of contrast agent may be employed in selected 
investigations of brain metastases or inflamma-
tory disease [16, 17]. In such cases, greater 
lesion enhancement with respect to normal brain 
parenchyma results in improved sensitivity and 
resolution.

Fast GE T1, rather than standard SE sequences, 
are preferred for contrast-enhanced T1 imaging, as 

they offer better contrast in the same acquisition 
time. SE T1 sequences are, however, consistently 
improved by contrast administration (Fig. 4.7).

4.1.2  T2 Imaging

In T2 contrast imaging, the advantages of high 
magnetic field strength are best exploited by 
performing fast SE sequences acquired using 

a

c

b

Fig. 4.5 Unenhanced (a) and contrast-enhanced (b) hypophyseal microadenoma. PEI processing using Functool 2 (c)
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the same technique as with 1.5 T imagers but 
with shorter TR and TE due to the shorter T2 
relaxation times (Fig. 4.8). High spatial resolu-
tion FSE-weighted images are especially effec-
tive at 3.0 T as they provide more anatomical 
detail and better contrast due to the greater 
SNR, which allows to employ thinner slices 
and broader matrices (Figs. 4.9, 4.10, 4.11, 
4.12 and 4.13) [7–9, 18]. Even better images 

are obtained with inverted contrast FSE T2 
sequences (Fig. 4.14).

In practice, the greater SNR may be attenu-
ated by the increased deposition of RF energy, 
which in turn requires long TR or pulse refocal-
ization angles well below 180°. This lower SNR 
can, however, be compensated for by the higher 
field strength. In addition, the broader bandwidth, 
smaller echo space, shorter minimum TR and TE 
and shorter FSE sequences employed at higher 
field strengths result in improved image quality, 
artefact reduction and enhanced diagnostic per-
formance in much shorter examination times, to 
the benefit of patients.

These sequences allow excellent visualization 
of the basal or mesencephalic nuclei, by virtue of 
their iron content, despite the intrinsically lower 
sensitivity of FSE to magnetic susceptibility in 
3.0 T compared with 1.5 T systems [3].

Different signal features are also seen in brain 
haemorrhage, which at 3.0 T is characterized by 
greater hypointensity in the acute and early sub-
acute phases [19]. With SNR and signal intensity 
being roughly similar at both field intensities, 
correct dating of the haemorrhage is usually fea-
sible. Only in the acute phase can bleeding be 
erroneously construed as early subacute haemor-
rhage [19].

a bFig. 4.6 Hypophyseal 
macroadenoma:  
(a) unenhanced image  
(b) dynamic contrast-
enhanced image

a

b

Fig. 4.7 (a, b) Small left acoustic neurinoma: high- 
definition SE T1 sequence (matrix 512, thickness 1.5 mm). 
Unenhanced (a) and contrast-enhanced (b) images
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T2 images can also be acquired with GE (T2*) 
sequences like CISS (constructive interference in 
the steady state), which is particularly suited to 
investigations of the inner ear. 3D CISS offers 
high-resolution images of the inner ear and laby-
rinth with greater SNR than other T2-weighted 
sequences used to study this area (e.g. fast- 
recovery FSE) (Fig. 4.15) [20].

4.1.3  FLAIR Imaging

FLAIR sequences, which are generally included 
in all imaging protocols, are also sharper and 
more sensitive at 3.0 T by virtue of their reduced 
slice thickness and broader matrices, especially 
in detecting small lesions. Greater sensitivity is 
also afforded by the longer TE required in  relation 

a b

c d

Fig. 4.8 T2 imaging: comparison between the same FSE T2 sequence at 3.0 T (a, b zoom) and 1.5 T (c, d zoom). 
Anatomical detail and contrast resolution are greater in (a) and (b)
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Fig. 4.9 High-definition FSE T2 image of the median 
sections of the brain

Fig. 4.10 High-definition FSE T2 image of the 
hippocampus

a

c

b

Fig. 4.11 High-definition FSE T2 image of the fifth cranial nerve in coronal (a), axial (b) and parasagittal (c) section
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to 3.0 T relaxation times, allowing good contrast 
and acceptable noise levels (Figs. 4.16, 4.17 and 
4.18). Indeed, detection of small lesions requires 
CNR, rather than SNR, optimization, which is 
obtained using longer TE (120 ms).

The basic lack of difference in CSF T1 
between 1.5 T and 3.0 T entails that a similar 
inversion time (IT) is required to suppress the 
fluid signal (around 2250 ms) at both field 
strengths [3]. This does not apply to other IR 

sequences, neither those that seek to enhance 
contrast between  different tissues (e.g. between 
white and grey matter) nor those using fat sup-
pression, where T1 must be increased by 
25–40 %.

The white matter, especially periventricular, 
areas that are physiologically hyperintense at 1.5 T 
enhance even more strongly on 3.0 T images, 
requiring great caution in distinguishing them from 
diseases like amyotrophic lateral sclerosis [7].

a b

Fig. 4.12 (a, b) FSE T2 imaging. The excellent detail of this sequence allows visualization of the perivascular 
(Virchow-Robin) spaces at the level of the bi-hemispheric cortico-subcortical junction. Axial (a) and coronal (b) views

a b c

Fig. 4.13 Multiple sclerosis: (a–c) FSE T2 sequence
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The semeiological features described for grey 
nuclei and recent haemorrhage also apply to 
FLAIR sequences (Figs. 4.19 and 4.20) [3, 19].

A major drawback of high-field imaging is a 
larger number of pulsation artefacts, especially in 
the posterior fossa, probably due to higher blood 
flow magnetization. The adoption of broader sat-
uration bands does not address the problem 
because of difficulties with the head coil, but 
recently developed new coils or new software 
(parallel imaging) are expected to diminish its 
impact.

4.1.4  Susceptibility-Weighted 
Imaging

Susceptibility-weighted imaging (SWI) repre-
sents a new type of contrast that is complemen-
tary to conventional spin-density-, T1- and 
T2-weighted imaging methods.

SWI is a high-spatial-resolution 3D gradient- 
echo MR imaging technique (extremely sensitive 

to susceptibility changes) with phase post- 
processing that accentuates the paramagnetic 
properties of blood products and is very sensitive 
in the detection of intravascular venous 
 deoxygenated blood as well as extravascular 
blood products. It was originally referred to high- 
resolution blood oxygen level-dependent venog-
raphy, because of its broader application than 
evaluating venous structures. It is also quite sen-
sitive to the presence of other substances such as 
iron, some forms of calcification and air [21].

SWI exploits the loss of signal intensity cre-
ated by disturbance of a homogeneous magnetic 
field. These disturbances can be caused by vari-
ous paramagnetic, ferromagnetic or diamagnetic 
substances such as air/tissue or air/bone inter-
faces. As spins encounter heterogeneity in the 
local magnetic field, they precess at different 
rates and cause overall signal-intensity loss in 
T2*-weighted (i.e. gradient-echo) images. 
Sensitivity to susceptibility effects increase as 
one progresses from fast spin-echo to routine 
spin-echo to gradient-echo techniques, from T1 

a b c

d e f

Fig. 4.14 High-definition FSE T2 sequence (matrix 512×320, thickness 3 mm, ZIP 1024) acquired with (a–c) and 
without (d–f) inverted contrast: coronal view. Note the excellent anatomical detail of both hippocampi
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to T2 to T2*weighting, from short to long echo 
times and from lower to higher field strengths 
[22, 23].

Application of a magnetic field to the brain 
generates an induced field that depends on the 
applied magnetic field and on the magnetic 
 susceptibility of molecules within the brain. 
Magnetic susceptibility variations are higher at 
the interface of two regions, and signal intensity 
changes are also dependent on other factors, 
including haematocrit, deoxyhemoglobin con-
centration, red blood cell integrity, clot structure, 
molecular diffusion, pH, temperature, field 

strength, voxel size, previous contrast material 
use, blood flow and vessel orientation [24].

The term “SWI” implies full use of magnitude 
and phase information and is not simply a T2* 
imaging approach.

SWI plays an important role in the diagnos-
tic evaluation and management of acute stroke. 
In addition, it also plays an important role in 
the imaging of patients with chronic arterial 
occlusion and in understanding the effects of 
chronic infarction, like incomplete infarction 
and cortical laminar necrosis. The haemody-
namic status and oxygen extraction fraction can 

a

b c d

Fig. 4.15 (a) High-definition study of the inner ear using 
a 3D FIESTA sequence (TR 4.3, TE 1.5, flip angle 50°, 
BW62 kHz, FOV 170, slice thickness 0.6 mm, matrix 

256×256, ZIP 512, 2 NEX, 4:43). Single partitions (a), 
(cont.) detail (b), MIP image (c), post-processing with 
volume rendering (d)
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a b

Fig. 4.16 FLAIR T2 image acquired at 3.0 T (a) and1.5 T(b). Use of broader matrices and thinner slices at 3.0 T (a) 
disclosed small lesions difficult to identify at 1.5 T (b)

Fig. 4.17 Multiple 
sclerosis: image acquired 
using a FLAIR T2 
sequence
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also be evaluated. SWI is useful in evaluating 
cerebral venous sinus thrombosis by demon-
strating the haemorrhagic venous infarction and 
thrombus in the sinus and the cortical veins, as 
well as secondary phenomena like venous stasis 
in the form of engorged cortical and transmed-
ullary veins and collateral slow flow. Low-flow 
vascular malformations that are not visualized 
well on conventional sequences are depicted in 
exquisite detail along with the venous compo-
nents on SWI. SWI is used for evaluating caver-
nomas, developmental venous anomalies, 
telangiactasias, dural arteriovenous fistulas and 
the various components of arteriovenous mal-
formations. It has also evolved as a noninvasive 
technique for evaluating various anomalies of 
the venous system without administering con-

trast. Vasculopathies and vasculitis are associ-
ated with cerebral microbleeds which are 
detected on SWI. On the basis of the additional 
information provided by SWI, it can be included 
in the routine brain imaging protocol [25].

4.1.5  Parallel Imaging

Parallel imaging offers a number of advantages, 
like faster examination times, when applied to 
standard MR protocols. Rather than relying on 
rapid gradient switching to speed acquisition, 
parallel imaging uses clever algorithms and 
radio-frequency technology to acquire smaller 
data sets, specifically by undersampling k-space 
[26–29].

a

c

b

Fig. 4.18 Left hippocampal lesion on FSE T2 (a), “inverted contrast” FSE T2 (b) and FLAIR (c) sequences. The signal 
alteration is best appreciated in (c). Optimum anatomical cortical-subcortical detail in (b)
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The basis of parallel imaging is the use of the 
spatial information of the radio-frequency field 
that is associated with the individual elements 
of an RF coil array and the use of this informa-
tion in concert with conventional gradient-
based image encoding. Therefore fewer 
phase-encoding steps have to be performed. It 
improves data acquisition speeds beyond what 
can be achieved with conventional non-parallel 

approaches without imposing additional stress 
on the gradients (Fig. 4.21). With this method, 
fully encoded images are reconstructed from 
undersampled data sets, yielding large savings 
in scan time. On the other hand, the reductions 
in scan time incur a cost in both the complexity 
of the scan and the signal-to- noise ratio (SNR) 
of the final image [30]. The complexity of the 
scan arises from the fact that all parallel MRI 

a b

c d

Fig. 4.19 FLAIR sequence: note the low signal of mesencephalic nuclei (a, zoom in b) and brain base (c, zoom in d) 
due to their iron content
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techniques rely on the knowledge of coil sensi-
tivities, which necessitates some form of cali-
bration. In addition, the SNR loss of every 
image takes place for two reasons. First, there is 
a reduction in the temporal averaging of noise 
 associated with the fact that fewer k-space 
points are used in the reconstruction. This leads 
to an SNR loss proportional to the square root 
of the reduction in scan time. This has the same 
effect as in conventional imaging with rectan-
gular FOV. Second, there is amplification of 

noise because, unlike in conventional Fourier 
imaging, the transformations used in coil-
encoded image reconstruction are not unitary. 
This leads to an additional spatially dependent 
source of SNR loss that is quantified by the so-
called geometry factor [31]. It is this geometry-
associated loss that can be ameliorated through 
good coil array design and complex algorithms 
of reconstruction.

Parallel imaging (PI) methods can be catego-
rized into two groups. In the first the missing 

a

c

b

Fig. 4.20 (a–c) Recent intraparenchymal haematoma. FSE T1 (a), FSE T2 (b) and FLAIR (c) acquisitions. Excellent 
depiction of the lesion and surrounding parenchyma in (c)
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k-space lines are calculated before Fourier trans-
forming the data, and this kind of algorithm is 
called simultaneous acquisition of spatial harmon-
ics (SMASH) [32]. It can be truly considered to be 
the start of a new approach in MRI technology. 
The third generation of this algorithm is the 
GeneRalized Auto-calibrating Partially Parallel 
Acquisition (GRAPPA) that is now available for 
clinical routine imaging. The second type of PI 
method first reconstructs images with reduced 
FOV for all receiver coil elements and then blends 
these different images, by utilizing the knowledge 
of the spatial distribution of individual coil sensi-
tivity, into one image with full FOV. The algorithm 
of this second type is called SENSitive Encoding 
(SENSE), and the modified algorithm mSENSE is 
also available as packages on clinical scanners.

Parallel imaging, regardless of in which 
domain image reconstruction is performed, 
requires some additional information about the 
spatial coil sensitivities; in other words providing 

information about which part of the FOV is cov-
ered by each coil element or from which area the 
coil does receive its MR signal. A homogeneous 
sample will present itself with a different signal 
intensity depending on the distance from the coil 
(principle of reciprocity) [33]. For PI the coil sen-
sitivity information can be acquired as a separate 
scan or, typical for the GRAPPA and mSENSE 
algorithm, by additionally acquiring some of the 
missing data lines in the centre of k-space 
 (so- called reference or autocalibration lines) inte-
grated into the acquisition.

In parallel imaging the acceleration of imag-
ing is due to the reduced number of phase- 
encoding lines that need to be acquired to form 
an image at a given FOV and resolution. The 
lines are replaced by exploiting the spatial infor-
mation that is inherent in the spatially variable 
sensitivity of an array of surface coils. The num-
ber of receiver elements determines the  maximum 
time reduction factor (R), which indicates the 

Symmetric reduction (half scan)
lower resolution, less signal

Asymmetric reduction (half scan)
preserved resolution, less signal

Full scan
Asymmetric reduction (0.75 scan)
preserved resolution, less signal

Partial echo
preserved resolution, less signal

Increased line spacing
preserved resolution, less signal

Ky

Kx

Fig. 4.21 Basics of k-space for faster MRI: MRI can be performed faster by acquiring fewer k-lines per MR image. 
(Courtesy of GE Healthcare Technologies)
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level of improvement to acquisition speed [34]. 
With an acceleration factor of 2, only every other 
line in k-space is acquired, and the imaging is vir-
tually cut in half.

Several different techniques for parallel imag-
ing have been proposed by different MR system 
vendors (ASSET, IPAT, SENSE); they currently 
allow a reduction of phase-encoding steps by a 
reduction factor of 2 to 6 (and recently even 
higher). We can try to examine them separately.

Sensitivity encoding (SENSE) is a parallel 
imaging technique that trades signal-to-noise for 
speed. Just as S/N is reduced by 40 % whenever 
the number of excitations is halved in a conven-
tional spin-echo image, the same is true of 
SENSE: A SENSE factor of 2 halves the acquisi-
tion time and reduces the S/N by 40 %. SENSE is 
therefore most useful when there is excess S/N, 
such as at 3 T. It requires the use of phase-array 
coils, and the number of coil elements determines 
the theoretical limit on the SENSE factor. SENSE 
works by intentionally reducing the field of view 
and the number of phasing-encoding steps, which 
in turn reduces the acquisition time. This would 
normally lead to wraparound artefact, or “alias-
ing”, but because the local sensitivity of each coil 
in the phase array is known, the aliasing can be 
unwrapped.

SENSE uses the knowledge of coil intensity 
(sensitivity) profiles to reconstruct undersampled 
data sets, post-Fourier transform [35]. Sensitivity 
assessment requires that low-resolution, fully 
Fourier-encoded reference images are obtained 
with each array element and with a body coil 
prior to parallel imaging. Element-wise division 
of the array references by the body coil refer-
ences yields raw sensitivity maps. This means 
that body coil homogeneity forms the basis of 
homogeneity correction accomplished by SENSE 
reconstruction [34]. Raw sensitivity maps are 
refined by a fitting procedure that performs noise 
elimination and sensitivity extrapolation. Regions 
that do not contribute signal, according to the ref-
erences, are automatically excluded from SENSE 
reconstruction. Another form of SENSE is modi-
fied SENSE (mSENSE). The difference is that 
mSENSE uses autocalibration and does not 
require a reference scan to calculate sensitivity 

maps [36]. This is achieved by splitting k-space 
into two regions: a central, fully sampled region 
from which information about coil sensitivities is 
derived and an outer undersampled region as in 
generic SENSE.

The other technique is GRAPPA (generalized 
autocalibrating partially parallel acquisition); it 
performs reconstruction in the k-space domain 
[37]. GRAPPA acquires autocalibration signal 
(ACS) lines along with the reduced data set, and 
no reference scan is required. The scanner uses 
the signal lines to estimate a series of weighting 
functions, which are used to calculate the unac-
quired lines. When all lines are reconstructed for 
a particular coil, a Fourier transform can be used 
to generate the uncombined image for that coil. 
This process is repeated for each coil of the array 
to produce a full set of uncombined images, 
which can then be combined using a normal 
“sum of squares” reconstruction. GRAPPA uses 
several blocks of data to fit each missing line. 
Additional acquired calibration lines can also be 
included to improve image quality.

The advantages of using this kind of technique 
are considerable The SENSE-mediated reduc-
tion of acquisition time can be traded for 
improved temporal and spatial resolution of any 
given pulse sequences, without change of image 
contrast. In addition to the mere increase in image 
acquisition speed, the reduction of phase- 
encoding steps brings two further advantages 
[38]: First, in single-shot EPI applications that 
are usually used for diffusion imaging, diffusion 
tensor imaging or functional BOLD-contrast MR 
studies, SENSE helps to shorten the echo train 
length in proportion to the reduction factor. The 
shorter echo train also reduces the phase errors 
during the EPI readout and the susceptibility 
effects such as image distortions and blurring. In 
addition, the shorter echo train translates into a 
significantly higher SNR.

PI helps to shorten the length of the echo train 
without loss of spatial resolution in single-shot 
turbo/fast spin echo (HASTE, SSFSE) too [37]. 
These sequences often suffer from image arte-
facts because of their long echo train and can 
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appear blurred because of the T2-related signal 
decay during the readout of echo train. Second, 
SENSE helps to reduce RF deposition (regular 
phase encoding requires an RF pulse for every 
step). This is extremely helpful for high-field 
imaging where specific absorption rate (SAR) 
increases with the square of B0. The higher the 
field strength, the more energy patients absorb 
with excessive heating of the patient. In fact 
SENSE can also decrease the number of echoes 
in TSE sequences at a given spatial resolution 
and thus reduce the specific absorption rate. 
Acceleration factors of up to six are feasible 
because of the intrinsically high SNR obtained at 
3 T [39]. The combination of SENSE with 3 T 
makes an ideal partnership for optimized high- 
field MR protocols [40].

The shorter examination time obtained with 
parallel imaging is therefore useful for claustro-
phobic patients and patients who find it difficult 
to remain still.

Using GRAPPA it is possible to take cervical 
scans with fewer motion artefacts, because 
GRAPPA provides a greater signal and less 
ghosting than mSENSE [34].

While the maximum number of parallel 
receive channels on clinical scanners is currently 
in the vicinity of eight, Zhu et al. [41] presented a 
32-element receive-coil array and a volumetric 
paradigm that address the SNR challenge at high 
accelerations. Each system represents the inte-
gration of multiple sets of MR electronics, 
including analog-to-digital converters and digital 
data pipelines, into a single system. All receivers 
in the system multiple sets of electronics were 
synchronized to each other, which in effect 
expanded the number of parallel receivers to a 
total of 32. Pulse sequences were adapted to work 
with the synchronization mechanism, and custom 
software was developed to facilitate scan control 
and data communication.

Parallel imaging facilitates trade-offs between 
acquisition time, spatial coverage and image 
SNR, which has significant implications for the 
volumetric paradigm. While acquisition time 
tends to increase linearly with the expansion of 
volume coverage using a multislice approach, a 
more manageable time increase can be expected 

of the same expansion using a parallel imaging- 
based volumetric approach [41].
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3.0 T MR Angiography

Tommaso Scarabino, Saverio Pollice, 
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Magnetic resonance angiography (MRA) is a 
well-established non-invasive technique for 
imaging the intracranial vasculature, particu-
larly large calibre arteries and veins, and detect-
ing changes in vessel calibre and/or course 
(Figs. 5.1 and 5.2). It is generally performed 
without administration of paramagnetic contrast 
media.

Drawbacks with respect to conventional angi-
ography are lower spatial and, above all, tempo-
ral resolution. The quality of MR angiographic 
images has recently been improved even in lower 
field systems by the advent of surface or phased 
array coils with a higher signal/noise ratio (SNR) 
and shorter echo times (TE) made possible by 
stronger gradients, new pulse sequences with 
optimized SNR and longer acquisition times 
(given that a fourfold increase in examination 
time doubles the SNR).

5.1  MRA Techniques

Although there are several approaches to visual-
izing the intracranial vessels with MR, the two 
most widely used techniques are time-of-flight 
(TOF) and phase-contrast (PC) MRA.

In TOF MRA, which is usually performed 
using a flow-compensated gradient-refocused 
sequence, stationary tissues are saturated and 
thus have low signal intensity. However, blood 
upstream of the imaging volume is unsaturated. 
When this blood flows into the imaging volume, 
it is bright compared with the stationary back-
ground tissue [1].

For vessels coursing within the acquired sec-
tion, the inflow effect becomes less effective, 
reducing intravascular signal to the level of the 
surrounding stationary spins. Potential difficul-
ties in TOF MRA may therefore arise in situa-
tions where larger sections of vessels lie within a 
section and also in situations where turbulent 
flow is present, as this also suppresses bright 
intravascular signal.

In TOF MRA, vessels appear bright indepen-
dent of the flow direction. Hence, arteries and 
veins cannot be differentiated. Flow in a particu-
lar direction can, however, be saturated using 
spatial flow presaturation bands. Spins being 
washed into the slice from the presaturation area 
will not carry any magnetization, and no inflow 
enhancement occurs [2]. These saturation bands 
can thus be used to obtain selective TOF angio-
grams or venograms.
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a

b c

Fig. 5.1 Normal arterial circulation: high-definition 3D 
TOF image at 3.0 T (matrix 1024×512, FOV 240 mm, 
slice thickness 1 mm) (a); detail of the circle of Willis, 

especially of the posterior circle (b); also note detail of the 
right middle cerebral artery branches (c)
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Unlike TOF MRA, PC MRA utilizes phase 
shifts as blood flows in the presence of flow- 
encoding bipolar gradients. On phase-difference 
images, the signal phase intensity is proportional 
to velocity, resulting in suppression of the sta-
tionary background tissue. The flow-encoding 
gradients can be applied in any one or multiple 
directions depending on the desired flow sensitiv-
ity [1]. This technique is thus a direct velocity 
map, where the voxel intensity values are propor-
tional to the actual flow velocity in a particular 
flow direction.

Because the typical imaging time of these con-
ventional MRA techniques is between 2 and 
8 min, neither technique is able to demonstrate 
the dynamics of cerebral blood flow. Moreover, 
both techniques are prone to artefacts resulting 
from slow, turbulent or complex blood flow.

Most of the problems associated with TOF 
MRA and PC MRA can be overcome with 
contrast- enhanced MRA (CE-MRA) [1, 3]. 
Three-dimensional CE-MRA fundamentally dif-
fers from other vascular MR imaging strategies 
in that it is not flow dependent. Blood signal is 
derived from the T1-shortening effect of the 
dynamically infused paramagnetic contrast. 
Hence, arterial contrast is based on the difference 

in T1 relaxation between blood and surrounding 
tissue [4]. As a result, problems associated with 
slow flow and turbulence-induced signal voids 
are overcome. The technique allows a small num-
ber of slices oriented in the plane of the vessels of 
interest to image an extensive region of vascular 
anatomy in a short period of time [5]. With this 
technique, a temporal resolution of about one 
image in 20 s has become possible, enabling 
selective demonstration of the early arterial and 
late venous phase [5–7].

MRA images are best interpreted on an inde-
pendent workstation with 3D reconstruction 
capabilities. In addition to perusal of the original 
sections, diagnoses should be based on a combi-
nation of maximum intensity projection (MIP) 
images and interactive 3D multiplanar reforma-
tions (MPR). The MPR technique permits cross- 
sectional visualization of the vessels in any plane. 
Venous overlap can effectively be compensated, 
and the course of tortuous vessels can easily be 
reconstructed. This represents an advantage even 
over conventional catheter angiography. Surface- 
rendering algorithms as well as virtual angio-
scopic reconstructions are useful mainly for 
demonstration purpose.

5.2  3.0 T MRA

3.0 T MRA offers significant advantages 
(Figs. 5.3, 5.4, 5.5 and 5.6) [8–11].

First of all, it allows to perform all the angio-
graphic sequences applied routinely in clinical 
practice with lower field systems, such as 2D and 
3D TOF and PC, as well as ultrafast dynamic 
sequences after administration of a bolus of con-
trast agent (CE-MRA).

Similarly to standard brain MRI, the technical 
parameters of MRA sequences also need to be 
optimized at higher magnetic fields (Table 5.1).

The higher SNR improves scan quality 
largely through wider acquisition matrices (up 
to 1024) without giving rise to significantly 
grainy images [12–15]. In addition, the change 
in T1 relaxation time, i.e. the increased T1, 

Fig. 5.2 Normal venous cerebral circulation: 3D PC 
study at 3.0 T
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yields greater background stationary tissue 
suppression due to decreased R1 (the rate of 
longitudinal or spin- lattice relaxation), and 
greater flow enhancement since blood R1 is 

roughly constant, thus improving vessel-tissue 
contrast [12, 16, 17].

This advantage makes the application of mag-
netization transfer less effective than it is with 

a b

Fig. 5.3 Normal arterial cerebral circulation imaged 
using the same 3D TOF sequence at 3.0 T (a) and1.5 T 
(b). In (a), vessel conspicuity is greater than in (b), yield-

ing better and more detailed depiction of superficial, 
smaller calibre vessels

a b

Fig. 5.4 Coiling of a branch of the right middle cerebral artery studied with a 3D TOF sequence at 3.0 T (a) and 
1.5 T(b). The coil is better depicted in (a) than in (b), where the image mimics a small aneurysm
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a b

Fig. 5.5 Sacciform aneurysm of middle cerebral artery 
imaged using the same 3D TOF sequence performed at 
3.0 T (a) and 1.5 T (b). The sacciform vascular dilatation 

is depicted in greater detail and exhibits a more intense 
signal in (a) than in (b)

a b

Fig. 5.6 Large right arteriovenous malformation: unenhanced 3D TOF images acquired at 3.0 T (a) and 1.5 T (b). 
Greater background suppression and flow enhancement afford better spatial depiction of the malformation at 3.0 T
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1.5 T systems [18, 19] and is mainly evident 
when using 3D TOF sequences, since the short 
TR usually saturates stationary tissue but not cir-
culating blood [20], and the tag persists over a 
longer time. These effects afford greater vessel 
detail and conspicuity, especially with regard to 
small calibre structures, including surface vessels 
not clearly depicted on 1.5 T images (Figs. 5.7, 
5.8, 5.9, 5.10, 5.11 and 5.12) [21, 22].

For the same reasons, 3.0 T MRA appears to 
be a promising technique to enhance vessel con-
spicuity in neonatal intracranial vessels or to fur-
ther reduce scanning time [23]. Neonatal brain 
vessels are small; they exhibit lower blood flow 
velocity than adult vessels and frequently have a 
turbulent flow. MRA protocols therefore need to 
be adapted to the specific needs and features of 
these patients, e.g. by reducing acquisition time 

to prevent motion artefacts, by using low flip 
angles and out-of-phase imaging better to satu-
rate subcutaneous fat (which sometimes masks 
vessels on 3D MIP sequences) and by imple-
menting ramped RF pulse and multiple thin vol-
ume strategies to visualize the intravascular 
signal at distal cortical branches.

Since the relaxivity of paramagnetic contrast 
media remains largely unchanged at higher mag-
netic field strengths, contrast administration further 
improves 3.0 T imaging given that its high SNR can 
be transformed into spatial resolution: resolution of 
300 μm on the plane of section and of 400 μm on 
the slice thickness, i.e. 300×300×400 interpolated 
voxels (ZIP 4 and ZIP 1024) (Fig. 5.13). 

Dynamic techniques, which afford shorter 
acquisition times, further contribute to improving 
contrast-enhanced MRA.

Table 5.1 Optimization of technical parameters of MRA sequences at higher magnetic fields

Sequence
TR 
(ms)

TE 
(ms)

Other 
parameters 
(TI, FA, 
ZIP)

Slice 
thickness 
(mm)

No. of 
slices FOV Matrix NEX

Examination 
time (min:s)

3

1 5

D

T

TOF

.

30 6.9 FA 30 1.2 32 24 352×224 1 3:08

3

3 0

D

T

TOF

.

26 Min FA 20
ZIP 512
ZIP 2

1.4 60 16 288×224 1 5:53

HD TOF3

3 0

D

T.

30 Min FA 20
ZIP 1024
ZIP 2

1.4 48 19 384×320 1 6:18

2

1 5

D

T

TOF

.

Min Min 70 1.5 23 256×224 1 Variable in 
relation to 
number of 
slices

2

3 0

D

T

TOF

.

Min Min 50 1.4 22 256×192 1 Variable in 
relation to 
number of 
slices

3

1 5

D

T

PC

.

33 20 50 20 256×192 8 3:23

3

1 0

D

T

PC

.

30 20 35 22 256×224 6 2:41
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a

b

Fig. 5.7 Vestigial artery: unenhanced 3D TOF study at 3.0 T. MIP image (a), single partitions (b)

5 3.0 T MR Angiography



54

a b

c

Fig. 5.8 Neurovascular conflict: 3D TOF unenhanced study at 3.0 T. MIP images (a, b), single partitions (c)
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a

b

Fig. 5.9 Small berry aneurysm of left middle cerebral artery: 3D TOF study at 3.0 T. MIP image (a), single partitions (b)
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Additional gains are obtained with parallel 
imaging, which significantly reduces examina-
tion times and increases anatomical coverage 
providing the same image quality. In this case, a 
TOF sequence is usually applied with a wide 
matrix and hence greater spatial resolution [24].

Finally, although the deflection and torsion 
movements of biomedical devices (such as the 
aneurysm clips commonly used in interventional 
and therapeutic neuroradiological procedures) 
and resulting susceptibility artefacts increase at 
higher magnetic field strength, the newer devices 

a

b c

d

Fig. 5.10 Small berry aneurysm of the supraclinoid stretch of the left carotid siphon. Standard MRI, FSE T2 sequence 
(a); 3D TOF, axial and coronal MIP images (b, c); single partitions (d)
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a

b c d

fe

Fig. 5.11 Small, multiple aneurysms (left carotid siphon, middle cerebral arteries bilaterally). Standard MRI, FSE T2 
sequence (a); 3D TOF, single partitions (b–d), axial and coronal MIP images (e, f)
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a

b

Fig. 5.12 Left arteriovenous malformation at the convexity: unenhanced 3D TOF study at 3.0 T. MIP image (a), single 
partitions (b)
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appear to entail no particular safety or compati-
bility risk [25, 26]. Patients with tested biomedi-
cal implants can therefore safely undergo 3.0 T 
MRA [27, 28].

 Conclusion

The advantages offered by 3.0 T systems make 
MRA superior even to digital subtraction angi-
ography, especially for studying atheroscle-
rotic disease and vascular malformations like 
aneurysms, despite its lower spatial resolution. 
Digital angiography is increasingly being 
reserved for interventional and therapeutic 
rather than diagnostic applications (Figs. 5.14, 
5.15, 5.16, 5.17 and 5.18) [29]. Overall 3 tesla 
MRA has a better diagnostic performance with 
respect to studies performed with lower field 
scanner [30].

Fig. 5.13 Normal arterial cerebral circulation: contrast- 
enhanced coronal view at 3.0 T

a b c f

d e

Fig. 5.14 Giant aneurysm with turbulent flow in the intracavernous segment of the left internal carotid artery: 3D TOF 
study at 3.0 T. MIP images (a–c), single partitions (d, e), digital angiography (f)
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a

d

b c

Fig. 5.15 Partially thrombosed giant aneurysm of the 
intracavernous segment of the left internal carotid artery. 
3D TOF study at 3.0 T: coronal MIP image (a, detail in b), 

single partition (hyperintense signal inside the true lumen, 
mixed signal intensity of the thrombus) (c), digital angi-
ography (d)
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a

b c

Fig. 5.16 Bulky right temporal arteriovenous malformation: standard MRI T2 FSE study (a), 3D TOF axial and sagit-
tal MIP images (b, c)

5 3.0 T MR Angiography



62

a

d

b

c

Fig. 5.17 Right arteriovenous malformation: 3D PC and TOF obtained at 3.0 T. T2 FSE image (a), MIP PC image with 
20 cm/s (b), with 90 cm/s (c), single 3D TOF partitions (d)
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3.0 T MR Spectroscopy
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Magnetic resonance spectroscopy (MRS) is a 
non-invasive technique that can be used to mea-
sure the concentrations of different low- 
molecular- weight chemicals. The technique is 
based on the same physical principles as mag-
netic resonance imaging (MRI), i.e. the detection 
of energy exchanges between external magnetic 
fields and specific nuclei within atoms. The prin-
cipal differences between MRI and MRS lie in 
the different use of frequency, phase and signal 
amplitude as carriers of information:

• In MRI, frequency and phase are used to 
encode the spatial coordinates, while the sig-
nal amplitude of the signal is translated into a 
grey value of the resulting image (Fig. 6.1a).

• In MRS, phase and frequency are used to 
identify spectral patterns unique to specific 
metabolites, while the amplitude is used as a 
scale for the concentration of these metabo-
lites (Fig. 6.1b).

The information obtained during MRS experi-
ments, usually acquired as a series of FIDs, spin 
echoes or stimulated echoes in the time domain, 
is displayed graphically as a spectrum in the fre-
quency domain with individual peaks represent-
ing the various chemical compounds. The 
diagnostic ability of MRS can be increased by 
improving the spectral quality through changes 
in hardware and software and/or by improving 
the analytical approach aiming for objective 
absolute concentration measurements.

MRS should be performed as an adjunct to 
MRI gain additional information for a reliable 
clinical diagnosis: while conventional MRI pro-
vides anatomical images of the brain, MRS pro-
vides functional information related to its 
underlying dynamic physiology.

6.1  Spectroscopy Basics

MRS has been demonstrated in vivo for different 
nuclei, including 1H, 31P, 13C, 15N, 19F and 23Na. 
While most of these nuclei are very difficult to 
detect, 1H and 31P are available in the human 
brain in significant concentrations and have the 
appropriate physical configuration to be detected 
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by MRS. Besides the technical prerequisites, 1H 
and 31P are prominent candidates for clinical 
studies also from a biochemical viewpoint, as 
they allow in vivo investigation of some of the 
processes involved in brain metabolism. For 
instance, 31P-MRS has been the first to be applied 
to medicine in vivo and can be used to evaluate 
brain energy metabolism by directly and non- 
invasively measuring ATP, PCr or Pi concentra-
tions. While 31P-MRS was the first spectroscopic 
technique to be applied in vivo, the main nucleus 
studied today in neurospectroscopy is 1H, which 
provides information on markers of neurons, 
myelin, energy metabolism and other metaboli-
cally active compounds. Besides its important 
clinical role, 1H spectroscopy is also less techni-
cally demanding as it uses hardware employed 
for standard MRI and provides a higher signal/
noise ratio (SNR) [1, 3].

6.1.1  Proton MRS 
in Neuroradiology

Proton magnetic resonance spectroscopy of the 
brain reveals specific biochemical information 
about cerebral metabolites, which may support 

clinical diagnosis and enhance the understanding 
of neurological disorders. Analysis of the reso-
nance signals of low-molecular-weight brain 
metabolites (concentrations in mmol) provides 
information on metabolite concentrations and 
makes it possible to correlate their modifications 
with various pathological conditions. The high 
diagnostic specificity of MRS enables the bio-
chemical changes that accompany various dis-
eases to be detected, as well as disease 
characterization, sometimes diagnosis and moni-
toring. At 1.5 T the main metabolites detected 
vary according to the acquisition parameters 
(TR, TE) and type of pulse sequence adopted 
(STEAM, PRESS). 1.5 T brain MRS currently 
has a number of clinical applications, including 
the characterization of cerebral tumours and the 
monitoring of their treatment (e.g. radiation 
necrosis versus recurrence tumour), epilepsy, 
infection, stroke, multiple sclerosis (MS), trauma 
and neurodegenerative processes, such as 
Alzheimer’s and Parkinson’s diseases [2–5], and 
allows to diagnose several hereditary and 
acquired brain metabolic disorders such as 
Canavan’s disease [6], brain creatine deficiency 
syndromes [7, 8], adrenoleukodystrophy [9] and 
hepatic encephalopathy [10].

NAA

Cho

mI

mI

4 3 2
Frequency (ppm)

1 0

GIx Lac

GIx

Cr

Cr

a b

Fig. 6.1 (a) MRI of a phantom containing main brain 
metabolites dissolved in a water-based, pH-buffered stock 
solution. (b) Spectrum acquired from the VOI prescribed 

in a using volume-selective spectroscopy sequence with 
PRESS excitation (TR: 2000 ms, TE: 35 ms)
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However, despite the demonstrated ability of 
MRS to detect neurochemical changes and to be 
technically feasible to study the brain in vivo, 
there are no standardized techniques for acquir-
ing and interpreting MRS spectra, and little high- 
quality direct evidence of its influence on 
diagnosis and therapeutic decision-making is 
available. Its specificity, diagnostic and prognos-
tic value needs to be improved, and especially its 
sensitivity to disease markers, all of which can be 
achieved at higher magnetic field.

In the recent past, high magnetic field MR sys-
tems, particularly 3 T instruments, have prolifer-
ated with FDA “non-significant risk” clearance 
[11] and have replaced 1.5 T in many clinical and 
research applications now performed with these 
magnets [12]. 1.5 T fields have long been seen as 
the standard, but the development of 3 T and 
higher-field technology suggests that the concept 
of “high field” may be a moving target. Indeed, 
NMR spectrographs operating at magnetic fields 
of 14–21 T are routinely used for in vitro struc-
tural studies of complex molecules. The develop-
ment of in vivo high-field MRS has however been 
delayed by safety considerations, hardware limi-
tations (such as the availability of wide-bore 
magnets), high-performance gradients and meth-
ods to correct magnetic field inhomogeneity [12, 
19]. MRS like other advanced MR techniques to 
study the brain (e.g. angiography, diffusion, per-
fusion and functional imaging) should consider-
ably benefit from the greater SNR and contrast/
noise ratio and the increased spatial and temporal 
resolution provided by high- field systems 
[11–18].

Several studies comparing brain 1H-MRS at 
different field strengths in the same subjects 
using the same experimental parameters have 
demonstrated the usefulness of high-field 1H- 
MRS [19–25]. Its advantages rest on greater SNR 
and spectral resolution, which afford greater spa-
tial and temporal resolution and enable the acqui-
sition of high-quality, easily quantifiable spectra 
in acceptable acquisition times. In addition to 
improved measurement precision of common 
metabolites, such as N-acetylaspartate (NAA), 
choline (Cho), creatine/phosphocreatine (Cr/
PCr), myo-inositol (mI) and when present lactic 

acid (Lac) and lipids (Lip), high-field systems 
allow the high-resolution measurement of other 
metabolites, such as glutamate (Glu), glutamine 
(Gln), glutathione (GSH), γ-aminobutyric acid 
(GABA), scyllo-inositol (ScyI), aspartate (Asp), 
taurine (Tau), N-acetylaspartylglutamate 
(NAAG) and glucose (Glc), thus extending the 
range of metabolic information. However, these 
advantages may be hampered by intrinsic field- 
dependent technical difficulties, such as increased 
T2 signal decay, chemical shift dispersion errors, 
J-modulation anomalies, increased magnetic sus-
ceptibility, eddy current artefacts, limitations in 
the design of homogeneous and sensitive radio-
frequency coils, magnetic field instabilities and 
safety issues. Several studies have demonstrated 
that these limitations can be overcome, suggest-
ing that optimization of high-field 1H-MRS can 
lead to its broader application in clinical research 
and diagnosis.

Table 6.1 summarizes several metabolites 
involved in brain biochemistry detectable with 
1H-MRS. Besides the most prominent resonances 
of NAA, choline and creatine, a variety of other 
resonances might or might not be present in a 
spectrum depending on its type and quality as 
well as disease. This list is not complete, in that 
several metabolites are only observed in the rare 
cases when their concentrations are several times 
higher than normal, while metabolites such as 
alcohol and propylene glycol are not present in 
normal brain metabolism but may be found in 
certain patients. For a full list of detectable 
metabolites, the reader required to interpret spec-
tra with unusual resonances is referred to the 
literature.

6.1.2  MR Spectroscopy: Quality 
and Resolution

While the 1H protons bound to the H2O mole-
cule provide basically the whole signal used 
for MR imaging, the high water signal is one of 
the most disrupting elements in MRS, since the 
molecules of interest are found at much lower 
concentrations, yielding signal amplitudes 
more than 1000- fold smaller than the signal of 
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water (Fig. 6.2). Thus the quality of a spec-
trum, which is usually measured as SNR, and 
its resolution, which includes the spectral, spa-
tial and temporal dimensions, play a major role 
in the applicability and acceptance of MR 
spectroscopy.

6.1.2.1  Signal/Noise Ratio
The SNR is based on several variables, the most 
important of which are of course signal intensity 

(where Cr is often used as the reference) and the 
underlying noise of a spectroscopy experiment. 
The dependencies of signal intensity and noise 
can be divided into two categories:

 1. Dependencies which cannot be affected by the 
user and which are given by fixed natural con-
stants. The corresponding SNR shall be called 
SNRint.

 2. Dependencies that can be altered by modify-
ing the acquisition parameters. The corre-
sponding SNR shall be called SNRExp.

The most important factors for SNRint in an 
1H-MRS experiment are to be aware of the num-
ber of protons contributing to the total signal N, 
the field strength of the static magnetic field B0 
and the relaxation properties of a specific metab-
olite. With a direct, linear proportionality of 
SNRint to N and B0, these parameters define the 
intrinsic SNR available for the spectroscopy 
experiment, which means that an increase in B0 
from 1.5 to 3.0 T will theoretically boost the SNR 
by a factor of two. This achievable SNR will 
always be degraded by the natural phenomena of 
relaxation, expressed as an exponential signal 
decay after full excitation with the relaxation 
constants T2 and exponential return of the spin 
system into thermal equilibrium with the time 
constant T1.

Table 6.1 Some of the primary resonances found in 1Hbrain spectroscopy and corresponding chemical shifts (in ppm)

Brain metabolites detected on 1H MRS

Compound Abbreviation Frequency (ppm)

Alanine Ala 1.48, 3.78
Aspartate Asp 3.9, 2.69, 2.82
Choline Cho 3.22 (4.05, 3.54)
Creatine/phosphocreatine Cr/PCr 3.03, 3.95
γ-Aminobutyric acid GABA 2.31, 1.91, 3.01
Glucose Glc 3.43, 3.84 (...)
Glutamate Glu 3.77, 2.06, 2.38
Glutamine Gln 3.71, 2.15, 2.46
Glycine Gly 3.56
Lactate Lac 1.33
myo-Inositol mI 3.56, 4.06
N-Acetylaspartate NAA 2.02
scyllo-Inositol ScyI 3.35
Taurine Tau 3.44, 3.38, 3.32, 3.27

a

20 10 0 –10

H2O

b

Fig. 6.2 a Full water signal of a phantom spectrum con-
taining the main brain metabolites compared to the metab-
olite signal b several orders of magnitude smaller than the 
water signal
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For a given sample in a specific MR scanner, 
the value of SNRint is fixed, and its limitations 
cannot be overcome. Beside these factors, there 
are others which can be optimized by the user 
and which contribute to the final SNR. The main 
parameters to be considered by the user are the 
type of sequence, the number of signal averages 
N, the sample volume (VOI) and the echo and 
repetition times (TE, TR).

The SNR gain obtained from the intensity 
increase from 1.5 to 3.0 T can for instance be 
used to decrease the acquisition volume by a fac-
tor of two. On the other hand, reduction of the 
acquisition volume by a factor of two at a con-
stant field strength would require to increase the 
number of averages by factor of four to maintain 
the SNR. In addition, T1 relaxation times increase 
with higher field strength, leading to increased 
signal saturation for a given repetition time, and 
T2 relaxation times decrease. Therefore, the the-
oretical doubling of SNR cannot be achieved, due 
to the use of repetition times (TR) in the order of 
the T1 decay times (and not infinitely long) and 
echo times (TE) in the order of the metabolite T2 
decay times [25–28].

Comparison of different experimental settings 
thus requires careful analysis of all parameters to 
avoid errors and misinterpretations (Fig. 6.3).

6.1.2.2  Spatial and Temporal 
Resolution

The achievable quality of a spectrum identified 
by its SNR is directly related to the size of the 
sample volume (VOI) and the acquisition time, 
defined by the number of signal averages N mul-
tiplied by the repetition time (TR), as described 
in the paragraph above. Thus the SNR is usually 
the limiting factor for spatial and temporal reso-
lution in a clinical setting, where the time of 
acquisition is usually restricted by logistical, 
technical, financial and ethical aspects.

Spectra can be acquired from a single-voxel or 
a multidimensional grid of spectra, which are 
generally referred to as chemical shift or spectro-
scopic images (CSI, SI) (Fig. 6.4). Unlike the ca. 
1 mm3 resolution that can be achieved with rou-
tine MRI, 1H-MRS studies have been performed 
with a spatial resolution of 8 ml and an acquisi-
tion time of 3–5 min per single-voxel acquisition 
and 2–4 ml for CSI in 5–10 min [29].

The greater ability to detect smaller lesions 
afforded by advanced MRI technologies can 
involve an increased need for greater spatial reso-
lution of single-voxel spectroscopy and CSI 
experiments. Whereas the poor SNR of 1.5 T 
magnets prevented the acquisition of single-voxel 
spectra with a spatial resolution significantly 
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Fig. 6.3 Spectra acquired on the same phantom contain-
ing the main brain metabolites at 1.5 T (a) and at 3.0 T (b) 
using the same sequence parameters (PRESS: TR, 
2000 ms; TE, 35 ms), showing the increased SNR; the 

improved spectral resolution, in particular, between 2 and 
2.6 ppm; and the different peak ratio between the main 
metabolites due to the different relaxation times of indi-
vidual metabolites at different field strengths

6 3.0 T MR Spectroscopy



70

Fig. 6.4 Whereas a single-voxel spectrum usually pro-
vides good-quality, high SNR data but limited to a small 
region, a CSI acquisition will yield a grid of spectra, 

which are often prone to artefacts or low SNR, which can 
be translated into metabolite maps (Images courtesy of 
Charité, Virchow Clinic, Berlin, Germany)
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below 4–8 ml or chemical shift images with a 
spatial resolution of less than 2 ml, lower spatial 
resolutions are becoming feasible at 3 T.

The direct matching of metabolic and anatomi-
cal information would obviously be of clinical 
importance since it could improve the sensitivity 
and specificity of diagnosis. Higher-resolution SI 
can enable to distinguish between different ana-
tomical structures, between normal and 
 pathological tissue or between different pathologi-
cal structures (e.g. heterogeneous tumours, SM 
plaques, etc.). In patients with brain tumour, for 
example, high-resolution SI could differentiate 
healthy oedematous from affected tissue as well as 
normal from normal-appearing hippocampus in 
patients with temporal lobe epilepsy. At 3 T and 
higher field intensities, voxel volumes of 1 cm3 
and lower can be obtained with still good intrinsic 
SNR and acceptable acquisition times [29, 30].

Higher field strengths have also considerably 
ameliorated resolution time reducing examina-
tion times which had limited the application of 
1H-MRS to clinical research. The advantages of 
shorter examinations for patients, radiologists, 
technicians and hospital administrators are obvi-
ous. At high magnetic fields, larger brain vol-
umes can be studied overtimes similar to current 
single-voxel protocols using multivoxel 2D or 3D 
1H-SI sequences. In multivoxel 3D spectroscopy 
experiments, the time of acquisition has been 
reduced to 25 %, retaining the lowest SNR of 
1.5 T at 3 T [24, 28, 29]. Shorter times allow mul-
tinuclear MRS to determine the metabolic 
changes coupled to neuronal activity.

Besides the clinical advantages, high spatial 
and temporal resolution also have some striking 
technical features. Next to the SNR, the line-
widths of the individual peaks are responsible for 
the qualitative appearance of a spectrum. The 
linewidth is defined by the T2 relaxation time of 
the metabolite and the local field in homogene-
ities, where the inhomogeneities can be the domi-
nating factor of a resulting T2*. As local 
inhomogeneities will decrease with smaller voxel 
volumes, T2* increases, resulting in a noticeable 
decrease of linewidths, improving spectral qual-
ity, especially for voxels with a volume smaller 
than 0.75 cm3 [30].

Another factor degrading spectral quality is the 
stability of the consecutively acquired signal aver-
ages. Patient motion, magnet drifts and the insta-
bility of other system components can interfere 
with the acquisition of MRS data, yielding broad-
ened metabolite peaks or other artefacts. Thus 
keeping the acquisition times as short as possible, 
spectral quality can significantly be improved.

6.1.2.3  Spectral Resolution
Spectral resolution essentially refers to the ability 
to distinguish adjacent peaks in a spectrum of 
individual peaks. The resonance frequency ω of a 
specific metabolite is defined by the static mag-
netic field B0 and a shielding factor σ, defined by 
the geometric structure of the molecule shielding 
the nuclei from the external magnetic field and 
referred to as chemical shift. The chemical shift 
is field independent, for every metabolite charac-
teristic unit measured as parts per million (ppm). 
The resonance frequency ω(σ, B0) of a specific 
metabolite is defined by:

 
w s= × × -( )g B0 1

 

where γ is the gyromagnetic ratio of the nucleus 
studied. The spectral distance ∆ω between two 
peaks with chemical shifts σ1 and σ2 can be 
expressed using the above equation as:

 
Dw g s s= × × -( )B0 2 1  

This means that the spectral distance ∆ω for 
two identical metabolites will be twice as much 
at 3.0 T compared to 1.5 T (Fig. 6.5a).

This gain in spectral resolution with higher 
field strengths will allow for improved differentia-
tion between peaks that might overlap at lower 
field strengths. It is necessary to adjust some 
sequence parameters to make full use of this gain 
in spectral resolution. The achieved resolution of 
the raw data acquired is defined by the sampling 
scheme used. A given number of points are sam-
pled with a specific sampling rate to get a good 
digital representation of the MR signal. Typically 
at 1.5 T, a spectroscopy signal is sampled with 
2048 points and a sampling rate of 2500 Hz, which 
is equivalent to a sampling interval of 0.4 ms 
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between each point, yielding a total sampling time 
of 819.2 ms in which the acquisition window is 
opened. This kind of resolution is recommended at 
1.5 T to cover most of the spectral information and 
sample long enough to see the signal decay down 
to the noise level. To cover exactly the same spec-
tral information at 3.0 T, it is necessary to double 
the sampling rate to 5000 Hz, which for these set-
tings is equivalent to a sampling interval of 0.2 ms 
between points. At a constant number of 2084 
points sampled, the acquisition window is open 
for an overall 409.6 ms of sampling time. This 
sampling window can be so short, especially for 
phantom experiments, that a significant amount of 
signal is left at the end of the sampling interval. 
This can cause artefacts, known as ringing arte-
facts, in the reconstructed spectrum.

Even though the above considerations are usu-
ally of minor importance to the clinical user, they 
show that a direct one-to-one comparison of MR 
spectroscopy experiments at different field 
strengths can be misleading. If exactly the same 
parameters for sampling rate and number of 
points are used, the quality of the spectrum 
acquired at higher field strength is always 
degraded. If the parameters are adjusted, the 
comparison is no longer one to one anymore.

Spectral resolution also depends on the 
attainable linewidths, which are a function of 

field- dependent T2 relaxation times and field 
homogeneity. However, higher-field MR scan-
ners can improve the resolution between peaks 
as shown above, allowing a more accurate iden-
tification and quantification of each metabolite 
[22–25, 27]. Despite shorter T2 relaxation times 
and increased field inhomogeneity, the chemical 
shift doubling at 3 T yields better spectral reso-
lution. At 1.5 T, the quantification of NAA, 
Cho, Cr, Lac and other metabolites such as mI 
has been feasible [1–4], while Glu and Gln are 
closely coupled and present extensive spectral 
overlap at this field intensity, making peak 
assignments and quantitative measurements dif-
ficult and subject to considerable uncertainty. 
At 3.0 T the increase in chemical shift is 
reflected, for instance, in improved baseline 
separation of Cho and Cr, which are only 
0.2 ppm apart, and in slightly better resolution 
of Glu/Gln region, between 2.05 and 2.5 ppm. 
Furthermore the presence of abnormal metabo-
lites such as Phe at 7.36 ppm (Fig. 6.6) or the 
differentiation of glycine at 3.56 ppm from 
myo-inositol at 3.55 ppm (Fig. 6.5b) can be con-
firmed with more confidence.

Significantly improved spectral resolution 
was also demonstrated in the quantification of 
J-coupled metabolites, such as glutamate, gluta-
mine and GABA and the detection of glucose at 
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Fig. 6.5 The frequency resolution between individual 
peaks increases as a proportion of field strength. This 
means that the spectral distance ∆ω for two identical 
metabolites will be twice as much at 3.0 T compared to 

1.5 T (a), and therefore in abnormal tissue, it is possible to 
resolve different close resonance signals such as glycine 
at 3.56 ppm from myo-inositol at 3.55 ppm and to achieve 
a better detection of scyllo-inositol (3.35 ppm) (b)
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3.48 ppm and 5.23 ppm, without using glucose 
infusion [17, 18, 27, 31].

The previous paragraphs have shown that 
spectral quality is always a compromise between 
SNR and the spatial, spectral and temporal reso-
lutions. The relations cannot be expressed in a 
simple formula, and even though systems with 
higher field strength provide the required basis 
for a trend to higher resolutions or SNR, experi-
mental settings have to be carefully weighted 
against each other to provide the optimum raw 
data required for further analysis.

6.2  Spectroscopy Artefacts 
and Pitfalls

6.2.1  Magnetic Susceptibility and B0 
and B1 Inhomogeneities

Different materials placed in a homogeneous 
magnetic field (e.g. in an MR scanner) affect the 
magnetic field in different ways according to 

their magnetic susceptibility. For instance, water 
has weak negative susceptibility; namely, it 
develops a small magnetization that acts to coun-
teract the external field, while bone and air have 
near-zero susceptibility with little effect on the 
magnetic field. When a structure composed of 
materials of different susceptibility, such as the 
head, is placed in the bore, the magnetic field 
becomes distorted and inhomogeneous [32]. At 
higher magnetic fields, microscopic susceptibil-
ity from paramagnetic substances and blood 
products and macroscopic susceptibility at the 
level of air-tissue and tissue-bone interfaces, such 
as near the air-filled sinuses and skull base, are 
sensibly increased. Consequently, magnetic field 
inhomogeneity and susceptibility artefacts will 
make it more difficult to obtain good-quality 
spectra, especially from lesions near the skull 
base or close to the calvaria. These problems can 
be alleviated mainly by the following expedients: 
using higher spatial resolution, optimizing RF 
pulse and coil designs [33, 34], improving auto-
matic local shimming methods [35, 36] and 
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Fig. 6.6 Detection of phenylalanine (Phe) at 7.36 ppm in 
a patient affected by phenylketonuria (PKU). With respect 
to the MRS study conducted with the 1.5 T system (a) to 
detect the Phe signal, it is mandatory to use a VOI of 32 cc 
and to compare two signals in a follow-up therapeutic 
study. At 3 T (b), the Phe signal is detectable and can be 
analysed due to the increased SNR and the better spatial 

resolution. In fact, use of a smaller VOI (8 cc) reduced the 
line-broadening effects, allowing Phe to be better resolved 
with respect to histidine and homocarnosine at 7.05, 7.8 
and 8.02 ppm, to the amide proton of NAA at 7.9 ppm and 
due to the reduction in the macromolecular contributions 
(MM) at 7.3 ppm
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undistorting the images using magnetic field 
maps [32]. Spectral distortion and loss in SNR 
may also be caused by eddy currents, which are 
more apparent at higher field strength due to 
increased speed and power of gradient coils. 
These eddy currents can create an additional 
magnetic field of duration much longer than the 
original gradient pulse that generated them [37], 
even though these effects can be reduced by dedi-
cated hardware and software designs [38].

Field inhomogeneity, measured in Hz, has 
been found to be similar at 1.5 T and 3.0 T in 
phantom studies, but comparison of the linewidth 
and T2 values in vivo shows that the inhomoge-
neity contribution to the linewidth is greater at 
3.0 T than at 1.5 T. For all three main metabolites 
(NAA, Cr and Cho), the average of the difference 
between the experimental linewidth and the esti-
mated natural linewidth was 0.95 Hz at 1.5 T and 
2.66 Hz at 3 T [39]. Improved high-order shim-
ming techniques may help to minimize this term 
at higher field strengths [40].

Another important effect found at 3.0 T is 
related to B1 inhomogeneities, usually referred to 
as dielectric resonance. As soon as the sample 
size approaches the dimension of the RF wave-
length, the RF field becomes inhomogeneous. 
This can be observed as bright spots in the central 
area of head, body or phantom images acquired 
at 3.0 T and above. In MRS experiments, this 
effect makes it difficult or impossible to define 
the appropriate transmitter gain going along with 
the required flip angle, which will locally vary 
significantly, to apply the reciprocity theorem for 
spectrum quantification.

6.2.2  Chemical Shift Misregistration 
and J-Modulation Artefacts

The spatial location of a signal is usually encoded 
by a volume-selective excitation. With three con-
secutive excitation pulses, the signal is first selec-
tively excited in a slice, with a second pulse 
focused on a row inside the slice and finally 
selectively excited inside the volume of interest 
with a last, third pulse. The excitation performed 
by 90° and 180° excitation pulses used in a 

PRESS or STEAM sequence suffers from a 
frequency- dependent spatial misregistration 
known as the chemical shift error. While ideally 
all spins of every metabolite inside a VOI would 
be excited by the same pulse angle, the excitation 
varies across the metabolites and their localiza-
tion. As a compromise NAA is often used as the 
reference for the VOI, so that all NAA protons 
are fully excited inside the selected VOI, while, 
for instance, the excited volume of metabolites 
right of the NAA would be shifted by a few mil-
limetres to the right and upwards (Fig.6.7). The 
size and location of chemical shift errors are 
influenced by a number of factors, including the 
field strength [41]. At higher magnetic fields, the 
selective pulses used for MRS volume localiza-
tion go along with increased volume misregistra-
tion. This problem can be minimized by several 
techniques, where the use of outer volume sup-
pression techniques with very selective saturation 
pulses has shown to be very promising [42].

J-modulation anomalies for homonuclear- 
coupled resonances represent another difficulty 

Lipids

NAA

Water

Fig. 6.7 Voxel misregistration due to chemical shift error 
caused by spatially varying, frequency-dependent differ-
ences of excitation. The different metabolites are only in a 
subset of the whole excitation volume (red plus green 
area) and equally excited (green area), while certain 
metabolites are or are not excited inside or outside the 
ROI, which can have a significant impact on the achieved 
qualitative and quantitative results
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more frequently encountered at higher magnetic 
fields. For molecules such as lactate, the extreme 
separation of the coupled resonances (a doublet 
at 1.33 ppm due to methyl protons and a quartet 
at 4.1 due to methine protons) will result in 
incomplete inversion of the coupled spin over a 
large portion of the selected volume, resulting in 
anomalous intensity losses, which are a function 
of position. This effect can be overcome by some 
methods, each presenting advantages and disad-
vantages [43].

6.2.3  Magnetic Field Stability 
and Radiofrequency Coil 
Efficiency

The temporal variation of the metabolite sig-
nal, especially during long examinations, 
strongly impairs the quality of the resulting 
spectra. Besides the usual patient motion, the 
reason for this instability can be found in the 
drift of the main magnetic field, which particu-
larly affects high-field systems due to the 
higher technical demands for these magnets. 
The observable magnet drift over a long spec-
troscopy experiment can be within the order of 
the linewidth that can be achieved in 1H-
MRS. Spectral distortions due to temporal sig-
nal instabilities can be efficiently compensated 
for by the use of a correction algorithm on the 
basis of phase and frequency post- correction of 
the time-resolved raw data or by using addi-
tional signals from interleaved acquisition with 
a navigator scan [44].

A further hurdle for clinical spectroscopy at 
high field is the difficulty in building high- 
sensitivity, high-homogeneity volume coils. 
Since RF penetration into tissues becomes more 
demanding [45], the problems become striking 
for large structures, where achieving satisfac-
tory field homogeneity is difficult. An inade-
quate RF coil may sacrifice the SNR gained with 
the greater field strength. To address these prob-
lems, some technical strategies have been pro-
posed leading to a second generation of head 
coils for 3.0 T and 4.0 T systems [45–47]. 
Further improvements can be expected with the 

development of new multi-element coil arrays, 
low temperature coils and new concepts of coil 
designs for volume resonators.

6.3  MR Spectroscopy 
Quantification and Analysis

Quantification of metabolites is one of the major 
challenges in current clinical MR spectroscopy. 
At higher field strength, the increase in SNR and 
spectral resolution helps to improve the reliabil-
ity and reproducibility of the quantitative results. 
The improvement has been striking for some 
metabolites, such as Glu, Gln and GABA, sug-
gesting that multiplet resolution is as important 
in spectral quantification as SNR [15, 16, 23]. 
Still, all the difficulties and pitfalls known from 
quantitative analysis of spectra acquired at 1.5 T, 
especially when trying to determine absolute 
concentrations, apply to spectra acquired at 
3.0 T. The challenges of quantitative spectros-
copy are twofold, as in a first step a variety of 
methods can be used to determine the integral 
under the individual peaks, which is known to be 
proportional to the concentrations, and then to 
translate the value of the integral thus determined 
into true concentration. While the first is more of 
a statistical and mathematical problem, albeit 
quite a large one, where all methods applied 
should yield similar results, the second step can 
adopt conceptually different approaches that can 
yield very different results. Apart from the statis-
tical methods, there are two conceptually differ-
ent techniques to approach a quantitative output 
MR spectroscopy:

 1. The use of a reference as a standard to normal-
ize the results

 2. The use of the so-called reciprocity theorem 
to translate signal intensity directly into an 
absolute concentration value

There is no agreement on which method 
should be employed in which cases, but use of a 
reference has become an established method, at 
least as a significant set of results. There are 
several signals that can be used as a reference: 
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historically, creatine has been used as a refer-
ence, as in the majority of the neurological dis-
eases studied with 1H-MRS the Cr concentration 
has been shown to be constant up to the reliabil-
ity of the method. On the other hand, a mount-
ing body of findings where Cr is not constant is 
leading to the exploration of further reference 
markers. One of these markers is the internal 
water signal. Since the mmol concentration of 
water from healthy brain tissue is known, the 
metabolite signal can be normalized using the 
water signal as a reference. This method has 
disadvantages, as it does not take atrophy into 
consideration, even though there are methods to 
correct, for instance, for CSF contamination. If 
no internal signal is available, an external refer-
ence like a small phantom close to the sample 
volume has been suggested. This requires good 
B0 and also RF homogeneity, which is not 
always given. While the use of internal refer-
ences works as well for 1.5 and 3.0 T, the use of 
an external signal is more difficult. Due to the 
properties of wave propagation, it is nearly 
impossible to achieve homogeneous RF excita-
tion over a large FOV with 3.0 T systems. It 
would be necessary to acquire the spectrum of 
the VOI inside the patient followed by an acqui-
sition of an external reference while keeping all 
acquisition parameters constant.

This also yields to a problem related to the 
second conceptual approach using the reciprocity 
theorem to quantify in absolute units. The use of 
the theorem requires knowing the exact transmit-
ter gain, e.g. defined by the RF energy needed to 
apply a 90° pulse, and receiver gains used to 
amplify and digitize the signal. Whereas this 
works well at 1.5 T, acquisitions at higher field 
strengths are impaired by dielectric resonance 
due to B1 inhomogeneities.

Additional to the analytical approach, the 
decrease in the intrinsic individual metabolic T1 
and T2 relaxation times has to be well thought 
out [39], particularly if metabolite concentrations 
are to be expressed as absolute concentrations. 
The “normal” metabolite ratios observed at 1.5 T 
are, therefore, different at higher magnetic fields, 

and it is essential to gather new normative data 
when switching to a different field strength.

Despite all the qualitative arguments speaking 
for MR systems with higher field strength, the 
quantification of the resulting spectra can be 
much more demanding, and some of the methods 
well established at 1.5 T might not even be appli-
cable at all.

6.4  Advanced Spectroscopy 
Sequences and Applications

6.4.1  Spectral Editing

Even though their concentration levels limit the 
number of detectable metabolites with in vivo 
spectroscopy, there are still a dozen or more 
metabolites contributing to the total spectrum. 
Due to signal overlaps and complicated spectral 
patterns, most of these metabolites cannot easily 
be differentiated from each other and have to be 
treated as metabolite groups like the Glx- 
components glutamine, glutamate and GABA or 
just as baseline disturbances like most of the 
macromolecules.

Any technique simplifying or selectively 
changing the appearance of a spectrum can be 
considered a spectral editing technique. Most 
clinical 1H spectroscopy sequences have several 
of these techniques in common like CHESS 
water or lipid suppression or spatially selective 
excitation. In this chapter, all the techniques that 
allow to simplify a spectrum by focusing on a 
subset of specific metabolites will be discussed 
under spectral editing. Increasing the echo time 
TE is the simplest approach, where only metabo-
lites with long T2 relaxation times will contribute 
to the spectrum.

Most of the advanced spectral editing tech-
niques rely on the phenomenon of either homo-
nuclear or heteronuclear spin coupling. Spin 
coupling, also known as J-coupling, is responsi-
ble for several of the spectral patterns of individ-
ual metabolites observable in spectroscopy, like 
the doublet of lactate or the multiplet of 
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GABA. Even though J-coupling itself is indepen-
dent of the field strength B0, several of the editing 
sequences cannot be applied with clinical 1.5 T 
scanners. A sufficient spectral resolution and 
usually high signal when aiming for low concen-
trated metabolites are prerequisites for successful 
spectral editing.

In vivo measurements of cerebral GABA, for 
example, are limited by its low concentration 
and by the presence of the significantly overlap-
ping resonances at GABA-2 (2.3 ppm) from 
Glx, at GABA-3 (1.9 ppm) from NAA and at 
GABA-4 (3.0 ppm) from the methyl group of 
creatine. Fortunately, the methyl group of cre-
atine is not subject to the effects of J-coupling. 
This allows it to be suppressed or separated 
using a variety of spectroscopic techniques, 
such as J-editing [48–52], 2D J-resolved spec-
troscopy [39, 53], longitudinal scalar order dif-
ference editing [54] and multiple quantum 
filtering [55, 56]. These methods selectively 
prepare GABA-3 and GABA-4 into a steady 

state while suppressing the dominant overlap-
ping creatine signal at 3.0 ppm. The GABA-4 
can be made visible by further advanced pro-
cessing, which can include signal averaging or 
subtraction. The result is a single signal assigned 
to GABA as shown in Fig. 6.8, even though a 
significant amount of co-edited resonances from 
macromolecules, such as glutathione at 2.87–
2.94 ppm, are included.

Another application of the J-coupled editing 
technique is in the detection of glutamate (Glu), 
which gives rise to a complex proton spectrum 
characterized by the coupled spins of the C2–C4 
hydrogen nuclei. At the moderate field strength 
of 1.5 T, the in vivo brain spectrum in the respec-
tive spectral ranges exhibits poor resolution and, 
despite the relatively high brain Glu concentra-
tion of 7–12 mmol/l, low sensitivity due to sub-
stantial contributions by glutamine (Gln). In 
conventional spectroscopy sequences, the reso-
nances in this range are therefore mostly assigned 
to a mixture of Glu and Gln (and sometimes 

a b

c

Fig. 6.8 In vivo GABA spectrum (a) acquired with use of 
a specific editing sequence. Due to the complicated spec-
tral pattern (b) and the overlay of GABA with other 

metabolites (c), advanced acquisition techniques are 
required for successful detection of GABA (Image cour-
tesy of Ruber International Hospital, Madrid, Spain)
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GABA), summarized as Glx-components. A 
method to accurately measure the tissue level of 
brain glutamate at 3 T is based on a TE-averaged 
PRESS data acquisition, which gives an unob-
structed single-line response for glutamate at 
2.38 ppm (Fig. 6.9). The sequence is based on a 
modification of the standard asymmetric single- 
voxel PRESS sequence with equidistant TE 
increments ranging from 35 to 195 ms [57].This 
sequence also provides a sensitive method to 
measure the other metabolites and their effective 
T2 relaxation rates for uncoupled spins [58, 59].

6.4.2  Fast Acquisition Techniques

Fast acquisition techniques are usually restricted 
to techniques for multidimensional spectro-
scopic imaging (CSI). While the acquisition time 
in a CSI experiment is mainly defined by the 
number of phased-encoding steps used for 
encoding the spatial information, the time for a 
single-voxel experiment is proportional to the 
number of signal averages and the repetition 
time TR. None of the techniques used to decrease 
the time needed to cover the k-space for spectro-

scopic imaging can be directly applied to single-
voxel spectroscopy.

Different fast CSI acquisition techniques 
make use of increased gradient performance and 
specific k-space trajectories to acquire the full 
spatial and spectral information in a reduced 
amount of time. These techniques utilize 
approaches initially developed for conventional 
fast imaging methods and include echoplanar 
spectroscopic imaging (EPSI, PEPSI) [60, 61], 
spiral acquisitions [62] or recently developed fly-
back techniques [63].

Some of the techniques described above are 
very hardware demanding, and an alternative 
approach, with very little or no extra hardware 
requirements, uses a method commonly known as 
parallel imaging. These techniques work with ded-
icated coil arrays, using the known B1 field distri-
bution of every coil element to reduce the number 
of required phased-encoding steps for full encod-
ing of the required spatial information. Parallel 
imaging techniques have successfully been applied 
to spectroscopic imaging, even though post-pro-
cessing is very demanding, and the complex nature 
of the spectroscopic data makes the resulting spec-
tra prone to artefacts or quality losses.

a

4 3

Glx

Glu

2 1 0 4 3 2

Frequency (ppm)Frequency (ppm)

1 0

b

Fig. 6.9 Spectra obtained from grey matter in a healthy 
subject using PRESS (a) and TE-averaged PRESS (b) 
sequences. In conventional spectroscopy sequences (a), 
the resonances between 2 and 2.6 ppm are assigned to a 

mixture of glutamate (Glu) and glutamine (Gln), desig-
nated Glx. At 3 T, a TE-averaged PRESS data acquisition 
gives an unobstructed single-line response for glutamate 
at 2.38 ppm (b)
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Even though all the techniques enable a sig-
nificant reduction in acquisition time, down to 
less than 15 min for a full brain metabolite map, 
the resulting spectra always suffer from reduced 
SNR compared, for instance, to conventional 
PRESS chemical shift imaging. To regain this 
SNR, multiple averaging would be required, pre-
venting the acceptance of these approaches for 
clinical applications. Greater field strengths with 
higher intrinsic SNR may in the future open new 
prospects for the use of these methods.

6.4.3  High Spatial Resolution 
Spectroscopy

The ability of improved MRI technologies to 
detect smaller lesions may involve a greater need 
for higher spatial resolution in single-voxel spec-
troscopy and CSI experiments. Whereas the poor 
SNR of 1.5 T magnets prevented the acquisition of 
single-voxel spectra with a spatial resolution sig-
nificantly below 4–8 ml or chemical shift images 
with a spatial resolution of less than 2 ml, lower 
spatial resolutions are becoming feasible at 3.0 T.

A specific application requiring lower resolu-
tion is the MR spectroscopic study of small ani-
mals. These studies are usually performed on 

dedicated animal systems, which offer ideal con-
ditions. However, given their increasing diffu-
sion, researchers are interested in using 
whole-body high-field MR systems for animal 
studies both for reasons of cost reduction and to 
perform direct comparisons of animal and human 
data. This requires new techniques that allow to 
achieve the highest possible spatial resolution 
and obtain conclusive data from brain structures 
that are several orders of magnitude smaller than 
the human brain while keeping examination 
times short to minimize animal mortality [64].

Recent studies have shown that proton spec-
troscopy, for instance, of newborn rat brain in a 
3.0 T whole-body scanner using a standard clini-
cal spectroscopy protocol is feasible. Irrespective 
of field strength, the RF resonator for signal 
transmission and reception plays a major role in 
the quality that can be achieved. A coil with a 
size close to that of the object to be studied is 
usually appropriate, like the small birdcage reso-
nator shown in Fig. 6.10 designed for brain stud-
ies of newborn rats. If the transfer of results from 
animal experiments to human in vivo studies is 
going to be explored, similar acquisition proto-
cols would be appropriate to achieve comparable 
results. While maintaining these prerequisites, 
single-voxel spectra can be acquired of volumes 

Fig. 6.10 Dedicated linear volume resonator (Flick 
Engineering Solutions, the Netherlands) designed for 
newborn rat brain MR studies in a conventional clinical 

3.0 T MR scanner (Image courtesy of University 
Children’s Hospital, Zurich, Switzerland)
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as small as about 0.2 ml and CSI spectra with a 
spatial resolution of 0.04 ml, both with an acqui-
sition time of less than 10 min (Fig. 6.11).

 Conclusions

The utilization of high-field MR systems for 
clinical spectroscopy studies involves a variety 
of improvements and advantages which enable 
the use of new and advanced acquisition tech-
niques that raise the diagnostic accuracy of 
MR spectroscopy above the desired threshold. 
At the same time, the higher field strength can 
also carry  disadvantages and limitations that 
may degrade its usefulness. At the time of the 
introduction of clinical 3.0 T scanners, results 
were often unsatisfactory and performances 
for some applications were poorer than those 
obtained with the well- optimized clinical 1.5 T 
scanners. However, most problems with 3 T 
systems have been or are being addressed by 
the research community and the manufacturers 
with the development of sophisticated techni-
cal strategies, pulse sequences and/or process-
ing algorithms.

Higher field strength will improve MR 
imaging thanks to the greater SNR, but will 
also experience some image degradation due 
to the increased frequency distance between 
fat and water. By contrast, MR spectroscopy 
will gain from both the increased SNR and the 

increased spectral resolution. Thus spectros-
copy is and will be one of the key applications 
of MR systems with field strength of 3.0 T and 
above, despite the current problems. The vari-
ous strategies illustrated above should allow 
these problems to be overcome and make 
higher magnetic field scanners the workhorse 
for all brain MR applications in the near 
future.
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3.0 T Diffusion Studies
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7.1  Introduction

Diffusion refers to the random translational 
motion of molecules, also called Brownian 
motion, resulting from the thermal energy carried 
by these molecules [1]. In the human body, we 
mostly consider diffusion of water molecules. In 
pure water, the average displacement of water 
molecules caused by diffusion is about 20 μm in 
a time interval comparable to typical MRI 
sequences timing parameters (50 ms). These 
microscopic random displacements of water mol-
ecules produce a tiny, but detectable, change in 
the MRI signal obtained with dedicated 
sequences. The basic principle to render the MRI 
signal sensitive to the diffusion process is to add 
a strong linear field gradient to the imaging 
sequence. As a spin move randomly in this non- 
uniform magnetic field, there are corresponding 
random changes in its precession frequency lead-
ing to additional dephasing and greater signal 
loss with respect to the same signal acquired 
without the applied gradient.

In biological systems, the presence of mem-
branes, macromolecules and other components 
hinders the movement of water molecules. Thus, 
quantification and characterization of water dif-
fusion in the different tissues of the human body 
can provide useful informations about tissue 
structure and integrity.

It is a remarkable fact that diffusion MRI has 
the ability to probe tissue structure at a spatial 
scale that is much smaller than the voxel size of 
the acquired images.

In this regard, water offers several advantages 
with respect to other soluble molecules that also 
exhibit Brownian diffusion. Indeed, besides the 
high concentration of its MRI visible nucleus 
(1H) in biological tissue, the small dimensions of 
water molecules permit an easy access to most 
biological compartments (cell walls, membranes, 
intracellular organs, macromolecules), making 
the diffusion process very sensitive to the struc-
tural organization of tissues at the microscopic 
level.

Diffusion in a particular tissue may be 
restricted in any direction in a similar way (iso-
tropic diffusion, e.g. in CSF) or more in one par-
ticular direction (anisotropic diffusion, e.g. in 
white matter).

Diffusion measurements are generally 
expressed as the effective displacement in space of 
the water molecules in a certain time interval [2].

To understand the quantification of diffusion, 
we can refer to a group of molecules initially 
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concentrated at one point. After a time t, the mol-
ecules will have expanded in the three dimen-
sions according to Einstein’s equation of 
diffusion:

 r D t2 6= × ×  (7.1)

where r is the average displacement and D is the 
diffusion coefficient. A typical value for the brain 
is D = 0.001 mm2/s.

One of the primary clinical applications of dif-
fusion MRI is in stroke disease, where changes in 
diffusion-weighted MRI (DWI) are visible at ear-
lier stages of injury development when compared 
to conventional T2-weighted MRI [3, 4]. 
Moreover, advanced applications of DWI such as 
diffusion tensor imaging (DTI) provide a power-
ful tool to map white matter fibre bundles, allow-
ing the investigation of structural connectivity of 
the brain that complements fMRI studies of func-
tional connectivity [5–7].

7.2  Diffusion MRI Measurements

The basic principle to make the MRI signal 
sensitive to the diffusion process is based on 
the addition of a pair of strong bipolar gradient 
pulses to the acquisition sequence [8]. The sec-
ond gradient is oriented in the same spatial 
direction but has inverse polarity with respect 
to the first gradient (Fig. 7.1). The net effect of 
this gradient pair is to restore the phase coher-
ence of stationary spins, while the randomly 
diffusing spins experience a phase coherence 
loss proportional to their displacement in the 
gradient direction. In practice, the most com-
monly implemented acquisition modality is the 
Stejskal-Tanner spin-echo scheme. With a spin-
echo acquisition, the principle is the same, but 
the two gradients have the same polarity and 
are applied symmetrically on both sides of the 
180° refocusing pulse. In the case of free diffu-
sion, with a Gaussian distribution of spin 
phases, the signal is attenuated by a factor A 
that depends on the value of D and sequence 
parameters [9]:

 A e bD= -
 (7.2)

In particular, the factor b is an experimental 
parameter that depends on the strength and dura-
tion of the applied gradient pulses:

 
b G t T t= ( ) -( )g d D d2

3/
 

(7.3)

where γ is the gyromagnetic ratio, G is the 
strength of the diffusion gradients, δt is the dura-
tion of the diffusion gradients and ΔT is the inter-
val between the start of the diffusion gradients [8, 
10, 11].

The net signal in a diffusion-sensitized MR 
image is

 S S e0
bD= -

 (7.4)

where S0 is the signal obtained without the appli-
cation of the diffusion gradients, i.e. with b = 0. 
The diffusion coefficient D can then be calcu-
lated by acquiring an image with no diffusion 
gradients applied (b = 0) and the same image 
with a large value of b. The ratio of the two sig-
nals is the attenuation factor A from which D can 
be derived using the relation (7.2). This calcula-
tion is performed voxel by voxel producing an 
image of D that is usually called a map of the 
apparent diffusion coefficient (ADC). Note that 
the signal (4) in the DWI image itself contains 
also other weighting (e.g. a certain T2 weighting 
in the S0 term). However, if the same echo time is 
used for both the low and high b value, the T2 
effects cancel out, and the obtained ADC map is 
a quantitative measure of the diffusion character-
istics of local tissues. In practice the low b value 
is often selected slightly greater than 0 to elimi-
nate the effects of large vessels and flow [12], 
while for the high b value image, a typical value 

Fig. 7.1 Schematic of the bipolar gradient pulse making the 
MRI signal sensitive to diffusion. The timing parameters 
have the same meaning of those appearing in formula 7.3
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is b = 1000 s/mm2, producing a measurable atten-
uation of the signal and then a good signal-to- 
noise ratio for the derived ADC map.

Equation (7.2) is strictly valid for free diffu-
sion in a simple medium (e.g. pure water), lead-
ing to a Gaussian distribution of the molecular 
random displacements. In most biological tissue, 
the picture is more complex, and the diffusion of 
water molecules takes place in a multicompart-
ment environment, each characterized by its own 
diffusion coefficient.

For example, intracellular water has a signifi-
cantly smaller diffusion coefficient than extracel-
lular water. If the exchange of water molecules 
between the two compartments is fast compared 
to the timing of the MRI experiment (fast 
exchange regime), the tissue behaves like a uni-
form medium with a diffusion coefficient equal 
to the weighted mean of the two diffusion 
coefficients:

 D v D v Dmean e= +e i i  (7.5)

where the weights ve and vi are the volume frac-
tions of the two compartments (about 20 % for 
the extracellular space and 80 % for the intracel-
lular space).

Instead, if a diffusing water molecule remains 
in the same compartment during the MRI mea-
surement (slow exchange regime), the depen-
dence of the attenuation factor on the b value 
deviates from eq. (7.2) and is better represented 
by a biexponential form [13]:

 A v e v ebD bD= +- -
e i

e i

 (7.6)

where ve and vi are again the volume fractions of 
the two compartments. In this case, measurements 
with many b values are required to fully charac-
terize multicompartment diffusion in a tissue. The 
presence of tissue structures, such as cell mem-
branes, has also other effects on diffusion. These 
structures act like barriers, restricting the diffu-
sion phenomenon. Considering for simplicity a 
single compartment (e.g. the intracellular space 
enclosed by a membrane), the diffusion of water 
molecules will be restricted by the membrane in 
the sense that after a certain diffusion time, a frac-
tion of the molecules reaching the barrier will 

bounce back rather than diffusing past. The result 
is that the apparent D is smaller than expected 
when measured with longer diffusion times. 
Furthermore, the shape of the distribution of ran-
dom displacements of diffusing water molecules 
is no longer Gaussian as in free diffusion, com-
promising the validity of eq. (7.2). Advanced 
approaches have been developed exploiting the 
effects of restriction on diffusion to probe the 
structural composition of tissues. One approach, 
called diffusion spectrum imaging (DSI), showed 
promise to infer structural information from com-
plex tissue architecture as micrometric interdigi-
tating muscle fibres and crossing axonal fibres 
[14]. However, with DSI, many b values and con-
sequently long acquisition times are needed to 
collect sufficient data for a full evaluation of the 
local diffusion  characteristics. Another approach, 
called diffusion kurtosis imaging (DKI), provides 
a quantitative estimate of how the distribution of 
random displacements in restricted diffusion dif-
fers from a Gaussian [15]. This technique is less 
time-consuming since it requires a limited num-
ber of b values and may provide a powerful tool to 
investigate neural tissue in both health and disease 
[16, 17].

7.3  Non-EPI Diffusion-Weighted 
Imaging

Echo-planar diffusion-weighted imaging 
(EP-DWI) sequences are more sensitive to image 
artefacts than conventional imaging sequences 
because of two main reasons. Firstly, in EP-DWI, 
every second echo is acquired under a negative 
gradient. Consequently, any imperfection in the 
acquired signal (e.g. eddy current, heterogeneity 
of the radiofrequency receive path, etc.) leads to 
an alternate line variation in the raw data, result-
ing in a ghost image shifted by half of the field of 
view after Fourier transformation (N/2 ghosting). 
Secondly, in EP-DWI, acquisition time is longer. 
Hence, the longer readout period can cause sev-
eral artefacts: large fat-water shift, geometric dis-
tortions due to Bo inhomogeneity, signal loss due 
to dephasing and resolution loss due to filter 
effect by T2* [18].
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EPI artefacts are common in areas of great field 
inhomogeneity and multiple bone-air-soft tissues 
interfaces, causing frequent diagnostic issues in 
case of pathology affecting the skull base.

Very high specificity of DWI technique for 
keratin-containing lesions affecting the skull 
base (cholesteatoma and epidermoid cyst) has 
prompted MR imaging vendors to develop fast 
spin-echo-based non-EPI DWI techniques in 
order to reduce false negatives due to susceptibil-
ity artefacts.

These techniques include Half-Fourier acqui-
sition single-shot turbo spin-echo (HASTE) DWI 
(Siemens Medical Solutions, Erlangen, Germany), 
periodically rotated overlapping parallel lines 
with enhanced reconstruction (PROPELLER) 
DWI (GE Healthcare. Milwaukee, WI, USA), 
single-shot turbo spin- echo DWI, BLADE 
(Siemens Medical Solutions) and multishot DWI 
turbo spin echo.

Thanks to lesser susceptibility artefacts than 
EPI DWI techniques, thinner sections and higher 
imaging matrices, non-EPI DWI techniques 
have been proposed for detection of residual 
cholesteatoma as small as 2 mm after middle ear 

surgery (Fig. 7.2) [19], for detection of congeni-
tal cholesteatoma and in cases of acquired cho-
lesteatomas in which clinical signs, otoscopic 
findings and CT are not sufficient for final diag-
nosis [20].

7.4  Diffusion Tensor Imaging 
(DTI)

An important consideration in all DWI tech-
niques is the effect of the tissue anisotropy and 
the orientation of the bipolar gradient pulses on 
the signal attenuation. If the tissue is isotropic, 
water diffuses in any direction in a similar way, 
and the orientation of the gradient pulses does not 
affect the measured ADC. In anisotropic tissues, 
such as in white matter fibre bundles, diffusion is 
less restricted along the fibre direction than per-
pendicularly to the fibres. In this case gradient 
pulses along different directions will give a dif-
ferent attenuation of the MRI signal, potentially 
producing false identifications of affected areas. 
In order to fully characterize diffusion properties 
in most biological tissues and make the results 

a b

Fig. 7.2 Bilateral cholesteatoma in a 38-year-old patient. 
(a) Axial non EPI T2 HASTE DWI shows diffuse hyper-
intensity of the right middle ear. A less than 3mm wide 
hyperintensity is also appreciable in the left middle ear 

(asterisk). (b) Axial EPI DWI is contaminated by artefact 
due to bone-air-soft tissues interfaces. The small hyperin-
tensity in the left middle ear is not demonstrable
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independent of the gradient directions, D must be 
represented by a tensor rather than a single 
number:
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(7.7)

With this mathematical formalism, the diffu-
sion coefficient along a direction u = (ux, uy, uz) is 
given by

 D T= u Du  (7.8)

where the superscript T indicates the transpose. 
The diffusion tensor is symmetric, so there are 
only six independent quantities. The minimum 
amount of data required to measure D consists of 
an image acquired with b = 0 and six images 
acquired with a high b value (typically 
b = 1000 s/mm2) but with the gradient pulses 
applied along six different directions [22]. The 
specific values of these six quantities depend on 
the coordinate system used, i.e. the system 
defined by the orientation of the scanner gradi-
ents. However, the measured tensor D can be 
transformed in a diagonal tensor Dd that describes 
diffusivity in a particular coordinate system 
called the principal axes:
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The diagonal elements of Dd represent the dif-
fusivity along the principal axes. Two diffusion 
metrics are commonly derived using these tensor 
components: the mean diffusivity (MD), given by

 
MD = + +( )D D D1 2 3 3/

 
(7.10)

and the fractional anisotropy (FA) given by
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FA varies from zero (no anisotropy) to one 
(the diffusivity along one principal axis is much 
larger with respect to the other two).

The fractional anisotropy is the most com-
monly used metric to capture the degree of 
anisotropy and is calculated voxelwise to obtain 
FA maps [23].

DTI has now evolved in a powerful tool to 
map white matter fibre tracts in basic studies of 
brain function and structure [24, 25]. Diffusion is 
strongly anisotropic in white matter regions, with 
a D value along fibres ten times larger than the D 
value in a direction perpendicular to the fibres. 
Local fibre orientation is determined considering 
the principal axis corresponding to the largest 
diffusivity value in the diagonal tensor. Then 
fibre tract mapping is obtained graphically, con-
necting these vectors across voxels. The resulting 
paths can be visualized on standard brain images 
to show white matter connections. To increase 
the precision of orientation estimate, DTI acqui-
sition for fibre-tracking studies is usually per-
formed with more than the minimum set of six 
gradient directions required to measure the diffu-
sion tensor. A number of 30 directions for the 
high b value and five images (to increase SNR) 
for b = 0 is quite common, while 60 or more 
directions are used in advanced setups.

The reconstruction of these pathways is carried 
out using mainly two algorithms: deterministic or 
probabilistic. The deterministic approach assumes 
a single orientation at each voxel, starting with a 
seed point and then determining the path to the 
next voxel on the basis of the local fibre orienta-
tion. The probabilistic approach assumes a distri-
bution of orientations and try to make decisions 
about pathway directions and branching. A major 
challenge for fibre-tracking algorithms and DTI 
in general is represented by voxels containing 
crossing fibre bundles. In this case the simple dif-
fusion tensor model can fail in detecting this more 
complex situation. Advanced methods such as 
high angular resolution diffusion imaging 
(HARDI) and Q-ball imaging have been devel-
oped to deal with this complexity [26, 27]. 
Furthermore, advanced diffusion models such as 
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the composite hindered and restricted water diffu-
sion (CHARMED) model and the neurite orienta-
tion dispersion and density imaging (NODDI) 
technique have shown promise to study the micro-
structural complexity of dendrites and axons 
in vivo, providing more specific markers of neu-
rites microstructure than fractional anisotropy and 
other indices derived from standard DTI [27, 28].
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Nerve Pathways with MR 
Tractography

Maria Eugenia Caligiuri, Andrea Cherubini, 
Carlo Cosentino, Francesco Amato, 
Tommaso Scarabino, and Umberto Sabatini

The neuroradiological interpretation of magnetic 
resonance (MR) images relies on a complex 
semeiotics that is based on the morphological 
and signal characteristics of normal and patho-
logical brain tissue and on the detailed knowl-
edge of the ultrastructural and functional 
organization of the central nervous system 
(CNS). In the brain, the study of cortical organi-
zation is facilitated by the presence on its surface 
of fissures, which divide it into lobes, and sulci, 
which circumscribe in each lobe a number of 
convolutions or gyri. Identification of subcorti-
cal nuclei, grey matter formations lying deep in 
the hemispheres, is also facilitated by their  

characteristic morphology, their symmetric posi-
tion with respect to the midline and the presence 
of  well- defined white matter structures such as 
the internal, external and extreme capsule that 
mark their borders.

Detailed evaluation of white matter structure 
is more challenging than the study of cortical 
organization, because it does not exhibit anatom-
ical landmarks except the contiguous cortical 
gyri, the ventricular systems and the base nuclei; 
however, white matter contains fibres with dis-
tinct anatomical courses and functional signifi-
cance that include projection, association and 
commissural systems. Identification of nerve 
fibre bundles is essential in neurophysiology and 
in studying CNS diseases. Furthermore, knowl-
edge of the spatial relationship between fibres 
and lesions requiring surgical treatment is crucial 
in order to preserve white matter functional path-
ways and the activities they promote.

Conventional and morphometric MR tech-
niques provide an accurate representation of the 
brain’s macroscopic anatomy, but they do not 
carry detailed information on white matter struc-
ture. By contrast, the study of the anisotropic 
diffusion of water molecules (diffusion tensor 
imaging; DTI) [1] and tractography (fibre track-
ing) provide data on white matter microscopic 
organization and allow the reconstruction of axo-
nal tracts using diffusion-weighted MR images 
[2–6]. Since tractography is currently the sole 
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method affording non-invasive study of the 3D 
architecture of axons in vivo, it has potential 
applications to several fields of neurology and 
neurophysiology to visualize and quantify physi-
ological mechanisms and pathological processes.

Herein we illustrate the main methods for 
modelling diffusion-weighted MR images and 
for performing tractography and discuss their 
enormous potential and current limitations.

8.1  Basic Principles

A brief overview of the structural characteristics 
of nerve tissue is helpful for understanding the 
rationale behind diffusion studies. While grey 
matter is made up of cells, principally neuronal 
soma, white matter is mainly composed of 
myelinated axons with a specific orientation. 
Axons have a mean diameter of ~20 μm and may 
form parallel bundles of varying thickness.

The rationale behind DTI and tractography is 
that the random movement of water molecules in 
tissues (diffusion) is restricted by the presence of 
cell structures (Fig. 8.1). As a consequence, dif-
fusion perpendicular to axon bundles is hindered 
by axonal cell membranes and myelin sheaths [7, 
8] whereas it is unrestricted along them. Within 

axons water is surrounded by cell membranes 
and myelin sheaths; again, its diffusion will be 
greater parallel to the fibres. Longitudinally ori-
ented axoplasmic neurofilaments do not seem to 
restrict diffusion [9]. Tissues like cerebral white 
matter, which possess a microscopic architecture 
characterized by a specific spatial orientation, 
will thus exhibit different diffusion values in the 
different spatial directions. When diffusion 
exhibits a preferential direction, it is termed 
anisotropic.

The diffusion of water molecules in biological 
tissues can be measured using MR gradients and 
diffusion-weighted sequences. The acquisition 
technique consists of “tagging” the water mole-
cules with a very short gradient. Tagged mole-
cules acquire a magnetization and a phase that 
depend on their spatial position. The natural phe-
nomenon of diffusion causes the displacement of 
these molecules to areas containing molecules 
with different magnetization and phase. The 
presence in a region of signals with different 
magnetization and phase results in an overall 
lower signal intensity, as the signal of the diffus-
ing molecules reduces the one of local molecules. 
Therefore, increasing diffusion of the water mol-
ecules induces a reduction in tissue signal. The 
study of diffusion anisotropy uses the same image 

Water in a
homogeneous tissue

Water in an
inhomogeneous tissue

Spheric tensor

Ellipsoidal tensor

Isotropic diffusion
λ1=λ2=λ3

Anisotropic diffusion
λ1>λ2>=λ3

Fig. 8.1 Representation of 
the physical bases of the 
reconstruction of the 
diffusion tensor. In 
homogeneous tissues, the 
three eigenvalues have 
similar values, and the 
tensor is spherical. In 
tissues where barriers 
restrict water diffusion in a 
particular direction, the 
tensor is an ellipsoid, and 
the direction corresponding 
to the principal eigenvalue 
represents the direction of 
the fibres
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acquisition strategies as clinical diffusion studies. 
Indeed, water molecule diffusion data are actu-
ally generated as anisotropic data, because all 
acquisitions read diffusion along a given spatial 
direction, coinciding with the direction of the 
magnetic field gradient used. In clinical diffusion 
studies, the direction information is lost through 
the averaging of diffusion values along the three 
spatial axes; this simplifies the detection of path-
ological changes in the diffusion coefficient, 
which are independent of fibre direction.

In DTI studies, this information is retained, 
and the prevalence of diffusion along a direction, 
e.g. along a fibre bundle, can be expressed in 
terms of anisotropy. The degree of anisotropy 
can be quantified using the diffusion tensor [9–
11]. A tensor is a complex mathematical entity 
[12]; when measured with MR, it may be repre-
sented in matrix form using data from diffusion- 
weighted images to obtain parameters like 
fractional anisotropy (FA) and the apparent dif-
fusion coefficient (ADC), better known nowa-
days as mean diffusivity (MD) [13]. The diffusion 
tensor also contains much additional informa-
tion. In particular, an algebraic procedure called 
diagonalization makes it possible to obtain for 
each image voxel three eigenvalues (λ1, λ2, λ3) 
representing the values of diffusion along three 
spatial directions (eigenvectors). If in a given 
voxel the three values are similar (λ1~λ2~λ3), as 
in all grey matter, the water diffuses in a similar 
manner in all directions and its diffusion in the 
voxel is called isotropic. If, by contrast, one of 
the three eigenvalues is much greater than the 
other two, as in white matter, water diffuses more 
easily along the direction corresponding to that 
eigenvalue, and its diffusion in the voxel is 
anisotropic.

It is worth noting that, unlike MR parameters 
such as relaxation times, those obtained from the 
diffusion tensor do not depend directly on the 
magnetic field and can thus be measured and 
directly compared between high- and low-field 
acquisitions. In practice, whereas T1 and T2, and 
thus the relevant images, change as a function of 
the magnetic field, water diffusion in a given 
space is the same at 1.5, 3.0 and even 
7.0 T. Diffusion studies thus fully benefit from 

the greater signal/noise ratio (SNR) of high-field 
magnets.

8.2  Image Acquisition

Calculation of the diffusion tensor requires acqui-
sition of a set of MR images using suitable 
diffusion- weighted sequences. Echo-planar 
sequences with different gradient directions and 
intensities are the more appropriate for these 
applications and are those most commonly used 
[1, 14, 15].

Diffusion weighting involves a general reduc-
tion in signal intensity, which increases the 
greater the diffusion of water. This magnifies the 
SNR problems shared by all MR acquisitions and 
makes it difficult to obtain images with very high 
spatial resolution. Currently, the best spatial reso-
lution that can be achieved is rarely less than 
1 mm, particularly along the slice-encoding 
direction, but the use of high magnetic fields 
(3.0 T or greater) and parallel imaging can further 
enhance resolution [16]. Diffusion weighting 
depends on gradient intensity, which is usually 
denominated b factor and is measured in s/mm2. 
In theory, increasing b values should be used to 
calculate MD; in practice, limitations in the gra-
dients used in clinical practice, specific absorp-
tion rate and times of acquisition have led to the 
prevalent use of only two b values, one virtually 
null (no diffusion weighting) and the second high 
(1000 s/mm2 or greater). A b value slightly 
greater than 0 (~20) is used to remove the effects 
of large vessels. The minimum set of images to 
be acquired for a DTI study includes six different 
diffusion-weighted directions (with b = 1000 or 
greater) and a non-diffusion-weighted scan (b = 
0). The minimum set may be acquired several 
times to improve the SNR, whereas acquisitions 
with different b values for each direction are 
unnecessary as well as inefficient in terms of 
SNR [11]. More accurate evaluation of the diffu-
sion coefficient D from two acquisitions has been 
demonstrated using two values of b differing by 
~1/D, which in the brain entails that b2–b1 < 
1000–1500 s/mm2 [11, 17]. If more than two 
acquisitions are performed to optimize the SNR, 
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the theory of error propagation states that it is 
more convenient to obtain multiple acquisitions 
at the two b values selected than to use a broader 
range of b values [11].

Acquisitions of b values in a range, rather than 
a pair (b = 0 and b = 1000), can however provide 
interesting information [18, 19]. Although a sin-
gle MD value is usually assigned at each tissue 
voxel, most tissues are indeed made up of sepa-
rate compartments, each bearing its distinct value 
of MD. Brain tissue comprises at least two com-
partments, a fast-diffusion intracellular compart-
ment and a slower-diffusion extracellular 
compartment. The MD depends on the range of b 
values used, because low values (1000) are more 
sensitive to fast-diffusion components and thus to 
the structural features of the interstitium, than to 
those of axon fibres. Ideally, the different tissue 
compartments should be studied separately using 
several different b values and then fitted with a 
multi-exponential function. However, since slow- 
diffusion compartments can be studied only with 
high b values and favourable SNRs, this is diffi-
cult to achieve.

Simulation studies [20] confirmed the notion 
that higher b values allow the attainment of 
shaper angular diffusion profiles, which are more 
sensitive to the orientation of fibres. In particular, 
by increasing the b value from 1000 to 3000  
s/mm2, the minimal resolvable angle between 
fibre bundles was reduced from about 45 to 30°, 
independently from the number of diffusion- 
encoding gradient orientations. Instead, increas-
ing the b value to 5000 s/mm2 did not improve the 
diffusion model further.

The number of directions offering the best 
compromise between a reliably reconstructed 
tensor (multiple directions) and long acquisition 
times is still debated. In a given voxel, if the 
fibres are all oriented along the same axis, sam-
pling of the angular diffusion space along a lim-
ited set of directions (at least six) is not a problem. 
However, large portions of white matter are char-
acterized by complex fibre configurations [21], 
and for this reason the diffusion-weighted signal 
needs to be acquired along a larger number of 
unique orientations in order to obtain an accurate 
reconstruction of fibre orientation distribution 

functions. Even in the case of a single direction 
of the fibres within a voxel, a high number of 
sampling directions would be needed, since the 
orientation of this direction might change from 
voxel to voxel.

Besides increasing the precision (reproduc-
ibility) in reconstructing fibre orientation distri-
bution functions, a higher number of unique 
sampling orientations will also reduce the extent 
to which the variance in an estimate of a given 
parameter depends on the orientation of the struc-
ture. For example, while from a mathematical 
standpoint at least six different directions plus a 
low b value acquisition are required in order to fit 
the diffusion tensor model, it has been shown that 
for a statistically rotationally invariant recon-
struction (such that the variance in tensor-derived 
parameters is independent of the orientation of 
the tensor) at least 30 directions uniformly dis-
tributed over the sphere are needed [22]. 
Currently, most researchers use 6 to 90 different 
directions, with considerable differences in 
acquisition times and uncertain benefit. A 
sequence with 68 directions, b = 100 and 1000  s/
mm2, and a cubic voxel of 2.3 mm lasts about 
13 min, but actually takes much longer because 
image averaging to obtain an acceptable SNR 
requires multiple acquisitions. Here, a large role 
is played by acquisition conditions, particularly 
magnetic field intensity and the availability of 
parallel imaging to improve the SNR.

High-angular resolution techniques (HARDI; 
[23]), which require a much greater number of 
directions (even 252 or more), benefit from 
favourable conditions of field intensity and high 
coil sensitivity. A drawback of HARDI tech-
niques is their requirement for a greater num-
ber of diffusion-encoded acquisitions compared 
to DTI, leading to an increase in acquisition 
time. In addition, these techniques often use a 
substantial amount of the acquisition sequence 
duration for the diffusion-encoding gradients, 
resulting in long repetition and scan times. For 
example, a typical 60-direction, 60-slice whole-
brain Q-ball acquisition can take up to 10 min to 
complete the diffusion and slice encoding, while 
a 257- direction whole-brain diffusion spectrum 
imaging scan lasts as long as 45 min. The length 
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of these acquisitions limits their utility in clini-
cal and research studies. In order to overcome 
this limitation, several approaches have been 
developed, such as conventional accelerated 2D 
parallel imaging approaches and simultaneous 
multi-slice approaches for single-shot echo-pla-
nar imaging. With 2D parallel imaging [24], the 
number of phase-encoding steps can be decreased 
by a factor up to 4, thus significantly reducing 
image distortion and blurring. Despite allowing 
for an improved image quality, this reduction in 
echo train length does not translate to a signifi-
cant reduction in acquisition time because of the 
large fixed diffusion-encoding time blocks [25]. 
On the other hand, multi-slice approaches can 
reduce scan time by a factor equal to the number 
of excited slices, which are diffusion-encoded 
with the same diffusion gradients, and readout 
simultaneously. Methods developed accord-
ing to this approach include wideband imaging 
[26, 27], simultaneous image refocusing (SIR) 
[28, 29] and parallel image reconstruction-based 
multi- slice imaging [30–34]. Unfortunately, 
these techniques suffer from significant artefact 
and/or SNR loss: the wideband approach suf-
fers from a large voxel tilting artefact, while the 
SIR technique necessarily lengthens the readout 
period of the echo-planar imaging, thus increas-
ing echo time and susceptibility-induced image 
distortions. On the other hand, multi-slice imag-
ing techniques based on parallel image recon-
struction can lead to a large SNR penalty related 
to the g-factor, since the aliased slices are gener-
ally close to each other due to a comparatively 
small field of view (FOV) in the slice direction. 
Several attempts have been developed to solve 
these issues, such as the controlled aliasing in 
parallel imaging results in higher acceleration 
(CAIPIRINHA) technique [30] and the blipped- 
CAIPI method [34].

As mentioned above, the diffusion tensor basi-
cally provides two types of information: a quanti-
tative estimate of diffusion anisotropy and the 
spatial orientation of fibres (Fig. 8.2). These data 
are interesting but “local”, i.e. they regard a sin-
gle voxel. Tractography uses these microscopic 
data to obtain “global” information and recon-
struct macroscopic fibre tracts.

8.3  Fibre-Tracking Techniques

8.3.1  Line Propagation Algorithm: 
Deterministic Tractography

The voxel grid of an MR image may be compared 
to a chessboard: selecting a number of adjacent 
voxels that form a trajectory is like drawing a line 
on the chessboard (Fig. 8.3). The algorithm used 
to draw this trajectory in most fibre-tracking 
techniques involves selecting an initial point 
(seed point) that is highlighted on the image and 
then moving to the next nearest voxel, which in 
turn is highlighted, along the prevalent anisotro-
pic direction, until a condition that halts this pro-
cess arises (stopping criterion). The differences 
among these, line propagation, algorithms lie in 
the way in which the information contained in the 
voxels nearest to the one being examined with the 
algorithm (nearest neighbours approach) is used 
by the algorithm itself to draw the likeliest trajec-
tories and minimize noise.

Since digital images are represented on dis-
crete fields, the vector will often point to an area 
straddling at least two adjacent voxels, requiring 
a choice from one or more possible trajectories. 
In such cases, the selected tract will be a mere 

Fig. 8.2 Diffusion tensor. Projection in the image plane 
of the principal eigenvector. Vectors are represented by 
double-headed arrows because diffusion data provide the 
direction, not the orientation of diffusion
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approximation of the information contained in 
the diffusion data, irrespective of the trajectory 
that has been selected.

The first researchers to reconstruct a white 
matter fibre tract successfully [35, 36] solved this 
problem using propagation in a continuous 
numerical field – where the coordinates can be 
expressed as decimal values – each time approxi-
mating the coordinates of the line to those of the 
nearest voxel. This simple but fairly rough method 
can be improved by applying a tract curvature 
threshold. Assuming that the course of a fibre tract 
exhibits only reasonably soft curves, whenever 
two possible trajectories present, the less curved 
one is selected, while sharp curves (e.g. >60°) are 
excluded. Line propagation algorithms may 
require vector interpolation (direction and eigen-
value) at the point of arrival of the previous step, 
which usually straddles two or more voxels and 
therefore does not directly correspond to a mea-
sured value. Interpolation is a mathematical oper-
ation that makes it possible to obtain the value of 
a point from those of surrounding points. In the 
simpler algorithms, the vectors corresponding to 
the neighbouring voxels are interpolated, while 
the more sophisticated ones directly interpolate 
the diffusion tensor and calculate a new vector 
[6]. Interpolation enables more uniform paths to 
be obtained with respect to the algorithms that do 
not employ them and is less sensitive to noise, 
although the additional calculations considerably 
increase computation time.

8.3.2  Global Algorithms

The algorithms of this class use a radically differ-
ent approach. In fact, whereas the line propaga-
tion algorithms use only local information (i.e. 
the data contained in a voxel and in those nearest 
to it), these techniques employ the information in 
a global way by applying a mathematical func-
tion that reproduces the structural characteristics 
of the fibre tracts. For instance, the physical anal-
ogy used for the fast marching technique [37–39] 
is that of an ink drop falling on adsorbent tissue. 
The stain extends faster along the direction of the 
tissue fibres than perpendicular to them. 
Assuming a vector field indicating the directions 
in which the ink spreads, a speed function for 
front propagation can be defined on the basis of 
the fibres’ anisotropy value. This function reflects 
the fact that propagation is fastest along fibres 
and slowest perpendicular to them and makes it 
possible to calculate the “shape” of the stain from 
any point at any given time. Its contours may be 
compared to the isobars of meteorological charts 
and, in the case of a vector field of DTI data, they 
represent a sort of map of the likelihood of con-
nection starting from a given point. Using this 
technique, the course of the fibres coincides with 
the faster route, hence its name.

Another physical analogy, well known in the 
field of numerical simulations as the “travelling 
salesman problem”, can help explain another 
class of methods. A travelling salesman needs to 
find the optimum route passing through all the 
towns where he will be calling. One solution is to 
define a function, e.g. petrol consumption or 
time, and find the route that minimizes it. Using 
DTI data, the function ensuring global energy 
minimization is related to paths along the direc-
tion of the field vectors, while those associated 
with greater energy expenditure are perpendicu-
lar to them [40]. Calculation of the value of the 
function for all possible trajectories makes it pos-
sible to identify the course that minimizes the 
energy function. However, methods like simu-
lated annealing allow the solution to be found 
rapidly without calculating the energy for all the 
possible courses while minimizing the effect of 
noise.

Fig. 8.3 Propagation of a fibre in a vector field. The yel-
low pixels represent the course of the reconstructed fibre
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Global methods have two main advantages. 
First, they can provide a semi-quantitative 
 estimate of the level of connectivity between 
two points or regions. In fact, fibres like those 
shown in Fig. 8.4 provide a visual representa-
tion of the bundles, but not a “value” of the 
 connection [41], for instance, between two acti-
vation areas shown on functional MR. Secondly, 
they are less affected by the typical limitations 
of line propagation algorithms (addressed 
below). However, the level of calculation 
required to implement them is often close to the 
computational capacity of current processors, 
and they are still in an early phase of develop-
ment compared with the more common line 
propagation algorithms (Fig. 8.5).

Halfway between deterministic (line propa-
gation) and global algorithms are the Monte 
Carlo probabilistic methods [42–44]. With these 

techniques, thus named for their similarity to 
gambling, each time the tract is propagated from 
one voxel to the next, the various directions are 
given a probability value depending on the diffu-
sion values measured. It is assumed that by 
repeating the line propagation a large number of 
times, the course that has been selected most 
often will correspond to the actual trajectory of 
the fibre.

To date, several deterministic (line propaga-
tion) and probabilistic tractography algorithms 
have been developed, some of which can be 
applied not only to DTI data but also on orienta-
tion distribution functions reconstructed on 
HARDI data. The most commonly used deter-
ministic algorithm is the “fibre assignment by 
continuous tracking” (FACT; [36]), which is 
computationally leaner and requires minutes to 
perform whole-brain tractography for a single 

Fig. 8.4 Fibre reconstruction with a line propagation algorithm (left pyramidal tract in red), superimposed on axial 
T2-weighted images. Lower right corner: 3D reconstruction of the same tract overlaid on a coronal image
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subject. For what concerns probabilistic tractog-
raphy, the most commonly used approach relies 
on the combination of two steps [44, 45]: first, a 
Bayesian method for assessing the most appro-
priate number of fibre orientations at each voxel 
is performed; subsequently, probabilistic tractog-
raphy through the complex orientation fields is 
carried out. The main advantage of this approach 
is that the Bayesian step allows the modelling of 
crossing fibres, which makes this approach more 
sensitive to secondary or subordinate pathways. 
Each voxel is modelled as an isotropic compart-
ment (ball: “round” tensor with all eigenvalues 
equal) and one or several anisotropic compart-
ments (sticks: “thin” tensors with only one non- 
zero eigenvalue).

However, the obtainable accuracy in identify-
ing complex fibre configurations based on DTI 
data is limited [21], and HARDI approaches 
might be more suitable to this scope, even if their 
application in clinical routine is heavily limited 
by the long acquisition times.

8.3.3  Seed Point

A factor requiring careful consideration is the 
initial point of tract propagation, as this choice 
influences the relative effect of noise on the 
 propagation itself. In the earliest approaches, a 
frequently adopted solution was to use a number 

of equidistant seed points arranged on a grid 
space. This reduced the variance connected with 
the arbitrary choice of the seed point. An accep-
tance criterion was applied to avoid selecting 
voxels not containing fibres. To date, the most 
frequently used condition is a minimum FA 
value ensuring the presence of a distinct fibre at 
the seed point. It is worth stressing that, since 
the directions identified in each voxel by the dif-
fusion tensor do not have an orientation (see 
Fig. 8.2), a forward and a backward pathway, 
lying on the same straight line but running in 
opposite directions, are consistently generated 
at seed points.

More recently, because of the development 
of reliable brain atlases of cortical, subcortical 
and white matter structures, the definition of 
seed points has changed. In fact, by using these 
templates, cortical and subcortical region of 
interest can be automatically identified on the 
individual MR scan and used as seeds for tract 
reconstruction.

8.3.4  Stopping Criteria

All fibre-tracking algorithms that use a seed 
point require a stopping criterion to terminate the 
propagation process. The most intuitive criterion 
is the FA value itself; in grey matter FA is low 
(0.1–0.2 on a 0–1 scale), so the orientation of the 

Fig. 8.5 Connectivity map generated using a Monte Carlo 
algorithm. Overlay on a fractional anisotropy map. 
Fractional anisotropy is derived from the diffusion tensor 

and represents white matter distribution. Colours represent 
the likelihood of connection with the seed point in the left 
lateral geniculate nucleus, according to an intensity scale
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principal eigenvector of the diffusion tensor is 
random and unrelated to that of the fibre tract. A 
useful stopping criterion may thus be an FA 
threshold (usually 0.2) below which the propaga-
tion is halted, preventing reconstruction of fibres 
that are not organized into bundles, like grey 
matter fibres. However, this criterion may also 
halt the elongation of a line in those white matter 
voxels, which, albeit containing fibre tracts, have 
a low FA because of the lack of a main direction 
(see below).

Another possible stopping criterion is the cur-
vature of the reconstructed fibre tract. The method 
used to calculate the diffusion tensor assumes the 
absence in the voxels of sharp curves, in line with 
the fundamental hypothesis of the Gaussian 
nature of the diffusion process in all directions. A 
criterion halting tract propagation in the presence 
of sharp angles is thus useful, but is difficult to 
apply to the shorter and more tortuous tracts, 
where the low spatial resolution of the image 
does not enable reconstruction of the real course 
of the fibres.

8.3.5  Waypoints and Termination 
Points

When one is interested in using tractography to 
reconstruct a specific white matter tract, the defi-
nition of the seed region alone might not be suf-
ficient. In fact, no tractography algorithm, to 
date, directly incorporates knowledge on the 
actual bundles known to connect different regions 
of the brain, and for this reason erroneous con-
nections might be identified. To account for this 
limitation, there are two main approaches, both 
relying on the use of atlases. A frequently used 
procedure is that of defining not only the starting 
point (seed), but also a termination region, where 
the tract of interest is known to have one of its 
ends, and, eventually, one or more regions where 
the tract is known to pass (waypoints). These 
regions may be easily identified on existing MRI 
atlases (see Fig. 8.6, second row). If a determin-
istic or probabilistic streamline crosses the way-
points (eventually in a fixed order), it will be 

retained for the final reconstruction of the tract, 
otherwise it will be excluded. Of course, also one 
or more avoidance masks can be defined, imply-
ing that if a streamline reaches any of their vox-
els, it is rejected. Waypoints, avoidance and 
termination regions have been successfully used 
in order to create an atlas of the principal fibre 
bundles of the human brain [47].

The second approach is mainly used in whole- 
brain tractography (see Fig. 8.6, third row), either 
deterministic or probabilistic, and consists in 
automatically assigning each tractography 
streamline to a specific white matter bundle. This 
labelling process relies on the correspondence of 
the anatomical position of the streamline with 
that of the white matter tracts in an atlas (which 
in turn could have been constructed using way-
points and termination masks).

8.3.6  Tractography-Based Metrics

The ultimate aim of tractography is, of course, to 
extract quantitative information regarding the 
brain’s structural connections. To this end, there 
are several metrics that can be extracted from 
tractography data.

If deterministic tractography is performed, the 
exact number of streamlines that connect two 
regions can be calculated and, for example, com-
pared across groups. On the other hand, if proba-
bilistic tractography is used, an analogue measure 
is calculated, at each voxel, as the fraction of 
retained streamlines passing through the voxels 
over all the streamlines generated from the seed 
region.

Any tractographic reconstruction, appropri-
ately thresholded in order to exclude outliers and 
normalized by the total number of streamlines, 
can also be binarized and overlaid on other MRI 
sequences or maps in order to extract an average 
value of volume (e.g. from 3D T1-weighted 
scans) or diffusion metrics (e.g. FA and MD). 
However, after the development of white matter 
atlases, similar results can be achieved without 
performing tractography on the single subjects, 
but rather extracting the probabilistic map for the 
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Fig. 8.6 Typical processing workflow for the reconstruc-
tion of whole-brain connectivity and network analysis 
(Adapted from Filippi et al. [46]). Diffusion-weighted 
data is used to perform tractography (first row). Atlas- 
based identification of cortical and subcortical brain 
regions on the individual brain (parcellation, second row) 
can be used to define seeds, targets, waypoints and exclu-
sion masks for fibre tracking (third row). By using all the 

regions defined in the atlas to generate pairwise compari-
sons, a connectivity matrix is obtained in which the con-
nection strength between all pairs of nodes is contained 
(fourth row). To obtain comparability across different sub-
jects, a normalization step is required (bottom row): the 
matrix can be thresholded, to exclude weak connections, 
and or binarized, to exclude connection weights from the 
analysis
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region of interest from the atlas itself and regis-
tering it on the subject’s image.

The most recently introduced method for 
exploiting tractography data is represented by 
the application of graph theory to reconstructed 
fibre bundles, which is known as structural con-
nectomics [48, 49]: this theory considers pair-
wise brain connections (reconstructed using any 
fibre- tracking method) with the scope of model-
ling the brain as a complex network consisting 
of nodes (i.e. regions of the cortex and subcorti-
cal nuclei) connected by edges (i.e. the white 
matter bundles). There is a large number of the-
oretical metrics that can be extracted from 
graphs in order to quantify network organiza-
tional properties both at the global and the local. 
Here we briefly describe the metrics most fre-
quently used in neuroimaging studies that 
exploit brain graph analysis [50]. The node 
degree is the number of edges connected to a 
given node. For each node, the clustering coef-
ficient is defined as the ratio of the number of 
actual connections among the first- degree neigh-
bours to the number of all possible connections. 
The clustering coefficient indicates the extent to 
which neighbouring nodes are interconnected to 
one another, thus reflecting the local efficiency 
of information transfer of a network. In order to 
assess the graph distance between nodes, the 
shortest path length is computed by counting 
the minimum number of edges needed to link 
any node pair. To measure the centrality of a 
node (i.e. its importance with respect to the 
entire network), node betweenness centrality is 
computed as the fraction of all shortest paths 
that contain the specific node. Similarly, edge 
betweenness centrality measures how influential 
any given edge is with respect to the entire net-
work and is defined as the fraction of all shortest 
paths in the network that contain the considered 
edge. At the graph global level, instead, the 
characteristic path length is calculated as the 
average of all the shortest path lengths (i.e. 
across all node pairs), while the global effi-
ciency, another frequently used graph metric, is 
the average of all the inverse shortest path 
lengths. Both characteristic path length and 
global efficiency quantify the global integration 

of the network, with the latter preferred if mea-
suring topological distances in relatively dis-
connected graphs. Finally, any complex network 
in graph theory can be decomposed into mod-
ules. Each module is composed by a set of nodes 
whose connections with each other are much 
stronger than their connections to nodes in dif-
ferent modules. To quantify the community 
structure, the modularity metric can be used to 
assess how strongly nodes in a community inter-
connect compared to a random graph with the 
same number of nodes and edges (i.e. a graph 
where the edges occur at random). Thus, modu-
larity is a statistical quantity related to the extent 
to which a network is decomposable into such 
clearly delineated modules.

Whenever applying graph analysis to tractog-
raphy data, an important aspect to consider is that 
intrinsic network organizations are better 
assessed at a specific connection density, as this 
way it is less influenced by intersubject variabil-
ity in the total number of reconstructed stream-
lines. If the appropriate density were not used, 
each subject’s raw connectivity matrix (contain-
ing, for each subject, the number of connections 
between any node pair, see Fig. 8.6, bottom rows) 
would show substantial differences in connec-
tions between regions of interest, based on slight 
variations in individual anatomy. To normalize 
the network density, connectivity matrices must 
be thresholded. The threshold is chosen so that a 
specified percentage of edges is preserved in the 
network. Furthermore, by imposing another 
threshold on edge weights (e.g. fibre density), 
only the strongest edges are preserved, reducing 
the likelihood of including spurious connections 
not supported by evidence [51]. Normalized net-
works allow for topological properties such as 
path length and clustering to be quantitatively 
compared across subjects. Binarization of edges 
aids this process by ensuring that in addition to 
the number of edges being identical across sub-
jects, the sum of edge weights is also identical. In 
recent years, several studies used graph theory to 
explore the organization of brain circuits in 
healthy controls and different populations of 
patients with neurological and psychiatric disor-
ders [46, 52–55].
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8.4  Limitations of Tractography 
Techniques and Their 
Solutions

Also due to their recent introduction, tractogra-
phy techniques suffer from a number of 
drawbacks.

8.4.1  Noise

Owing to the frequent need for compromising 
between acquisition time and image quality, the 
three-dimensional vector field that is obtained 
using DTI data may contain a high level of noise. 
Several researchers have tried to quantify the 
effects of noise on tensor and tract reconstruction 
[56–61]. Unlike what takes place in standard 
MR, the noise present in the reconstructed tensor 
is not directly perceived on images like those of 
Figs. 8.2 and 8.4, because it affects only the 
direction of the tracts. Consequently, though 
exhibiting a consistent distribution of directions, 
the vectors may indicate slightly different trajec-
tories with respect to the actual anatomy. This 
type of noise considerably affects fibre tracking, 
and one of the main problems of line propagation 
algorithms is that such errors accumulate with 
increasing distance from the seed point [44]. 
Therefore, the greater this distance, the higher 
the risk of deviation of the reconstructed fibre 
towards an adjacent, unconnected fibre tract. This 
possibility should always be taken into account 
when analysing DTI reconstructions, especially 
of long fibre tracts. SNR optimization is essential 
to obviate this and other, conceptually related 
problems. Here, too, the intensity of the magnetic 
field used and the availability of parallel imaging 
play a large role.

8.4.2  Partial Volume

Different types of tissue may be found in a single 
voxel (partial volume effects), resulting in a 
reduction in the value of anisotropy [62]. Partial 
volume effects constitute a problem for fibre- 
tracking techniques. The problem may be accen-

tuated in short fibre tracts and in those close to 
grey matter, where white matter tends to thin out 
and anisotropy to diminish. Addressing partial 
volume effects requires spatial resolution to be 
increased, thus reducing the SNR. As in the pre-
vious case, the solution lies in defining the noise 
level tolerated by the algorithm used and in 
adjusting the resolution and acquisition time of 
the MR image.

8.4.3  Ultrastructure and Complex 
Fibre Configurations

DTI provides information on fibre bundles, not 
on individual axon branches. In addition, the dif-
fusion tensor is unable to model adequately vox-
els containing more than two axon populations 
with different directions [63]. For instance, if the 
relationship among the three eigenvalues of the 
diffusion tensor is of the type λ1 = λ2 > λ3, the FA 
may still be sufficiently high as to fail to halt a 
line propagation algorithm, even in the absence 
of a major direction with an eigenvalue greater 
than the other two. In this case, the plane defined 
by the two major eigenvectors contains several 
more or less equivalent directions, leading to 
error. This problem stems from the nature of the 
diffusion tensor itself, which being a mere 
second- order approximation of the diffusion pro-
cess, cannot adequately represent complex situa-
tions like the one described. The tensor line 
technique partially obviates this problem by 
selecting, among the directions of the plane 
defined by the two main eigenvectors, the one 
minimizing the curvature of the trajectory accord-
ing to the original direction [59].

These methods do not address the possibility 
that a dominant direction is not identified in a 
voxel due to crossing bundles giving rise to dif-
ferent directions. The inability to resolve a single 
direction within each voxel is a significant gen-
eral limitation of DTI. In fact, in the millimetre 
scale of the MR voxel, voxels typically exhibit a 
number of fibre orientations. Common situations 
of intra-voxel heterogeneity of orientations may 
be due to the intersection of different white mat-
ter bundles or to the complex architecture of sub-
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cortical or junctional fibres. In the presence of 
fascicles with multiple directions within the same 
voxel, for example, due to crossing or divergence, 
DTI will estimate the prevalent direction, which 
does not necessarily correspond to any actual 
direction. For instance, if in a voxel a vertical 
bundle branches off a horizontal bundle, DTI will 

show the presence of a single direction corre-
sponding to their diagonal, thus failing to repre-
sent either.

The standard diffusion tensor reconstruction 
technique using DTI data cannot resolve this 
problem. Indeed, even using several different 
diffusion-weighting directions to reconstruct the 
tensor, its mathematical nature prevents it from 
identifying the different directions when, for 
instance, two or three different bundles cross. 
The inability of the DTI technique to resolve 
fibres with multiple directions derives from the 
assumption of the Gaussian nature of the tensor 
model, because a Gaussian function has a single 
directional peak, preventing the recognition of 
multidirectional diffusion by the tensor model.

Methods capable of using all the diffusion 
information are HARDI techniques [23], which 
measure diffusion in several directions with an 
equal distribution in the three-dimensional space 
but do not calculate the diffusion tensor. These 
approaches to the resolution of multiple fibre 
directions in voxels are based on much more 
complex models of diffusion in nerve tissue (see 
Figs. 8.7 and 8.8).

HARDI methods can be categorized on the 
basis of the approach used to mathematically 
model the orientation dependence of the 

A B

Fig. 8.7 The crossing of two fibre bundles may result in 
a spherical diffusion tensor, erroneously indicating an 
absence of fibres

fODFdODFDiffusion tensor

Complex fibre configuration

Region with isotropic diffusion

Increasing complexity of fibre orientation

Single fibre orientation

Fig. 8.8 Possible 
scenarios of fibre 
configurations in a voxel. 
As fibre number per voxel 
and orientation complexity 
increase, the diffusion 
tensor becomes less 
appropriate for 
characterizing tissue 
microstructure, while 
diffusion or fibre 
orientation distribution 
functions (dODF and 
fODF) provide better 
performances
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diffusion- weighted MR signal. Estimates of 
fibre orientation are obtained either through the 
diffusion orientation density function (dODF) or 
the fibre orientation density function (fODF). 
The diffusion ODF is a spherical function that, 
for any point on the sphere, represents the rela-
tive number of particles that have diffused along 
the axis joining that point to the origin. In the 
case of co-axial fibres, the dODF can be used to 
infer the orientation of the fibres. However, the 
dODF will be non-zero in all other directions, 
since water can also diffuse perpendicular to the 
fibre direction (albeit hardly). In general, dODF 
approaches require reconstruction of the diffu-
sion propagator, i.e. the density of the probabil-
ity that a particle has moved a certain distance 
within the diffusion time. In principle, and tak-
ing into account the limits of acquisition time, 
these models do not require uncertain model 
assumptions to be made, which instead needed 
in fODF methods. However, an implicit model-
ling does exist in order to make any inferences, 
and it regards the relationship between the diffu-
sion propagator and the microstructural proper-
ties of the tissue of interest (e.g. fibre bundle 
directions or partial volume). Despite dODF 
advantages, the exact reconstruction of the entire 
diffusion propagator is not achievable in prac-
tice, due to the limits of most acquisition 
schemes, which foresee a single b value. In such 
cases, substantial modelling simplifications 
must be invoked, the most common of which is 
DTI itself. Reconstructing the diffusion ODF is 
the aim of approaches such as diffusion spec-
trum imaging [64] and Q-ball imaging [65]. The 
original version of the latter had some issues 
related to spherical coordinates, which have 
been taken into account in subsequent develop-
ments of the method [66, 67], referred to as con-
stant solid angle Q-ball imaging. Other models 
that employ dODF are multi- compartment mod-
els, which extend the single DTI model by sum-
ming up the contributions of multiple tensors 
[68]. Multi-compartment models are currently 
used in probabilistic tractography on DTI data 
[44, 45].

The composite hindered and restricted 
model of diffusion (CHARMED) method [69] 

combines elements of DTI and Q-ball imaging, 
thus simultaneously accounting for hindered 
diffusion in the extracellular space and within 
cell bodies and for restricted diffusion in the 
intra-axonal space, respectively. Hindered dif-
fusion is modelled by a diffusion tensor, while 
restricted diffusion requires special solutions 
for a cylindrical restricted diffusion space. The 
parameters of the model need to be estimated 
from measurements at both low and high b 
values.

In contrast to diffusion propagator and 
dODF approaches, which essentially describe 
the diffusion within a voxel, fibre ODF tech-
niques aim at estimating relative fibre density 
over orientation space. In the case of all fibres 
being parallel to the x-axis, for example, the 
true fODF will be a delta function pointing 
along the x-axis and zero in all other orienta-
tions. In this case, only the angular distribution 
of fibre orientations is inferred from the angular 
structure of either the signal [70] or of the 
dODF [20] by spherical deconvolution with a 
kernel. This kernel is essentially the  simplest 
model of the diffusion properties of a single 
fibre that the data support (e.g. white matter 
with the highest anisotropy must contain a sin-
gle-fibre orientation).

Despite many aspects of the white matter (e.g. 
axon diameter and packing density) may vary 
across brain regions, the single-fibre response 
will only be an approximation that is generalized 
across the brain. However, fODFs are superior to 
dODFs with respect to angular resolution and 
precision.

Reconstructing the fODF is the aim of appro-
aches such as spherical deconvolution [70–74].

Many tract-reconstruction algorithms exploit 
peaks in the dODF or fODF to propagate white 
matter trajectories.

It should be emphasized that, even using 
HARDI techniques, none of these methods is 
capable of reconstructing nerve fibres or even 
fibre bundles. As what happens in the case of DTI 
data, tractography only computes trajectories or 
pathways through the data, to which a large por-
tion of the nerve fibres should reasonably run in 
parallel.
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The degree of anisotropy can also be estimated 
directly using HARDI methods without calculat-
ing the tensor. In this case, an anisotropy index, the 
spherical diffusion variance, is used instead of 
conventional FA. Given that, unlike the tensor, this 
method is not based on an a priori physical model 
of diffusion, it has the advantage of not losing any 
information contained in the data. HARDI and its 
future developments appear to be very promising, 
and the evolution of tractography is likely to be 
based on it even though it requires specialized 
acquisition sequences, generally longer acquisi-
tion times than tensor methods, more complex 
processing algorithms and, save for q-ball imag-
ing, very powerful gradients [40].

8.4.4  Error Correction Methods

Tractography may yield anatomical reconstruc-
tion errors with any technique. These errors can 
be minimized using one of two methods of result 
analysis, one based on functional brain anatomy 
and one, a probabilistic method, using a standard 
space of brain coordinates. The first consists of 
using the anatomical data a priori by requiring a 
fibre tract to pass through at least two manually 
selected regions of interest (ROIs) [60, 75]. 
Using a single ROI, the reconstructed tract is 
more likely to contain different fibres, some rep-
resenting trajectories belonging to the tract being 
studied and others generated by partial volume 
effects or noise. The latter can be eliminated by 
selecting multiple ROIs along the fibre tract 
being reconstructed so as to avoid an erroneous 
deviation of the reconstruction algorithm from 

the actual trajectory (Fig. 8.9). This method 
makes it possible to track simply and non-inva-
sively the position of several tracts with a high 
level of confidence [60, 75]. Its main drawback 
is that it cannot reconstruct bundles that are not 
well documented anatomically [75] and may 
also exhibit limitations in the presence of fibre 
deviations induced by brain disease.

The second probabilistic method is based on 
the assumption that errors induced by partial 
volume effects or low SNR have a random dis-
tribution and are not reproduced consistently if 
multiple studies of the same object are per-
formed, and their results are superimposed. The 
same principle underpins a method that uses 
data from a large sample of subjects in a stan-
dard space of brain coordinates (e.g. the 
Talairach atlas). The first studies applying this 
method of normalization have yielded a high 
level of reproducibility for the large fibre bun-
dles, but greater intersubject variability for the 
smaller bundles [39, 76–78].

8.4.5  The Problem of Validation

One of the critical problems in the development 
of fibre-tracking techniques is that there are no 
other available methods to assess the course of 
nerve fibres in vivo or reference standards to 
which data can be compared. Indeed, knowledge 
of white matter fibre anatomy derives from post- 
mortem studies, where even in the best condi-
tions only the main fibre bundles can be followed 
and the resolution is insufficient to constitute a 
reference for validation [75].

a b

Fig. 8.9 (a, b) The use of 
the multi-ROI approach 
improves tractographic 
reconstruction of white 
matter tracts. Above, the 
addition of a second ROI 
(b) specifically selects the 
fibre tract of interest
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Ablation studies of animal models make it 
possible to document the course of axons using 
specific tracers. Though representing the refer-
ence standard for connectivity studies, these data 
cannot, however, be extended to humans because 
tracer methods follow single axons at the cell 
level, and axons may cross different fibre bundles 
along their course. Owing to the practical impos-
sibility of obtaining adequate statistics for 1011 
neurons, these methods cannot be used to vali-
date effectively data obtained using tractographic 
techniques.

Despite the limitations outlined above, a good 
agreement between fibre tracking and anatomy 
has, however, been demonstrated [39, 76].

Another limitation for DTI-derived results 
validation is related not only to inter-scanner dif-
ferences, but also to intra-scanner variability, 
meaning that diffusion tensor estimation, and 
subsequent fibre tracking, might be heavily 
influenced by slight differences even for the 
same subject undergoing the same MRI protocol 
at two different times [79]. Estimation of vari-
ability sources is currently being addressed also 
thanks to large, publicly available databases, 
such as the Alzheimer’s Disease Neuroimaging 
Initiative [80] and the Parkinson’s Progression 
Markers Initiative [81], which provide high-
quality MRI data acquired on different scanners, 
from both patients and healthy subjects and at 
multiple timepoints. These databases represent a 
precious resource in order to identify and address 
those variability sources that largely influence 
tractography results.

8.5  Clinical Applications

The potential clinical applications of tracto-
graphic techniques are numerous [82, 83], first 
and foremost in physiological studies of human 
CNS, where they enable in vivo identification 
of the topographic distribution of circuits 
shown by anatomical primate research and sur-
mised in man.

In neurophysiology, tractography has fostered 
the development of a new strategy to study brain 

activity patterns: anatomical connectivity. This 
technique is based on the possibility of visualiz-
ing directly the connections among the brain areas 
activated during a given task and conceptually 
complements two other strategies that explore 
connectivity, i.e. functional connectivity (the 
study of how two cerebral areas tend to work in a 
correlated manner) and effective connectivity (the 
study of the information flow within an active pat-
tern by identifying its direction and orientation). 
Anatomical connectivity is essential, because it 
provides evidence for the existence of anatomical 
connections, which are indispensable elements to 
confirm and validate the results of functional and 
effective connectivity studies. An example is the 
study of the connectivity of the dopaminergic sys-
tem, which originates in substantia nigra neurons 
in the pars compacta of the mesencephalon. 
Tractography has recently made it possible to 
identify the course of human dopaminergic fibres 
as far as the corpus striatum (nigrostriatal circuit) 
and their subsequent cortical distribution (cortico-
striatal circuit) [84] (Fig. 8.10).

The use of this method in neurological inves-
tigations is obvious, especially in degenerative 
CNS disease. In Parkinson’s disease, MR has 
a limited role except in the differential diagno-
sis from other diseases, since its diagnosis is 
essentially clinical but can only be confirmed 
by post- mortem histopathological examination. 
By identifying the dopaminergic fibres at their 
origin, tractography can quantify the axonal 
depletion and thus provide an index of disease 
severity. Another common degenerative disease, 
Alzheimer’s, is characterized already in its early 
phase by a depletion of temporo-mesial neurons, 
which can be identified with tractography [85–
93]. In Huntington’s disease, a neurodegenerative 
autosomal dominate disorder, MR tractography 
has shown white matter abnormalities prior to the 
disease onset [94–96].

In neurophysiology, electrophysiological 
data – indirect indicators of fibre integrity – could 
be better interpreted using tractography, which is 
capable of displaying fibre tracts directly. For 
instance, corticospinal fibres can be identified 
and reconstructed with tractography from their 

M.E. Caligiuri et al.



105

origin through the centrum semiovale, corona 
radiata, internal capsule and cerebral peduncle. 
Identification of this bundle is important in neu-
rological diseases like multiple sclerosis, where 
demyelination and the consequent axon damage 
even at a distance from the lesion site can be doc-
umented and quantified using these techniques 
[97–112].

In neurosurgery, knowledge of the course of 
nerve fibre bundles (Fig. 8.11) and their relation-
ships to the expanding lesion can preserve them 
from resection [113–123].

Another application of tractography in this 
field is represented by connectivity-based clas-
sification of a seed region. As the name sug-
gests, this method classifies each voxel of the 
starting region for tractography on the basis of 
the region of the brain to which it connects with 

the highest probability. For example, it has 
been applied to identify areas of the basal gan-
glia connected to different cortical regions, 
both in healthy subjects and Parkinson’s  disease 
patients [124, 125]. Connectivity-based classi-
fication could also be used before and after sur-
gery, in order to assess changes in the 
connectivity of the region near the surgical 
breach towards the rest of the brain.

Finally, tractography should be applied to 
identify and describe the brain plasticity phe-
nomena secondary to CNS lesions. Identification 
of the axonal loss and consequent impairment of 
further adjacent or distant circuits, normally not 
involved in a given function, can offer insights 
into the complex phenomena underpinning clin-
ical recovery and enable better targeted pharma-
cological and rehabilitation therapy [126–138].

Fig. 8.10 T1-weighted 
axial images at the level of 
the mesencephalon (upper 
left), subthalamic area 
(upper right) and thalamus 
(lower left and right). Blue 
points represent the fibre 
tract reconstructed from the 
putamen through globus 
pallidus, subthalamic area 
and medial substantia 
nigra. GP globus pallidus, 
Pu putamen, SN substantia 
nigra, Th thalamus, V3 
third ventricle (Image from 
Lehéricy et al. [84])
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 Conclusion

We have described the main MR tractographic 
techniques, which enable in vivo and non- 
invasive reconstruction of the anatomy of 
axon fibres, documenting the connections 

among grey matter areas. Tractography is the 
natural complement of functional MR, which 
can depict the activation of these areas. 
Combined use of these techniques is expected 
to be performed with increasing frequency in 

Fig. 8.11 Axial FLAIR 
image (upper left) 
compared with 
fractional anisotropy 
maps. DTI-based colour 
orientation map: red = x 
direction; green = y 
direction; blue = z 
direction. A tumour 
shown in the FLAIR 
image alters the course 
of surrounding fibres in 
several slices, as shown 
by the DTI data
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the future [118, 121, 139, 140], and to yield 
useful results in the study of physiological and 
pathological CNS mechanisms, enabling bet-
ter planning and quantification of therapeutic 
interventions.
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Cerebral perfusion is the process by which oxy-
gen and glucose are supplied to the brain capillar-
ies through the circulation. Disruption of brain 
perfusion is found in nearly all types of brain dis-
ease, most notably stroke and tumors, but also in 
neurodegenerative disorders [1–8].

Imaging the regional distribution of cerebral 
blood flow quantitatively is a diagnostic and tech-
nical challenge [3, 7, 9]. H2

15O positron emission 
tomography (PET), which uses a freely diffusible 
tracer and can quantitate blood flow with relative 
insensitivity to vascular transit time variations, 
has been in the past the gold standard of perfu-
sion studies [7, 10].

However, it is an expensive examination 
entailing radioactive dosing and invasive moni-
toring, besides having low intrinsic spatial res-
olution. Moreover, H2

15O PET imaging centers 
are relatively few due to difficulties in staffing 
and maintaining an on-site cyclotron. Hence 
the interest is in adapting more widespread 

imaging modalities, such as magnetic reso-
nance imaging (MRI), to the quantitative mea-
surement of blood flow.

MR perfusion imaging is increasingly being 
used for the assessment of brain perfusion in sev-
eral different pathological conditions including 
ischemic stroke [8, 11–15], neurovascular dis-
ease [16–19], brain tumors [20–28], and neuro-
degenerative disorders [29–35]. In brain tumors, 
perfusion MRI has been applied to grade glio-
mas; to distinguish between different tumor 
types, like primary tumor from solitary  metastases 
or lymphoma; to differentiate radiation necrosis 
from recurrent tumor [2]; and to discriminate 
high-grade neoplasms from nonneoplastic lesions 
like abscess [20–28].

Perfusion MRI has been used in the diagnosis 
of dementia, including Alzheimer’s disease, mild 
cognitive impairment and non-Alzheimer’s 
dementia [29–34], epilepsy [35], and multiple 
sclerosis [36].

Unlike angiography, which depicts flow 
within large vessels, MR perfusion techniques 
are sensitive to perfusion at such microscopic 
levels as the capillary bed.

Measurement of tissue perfusion depends on 
the ability to measure serially the concentration 
of a tracer in a target organ. Tracers can be 
divided into exogenous and endogenous. The for-
mer include paramagnetic contrast agents, while 
magnetically labeled blood is currently the sole 
available endogenous tracer [1, 3]. Obtaining 
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hemodynamic parameters from serial measure-
ments of tissue tracer concentrations requires the 
use of a general model of the way in which the 
tracer passes through or diffuses in the target 
organ that takes into account tracer diffusibility 
from intravascular to extravascular space, vol-
ume of distribution, equilibrium, and half-life.

Two main perfusion MRI approaches have 
been developed: those with and those without the 
use of an exogenous contrast agent (Table 9.1).

The first group of techniques (exogenous 
tracer methods) includes dynamic susceptibility 
contrast (DSC)-MRI and dynamic contrast- 
enhanced (DCE)-MRI, while the second group 
(that uses endogenous tracer) includes arterial 
spin labeling (ASL) [5].

Exogenous tracer methods for perfusion MRI 
(DSC and DCE) use a model assuming that the 
tracer is confined to the intravascular compartment 
and does not diffuse to the extravascular space [1, 
3–5]. Both techniques involve the rapid intrave-
nous injection of a magnetic resonance contrast 
agent (gadolinium chelate) and the serial measure-
ment of induced signal modification. Both DSC 
and DCE are patterned after tracer kinetic models 
of tissue perfusion, which utilize a tracer (gadolin-
ium chelate), track the tracer through the tissue, 
and then analyze its ingress/egress [5].

DSC utilizes the T2* effect of a bolus of gado-
linium chelate and measures the transient 
decrease in signal intensity during the passage of 
the bolus through the vasculature.

On the other hand, DCE relies on the observa-
tion that gadolinium-chelate contrast agents, 
after the transient T2* effects, cause relative T1 
shortening within the blood pool (and within any 
extravascular space in which the contrast agent 
accumulates because of leakage across the blood- 
brain barrier or the blood-tumor barrier), causing 
the increase in signal intensity [5]. In DCE 
T1-weighted images are acquired dynamically 
before, during, and after bolus injection of con-
trast medium.

Contrast-based perfusion imaging methods 
require a high-temporal resolution to capture the 
pass of the bolus, particularly when most of the 
contrast agent remains intravascular.

Endogenous tracer methods in perfusion MRI 
(ASL) use a model that assumes that the tracer dif-
fuses freely from the intravascular compartment 
into the tissue compartment. This model is similar 
to the one used in PET measuring the regional 
accumulation of the tracer, which is influenced by 
regional blood flow and its half-life [1].

In ASL water protons within inflowing arterial 
blood are magnetically labeled (or “tagged”) by 
application of a special radiofrequency pulse 
designed to invert spins in a thick slab proximal 
to the slice of interest [1], taking advantage of 
using the magnetically labeled blood itself as an 
endogenous tracer.

By comparing tagged and untagged baseline 
images, qualitative or quantitative images can be 
obtained.

Table 9.1 Three types of perfusion techniques

DSC DCE ASL

Full term Dynamic susceptibility 
contrast

Dynamic
contrast enhanced

Arterial spin labeling

Bolus handling Bolus tracking Bolus passage Bolus tagging
Acquisition point First pass of contrast agent Accumulation of contrast agent Accumulation of tagged blood
Exogenous/endogenous Exogenous Exogenous Endogenous
Contrast agent Gadolinium chelate Gadolinium chelate Without contrast agent
Tracer model Nondiffusible blood pool 

tracer
Flow or permeability- limited 
diffusible tracer

Diffusible tracer

Relaxation mechanism T2/T2* relaxation T1 relaxation Magnetic labeled blood T1 
relaxation

Effect Increased susceptibility effect T1-shortening effect Blood magnetization inversion
Signal behavior Decreased signal Increased signal Subtracted signal

From Jahng et al. [5], modified
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The modeling of ASL is similar to that used in 
the analysis of PET perfusion imaging, since in 
ASL methods arterial blood water is labeled as an 
endogenous diffusible tracer that can detect func-
tional deficiencies in a way similar to PET [1] 
and permitting a quantitative measurement of the 
real cerebral blood flow, giving absolute values 
of perfusion of tissue by blood.

This chapter illustrates the gadolinium-based 
techniques, focusing primarily on the DSC, 
which currently has greater widespread clinical 
application than DCE.

9.1  Dynamic Susceptibility 
Contrast (DSC)-MRI

Dynamic susceptibility contrast perfusion (DSC)-
MRI, also called dynamic susceptibility- weighted 
perfusion imaging or first-pass bolus tracking 
perfusion MRI, is the most widespread, clinically 
applicable MR technique for estimating cerebral 
hemodynamic parameters, especially in stroke, 

but also for tumor imaging and other research 
applications.

This technique is based on the passage of a bolus 
of contrast medium through the arterial and capillary 
circulation and on the transient changes it produces 
in vessels and surrounding tissues (Fig. 9.1).

Under normal perfusion conditions, in the 
presence of an intact blood-brain barrier (BBB), 
the contrast medium remains confined within 
the vascular network and does not diffuse in the 
extravascular space. While passing through the 
cerebral vasculature, a short bolus of contrast 
material produces local magnetic field inhomo-
geneities that lead to a reduction in the transverse 
relaxation time of the tissue. This susceptibility 
effect can be recorded by a series of ultrafast 
T2*- or T2-weighted sequences using gradient- 
echo and spin-echo sequences, respectively. The 
signal intensity-time curves can be converted 
to concentration-time curves, which allow the 
calculation of hemodynamic parameters such 
as blood volume, blood flow, and transit time 
(Fig. 9.2).

Fig. 9.1 Series of T2*-weighted images from a single axial slice during the passage of a bolus of contrast agent. When 
the bolus arrives, it produces signal attenuation (*)
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In pathological perfusion conditions, e.g., 
hyperacute ischemic lesion, the signal reduction 
is attenuated or delayed, whereas in brain tumor, 
the signal varies in relation to grade.

Perfusion imaging requires (1) rapid adminis-
tration of the contrast agent, (2) acquisition of 
ultrafast sequences, and (3) post-processing of 
the native images to calculate the intensity-time 
curve and obtain perfusion maps.

• Infusion of the gadolinium-chelated agent 
must be as rapid as possible to ensure correct 
mixing of the agent with blood and a sharp sig-
nal drop profile. This requires using a large 
intravenous line (18 or, preferably, 16 gauge), 
an automatic injector, a dose of up to 0.2 mmol/
kg of body weight (or less at 3.0 T, see below), 
and a bolus injection rate of 3–5 ml/s, followed 
by a 25 ml (range 10–30 ml) saline flush at the 
same rate, to push the bolus toward the heart.

Bolus injection of the gadolinium chelate 
should commence after about 20-second delay 
from the start of the DSC sequence.

• Imaging sequences must be sufficiently fast to 
allow accurate measurement of the rapidly 
changing signal from the first pass of the bolus 
and have adequate temporal resolution ( < 2 s 

for the entire brain) [1]. The most widely 
applied imaging sequences for these studies 
are T2*-weighted gradient-echo single-shot 
echo-planar imaging (EPI) and T2-weighted 
spin-echo EPI (Table 9.2).

Spin-echo EPI sequences display excellent 
sensitivity for the susceptibility effect pro-
duced by 5 μm capillaries. Gradient-echo EPI 
sequences are generally more sensitive up to a 

Fig. 9.2 The inversion proportion between signal drop and concentration of contrast agent permits the calculation of 
the relative concentration from the signal intensity curve

Table 9.2 Exogenous agent perfusion techniques: imag-
ing sequences

DSC DCE

Acquisition 2D or 3D dynamic 
acquisition

2D or 3D 
dynamic 
acquisition

Sequences Common: 2D 
single-shot GE 
EPI

Common: 3D GE 
(FSPGR, FLASH, 
THRIVE)

TR Intermediate 
TR < 2 s

Shortest TR < 0.5

TE Intermediate 
TE = 30–40 ms 
for GE

Shortest 
TE < 10 ms

Flip angle Intermediate 
FA = 60–90°

Small FA = 20°

Total scan 
duration

Relatively short 
( < 2 min)

Long 
( = 5–6 min)

From Jahng et al. [5], modified
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vessel diameter of 7 μm. Spin-echo sequences 
are thus  inherently weighted toward the micro-
vasculature and are therefore less sensitive to 
larger vessels.

Gradient-echo EPI sequences are currently 
those used most frequently [37–40]. They are char-
acterized by superior sensitivity in detecting the 
signal change produced by the passage of the con-
trast material and therefore require smaller doses of 

the agent. Their drawback is their high sensitivity 
not only to the microvasculature but also to the 
macrovasculature, including large arteries and 
veins on the brain surface. Susceptibility effects are 
elicited not only by the passage of contrast material 
but also by hemoglobin degradation products,  
the interfaces between different tissues, and  
age-related iron accumulation in the extrapyrami-
dal nuclei. These effects are much more pro-
nounced at high field intensities [40].

• The decrease in signal intensity produced by the 
passage of a bolus of gadolinium chelate allows 
a signal intensity-time curve to be obtained by 
calculating the change in signal intensity in a 
single voxel (or in a single region of interest) as 
a function of time. This curve is then converted 
to an agent concentration-time curve.

The sum of all the concentration-time curves 
of all the voxels in a given slice generates perfu-
sion maps from which various hemodynamic 
parameters can be calculated, including cerebral 
blood volume (CBV), cerebral blood flow (CBF), 
mean transit time (MTT), and time to peak (TTP) 
(Figs. 9.3 and 9.4) (Table 9.3).

concentration

TTP

area = rCBV

time
MTTTA

Fig. 9.3 Concentration-time curve (rCBV cerebral blood 
volume, MTT mean transit time, TA arrival time, TTP time 
to peak)

Fig. 9.4 Intensity-time curves are correlated to cerebral perfusion, better visualized in the CBV map: perfusion is 
greater in gray than in white matter and is reduced or absent in the ischemic area
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These parameters are dependent on the spe-
cific features of the bolus injection (injection 
rate, amount, and concentration of contrast mate-
rial) and on specific variables of the patient being 
imaged (total body vascular volume and cardiac 
output) [1, 3]. As a result, hemodynamic param-
eters cannot be directly compared between differ-
ent subjects and may even differ between 
examinations of the same individual performed at 
different times [1, 3].

Thus, relative values can be obtained using an 
internal standard of reference such as normal- 
appearing gray or white matter (Figs. 9.5 and 9.6) 
[1, 3].

For diffuse processes, in which the internal 
reference may also be affected, absolute quantita-
tion is required. Absolute quantitation of CBV 
and CBF has been attempted using methods that 
measure arterial input to the brain, but their accu-
racy is debated [1, 3].

9.1.1  Cerebral Blood Volume

Cerebral blood volume (CBV) is the fraction of 
each imaged voxel comprising the intravascular 
space and therefore the volume of the blood  vessels 
within a volume of brain tissue. It is measured as 
milliliters of blood per 100 g of tissue; since brain 
tissue approximates water in density (1 g/mL), this 
can also be expressed as a percent value.

Typical values for the brain are between 3 % 
and 5 %. Only a small fraction of CBV is arterial, 
most of it being divided between capillaries and 

veins, and its changes are related to autoregula-
tory vasodilatation of the capillaries and/or veins 
[6, 7, 38]. CBV is a potentially sensitive indicator 
of vascular endothelial response to changes 
in local CBF and tissue metabolism.

Relative CBV can be measured as the area 
under the curve of the voxel concentration versus 
time. Absolute CBV can be determined by dividing 
the area under the curve by a “reference” voxel 
known to contain 100 % blood, such as the superior 
sagittal sinus [7, 39].

Unfortunately several technical factors can 
impair the accuracy of this relatively simple 
 measurement [1, 3, 41]. The first is that dynamic 
 susceptibility contrast arises from spin diffusion 
in the space surrounding the blood vessels, 
making it difficult to determine a reference 
100 % blood- filled voxel [41]. Secondly, the 
effects of contrast recirculation must be elimi-
nated or minimized. Thirdly, CBV measurement 

Table 9.3 Exogenous agent perfusion techniques. 
Mechanism and quantitative parameters

DSC DCE

Mechanism Gd distorts 
magnetic field 
and reduces 
T2/T2* 
around vessel

Gd causes 
dipole-dipole 
interactions and 
produces signal 
enhancement

Quantitative 
parameters

rCBF
CBV
MTT

Ktrans

Kep

Ve

Vp

Fig. 9.5 CBV and MTT maps
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can be erroneous if the gadolinium chelate leaks 
through a disrupted BBB. This is of particular 
concern when imaging tumors, since several 
tumors cause BBB disruption, yielding a bright 
signal on post-contrast T1 images [7, 42] 
(Fig. 9.7).

DSC perfusion MRI model assumes that the 
contrast agent remains confined in the intravascu-
lar space throughout image acquisition. If the 
BBB is leaky, the DSC data can be compromised 
as the relative shortening of the T1 of water, due 
to parenchymal contrast extravasation, counter-
acts or mutes the T2* effect and the relative sig-
nal intensity decreases [8].

Comparative studies have shown that a “pre-
load” of gadolinium chelate, given before the 
actual bolus dose for DSC data acquisition, can 
reduce the deleterious impact of a BBB break-
down on the perfusion data [8]. The preload 
reduces the T1 leakage effects by saturating the 

leaky tissues with contrast agent, thereby 
dampening the T1-shortening effects of the 
main bolus during DCS data acquisition [8].

New molecules, such as superparamagnetic iron-
oxide particles, dendritic compounds saturated with 
gadolinium atoms, or reversible protein- binding 
gadolinium-based agents, have a longer half-life in 
blood [7, 43–45]. These so- called “blood pool” 
agents offer higher SNR for measuring CBV using 
steady-state susceptibility contrast that circumvents 
many of the problems outlined earlier.

9.1.2  Cerebral Blood Flow

Cerebral blood flow (CBF) is the amount of arte-
rial blood delivered to brain tissue per unit of 
time. It is most commonly measured as milliliters 
of blood per 100 g of tissue per minute. 
Characteristic values for gray matter are  

Fig. 9.6 Intensity-time curves and CBV maps in normal tissue and in focal ischemic area
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60 ml/min/100 g and 15 ml/min/100 g for white 
matter. CBF control is via control of the diameter 
of the feeding arterioles.

CBF is the primary rate constant controlling 
the supply of nutrients and removal of waste 
products from the brain. Below a threshold level, 

duration multiplied by the absolute CBF level 
can predict tissue infarction [7].

While CBV measurement with intravascular 
tracers is relatively straightforward, the measure-
ment of CBF is more challenging [7, 46], as it 
requires delicate deconvolution methods.

a

b
d

c

Fig. 9.7 (A, B) Low-grade astrocytoma: SE T1 after contrast 
agent administration (a) and CBV map (b); (C, D) glioblas-
toma: SE T1 after contrast administration (c) and CBV map 

(d). The CBV is reduced in the low-grade astrocytoma (b) and 
in the cystic component of the glioblastoma (d), whereas it is 
increased in the solid part of the glioblastoma (d)
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In particular, one method tries to deconvolve 
the effects of a bolus of finite width (as estimated 
from the arterial signal near a large feeding ves-
sel, such as the anterior communicating artery). 
This arterial input function is taken to represent 
the profile of the bolus at its point of entry into 
each individual voxel based on the assumption 
that every voxel has the same arterial input func-
tion. This is clearly an oversimplification, and 
uncertainties about regional changes in the pro-
file and timing of the bolus can cause significant 
errors in CBF evaluation [7, 47].

Good absolute CBF correlation with H2
15O 

PET has been shown in anesthetized healthy pigs 
[48], and an excellent relative CBF correlation 
has been reported in an experimental model of 
ischemia [49]. However, in diseased brain, where 
collateral pathways are more common, 
 intravascular tracer CBF measurements that do 
not account for variations in bolus delay (caused 
by arterial stenosis and occlusions) and disper-
sion are inaccurate [7, 46, 50].

9.1.3  Mean Transit Time

Mean transit time (MTT) is the average amount 
of time the blood spends in the capillary bed. A 
capillary bed is made up of numerous capillaries 
of different lengths, so the time spent in the tissue 
has a distribution. The unit of measurement is 
seconds. Typical values for the normal brain are 
in the range of 3–5 s, whereas in acute cerebral 
infarction, MTT is increased.

According to the central volume principle, it is 
important to note close relationship between the 
CBF, CBV, and MTT. This relationship is:

CBF = CBV/MTT.
This relationship can easily be explained with 

the simple case of flow through a single capillary. 
Flow is defined as the motion of a volume of fluid 
over time and velocity as distance over time. If the 
distance is measured along the capillary vessel, 
and the velocity is the speed of the fluid in this 
vessel, this relationship can be multiplied by the 
cross-sectional area of the capillary. This converts 
the distance to a volume and the velocity to a flow.

9.1.4  Time to Peak

Time to peak (TTP) is the time the blood takes 
to reach the maximum intensity, from the start of 
the bolus injection to the peak concentration  
of contrast agent; it is defined as the time point 
of maximum intensity loss after the passage of 
the contrast agent. It is calculated in seconds and 
reveals any delays in transit time, enabling quick 
quantification of perfusion deficits. Ischemic 
areas are characterized by a delay of tracer arrival 
and a TTP increase [6, 51, 52]. A study of patients 
with acute cerebral ischemia postulated that TTP 
values of 0–3.5 s are related to normal perfusion; 
values ranging from 3.5 to 7 s may indicate a per-
fusion disorder, whereas values above 7 s indi-
cate a high risk of ischemic tissue injury and 
watershed infarcts in border zones [51].

Despite these difficulties in determining the 
absolute values of volume and flow, relative val-
ues of CBV and CBF are extremely useful in 
clinical practice, especially in stroke evaluation.

It is generally accepted that tissue with abnor-
malities on both perfusion and diffusion-weighted 
imaging has already undergone irreversible 
ischemia.

However, tissue with perfusion abnormalities 
but normal diffusion is thought to be consistent 
with reversible ischemia. This area of diffusion- 
perfusion mismatch, also called ischemic penum-
bra, is a region of decreased perfusion that is 
potentially reversible because it is above the criti-
cal level for the maintenance of the Na+ K+-
ATPase pump [1]. Exact evaluation of the tissue 
that can be rescued is critical in assessing the 
risk-benefit ratio of possible therapies, since 
patients with no mismatch are considered 
unlikely to benefit from thrombolytic therapy.

Time-dependent perfusion thresholds were 
first established using H2

15O PET to distinguish 
underperfused tissue evolving toward infarction 
( < 12 ml/min per 100 g) from penumbral flow 
with functionally compromised but viable tissue 
(12–20 ml/min per 100 g) [1–3].

The exact role of each hemodynamic parameter 
(CBV, CBF, MTT, and TTP) in the correct evalua-
tion of brain perfusion changes, and which of them 
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is more representative of salvageable tissue and 
predictive of final infarct size is still debated.

It appears that MTT maps generally show the 
largest area of abnormality and often overesti-
mate final infarct size, while CBV maps tend to 
underestimate this size.

In one study comparing CBV maps, CBF 
maps, and MTT maps with change in size from 
initial infarct size to final infarct size, a mismatch 
between initial CBF maps and a diffusion abnor-
mality predicted more often the growth of infarct 
than did a mismatch between initial CBV maps 
and diffusion abnormality [41]. In that study, 
however, CBV maps best correlated with change 
in infarct size from initial to follow-up imaging 
[41].

A recent study comparing TTP maps and 
thresholds in patients with acute ischemia using 
CBF data acquired with PET, assumed as the 
gold standard, indicated that TTP is a useful esti-
mate of ischemic injury but entails considerable 
methodological limitations that have to be con-
sidered in routine use of MRI for stroke [52].

Relative TTP maps are only indirect surro-
gates of CBF and do not represent the best appli-
cation of MRI perfusion imaging. They are used 
in clinical routine because they are simple; they 
clearly delineate hemodynamic alterations, yield 
satisfactory results compared with quantitative 
methods, and do not rely on deconvolution algo-
rithms, calibration with PET data, or selection of 
adequate input functions [52].

However, TTP maps may be inappropriate, 
since simple visual analysis is more prone to 
errors related to individual subjectivity [52].

A quantitative observer-independent measure 
such as TTP thresholds has proved to be more 
indicative of underperfusion stated by PET for a 
CBF value of < 20 ml/min per 100 g [52].

The best estimate of penumbral flow was 
found for a TTP delay of > 4 s (sensitivity 84 %, 
specificity 77 %); it best identifies the volume of 
penumbra and should be used to define the mis-
match volume. The volume of a TTP delay 
of > 4 s was correlated with clinical deficit, 
whereas the volume of a TTP delay between > 5 
and > 8 s was strongly associated with infarct 
growth [52].

The lack of a complete match between PET 
and TTP thresholds is partly explained by 
method-specific properties. TTP only yields a 
relative estimation of CBF as it indicates the time 
point of maximum signal intensity loss during 
the passage of the tracer within several seconds. 
H2

15O PET assesses the “true” CBF as the con-
centration of a partly diffusible tracer integrated 
over a scanning time of several minutes. TTP 
data are therefore more prone to movement arti-
facts, collateral flow, or individual hemodynamic 
properties [1, 52].

However, even the TTP threshold with the 
best sensitivity and specificity seems to include a 
large portion of tissue with only modest hemody-
namic damage; particularly in small ischemia, 
TTP tends to overestimate the true extent of the 
“tissue at risk” [52].

9.2  High-Field DSC

Currently, most MR perfusion studies are 
acquired on 1.5 T machines, but MR systems 
operating at higher-field strengths are increas-
ingly becoming available in clinical practice [4, 
5, 8]. In general, imaging at higher magnetic field 
strengths offers at least a linear SNR increase, but 
its utilization is impaired by problems related to 
magnetic susceptibility artifacts.

Since magnetic susceptibility increases with 
field strength, at 3.0 T image distortion may be 
critical, particularly if EPI pulse sequences are 
used, as in most protocols for DSC perfusion 
studies. In fact, with EPI sequences the trade-
off is increased B0 inhomogeneity and magnetic 
susceptibility differences at air-tissue inter-
faces, leading to signal dropout and geometric 
distortions, most notably in the phase-encode 
direction [53].

Image quality may thus be severely impaired 
by distortion and blurring around tissue  interfaces, 
especially in patients who have undergone neuro-
surgery, and assessment of signal intensity at the 
passage of a bolus of contrast agent may be 
inaccurate.

Other drawbacks inherent with T2* suscepti-
bility are systematic overestimation of perfusion 
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because of the different relaxivity of the paramag-
netic contrast agent in the larger vessels (from 
which the input function is obtained) and in capil-
laries, problems in defining a good input function 
because of low spatial resolution on T2*-weighted 
EPI, and finally problems in assessing a damaged 
BBB. The latter is a critical element in the evalu-
ation of brain tumor perfusion, because relaxivity 
is different when the contrast agent is confined to 
a small compartment as opposed to distributed in 
the interstitial space [54].

In order to minimize these negative effects, 
the use of rapid 3D fast-field echo T1-weighted 
or 3D FLASH T1-weighted sequences has 
recently been proposed [54, 55]. Although acqui-
sition is slower and yields less spatial and tempo-
ral resolution than EPI, FLASH seems to suffer 
less from spatial distortion than EPI, thus yield-
ing a better arterial input function [55].

On the other hand, T2*-weighted contrast- 
enhanced perfusion imaging using 3.0 T systems 
offers some potential advantages. In particular, 
shorter T2 and T2* relaxation times and increased 
SNR [56, 57] may allow a greater T2* signal 
drop to be obtained for a given amount of con-
trast bolus during capillary passage [58].

A study of the feasibility of MR perfusion at 
3.0 T demonstrated that image quality of the per-
fusion source images was not impaired, leading 
to rating distortion and blurring as minor in most 
images [8].

This was also true of critical anatomical areas, 
such as the posterior fossa and the regions close 
to the base of the skull (e.g., the hippocampus 
and brainstem) [8]. This is probably due to the 
use of a multi-shot echo-shifted three- dimensional 
gradient-echo echo-planar imaging sequence, in 
which the short echo train length may compen-
sate for the field-dependent increase in suscepti-
bility effects [8, 59–62].

The choice of correct echo time may also 
affect the performance of DSC perfusion 
 imaging. A work comparing different echo times 
(ranging from 21 to 45 ms) in DSC perfusion in 
17 patients demonstrated that the shortest echo 
time used yielded the best images [63].

Important benefits have been reported from 
using EPI sequences in DSC perfusion at 3.0 T 

with parallel imaging [37], also with the imple-
mentation of a multichannel coil array [53], or 
with the use of spin-echo EPI, as an alternative to 
gradient-echo EPI [64].

Parallel imaging (PI) techniques such as 
simultaneous acquisition of spatial harmonics 
(SMASH), sensitivity encoding (SENSE), or 
generalized autocalibrating partially parallel 
acquisition (GRAPPA) allow the shortening of 
scanning time by reducing the number of phase- 
encoding steps needed. Correct image recon-
struction is achieved by inclusion of additional 
spatial information obtained from the spatial 
variation of coil sensitivity of multiple receiver 
coils. The reduction in encoding time can be used 
to achieve greater temporal resolution or to 
increase spatial resolution of the otherwise typi-
cally low-resolution dynamic scans [37].

The use of EPI sequences at 3.0 T is ideally 
suited for combination with PI techniques 
because the reduced echo train length results in 
several improvements.

The first benefit is reduction of image distor-
tion and blurring from B0 inhomogeneities pro-
duced by the interfaces between tissues and 
tissue boundaries or by hemorrhage products 
and surgical material after craniotomy. These 
image distortions are proportional to the off- 
resonance frequency produced by the inhomoge-
neities and inversely proportional to the time 
necessary to traverse the k-space. With PI the 
sensitivity of EPI to any of these off-resonance 
artifacts, particularly significant at 3.0 T, can be 
reduced [37].

Another advantage is the reduction of the 
influence of T2* relaxation on spatial resolution, 
also referred to as k-space filtering. k-space fil-
tering limits the resolution that can be achieved 
due to signal loss during spatial encoding. At 
1.5 T a typical contrast agent reduces the T2* 
time of brain tissue to 20–40 ms. Therefore 
encoding steps performed after the actual T2* 
time contribute little to the k-space information, 
and the image appears as if acquired at much 
lower  resolution. Because of the shorter T2* 
relaxation at higher field intensities, this effect is 
even more pronounced at 3.0 T. This effect is 
also very important for the measurement of the 
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arterial input function. With conventional EPI, 
the signal inside vessels vanishes completely, 
and the arterial input function can be detected 
only around vessels.

Moreover, reduced shot duration in PI allows 
the acquisition of more slices in the same scan-
ning time, enabling increased coverage of the 
region being investigated.

Finally, using interleaved EPI sequences, 
application of PI is also recommended for select-
ing an appropriate echo time.

The dose of contrast agent also needs to be 
adjusted to the high-field strength setting. 
Although structural contrast-enhanced brain 
imaging at 1.5 T is usually performed with 
0.1 mmol/kg of body weight, 0.2 mmol of gado-
linium chelate is the most widely used dose and is 
considered optimal for DSC perfusion studies 
[65–71], also in case of higher concentrations of 
gadolinium-based contrast agents (e.g., gadobu-
trol, Gadovist, Schering, Berlin, Germany) [8, 
72]. When this dose (0.2 mmol) was used for 
DSC perfusion at 3.0 T, the stronger susceptibility 
effects caused a complete signal void during the 
first pass of gadolinium, especially in gray matter, 
affecting the accuracy of signal drop calculation 
and impairing sensitivity to perfusion deficits [8]; 
for this reason, a dose of 0.2 mmol is not recom-
mended for high-field perfusion imaging.

A 3.0 T study comparing different doses (0.05, 
0.1, and 0.2 mmol) has recommended a dose of 
0.1 mmol on the basis both of subjective analysis of 
the quality of the perfusion maps and of a quantita-
tive assessment of perfusion variables [8] (Fig. 9.8).

9.2.1  Dynamic Contrast-Enhanced 
(DCE)-MRI

Dynamic contrast-enhanced (DCE)-MRI is the 
other exogenous contrast-based method.

DSC remains the clinical standard among per-
fusion techniques using a gadolinium chelate, but 
errors are introduced into the data processing for 
a variety of reasons, including the difference in 
relaxivity between tissue and blood pool and the 
problem inherent in BBB breakdown [8].

Alternative method to DSC-MRI is DCE- 
MRI. DCE uses metrics to describe the permeabil-
ity of the BBB and the relationship to the 
extracellular extravascular space. The same leakage 
that confounds the DSC perfusion is measured with 
DCE by using a dynamic T1-weighted sequence.

After the bolus of the contrast agent is injected, 
hemodynamic signals of DCE depend on the T1 
relaxation time and increase because of the 
T1-shortening effect associated with the para-
magnetic contrast agent [5]. DCE uses rapid and 
repeated T1-weighted images to measure the sig-
nal changes as a function of time. T1 weighting is 
not affected by extravasation. Extracellular con-
trast agent diffuses from the blood into the extra-
vascular spaces at a rate determinated by tissue 
perfusion and permeability of the capillaries and 
their surface area [5].

The resulting signal intensity-time curve 
reflects a composite of tissue perfusion, vessel 
permeability, and extravascular-extracellular 
space [6, 7]. In contrast with conventional (static) 
T1-weighted contrast-enhanced MRI, which dis-
plays contrast enhancement at a single moment, 
DCE depicts the wash-in, plateau, and the wash- 
out contrast kinetics of the tissue, thereby provid-
ing insight into the nature of the bulk issue 
properties at the microvascular level [6, 7].

The time course of enhancement is related to 
the changes depending on physiological parameters 
of the microvasculature in the lesion and on the 
volume fractions of the various tissue compart-
ments [5]. Three major factors determine the 
behavior of contrast medium in tissues after 
injection: blood perfusion, transport of contrast 
medium across the vessel walls, and diffusion of 
contrast agent in the interstitial space [5].

Protocols. DCE is usually scanned with a fast 
T1-weighted imaging sequence with 2D or 3D 
dynamic acquisition. Gradient-echo sequences 
are sensitive to all vessel sizes, while spin-echo 
sequences are more sensitive to small vessels.

3D sequences such as spoiled gradient- recalled 
echo SPGR (GE Healthcare), T1-weighted fast-
field echo T1 FFE (Philips Healthcare), and volu-
metric interpolated breath- hold examination 
(VIBE) (Siemens Healthcare) are commonly 
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used. The temporal resolution of the single 
T1-weighted acquisition should be between 3.5 
and 6 seconds depending on the scanner specifics 
and the field strength used. The injection should 
start 20 seconds after the start of the DCE 
sequence with an injection speed of approxi-
mately 2–4 mL/s when using the Tofts model and 
an infusion over 30 seconds when using the Brix 
model for post-processing the data [6, 7].

The acquisition time depends on the parame-
ters that should be extracted and sum to 3 min-
utes acquisition to 6–7 min, while acquisition 
time for DSC is about 60 s.

There are several methods for image inter-
pretation. The simplest method is to examine 
the signal intensity curves over time for a 
region of interest. The rate of slope of the 
wash-in and wash-out curve for multiple 

a

b

c

d

Fig. 9.8 DSC at 3.0 T. Comparison between two differ-
ent concentrations of the same dose of contrast agent: 
0.5 mmol (a, c) versus 1.0 mmol (b, d). At 3.0 T the 

enhanced magnetic susceptibility requires lower doses 
and/or lower concentrations than 1.5 T systems. (Courtesy 
of General Electric)
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regions can be visually assessed, permitting, 
for instance, to distinguish tumors (rapid curve 
rise) from radiation necrosis (slow curve rise) 
[8]. More advanced post-processing involves 
use of T1 maps and complex pharmacokinetic 
models.

The latter method is based on a two- 
compartmental (plasma space and extravascular- 
extracellular space) pharmacokinetic model. The 
general steps are perform baseline T1 mapping, 
acquire DCE images, convert signal intensity 
data to contrast agent concentration, determine 
the vascular input function, and perform pharma-
cokinetic modeling. With pharmacokinetic mod-
eling several metrics are derived: the transfer 
constant (Ktrans); the fractional volume of the 
extravascular space (ve); the rate constant Kep, 
where Kep = Ktrans / ve ; and the fractional volume 
of the plasma space (vp). [6, 7].

The most frequently used metric in DCE is 
Ktrans, which can have different interpretations 
depending on blood flow and permeability. When 
there is very high permeability, the flux of the 
contrast medium is limited only by flow, and thus 
Ktrans mainly reflects blood flow [6, 7]. On the 
contrary, when permeability is low, the gadolin-
ium cannot leak into the  extravascular- extracellular 
space, and thus Ktrans mainly reflects permeability 
[6, 7]. Despite this complexity Ktrans appears to 
reproducibly measure permeability in glioma 
patients.

Nowadays DCE is routinely applied in patients 
with breast, prostate, pelvic, and muscle disease 
and is also often applied in brain diseases, espe-
cially tumors (Table 9.4) [5]. This technique can 
be used to evaluate tumor grades, the treatment 
effect of radiotherapy, or in monitoring the 
response to chemotherapy [5]).

9.2.2  Advantages 
and Disadvantages

DSC imaging is a fast and robust imaging tech-
nique that is the most widely used method to 
measure brain perfusion with MRI [2–8]. The 
software to post-process the data is widely avail-
able and relatively straightforward to use, in eval-

uating both acute ischemia and brain tumors. 
DSC provides information that complements tra-
ditional structural MRI and is most widely used 
in clinical practice in diagnosing and managing 
acute ischemia and brain tumors, offering a valid 
support in grading gliomas (especially when 
BBB is intact), differentiating radiation necrosis 
from recurrent tumor, and selecting biopsy sites 
for enhancing and non-enhancing tumors. 
Moreover, the capability to assess tumor angio-
genesis may play an important role in the future 
to assess novel cancer therapies that target blood 
vessels.

Some limitations of this technique include 
difficulties to establish absolute quantification 
of blood flow (relative rather than absolute 
quantification of CBV), sensitivity to suscepti-
bility artifacts (caused by blood products, cal-
cifications, or metal devices), user dependence 
in post- processing, and inaccurate estimation 
of CBV in cases of severe disruption of the 
BBB [2, 6, 7].

DCE techniques permit to examine the brain 
microvasculature from a different perspective 
from DSC, allowing assessment of BBB and 
microvascular permeability [6, 7].

Important limitations of DCE include com-
plexity in imaging acquisition and pharmacoki-
netic model post-processing, user dependence, 
and lack of widely available and easy-to-use 
post-processing software.

Both methods have some advantages over ASL, 
including higher SNR that permits imaging at 

Table 9.4 Exogenous agent perfusion techniques. 
Common clinical applications

DSC DCE

Organs: 
brain

Brain (most used)
  Stroke
  Tumors
  Neurodegenerative 

diseases

Brain (less used)
  Tumors

Organs other 
than the 
brain

No Breast (tumors)
No Prostate (tumors)
No Pelvic (tumors)
No Muscle (tumors)

From Jahng et al. [5], modified
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higher spatial and temporal resolution (Figs. 9.9 
and 9.10). DSC has a scanning time of about 60 s, 
much shorter in comparing with ASL scanning 
time of about 4–5 minutes at 3.0 T or 8–10 min-
utes at 1.5 T [6, 7].

Longer scanning time of ASL causes sensitiv-
ity to motion artifacts, which can be a significant 
problem in uncooperative patients, such as 
patients with acute stroke or neurodegenerative 
diseases [6, 7].

On the other hand, ASL offers the advantage to 
be completely noninvasive, as it does not use con-
trast agents, which is particularly helpful when 

repeated measurements are needed or in pediatric 
patients in which IV access can be difficult.

9.2.3  Future Perspectives

In academic centers the application of perfusion 
techniques has been well established, while its 
use in routine clinical practice has never been 
achieved. This is probably due to lack of aware-
ness of perfusion MRI by referring physicians, 
apparent complexity of perfusion techniques for 
nonexpert radiologists, lack of reimbursement for 

–10 136cc/min/100g

Fig. 9.9 ASL in normal 
subject

a

b

Fig. 9.10 Comparison between ASL acquired at 1.5T (a) and 3.0T (b)
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perfusion MRI studies, lack of standardized and 
of optimized perfusion MRI protocols, and lack 
of simple and of standardized post-processing 
software [6, 7].

In particular, lack of standardized protocols 
and of standardized and easy-to-use post- 
processing software has limited the widespread 
clinical acceptance of perfusion MRI.

Improvements of image acquisition tech-
niques and standardization of post-processing 
software may contribute significantly to a greater 
acceptance of perfusion MRI techniques in the 
everyday clinical routine.

Technical improvements in the acquisition 
techniques may come from the broader use of 
high-field systems [7, 61–63], compressed sens-
ing [7, 64], view sharing, and parallel imaging. 
Using a higher field provides a substantially 
higher SNR that one can invest in an improved 
speed or higher resolution [7, 65].

Compressed sensing has become an important 
tool for the acceleration of imaging times in MRI 
and is achieved by enabling the reconstruction of 
subsampled data. Similarly the applied algo-
rithms can be used to improve both the temporal 
and the spatial resolution of the DCE-MRI perfu-
sion [7].

View sharing allows a faster acquisition for 
MR angiography but can also be applied for DCE 
[7, 66].

The use of parallel imaging enables a signifi-
cant artifact reduction, the possibility of faster 
acquisition, and a more robust assessment of the 
structural and functional parameters [7, 67].

For ASL, the use of higher-field strengths, the 
use of phased-array coil, and the introduction of 
fast 3D sequences as an alternative to traditional 
echo-planar imaging are some technical 
 modifications that may improve SNR and image 
quality [7, 68–72].

Standardization of an optimized protocol 
across centers is an important objective, with 
benefits for the uniform performance and inter-
pretation of perfusion MRI studies.

Efforts such as the Acute Stroke Imaging 
Standardization Group [7, 73], Stroke Imaging 
Repository Consortium [7, 74], Radiological 
Society of North America Quantitative Imaging 

Biomarkers Alliance [7, 75], the National Cancer 
Institute Quantitative Imaging Network [7, 76], 
and Standardization of Acquisition and Post- 
Processing Study [7, 77] have been  created to 
facilitate the standardization, development, and 
validation of quantitative imaging biomarkers.

 Conclusions

Perfusion MRI is a valuable and flexible clini-
cal tool enabling the assessment of regional 
cerebral hemodynamics using a variety of 
techniques and playing a relevant role in treat-
ment strategies (e.g., in deciding which patient 
should undergo thrombolysis).

DSC is the most frequently applied tech-
nique in clinical practice and uses rapid T2- or 
T2*-weighted EPI sequences to monitor the 
first pass of a bolus of gadolinium chelate to 
calculate semiquantitative maps of relative 
blood flow, blood volume, and transit time.

The arterial spin labeling technique uses 
magnetically tagged blood as an endogenous 
tracer, allowing absolute CBF measurement 
using the same model as PET. Both techniques 
benefit from high-field imaging.
Despite disadvantages related to increased 

susceptibility to field inhomogeneities, the use of 
high-field imaging, especially in combination 
with parallel imaging, affords higher SNR and 
greater sensitivity to the signal drop produced by 
exogenous tracers, thus permitting use of a 
smaller dose of contrast agent.
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ASL 3.0 T Perfusion Studies

Piero Chiacchiaretta, Armando Tartaro, 
Simone Salice, and Antonio Ferretti

10.1  Introduction

Perfusion refers to the delivery of oxygen, glu-
cose, and other nutrients to tissues by means of 
blood flow, and its disruption is commonly 
reported in different pathologies. In particular, 
changes in brain perfusion is found in most brain 
diseases, ranging from stroke to neurodegenera-
tive and neoplastic disorders [1–8]. H2

15O posi-
tron emission tomography (PET) is currently 
regarded as the gold standard to measure regional 
cerebral blood flow (CBF) [7–10]. However, PET 
is an expensive and invasive technique requiring 
an on-site cyclotron facility and the injection of a 
radioactive tracer. Furthermore, it suffers from 
low intrinsic spatial and temporal resolution and 
low signal-to-noise ratio [11].

Thus, perfusion measurements based on mag-
netic resonance imaging (MRI) are more often 
used in the clinical practice, due to the wide-
spread availability of MRI scanners. The most 
used perfusion MRI technique is dynamic  
susceptibility contrast (DSC) imaging based on 

gadolinium as exogenous contrast medium [12]. 
There are however concerns regarding detrimen-
tal effects of gadolinium and other substances in 
patients with poor renal function [13, 14].

Instead, arterial spin labeling (ASL) is a MRI 
perfusion technique that uses arterial blood as an 
endogenous contrast agent by magnetically label-
ing the blood flowing in the main cerebral  feeding 
arteries with radiofrequency pulses [15, 16]. 
Since ASL does not require the injection of con-
trast agents and is implemented by all major MRI 
systems, it has attracted an increasing interest as 
an alternative noninvasive technique for quanti-
fying brain perfusion [17, 18]. Quantitative ASL 
mapping of regional CBF showed good agree-
ment with H2

15O PET measurements with good 
multi-vendor reproducibility, and the number of 
its clinical applications is continuously growing 
[19–22]. Indeed, quantitative regional CBF map-
ping has clinical value in a variety of neurologi-
cal disorders, such as cerebrovascular disease, 
epilepsy, neurodegeneration, brain tumors, and 
pharmacological neuroscience [23, 24]. 
Furthermore, being completely noninvasive, 
ASL is also a valuable research tool for basic 
neuroimaging studies on healthy subjects or 
aging population [25]. In this regard, ASL offers 
higher spatial and temporal resolution with 
respect to both PET and DSC imaging, allowing 
the possibility to study not only baseline perfu-
sion but also cerebrovascular hemodynamics and 
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CBF changes associated to neuronal activity. As 
a functional magnetic resonance imaging (fMRI) 
tool, ASL offers some advantages over the more 
common fMRI technique based on the blood 
oxygen level dependent (BOLD) effect. In par-
ticular, while the BOLD signal [26] is extensively 
used to map brain function with large sensitivity 
and good spatial resolution, its limitations as a 
metric of neuronal activity are well known [27, 
28]. Also, because ASL is noninvasive, it can be 
safely repeated over time, e.g., to track changes 
in CBF such as those due to disease progression 
or drug therapy.

10.2  ASL Principles

As most methods for CBF quantification, the 
ASL is based on the principles of compartmen-
tal modeling and tracer kinetics. These models 
describe the dynamics of a tracer as it flows 
through the arteriocapillary tree (nondiffusible 
tracers) and eventually exchanges with the tis-

sue (diffusible tracers) prior to venous washout. 
ASL uses arterial water as an endogenous tracer, 
which is assumed to freely diffuse from the 
intravascular compartment into the tissue com-
partment. This model is similar to the one used 
in PET measuring the regional accumulation of 
the radioactive tracer, which is influenced by 
regional blood flow and its half-life [1]. The 
fundamental difference is that with ASL the 
tracer is created just prior image acquisition by 
magnetically labeling inflowing spins in the 
brain feeding arteries. This labeling is accom-
plished by inverting the magnetization of water 
protons within the arteries at the base of the 
head [29]. Then, after a time delay that allows 
labeled spins to reach the brain regions of inter-
est and exchange with the tissue, an image is 
acquired (ML: “label” image). In this image, the 
blood water will be in a different magnetization 
state from that of the static tissue water. The 
process is shown in Fig. 10.1, representing the 
non-labeled spins as upward vectors and the 
labeled spins as downward vectors. After a few 

Fig. 10.1 Arterial spin labeling basic principle. The mag-
netization of water protons is inverted within a thick slab 
covering feeding arteries at the base of the head. After a 
time delay, inserted to allow labeled spins to reach the 
brain regions of interest, an image is acquired (ML, “label” 
image). After a few seconds, the image is acquired again 

without the labeling process (MC, “control” image). Non- 
labeled spins are represented as upward vectors and the 
labeled spins as downward vectors. In the label image the 
number of spins with inverted magnetization will vary 
according to local blood supply

P. Chiacchiaretta et al.
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seconds, the image is acquired again without the 
labeling process (MC, “control” image). The sig-
nal from a given voxel receives contributions 
from both blood and tissue spins. The tissue 
static spins in the imaging plane are unaffected 
by the inversion process; thus, their contribution 
to the voxel magnetization is the same for con-
trol and label images. Spins moving with blood 
and eventually exchanging with tissue will 
affect the voxel magnetization differently in the 
two images: in the label image, the number of 
spins with inverted magnetization will vary 
according to local blood supply. The magnetiza-
tion difference between control and label images 
will then be proportional to the regional blood 
flow, since the contribution of static spins can-
cels out.

Perfusion-weighted images can be generated 
by the difference between unlabeled and labeled 
images. In practice, the ASL difference signal 
(MC – ML) is a small fraction (about 1 %) of the 
source image signals, requiring collection of 
multiple image pairs and averaging to provide 
adequate signal-to-noise ratio [7]. An example of 
ASL perfusion-weighted image obtained on a 
young healthy subject acquiring 35 control-label 
pairs is shown in Fig. 10.2.

10.3  ASL Sequences and Labeling 
Schemes

Since the original introduction of the basic ASL 
technique [15, 16], numerous ASL sequences 
have been developed. The main classification is 

based on how labeling is achieved, with sequences 
categorized as either continuous ASL (CASL) or 
pulsed ASL (PASL), with their own pros and 
cons. An example of the two labeling methods is 
shown in Figs. 10.3 and 10.4.

Continuous ASL (CASL) In CASL, the magneti-
zation of arterial blood is continuously inverted in 
the feeding arteries using a combination of a con-
tinuous radiofrequency (RF) pulse and a  gradient 
field that define an inversion plane, through a pro-
cess called adiabatic fast passage [16, 30, 31]. 
The magnetization of flowing blood is inverted as 
it crosses this plane, creating an arterial bolus of 
magnetically labeled blood with a duration equal 
to the duration of the RF pulse. After the RF 
pulse is turned off, a post-labeling delay (PLD) 
is inserted, and the label image is acquired. In 
the CASL approach, the labeling duration is rel-
atively long (~2 seconds), allowing the creation 
of a well-defined bolus and a good signal-to-
noise ratio. However, a drawback of the long 
labeling RF pulse used in CASL is represented 
by its off-resonance influence on the acquired 
image due to magnetization transfer effects, usu-
ally causing signal loss [32]. If these spurious 
effects are not balanced in the control images, 
the difference (MC – ML) would reflect not only 
the blood flow but also the signal loss due to 
magnetization transfer effects that are present in 
ML but not MC. Different strategies have been 
developed to balance the magnetization transfer 
effects on both MC and ML images [15, 33]. The 
basic idea is to apply a RF pulse for the control 
image as well, designed with the same duration 

Fig. 10.2 The magnetization difference between control and label images is proportional to the regional blood flow, 
since the contribution of static spins cancels out
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Fig. 10.3 Schematic representation of the continuous 
(CASL) and pulsed (PASL) labeling approaches. In 
CASL, the magnetization of flowing blood is inverted as it 
crosses the labeling plane, creating an arterial bolus of 
magnetically labeled blood with a duration equal to the 
duration of the RF pulse. To compensate off-resonance 
effects of the long labeling RF pulse, an analogous pulse 

is applied in the control image on the distal side of the 
imaging slices, so that no arterial blood is inverted. In 
PASL, labeling is performed using a single short (~ few 
ms) RF pulse that invert arterial blood magnetization in a 
thick slab. As for CASL, off-resonance effects are com-
pensated in the control image applying an inversion slab 
above the imaging slices

Labeling
CASL/pCASL

PASL (QUIPSS II)

Image
acquisition

Image
acquisition

QUIPSS II
Saturation Pulse

PLDτ

Labeling
Pulse

TI1

TI

Fig. 10.4 Schematic diagram of the two ASL sequences, illustrating the labeling parameters described in the main text
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as the labeling pulse but applied above the 
imaged slices so that no inversion is produced on 
arterial blood (Fig. 10.3). A factor that limited 
the diffusion of CASL is that the continuous RF 
pulses are very hardware-demanding and are not 
supported on most clinical MRI scanners.

Pulsed ASL (PASL) In PASL, labeling is per-
formed using a single short (~few ms) RF pulse 
that inverts arterial blood magnetization in a 
thick slab. PASL has been implemented with 
many labeling schemes, differing on how the 
labeling slab is positioned in control and label 
images [34]. Here, the early implementation 
known as EPISTAR (echo-planar imaging and 
signal targeting with alternating radiofrequency) 
[35, 36] is described to illustrate the concept. 
With EPISTAR the labeling band is positioned 
proximal to the imaging slices, with a small 
(~1 cm) gap (Fig. 10.3). After a delay to allow 
the labeled blood to flow into the brain regions, 
the label images are acquired. As with CASL, the 
compensation of unwanted effects of the labeling 
process on the ASL difference image is critical 
and is accomplished with a proper acquisition of 
the control image. As shown in Fig. 10.3, the 
control image is acquired with an inversion pulse 
applied on a slab placed on the other (distal) side 
of the imaging slices. Ideally, this control pulse 
does not label any arterial blood that will flow 
into the imaging slices but produces off- 
resonance effects on the static spins similar to 
those produced by the labeling pulse. Note that 
with this scheme, venous blood entering from 
above could actually be labeled by the control 
pulse and so will appear as focal dark spots, cor-
responding to veins, in the ASL subtraction 
image. Unlike CASL, in this basic EPISTAR 
scheme, there is no control on the duration of the 
labeled arterial blood bolus. Indeed, in this 
implementation of pulsed ASL, the bolus dura-
tion is determined by the time required for all of 
the labeled blood to leave the labeling slab, thus 
depending on the subject physiological state that 
could influence blood velocity in the feeding 
arteries of the brain. While this poorly defined 
arterial bolus has negligible effects on qualitative 
perfusion-weighted images, it is a critical factor 

for quantification of CBF in physiological units. 
In order to control the duration of the arterial 
bolus of labeled spins, a modified PASL tech-
nique known as QUIPSS II is applied [37]. With 
QUIPSS II, a 90° saturation pulse is applied to 
the labeling band after the inversion pulse and 
before the image acquisition. In this approach, 
the inversion pulse is applied at t = 0, the satura-
tion pulse is applied at TI1, and the image is 
acquired at TI. The saturation pulse is applied to 
the control image as well to balance off- resonance 
effects in the ASL signal difference. If TI1 is less 
than the time required for all of the labeled spins 
to leave the labeling band, the effect of the satu-
ration pulse is to cut off the end of the arterial 
bolus, thus producing a well-defined bolus with a 
duration of TI1.

Pseudo-Continuous ASL (pCASL) This 
approach uses a train of short RF pulses rather 
than continuous RF to invert the arterial blood 
spins [38]. Pseudo-continuous ASL has been 
developed to merge the CASL superior signal-
to-noise ratio and the PASL high labeling effi-
ciency without the need of particular demanding 
hardware [39, 40]. Indeed, the pCASL is emerg-
ing as a powerful tool for clinical studies, allow-
ing good reproducibility and reliability with 
acquisition times of the order of a few minutes 
and a widespread availability across vendors 
[21, 41, 42].

10.4  Technical Advancements 
and Readout Strategies

Developments of ASL techniques are growing 
rapidly, expanding on the original concept to 
improve signal-to-noise ratio (SNR) and mini-
mize confounding factors. One important addi-
tion is represented by the introduction of 
background suppression pulses that aim at sup-
pressing the static tissue signal in order to 
improve the SNR of the ASL difference signal 
[43, 44]. As mentioned before, the signal of 
interest in ASL is the small difference of two 
large signals (Mc-ML). Systematic errors on 
these signals can be as large as the difference 
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signal, thus biasing the CBF estimate. Since 
both MC and ML signals receive the main con-
tribution from static tissue spins, suppression 
of this background signal can improve the 
quality of the difference signal. This suppres-
sion is achieved with carefully timed spatially 
selective inversion pulses that are applied to 
the imaging region prior to the excitation pulse 
for image acquisition, nulling the static tissue 
signal over a reasonably wide range of T1 
values.

Both three-dimensional (3D) and two- 
dimensional (2D) readout schemes are applied 
for ASL image acquisition. For 3D, segmented 
methods such as RARE or GRASE [45–47] are 
mostly used, providing optimal SNR and low 
sensitivity to field inhomogeneity. Since 3D 
readout approaches require only one excitation 
pulse per volume, background suppression can 
be made highly effective, timing the inversion 
pulses to null the static tissue signal at the excita-
tion time.

For 2D, single-shot EPI and spiral methods 
are commonly used, with similar performance 
to one another. Background suppression is less 
effective for 2D imaging, since the timing of 
suppression pulses will only be optimal for one 
or a few slices. However, the residual signal 
after the partial background suppression can be 
used for image registration prior to MC-ML sub-
traction, reducing the effect of motion artifacts 
on the ASL difference signal. In general, a short 
echo time is recommended to reduce T2/T2* 
weighting, and parallel imaging can be used to 
achieve both shorter echo times and reduced 
image distortions in 2D EPI [41]. The applica-
tion of vascular crushing gradients has also 
been proposed to reduce vascular artifacts. If 
the arterial transit time is larger than PLD/TI, 
bright vascular signals will be evident in the 
ASL difference image. Vascular crushing gradi-
ents work by dephasing the signal from labeled 
spins that are still present in larger arteries at 
the time of imaging, thus reducing this type of 
artifact. This option can be useful in certain 
applications when large intravascular ASL sig-
nals may hide more subtle perfusion- related 
signals of interest, such as in tumors. However, 

in other clinical applications, bright intravascu-
lar signals due to increased arterial transit time 
may be a useful indicator, as in the setting of 
collateral flow and in general for arteriovenous 
malformation investigations, discouraging the 
use of vascular crushing gradients in these cases 
[48–50].

10.5  Absolute CBF Quantification

One advantage of the ASL technique is its ability 
to quantify perfusion in physiological units. In 
most cases a single PLD/TI ASL sequence is 
used, with CBF quantification based on a simple 
model [37, 41, 51]. The basic assumptions of 
this model require that (i) the entire labeled 
bolus is delivered to the target tissue, (ii) there is 
no outflow of labeled blood water, and (iii) 
labeled spins relax with blood T1 prior image 
acquisition. With these assumptions, voxel-wise 
CBF maps in physiological units can be calcu-
lated using the following expressions for CASL/
pCASL and PASL (QUIPSS II), respectively 
[37, 51]:
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where λ is the brain/blood partition coeffi-
cient; MC and ML are the time-averaged signal 
intensities in the control and label images, respec-
tively; T1A is the longitudinal relaxation time of 
arterial blood; α is the labeling efficiency; SPD is 
the signal intensity of a proton density-weighted 
image; τ is the label duration; and PLD is the 
post-labeling delay. TI and TI1 are the previously 
defined parameters of QUIPSSII PASL. The fac-
tor 6000 converts the CBF units from mL/g/s to 
mL/(100 g)/min.
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In principle, to scale the ASL difference signal 
to absolute CBF units, the signal intensity of the 
fully relaxed blood is needed. While different 
methods have been proposed to estimate this 
value [51–53], a voxel-wise scaling factor 
obtained from a separately acquired proton den-
sity image with a long TR (>5 s) is most com-
monly used [41]. The signal intensity of blood is 
then obtained dividing this image by the partition 
coefficient λ. Note that, although this coefficient 
could vary across different tissue types, a brain 
averaged value is used in practical implementa-
tions. Typical values are reported in Table 10.1, 
together with recommended imaging/labeling 
parameters [41].

10.6  CBF Quantification in Clinical 
Studies

While the model at the basis of equations ((10.1) 
and ((10.2) is simplified, it is considered robust 
enough to be used as a good compromise in a 
clinical setting.

A critical sequence parameter for clinical pop-
ulations is the time delay inserted between label-
ing and image acquisition that should be long 
enough to satisfy the first assumption of the CBF 
quantification model. As explained earlier, this 
delay is used to allow labeled arterial blood to 
reach the capillaries. A longer PLD/TI generally 
reduces the sensitivity of perfusion quantification 
to uncertainties regarding the precise arrival tim-
ing of the labeled blood at different voxels [30, 
41]. Note that arterial arrival times may be mark-
edly increased in the diseased brain, suggesting 
the use of long PLD/TI in clinical populations. 
However, it should also be considered that longer 
delays lead to a reduced signal-to-noise ratio, 
because the magnetic label decays with blood T1 
which is comparable with typical PLD values. 
The choice of PLD is therefore a compromise 
between acceptable SNR and complete label 
delivery to ensure that the ASL signal will accu-
rately reflect CBF.

In this regard, ASL perfusion measurements at 
3 T are preferred over those at lower fields. 
Indeed, blood T1 at 3.0 T (1.6–1.8 s) is longer 

than blood T1 at 1.5 T (1.2–1.4 s), resulting in a 
better SNR because the label decays more slowly. 
This also allows the use of longer post-labeling 
delays to reduce sensitivity to arterial arrival time 
differences. Furthermore, the increased general 
SNR at high field can be exploited to decrease 
scanning time and to acquire higher-resolution 
images.

As an example of a quantitative CBF map 
obtained with ASL, Fig. 10.5 shows the results 
obtained in a recent study investigating the 
correlation of brain iron accumulation with the 
severity of vascular damage and cerebral per-
fusion in Alzheimer disease patients [54].

Methods based on single PLD/TI ASL imag-
ing can provide a rapid and robust measure of 
CBF that can be made relatively insensitive to 
ATT with an optimal choice of sequence param-
eters. However, these methods do not provide 
measures of ATT or estimates of errors intro-
duced into the CBF measurement by abnormally 
long ATT values. These aspects are particularly 
important in some clinical populations, such as 
patients with steno-occlusive diseases. In these 
cases, ASL approaches with multiple PLD/TI can 
be used together with more sophisticated models 
to fit the data, yielding both CBF and ATT esti-
mates [55–59]. However, these multiple TI/PLD 
methods are more complex, requiring more mea-
surements and processing, and are therefore not 
widespread in the standard ASL clinical setting.

In other advanced applications of ASL, label-
ing is performed on specific arterial vessels for 

Table 10.1 Recommended ASL parameters for clinical 
studies at 3 T

pCASL labeling duration (τ) 1800 ms

pCASL post-labeling delay (PLD) 2000 ms
pCASL labeling efficiency (α) 0.85
PASL TI1 800 ms
PASL TI 2000 ms
PASL labeling efficiency (α) 0.98
Spatial resolution 3.5 mm × 3.5 mm 

× 6 mm
Scan time 4 min
Blood-brain partition coefficient 
(λ)

0.9 mL/g

T1 of arterial blood(T1A) 1650 ms
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studies requiring regional perfusion territory 
imaging [60, 61]. Selective labeling may be 
 useful in patients with high-grade or complete 
vascular occlusion to guide the choice between 
angioplasty and stenting, to evaluate cerebrovas-
cular bypass grafts, or to estimate the likelihood 
of an embolic or atherothrombotic source in a 
patient with multiple bright regions on diffusion- 
weighted imaging. For example, Hendrikse et al., 
selecting labeling on the basis of a previous MR 
angiogram, showed excellent visualization of 
perfusion territories corresponding to right 
carotid, left carotid, and posterior circulation 
[62–64]. It is important to note that the only way 
to obtain such information previously was inva-
sive catheter angiography. These data may then 
be helpful to gain a better understanding of vas-

cular dynamics in patients at high risk of stroke 
or being considered for surgical procedures [65].

10.7  Applications of ASL in fMRI

While BOLD fMRI [66–68] has evolved into a 
powerful tool to study brain function, its limita-
tions as a quantitative technique are well known. 
Indeed, the BOLD response stems from a com-
plex interplay of changes in CBF, cerebral blood 
volume (CBV), and oxygen metabolism 
(CMRO2), and therefore the magnitude of the 
BOLD signal change is not a direct measure of 
neural activity [69–72]. This limitation is a major 
drawback when the research question requires a 
comparison of fMRI data across groups that may 

Fig. 10.5  Quantitative CBF maps showing perfusion levels in a group of AD patients compared to normal elderly
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differ in both neural activity and neurovascular 
coupling [73, 74].

A solution to this problem has been to com-
bine BOLD and ASL imaging within a biophysi-
cal model of the BOLD effect in order to 
disentangle the different physiological variables 
(e.g., CBF, CMRO2) that link neuronal signaling 
to changes in MR signal decay via blood deoxy-
hemoglobin content [75–78]. This approach, 
termed calibrated BOLD imaging, is very attrac-
tive because it offers a noninvasive quantitative 
measurement of cerebral physiology that can be 
used, e.g., to characterize long-term changes in 
brain oxygen metabolism in studies of brain dis-
eases and treatment interventions.

Standard BOLD fMRI based on gradient-
echo imaging also suffers from low spatial 
specificity due to a significant contribution of 
downside large venous vessels to the functional 
signal. In addition, the macrovascular contribu-
tion introduces a significant nonlinearity in the 
BOLD response [79]. Although spin-echo 
imaging was shown to reduce the macrovascu-
lar contribution and the corresponding nonlin-
ear effects on the BOLD signal [80–82], the 
increase in spatial specificity to the capillary 
bed with this technique was considered signifi-
cant only at high fields (>7 T) [83, 84]. In this 
regard, despite a lower sensitivity with respect 
to standard BOLD, the fMRI technique based 
on ASL has proved to be a suitable tool for 
mapping neuronal activity changes induced by 
motor/cognitive tasks or sensory stimulation 
[85–87]. In particular, ASL showed higher 
intrasubject reproducibility and a more accu-
rate spatial localization of neuronal activity 
than BOLD fMRI even at 3 T due to a lower 
contribution of macroscopic veins to the func-
tional signal [86].

 Conclusions

Arterial spin labeling is a MRI technique that 
allows a noninvasive quantification of cerebral 
blood flow, which is an important physiologi-
cal parameter in many brain disorders. The 
technique has been initially validated against 
other methods that use exogenous contrast 
agents, such as PET. In the past two decades, 

ASL has evolved in a powerful tool capable to 
obtain high-quality whole-brain perfusion 
images in a few minutes of scanning. With 
recent technical advances, ASL implementa-
tions are now commercially available on all 
major MRI platforms, offering an attractive 
methodology to study brain perfusion and 
function in clinical populations.

References

 1. Petrella JR, Provenzale JM (2000) MR perfusion 
imaging of the brain: techniques and applications. 
AJR Am J Roentgenol 175:207–220

 2. Cha S (2003) Perfusion MR imaging: basic principles 
and clinical applications. Magn Reson Imaging Clin 
N Am 11(3):403–413

 3. Provenzale JM, Jahan R, Naidich TP, Fox AJ (2003) 
Assessment of the patient with hyperacute stroke: 
imaging and therapy. Radiology 229(2):347–359

 4. Scarabino T, Nemore F, Giannatempo GM et al (2003) 
3.0 T magnetic resonance in neuroradiology. Eur 
J Radiol 48:154–164

 5. Scarabino T, Giannatempo GM, Pollice S et al (2004) 
3.0 T perfusion MR imaging. Riv Neuroradiol 
17:807–812

 6. Shimony JS (2005) Concepts in perfusion 
MRI. Syllabus. Int Soc Magn Reson Med 13

 7. Zaharchuk G (2005) Frontiers of cerebral perfusion 
magnetic resonance imaging. Appl Radiol (Suppl to 
January) (34):100–111

 8. Manka C, Traber F, Gieseke J et al (2005) Three- 
dimensional dynamic susceptibility-weighted perfu-
sion MR imaging at 3.0 T: feasibility and contrast 
agent dose. Radiology 234(3):869–877

 9. Barbier EL, Lamalle L, Decorps M (2001) 
Methodology of brain perfusion imaging. J Magn 
Reson Imaging 13(4):496–520

 10. Derdeyn CP, TO V, Yundt KD et al (2002) Variability 
of cerebral blood volume and oxygen extraction: 
stages of cerebral haemodynamic impairment revis-
ited. Brain 125(3):595–607

 11. Chen JJ, Wieckowska M, Meyer E, GB P (2008) 
Cerebral blood flow measurement using fMRI and 
PET: across-validation study. Int J Biomed Imaging 
2008 :516359. doi:10.1155/2008/516359Article ID

 12. Wintermark M, Sesay M, Barbier E et al (2005) 
Comparative overview of brain perfusion imaging 
techniques. Stroke 36:e83–e99

 13. Penfield JG, Reilly RF Jr (2007) What nephrologists 
need to know about gadolinium. Nat Clin Pract 
Nephrol 3:654–668

 14. Sadowski EA, Benne LK, Chan MR et al (2007) 
Nephrogenic systemic fibrosis: risk factors and inci-
dence estimation. Radiology 243:148–157

10 ASL 3.0 T Perfusion Studies

http://dx.doi.org/10.1155/2008/516359


142

 15. Detre JA, Leigh JS, WIlliams DS, Koretsky AP (1992) 
Perfusion imaging. Magn Reson Med 23:37–45

 16. Williams DS, Detre JA, Leigh JS, Koretsky AP (1992) 
Magnetic resonance imaging of perfusion using spin- 
inversion of arterial water. Proc Natl Acad Sci U S A 
89:212–216

 17. Golay X, Hendrikse J, Lim TC (2004) Perfusion 
imaging using arterial spin labeling. Top Magn Reson 
Imaging 15:10–27

 18. Hendrikse J, Petersen ET, Golay X (2012) Vascular 
disorders: insights from arterial spin labeling. 
Neuroimaging Clin N Am 22:259–269

 19. Heijtel DF, Mutsaerts HJ, Bakker E, Schober P, 
Stevens MF, Petersen ET, van Berckel BN, Majoie 
CB, Booij J, van Osch MJ, Vanbavel E, Boellaard R, 
Lammertsma AA, Nederveen AJ (2014) Accuracy 
and precision of pseudo-continuous arterial spin 
labeling perfusion during baseline and hypercapnia: a 
head-to-head comparison with 15O H2O positron 
emission tomography. Neuroimage 92:182–192

 20. Petersen ET, Mouridsen K, Golay X (2010) The 
QUASAR reproducibility study, part II: results from a 
multi-center arterial spin labeling test-retest study. 
Neuroimage 49:104–113

 21. Xu G, Rowley HA, Wu G, Alsop DC, 
Shankaranarayanan A, Dowling M, Christian BT, 
Oakes TR, Johnson SC (2010) Reliability and preci-
sion of pseudo-continuous arterial spin labeling per-
fusion MRI on 3.0 T and comparison with 15O-water 
PET in elderly subjects at risk for Alzheimer's dis-
ease. NMR Biomed 23:286–293

 22. Mutsaerts HJ, van Osch MJ, Zelaya FO, Wang DJ, 
Nordhøy W, Wang Y, Wastling S, Fernandez-Seara 
MA, Petersen ET, Pizzini FB, Fallatah S, Hendrikse J, 
Geier O, Günther M, Golay X, Nederveen AJ, 
Bjørnerud A, Groote IR (2015) Multi-vendor reliabil-
ity of arterial spin labeling perfusion MRI using a 
near-identical sequence: implications for multi-center 
studies. Neuroimage 113:143–152. doi:10.1016/j.
neuroimage.2015.03.043 Epub 2015 Mar 24 PubMed 
PMID: 25818685

 23. Deibler AR, Pollock JM, Kraft RA, Tan H, Burdette 
JH, Maldjian JA (2008) Arterial spin-labeling in rou-
tine clinical practice, part 2: hypoperfusion patterns. 
AJNR Am J Neuroradiol 29:1235–1241

 24. Wang DJ, Chen Y, Fernandez-Seara MA, Detre JA 
(2011) Potentials and challenges for arterial spin 
labeling in pharmacological magnetic resonance 
imaging. J Pharmacol Exp Ther 337:359–366

 25. De Vis JB, Hendrikse J, Bhogal A, Adams A, Kappelle 
LJ, Petersen ET (2015) Age-related changes in brain 
hemodynamics; a calibrated MRI study. Hum Brain 
Mapp 36(10):3973–3987

 26. Ogawa S, Tank DW, Menon R, Ellermann JM, Kim 
SG, Merkle H, Ugurbil K (1992) Intrinsic signal 
changes accompanying sensory stimulation: func-
tional brain mapping with magnetic resonance imag-
ing. Proc Natl Acad Sci U S A 89:5951–5955

 27. Buxton RB (2010) Interpreting oxygenation-based 
neuroimaging signals: the importance and the chal-

lenge of understanding brain oxygen metabolism. 
Front Neuroenerg 2:8. doi:10.3389/fnene.2010.00008

 28. VJ S, Vannest J, Lee G, Hernandez-Garcia L, Plante 
E, Rajagopal A, SK H, CMIND Authorship 
Consortium (2015) Evidence that neurovascular cou-
pling underlying the BOLD effect increases with age 
during childhood. Hum Brain Mapp 36(1):1–15

 29. Aslan S, Xu F, Wang PL, Uh J, Yezhuvath US, van 
Osch M, Lu H (2010) Estimation of labeling effi-
ciency in pseudocontinuous arterial spin labeling. 
Magn Reson Med 63(3):765–771

 30. Alsop DC, Detre JA (1996) Reduced transit-time sen-
sitivity in noninvasive magnetic resonance imaging of 
human cerebral blood flow. J Cereb Blood Flow 
Metab 16:1236–1249

 31. Sardashti M, Schwartzberg DG, Stomp GP, Dixon 
WT (1990) Spin-labeling angiography of the carotids 
by presaturation and simplified adiabatic inversion. 
Magn Reson Med 15:192–200

 32. Wolff SD, Balaban RS (1989) Magnetization transfer 
contrast (MTC) and tissue water proton relaxation 
in vivo. Magn Reson Med 10:135–144

 33. Alsop DC, Detre JA (1998) Multisection cerebral 
blood flow MRI imaging with continuous arterial spin 
labeling. Radiology 208:410–416

 34. Golay X, Hendrikse J, Lim TCC (2004) Perfusion 
imaging using arterial spin labeling. Top Magn Reson 
Imaging 15:10–27

 35. Edelman RR, Siewert B, Darby DG et al (1994) 
Qualitative mapping of cerebral blood flow and func-
tional localization with echo-planar MR imaging and 
signal targeting with alternating radio frequency. 
Radiology 192:513–520

 36. Edelman RR, Chen Q (1998) EPISTAR MRI: mul-
tislice mapping of cerebral blood flow. Magn Reson 
Med 40:800–805

 37. Wong EC, Buxton RB, Frank LR (1998) Quantitative 
imaging of perfusion using a single subtraction (QUIPSS 
and QUIPSS II). Magn Reson Med 39:702–708

 38. GarciaDM, BazelaireCD, AlsopD (2005) Pseudo- 
continuous flow driven adiabatic inversion for arterial 
spin labeling. Scientific Meeting of the International 
Society for Magnetic Resonance in Medicine, Miami, 
p. 37

 39. Dai W, Garcia D, De Bazelaire C, Alsop DC (2008) 
Continuous flow-driven inversion for arterial spin 
labeling using pulsed radio frequency and gradient 
fields. Magn Reson Med 60:1488–1497

 40. Wu WC, Fernandez-Seara M, JA D et al (2007) A 
theoretical and experimental investigation of the tag-
ging efficiency of pseudocontinuous arterial spin 
labeling. Magn Reson Med 58:1020–1027

 41. Alsop DC, Detre JA, Golay X et al (2015) 
Recommended implementation of arterial spin- 
labeled perfusion MRI for clinical applications: a con-
sensus of the ISMRM perfusion study group and the 
European consortium for ASL in dementia. Magn 
Reson Med 73:102–116

 42. Gevers S, Van Osch MJ, Bokkers RPH et al (2011) 
Intra- and multicenter reproducibility of pulsed,  

P. Chiacchiaretta et al.

http://dx.doi.org/10.1016/j.neuroimage.2015.03.043
http://dx.doi.org/10.1016/j.neuroimage.2015.03.043
http://dx.doi.org/10.3389/fnene.2010.00008


143

continuous and pseudocontinuous arterial spin label-
ing methods for measuring cerebral perfusion. J Cereb 
Blood Flow Metab 31:1706–1715

 43. Garcia DM, Duhamel G, Alsop DC (2005) Efficiency 
of inversion pulses for background suppressed arterial 
spin labeling. Magn Reson Med 54:366–372

 44. Lawrence KSS, Frank JA, Bandettini PA et al (2005) 
Noise reduction in multi-slice arterial spin tagging 
imaging. Magn Reson Med 53:735–738

 45. Vidorreta M, Wang Z, Rodriguez I et al (2012) 
Comparison of 2D and 3D single-shot ASL perfusion 
fMRI sequences. Neuroimage 66C:662–671

 46. Nielsen JF, Hernandez-Garcia L (2013) Functional 
perfusion imaging using pseudocontinuous arterial 
spin labeling with low flip angle segmented 3D spiral 
readouts. Magn Reson Med 69:382–390

 47. Gunther M, Oshio K, Feinberg DA (2005) Single-shot 
3D imaging techniques improve arterial spin labeling 
perfusion measurements. Magn Reson Med 
54:491–498

 48. Zaharchuk G, Do HM, Marks MP et al (2011) Arterial 
spin-labeling MRI can identify the presence and 
intensity of collateral perfusion in patients with moy-
amoya disease. Stroke 42:2485–2491

 49. Le TT, Fischbein NJ, Andre JB et al (2012) 
Identification of venous signal on arterial spin label-
ing improves diagnosis of dural arteriovenous fistulas 
and small arteriovenous malformations. AJNR Am 
J Neuroradiol 33:61–68

 50. Wolf RL, Wang J, Detre JA et al (2008) Arteriovenous 
shunt visualization in arteriovenous malformations 
with arterial spin labeling MR imaging. AJNR Am 
J Neuroradiol 29:681–687

 51. Buxton RB, Frank LR, Wong EC et al (1998) A gen-
eral kinetic model for quantitative perfusion imaging 
with arterial spin labeling. Magn Reson Med 
40:383–396

 52. Wong EC, Buxton RB, Frank LR (1997) 
Implementation of quantitative perfusion imaging 
techniques for functional brain mapping using pulsed 
arterial spin labeling. NMR Biomed 10:237–249

 53. Wong EC, Buxton RB, Frank LR (1998) A theoretical 
and experimental comparison of continuous and 
pulsed arterial spin labeling techniques for quantita-
tive perfusion imaging. Magn Reson Med 40: 
348–355

 54. MaccaroneM, EspositoR, SaliceS, et al. (2015) 
Quantitative MR R2* imaging and arterial spin label-
ing brain perfusion assessment in alzheimer disease. 
Radiological Society of North America 2015 
Scientific Assembly and Annual Meeting, November 
29–December 4, 2015, Chicago. archive.rsna.
org/2015/15016539.html

 55. Gunther M, Bock M, Schad LR (2001) Arterial spin 
labeling in combination with a Look-Locker sampling 
strategy: inflow turbo-sampling EPI- FAIR (ITS- 
FAIR). Magn Reson Med 46:974–984

 56. Petersen ET, Lim T, Golay X (2006) Model-free arte-
rial spin labeling quantification approach for perfu-
sion MRI. Magn Reson Med 55:219–232

 57. Francis ST, Bowtell R, Gowland PA (2008) Modeling 
and optimization of Look-Locker spin labeling for 
measuring perfusion and transit time changes in acti-
vation studies taking into account arterial blood vol-
ume. Magn Reson Med 59:316–325

 58. Dai W, Robson PM, Shankaranarayanan A et al 
(2012) Reduced resolution transit delay prescan for 
quantitative continuous arterial spin labeling perfu-
sion imaging. Magn Reson Med 67:1252–1265

 59. Wang DJ, Alger JR, Qiao JX et al (2013) Multi-delay 
multi-parametric arterial spin-labeled perfusion MRI 
in acute ischemic stroke—comparison with dynamic 
susceptibility contrast enhanced perfusion imaging. 
NeuroImage Clin 3:1–7

 60. van Laar PJ, van der Grond J, Hendrikse J (2008) 
Brain perfusion territory imaging: methods and clini-
cal applications of selective arterial spin- labeling MR 
imaging. Radiology 246:354–364

 61. Paiva FF, Tannus A, Silva AC (2007) Measurement of 
cerebral perfusion territories using arterial spin label-
ling. NMR Biomed 20:633–642

 62. Hendrikse J, van Raamt AF, van der Graaf Y et al 
(2005) Distribution of cerebral blood flow in the circle 
of Willis. Radiology 235(1):184–189

 63. Hendrikse J, van der Grond J, Lu H et al (2004) Flow 
territory mapping of the cerebral arteries with regional 
perfusion MRI. Stroke 35(4):882–887

 64. Hendrikse J, van Osch MJ, van der Zwan A et al 
(2005) Altered flow territories after extracranial to 
intracranial by- pass surgery: clinical implementation 
of selective arterial spin labeling MRI. Proc Intl Soc 
Mag Reson Med 13:1137

 65. van Laar PJ, Hendrikse J, Golay X et al (2005) In-vivo 
flow territory mapping of major brain feeding arteries: 
a population study with selective arterial spin labeling 
MRI. Proc Int Soc Mag Reson Med 13:1134

 66. Kwong KK, Belliveau JW, Chesler DA et al (1992) 
Dynamic magnetic resonance imaging of human 
brain activity during primary sensory stimulation. 
Proc Natl Acad Sci U S A 89:5675–5679

 67. Bandettini PA, Wong EC, Hinks RS et al (1992) Time 
course EPI of human brain function during task acti-
vation. Magn Reson Med 25:390–397

 68. Ogawa S, Tank DW, Menon R et al (1992) Intrinsic 
signal changes accompanying sensory stimulation: 
functional brain mapping with magnetic resonance 
imaging. Proc Natl Acad Sci U S A 89:5951–5955

 69. Ances BM, Leontiev O, Perthen JE et al (2008) 
Regional differences in the coupling of cerebral blood 
flow and oxygen metabolism changes in response to 
activation: implications for BOLD-fMRI. Neuroimage 
39:1510–1521

 70. Buxton RB (2010) Interpreting oxygenation-based 
neuroimaging signals: the importance and the chal-
lenge of understanding brain oxygen metabolism. 
Front Neuroenerg 2:8. http://dx.doi.org/10.3389/
fnene.2010.00008

 71. Griffeth VEM, Perthen JE, Buxton RB (2011) 
Prospects for quantitative fMRI: investigating the 
effects of caffeine on baseline oxygen metabolism and 

10 ASL 3.0 T Perfusion Studies

http://dx.doi.org/10.3389/fnene.2010.00008
http://dx.doi.org/10.3389/fnene.2010.00008


144

the response to a visual stimulus in humans. 
Neuroimage 57:809–816

 72. Moradi F, Buracas GT, Buxton RB (2012) Attention 
strongly increases oxygen metabolic response to stim-
ulus in primary visual cortex. Neuroimage 
59:601–607

 73. Liu TT (2013) Neurovascular factors in resting-state 
functional MRI. Neuroimage 80:339–348

 74. Mohtasib RS, Lumley G, Goodwin JA et al (2012) 
Calibrated fMRI during a cognitive Stroop task 
reveals reduced metabolic response with increasing 
age. Neuroimage 59:1143–1151

 75. Blockley NP, Griffeth VE, Simon AB et al (2013) A 
review of calibrated blood oxygenation level- 
dependent (BOLD) methods for the measurement of 
task-induced changes in brain oxygen metabolism. 
NMR Biomed 26:987–1003

 76. Davis TL, Kwong KK, Weisskoff RM et al (1998) 
Calibrated functional MRI: mapping the dynamics of 
oxidative metabolism. Proc Natl Acad Sci U S A 
95:1834–1839

 77. Wise RG, Harris AD, Stone AJ et al (2013) 
Measurement of OEF and absolute CMRO2: MRI- 
based methods using interleaved and combined 
hypercapnia and hyperoxia. Neuroimage 83:135–147

 78. Bulte DP, Kelly M, Germuska M et al (2012) 
Quantitative measurement of cerebral physiology using 
respiratory-calibrated MRI. Neuroimage 60:582–591

 79. Zhang N, Zhu XH, Chen W (2008) Investigating the 
source of BOLD nonlinearity in human visual cortex 
in response to paired visual stimuli. Neuroimage 
43:204–212

 80. Zhang N, Yacoub E, Zhu XH et al (2009) Linearity of 
blood-oxygenation-level dependent signal at micro-
vasculature. Neuroimage 48:313–318

 81. Chiacchiaretta P, Ferretti A (2015) Resting state 
BOLD functional connectivity at 3 T: spin echo ver-
sus gradient echo EPI. PLoS One 10(3):e0120398. 
doi:10.1371/journal.pone.0120398

 82. Chiacchiaretta P, Romani GL, Ferretti A (2013) 
Sensitivity of BOLD response to increasing visual 
contrast: spin echo versus gradient echo 
EPI. Neuroimage 82:35–43

 83. Uludağ K, Müller-Bierl B, Uğurbil K (2009) An inte-
grative model for neuronal activity-induced signal 
changes for gradient and spin echo functional imag-
ing. Neuroimage 48:150–165

 84. Norris DG (2012) Spin-echo fMRI: The poor rela-
tion? Neuroimage 62:1109–1115

 85. Diekhoff S, Uludag K, Sparing R et al (2011) 
Functional localization in the human brain: gradient- 
echo, spin-echo, and arterial spin-labeling fMRI com-
pared with neuronavigated TMS. Hum BrainMapp 
32:341–357

 86. Raoult H, Petr J, Bannier EC et al (2011) Arterial spin 
labeling for motor activation mapping at 3 T with a 
32-channel coil: reproducibility and spatial accuracy 
in comparison with BOLD fMRI. Neuroimage 
58:157–167

 87. Tjandra T, Brooks JC, Figueiredo P et al (2005) 
Quantitative assessment of the reproducibility of 
functional activation measured with BOLD and MR 
perfusion imaging: implications for clinical trial 
design. Neuroimage 27:393–401

P. Chiacchiaretta et al.

http://dx.doi.org/10.1371/journal.pone.0120398


145© Springer International Publishing Switzerland 2017 
T. Scarabino et al. (eds.), High Field Brain MRI, DOI 10.1007/978-3-319-44174-0_11

Functional MRI at 3.0 Tesla

Daniela Cevolani, Raffaele Agati, 
Francesco Di Salle, and Marco Leonardi

11.1  Introduction

Since 1936, Pauling and Coryell [1] had discov-
ered that the magnetic susceptibility of hemoglo-
bin changed as a function of whether it was 
bound to oxygen or not: oxyhemoglobin had 
magnetic moment zero, whereas deoxyhemoglo-
bin was paramagnetic.

However, it was in 1990 that Seiji Ogawa [2] 
and colleagues demonstrated, in vivo and by a 7 
Tesla magnetic resonance (MR) apparatus, a par-
ticular phenomenon called blood oxygenation 
level dependent (hence the acronym BOLD). By 
using anesthetized rats and gradient echo T2* 
images, they showed that, when rats inhaled 
100 % oxygen, brain vessels were scarcely 
detectable at MR; otherwise, when the mixture 
inhaled was progressively depleted of oxygen, 

brain vessels were progressively and clearly 
detected as darker lines. The authors noted that 
“… the image contrast was caused by the mag-
netic susceptibility difference between the blood, 
with paramagnetic deoxyhemoglobin, and the 
surrounding tissues” and concluded “… gradient 
echo images of the brain at high fields give a high 
image contrast which is sensitive to the blood 
oxygenation level…,” but they also deduced 
“When some region in a brain is much more 
active than other regions, the active region could 
show darker lines [the vessels] in the image, 
because of the increased level of deoxyhemoglo-
bin resulting from higher hemoglobin consump-
tion.” This last deduction was later proved not to 
be completely true, as we will see later on.

Previously (1880s), an Italian physiologist, 
Angelo Mosso, studied cerebral fluxes and brain 
pulsations in patients with skull defects: he noted 
an increase of brain pulsations, when subjects 
were engaged in tasks as mathematical calcula-
tions and deduced that mental activity was 
accompanied by a local increase of blood flow. 
To overwhelm the problem of measuring brain 
blood flow in healthy subjects, with normal 
skulls, Mosso devised the so-called human circu-
lation balance [3, 4]; this is described as a “deli-
cately balanced table that could tip downwards 
either at the head or the foot if the weight of 
either end increased” [5]. When a subject is lying 
relaxed on the balance, the balance is in 
 equilibrium; when the subject begins to think (to 
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emotional or mathematical tasks), the balance 
tilts toward the head, because neural activity 
causes an increased blood afflux (and weight) to 
the brain. The work of Mosso was recently repli-
cated by some authors [6], who used modern 
technologies and gained the same results, demon-
strating the validity of Mosso’s results.

In those years, two neurophysiologists, 
Charles Smart Roy and Charles Scott Sherrington 
[7], suggested a correlation between cerebral cir-
culation and metabolism and focused attention 
particularly on some acid products (e.g., lactic 
acid), because of their capability to cause enor-
mous local vasodilation even if they were given 
in very small amounts. They hypothesized an “…
automatic mechanism …” with “… no rise of 
pressure in the systemic arteries…” and “… by 
which the blood-supply of any part of the cere-
bral tissue is varied in accordance with the activ-
ity of the chemical changes which underlie the 
functional action of that part….” They concluded 
“… the brain possesses an intrinsic mechanism 
by which its vascular supply can be varied locally 
in correspondence with local variations of func-
tional activity,” which we now call “local auto-
regulation of cerebral flow.”

Even if all the background was ready to clarify 
the phenomena at the basis of BOLD signal, nev-
ertheless the time was not ripe to develop and 
apply these concepts. Moreover, a luminary 
physiologist of the time, Leonard Hill, stated that 
no relationship existed between cerebral activity 
and cerebral circulation [8, 9].

It needs to go up to 1928, to find another work 
on the subject. In that year, John Farquar Fulton, 
a neurophysiologist and neurosurgeon, published 
a study [10] on a patient with an arteriovenous 
malformation, which eroded the occipital bone. 
The patient complained a murmur inside his 
head, which was increasing when he was reading 
or using his eyes. Objectively, it was character-
ized by a bruit, which increased every time visual 
activity increased (e.g., from the dark to the light, 
from rest to reading). The author concluded that 
“… localized increase in vascularity of the brain 
occurs under appropriate sensory stimulation, or, 
more specifically, it is probable that visual 

 activity in man is associated with an increase in 
the vascularity of the occipital lobes….”

We will need to wait until 1948, to have a 
method to quantify the regional cerebral blood 
flow in humans [11].

11.2  Genesis of the BOLD Signal

Today, we know the sequence of events occurring 
during the genesis of the BOLD signal, which is 
the following (Fig. 11.1). Some activated neurons 
fire in a certain area of the cerebral cortex, gener-
ating spikes. This activity, and the corresponding 
Na+ and K+ movements, activates the Na+-K+ 
pump, which burns metabolic energy and hence 
adenosine triphosphate (ATP). Metabolic path-
ways intervening in the synthesis of new ATP 
cause an increase in both oxygen (from hemoglo-
bin of red blood cells) and glucose (from plasma) 
consumption. It should be noted that neural 
metabolism is only aerobic and nervous tissue 
has no stores of either oxygen or glucose (differ-
ently from glycogen in the skeletal muscle). 
Consequently, any oxygen demand could only be 
extracted from the oxyhemoglobin, which, in 
turns, becomes deoxyhemoglobin and acquires 
paramagnetic properties, in the area where neu-
rons increased their firing rate.

Neuronal firing gives also rise to synaptic 
activity, and, during synaptic activity, neurotrans-
mitters are released together with other sub-
stances as ADP, H+, K+, and nitric oxide (NO). 
All these substances, but especially NO, are pow-
erful vasodilators [12, 13]. The mechanism at the 
basis of the neurovascular coupling seems to be 
the action of NO (possibly mediated by astro-
cytes) on the precapillary sphincters, where it 
causes smooth muscle sphincters to relax: the 
upstream arterial pressure gives rise to important 
sphincters vasodilation, with consequent huge 
inflow of oxygenate blood. The spatial extension 
of vasodilation involves a volume of 1–3 mm3 
(spatial resolution), an area corresponding to the 
local anatomy of the terminal microvascular bed, 
which is similar, but non equal, to the neuronal 
firing area (the first is far wider). The latency 
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(temporal resolution) of the vasodilation is of 
some seconds, the time necessary for NO to be 
released by synaptic activity, to diffuse in the 
interstitial space, to reach sphincters, and to 
transduce the signal in smooth muscle relaxation 
The vasodilation consequent a neuronal firing is 
also called “neurovascular coupling.”

Deoxyhemoglobin production and vasodila-
tion are two phenomena not proportional: vasodi-
lation is largely prevalent compared to the 
increase in oxygen utilization [14]. Consequently, 
the increase in blood flow is huge with respect to 
deoxyhemoglobin production. The local 
increased supply of arterial oxygenated blood 
dilutes the deoxyhemoglobin concentration in the 
capillary and venular side of the area where neu-
ral activity was increased. The dilution is so 
important that deoxyhemoglobin concentration 
reaches values well below those at rest. When we 
consider gradient echo images of the brain at MR 
high fields (T2*), such a reduction in paramag-
netic deoxyhemoglobin gives rise to a clear-cut 
local signal increase.

At this point, we may give an answer to a pre-
vious question: why the last Ogawa and coll. 
deduction was not completely true? Because, in 
their anesthetized rats, there was no possible 
local vasodilation induced by any neuronal 

 activity. As a matter of fact, when you analyze a 
BOLD signal in an unanesthetized subject, you 
have to take into account not only deoxyhemo-
globin increase, consequent to neural activity, but 
also, and especially, arterial blood flow increase, 
triggered by synaptic activity.

Summing up, BOLD signal is an indirect phe-
nomenon, not generated by neuronal spikes per 
se, but derived from the physicochemical and 
physiological consequences of neuronal firing 
and synaptic activity. It mirrors neuronal activity, 
but has far less spatial (mm instead of μm) and 
temporal (seconds instead of ms) resolution.

11.3  Hemodynamic Response

The hemodynamic response (HDR) describes the 
time course of the BOLD signal, generated by an 
activated cortical area and acquired by an MR 
EPI GE T2* sequence (Fig. 11.2). It was 
described for the first time in 1995 [15] and is 
usually plotted as a % signal change during time. 
It consists in a curve starting with a small initial 
negativity (dip), followed by a steep rise, which 
reaches a peak in 2–3 s. If the stimulus is short, 
the signal returns to the baseline, after the peak. 
If the stimulus is longer, the increase is higher 

Fig. 11.1 Schematic view of the events occurring in the genesis of BOLD signal. Explanations in the text
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and continues with a plateau, preceded by an 
extra peak (overshoot). After the end of the stim-
ulus, with a latency of 2–3 s, a drop occurs, which 
continues beyond the baseline and becomes neg-
ative (undershoot poststimulus).

Three variables are at the basis of the 
described time course: (1) deoxyhemoglobin 
concentration (and oxygen consumption), (2) 
local cerebral blood flow (CBF), and (3) cere-
bral blood volume (CBV).

The initial dip is very small: its intensity is in 
the order of magnitude of 0.5–1.0 % of the 
whole BOLD signal (it often is not detectable in 
1.5 Tesla systems). It is very spatially localized 
and corresponds to neuronal firing. It occurs in 
the gray matter only and is due to the local 
increase in the deoxyhemoglobin concentration. 
Since few seconds are needed for the local vaso-
dilation to begin, in the early phase, the 
increased oxygen consumption, due to the raised 
neuronal firing, is not matched with the increase 
in CBF (hence in oxyhemoglobin) and the para-
magnetic deoxyhemoglobin prevails, giving rise 
to a negative signal. As soon as vasodilation 
begins, the huge oxygenated blood flow 
 predominates over the locally produced 

 deoxyhemoglobin, and the curve inverts its 
slope, increases very quickly, and goes beyond 
the zero up to reach the peak just 5–8 s after the 
beginning of the event (Fig. 11.3). The so-called 

Fig. 11.2 Time course of hemodynamic response (HDR): 
responses appear different depending on stimulus dura-
tion. When stimulus is short (short blue bar), the curve is 
smaller in height and duration (blue curve); when stimu-

lus is longer (long red bar), the curve, besides being taller 
and longer, shows a dip, a plateau, an overshoot, and an 
undershoot (red curve)

Fig. 11.3 Events characterizing the dip. The initial 
decrease in hemodynamic response (HDR, red) is due to a 
mismatch between deoxyhemoglobin concentration (vio-
let) and cerebral blood flow (CBF, green). At this initial 
stage, local vasodilation is still not occurred. The increased 
oxygen consumption, due to increased neuronal firing, 
gives rise to a local increase in deoxyhemoglobin concen-
tration, with consequent signal decrease. A soon as vaso-
dilation occurs, the big local increase in CBF (and hence 
in oxyhemoglobin) dilutes deoxyhemoglobin and the sig-
nal rapidly increases
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BOLD effect is usually referred to this positive 
response: it is more spatially diffuse, with 
respect to the area of neuronal firing, because it 
involves capillaries and venules and has a lower 
spatial resolution. The local increase in CBF, 
besides increasing  oxyhemoglobin concentra-
tion, produces an increase also in CBV, whose 
dynamic is slower than the other phenomena 
described. When the stimulation ends, neuronal 
firing ceases and also local vasodilation ceases, 
but with a latency of 2–3 s. The curve drops off 
toward the baseline, goes beyond it, and 
becomes negative (undershoot). Overshoot and 
undershoot are both due to the disproportion 
between CBV and CBF, whose dynamics are 
faster than that of CBV [16]. When stimulation 
begins, CBF increases faster than CBV, with a 
relative increase of oxyhemoglobin (overshoot); 
when stimulation ends, CBF regains baseline 
values faster than that of CBV, this time with a 
relative increase of deoxyhemoglobin (under-
shoot). The undershoot amplitude is often a 
function of the stimulus duration; usually it 
takes 1–2 min to regain the baseline.

Given a stimulus of a definite intensity, if 
the neuronal firing rate increases, also the 
height of the plateau will increase; if the stimu-
lus duration increases, also the duration of the 
plateau will increase, but only to a limited 
extent. This because neural firing tends to 
decrease with time, owing to the phenomenon 
of adaptation. This happens after 15–20 s of 
continuative stimulation. The knowledge of 
HDR is of capital importance in setting the 
duration and the timing of stimulations, to 
obtain a reliable BOLD signal, as we will see 
in a little while.

11.4  How to Recognize BOLD 
Signal From Baseline

The BOLD signal resulting from a single stimu-
lation has a very low intensity with respect to the 
baseline, in the order of 1 %, for a 50 % change 
in CBF at 1.5 T and of 5–10 % at 3.0 T. Such a 
signal has an amplitude in the order or magnitude 

of the experimental error (±10 %) and is not 
strong enough to be distinct from the background 
noise with certainty. Consequently, nor can brain 
activated areas be defined with certainty.

Some strategies can be employed to increase 
BOLD signal intensity, so that to make its inter-
pretation more reliable: (1) to protract the stimu-
lation, (2) to repeat the stimulation in the single 
subject, and (3) to repeat the stimulation in many 
subjects. Their application depends on the aims 
established by the operator. We have already seen 
that the stimulation cannot be prolonged more 
than 20 s, except at expense of neuronal adapta-
tion and decrease of the signal intensity. To repeat 
stimulations, in single or many subjects (popula-
tion studies), has otherwise the problem of vari-
ability. Anyhow, measures have to be repeated 
many times, to allow sufficient averaging.

The easiest way to set the duration and tim-
ing of a stimulation is the classic block para-
digm, in which periods of stimulations are 
alternated to periods of rest (see also Chap. 8). 
Once the paradigm is known, we may assume 
some model for describing the hemodynamic 
response to stimulation: the typical form is that 
of a trapezoid, having smoothed angles and a 
certain lag, with respect to the stimulus. Then, 
for each voxel, a correlation of this model func-
tion with the measured voxel time course is cal-
culated. The signals of each voxel are treated as 
two populations, stimulation and rest: the sim-
plest processing approach considers the subtrac-
tion of the average of all the images acquired 
during the rest condition from the average of all 
the images acquired during the task condition. A 
t-test is used to assess whether there is a signifi-
cant difference between the means of the two 
groups. A statistical threshold is defined, and 
only the voxels that pass the set statistical 
threshold are considered. They are usually col-
ored and the color used reflects the statistic 
value, which, in turn, is a measure of the degree 
of the signal change. This procedure will pro-
vide a map of the activated areas. The color map 
is then superimposed on a coregistered morpho-
logical image to make map localization easier 
(Fig. 11.4).
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11.5  Concluding Remarks

Summing up, the localization of the BOLD sig-
nal becomes reliable at high MR fields. This 
allows not only to confirm and deepen many 
known functional phenomena but also to throw 
new light in many aspects of the physiology and 
pathology of the brain.
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3.0 T Brain MRI: A Pictorial 
Overview of the Most Interesting 
Sequences

Teresa Popolizio, Francesca Di Chio, 
Rosario Francesco Balzano and Tommaso Scarabino

In this chapter, we present a series of 3.0 TMR 
images of the normal whole brain, illustrating 8 
different sequences with 16 slices for each 
sequence: spin echo (SE) T1 (Fig. 12.1a–p), fast 
gradient echo (FGE) T1 (Fig. 12.2a–p), inversion 
recovery (IR) (Fig. 12.3a–p), fluid-attenuated 
inversion recovery (FLAIR) T1 (Fig. 12.4a–p), 
fast spin echo (FSE) T2 (Fig. 12.5a–p), FSE T2 

with inverted contrast (Fig. 12.6a–p), gradient 
echo (GE) T2 (Fig. 12.7a–p), and FLAIR T2 
(Fig. 12.8a–p). The whole brain is studied by 
each sequence from base to top in 16 slices (from 
“a” to “p”). Therefore, for each brain level there 
are eight images, one for each sequence. Tables 
12.1 and 12.2 provide a short description of the 
technical parameters used.
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Fig. 12.1 (a) SE, (b) SE, (c) SE, (d) SE, (e) SE, (f) SE, (g) SE, (h) SE, (i) SE, (j) SE, (k) SE, (l) SE, (m) SE, (n) SE, 
(o) SE, (p) SE

a b

c d
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Fig. 12.1 (continued)
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Fig. 12.1 (continued)

i j

k l

T. Popolizio et al.



157

Fig. 12.1 (continued)
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Fig. 12.2 (a) FGE, (b) FGE, (c) FGE, (d) FGE, (e) FGE, (f) FGE, (g) FGE, (h) FGE, (i) FGE, (j) FGE, (k) FGE, (l) 
FGE, (m) FGE, (n) FGE, (o) FGE, (p) FGE
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Fig. 12.2 (continued)
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Fig. 12.2 (continued)
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Fig. 12.2 (continued)
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Fig. 12.3 (a) IR, (b) IR, (c) IR, (d) IR, (e) IR, (f) IR, (g) IR, (h) IR, (i) IR, (j) IR, (k) IR, (l) IR, (m) IR, (n) IR, (o) IR, 
(p) IR
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c d
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Fig. 12.3 (continued)
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Fig. 12.3 (continued)
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Fig. 12.3 (continued)
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Fig. 12.4 (a) FLAIR, (b) FLAIR, (c) FLAIR, (d) FLAIR, (e) FLAIR, (f) FLAIR, (g) FLAIR, (h) FLAIR, (i) FLAIR, 
(j) FLAIR, (k) FLAIR, (l) FLAIR, (m) FLAIR, (n) FLAIR, (o) FLAIR, (p) FLAIR

a b

c d
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Fig. 12.4 (continued)

e f

g h

12 3.0 T Brain MRI: A Pictorial Overview of the Most Interesting Sequences



168

Fig. 12.4 (continued)
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Fig. 12.4 (continued)
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Fig. 12.5 (a) FSE, (b) FSE, (c) FSE, (d) FSE, (e) FSE, (f) FSE, (g) FSE, (h) FSE, (i) FSE, (j) FSE, (k) FSE, (l) FSE, 
(m) FSE, (n) FSE, (o) FSE, (p) FSE

a b

c d
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Fig. 12.5 (continued)
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Fig. 12.5 (continued)
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Fig. 12.5 (continued)
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Fig. 12.6 (a) FSE with inverted contrast, (b) FSE with 
inverted contrast, (c) FSE with inverted contrast, (d) FSE 
with inverted contrast, (e) FSE with inverted contrast, (f) 
FSE with inverted contrast, (g) FSE with inverted con-
trast, (h) FSE with inverted contrast, (i) FSE with inverted 

contrast, (j) FSE with inverted contrast, (k) FSE with 
inverted contrast, (l) FSE with inverted contrast, (m) FSE 
with inverted contrast, (n) FSE with inverted contrast, (o) 
FSE with inverted contrast, (p) FSE with inverted 
contrast

a b

c d
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Fig. 12.6 (continued)
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Fig. 12.6 (continued)
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Fig. 12.6 (continued)
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Fig. 12.7 (a) GE, (b) GE, (c) GE, (d) GE, (e) GE, (f) GE, (g) GE, (h) GE, (i) GE, (j) GE, (k) GE, (l) GE, (m) GE, (n) 
GE, (o) GE, (p) GE
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Fig. 12.7 (continued)
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Fig. 12.7 (continued)
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Fig. 12.7 (continued)
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Fig. 12.8 (a) FLAIR, (b) FLAIR, (c) FLAIR, (d) FLAIR, (e) FLAIR, (f) FLAIR, (g) FLAIR, (h) FLAIR, (i) FLAIR, 
(j) FLAIR, (k) FLAIR, (l) FLAIR, (m) FLAIR, (n) FLAIR, (o) FLAIR, (p) FLAIR

a b

c d
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Fig. 12.8 (continued)
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Fig. 12.8 (continued)
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Fig. 12.8 (continued)
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Table 12.2 T2 images

FSE FSE with inverted contrast
TR/TE/ETL 
4,840/75.7/15

TR/TE/ETL 4,840/75.7/15

5mm thk 5mm thk
448×320 448×320
FOV 22×22 FOV 22×22
GE FLAIR
TR/TE/FA 325/20/20 TR/TE/TI 11,002/135/2,250
5mm thk 5mm thk
256×192 288×192
FOV 22×22 FOV 22×22

Table 12.1 T1 images

SE FGE
TR/TE 360/9 TR/TE/FA 275/2.5/75
5mmthk 5mmthk
512×256 512×256
FOV 22×22 FOV 22×22
IR FLAIR
TR/TE/TI 2,040/28/700 TR/TE/TI 2,320/27.4/auto
5mmthk 5mmthk
512×256 256×256
FOV 22×22 FOV 22×22
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Setting the Report and Support 
of the Functional Findings

Armando Tartaro and Simone Salice

13.1  Functional Data in Clinical 
Practice and Research

Advanced MRI, including functional MRI 
(fMRI), has become an increasingly useful tool 
and ever more used, not only in research field but 
also in clinical practice. Nowadays, MRI is no 
longer considered just a qualitative diagnostic 
imaging but also a quantitative tool.

Advanced MRI techniques allow a noninva-
sive method for investigating normal and path-
ological tissues. Quantification of metabolite 
rates, perfusion parameters, and water diffusiv-
ity indices opened new scientific applications 
with a shift from qualitative to quantitative 
MRI [1, 2].

In the fMRI experiment, data are used to 
detect, in an indirect way, the changes in specific 
brain areas of neuronal stimulation-related activ-
ity. The fMRI signal is effect related to the local 
variations in blood flow that follow the changes 
in neural activity. Although signal intensity var-
ies of only about 1 percent, fMRI allows to rec-
ognize brain areas involved in motor, sensorial, 
and cognitive functions.

Thanks to the greater signal-to-noise ratio, 3 T 
MRI provides more reliable and more reproduc-
ible data than 1.5 T MRI [3]. In clinical practice, 
combined data, obtained by means of advanced 
MRI techniques and fMRI, are considered as 
“potential” biomarkers for the assessment of both 
microstructural (and/or microvascular) changes 
and anatomo-functional reorganization of brain 
connectivity, induced by focal or degenerative 
brain diseases.

Diffusion-weighted imaging (DWI), diffusion 
tensor imaging (DTI), magnetic resonance spec-
troscopy (MRS), and perfusion-weighted imag-
ing (PWI) arterial spin labeling (ASL) provide 
quantitative, reliable, and reproducible informa-
tion about microvascularity, neoangiogenesis, 
metabolism, necrosis, and cellularity of brain 
masses [4].

Since fMRI began in 1991, the number of 
people, papers, and abstracts related to fMRI has 
been increasing. Because fMRI is based on the 
blood oxygenation level-dependent (BOLD) 
effect, it does not directly record neural activity. 
Nevertheless, due to the excellent spatial and 
time resolution, fMRI is progressing in technol-
ogy and methodology and increasingly used to 
investigate human brain function.

Functional connectivity (FC), defined as 
“temporal correlations between spatially remote 
neurophysiological events,” is the most recent 
challenge of the fMRI technique. Resting-state 
fMRI (rs-fMRI), seen as a constant condition 
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without sensorial stimuli or significant behavior-
ally salient events during fMRI recording, may 
be altered in dementia as well as in aging-related 
cognitive disorders.

Changes in the brain structure and function 
are well recognized in Alzheimer’s disease 
(AD). Alterations of FC have been observed in 
patients affected by AD and mild cognitive 
impairment (MCI) and in subjects who had sub-
jective cognitive decline (SCD). Among the rs-
fMRI observations, the so- called default mode 
network (DMN), the most active neuronal net-
work at rest and in the absence of a stimuli dur-
ing fMRI experiment has been particularly 
studied because alterations to its FC were found 
in AD and MCI patients [5, 6]. These studies 
helped to understand the neural substrates in 
normal and pathological aging brain.

A challenge for clinical application of the 
advanced and fMRI techniques is closely related 
to the reliability and reproducibility of the results, 
which follows a standardization of acquisition 
techniques and data analysis.

13.2  Standardization of Data 
Handling

13.2.1  Image Acquisition

In advanced MRI protocols, brain images are 
acquired by using different sequences, some of 
which are critical for structural high-resolution 
and functional studies.

In general, advanced imaging protocols must 
include morphological T1-weighted sequences 
with high spatial resolution and isotropic voxel; 
currently, for this purpose whole-head 3D 
gradient- echo (GE) sequences, which though 
have different owner acronyms, are all of the 
type GE spoiled (SPGR, mPRAGE, 3D GE, 
etc.) and can be obtained in 5–6 min. Isotropic 
high- resolution structural images are used for 
voxel- based morphometry (VBM) and cortical 
thickness quantification of the whole brain or 

specific brain areas in neurodegenerative dis-
eases, such as dementia [7]. These images are 
also frequently used as anatomical substrate for 
co-registration of BOLD-fMRI signals and spa-
tially localization of eloquent areas in the pre-
surgical brain mapping.

An ideal and desirable voxel spatial resolution 
for morphological T1-weighted sequences, 
obtained by using a 3-Tesla MRI system, is 
1×1×1 mm or less (e.g. 0.8 × 0.8 × 0.8–1 mm).

T2*-weighted sequences, acquired with echo 
planar imaging (EPI) technique, are basically used 
in all BOLD-fMRI, PWI, DWI, and DTI, respec-
tively; functional and microstructural studies, as 
well as morphological T1-weighted sequences, are 
used for high-resolution structural quantitative 
studies (VBM, cortical thickness). When using 
EPI sequences with a 3-Tesla MR system, in the 
scan time relative to each TR value (e.g., 1 s), up to 
30 gapless, whole-head, 3 mm thickness or less, 
T2*-weighted images can be acquired.

MRS studies are basically obtained using spe-
cific sequences for the acquisition of the spectro-
scopic signals. Single voxel spectroscopy (SVS) 
receives spectra from a single voxel only; the 
signal-to-noise ratio (S/N) is generally high but 
limited to a circumscribed area. Multivoxel spec-
troscopy (MVS) explores larger brain regions, 
but S/N is lower than the SVS for the smaller 
voxel size. In SVS signal acquisition can be 
acquired with two different sequences. Basically, 
in PRESS (Point RESolved Spectroscopy) tech-
nique, the signal from the voxel of interest is a 
spin echo; in STEAM (Stimulated Echo 
Acquisition Mode) technique, the stimulated 
echo, corresponding to the S/N from the voxel of 
interest, is obtained from the cumulated effect of 
three pulses. The value of time echo (TE) used 
for PRESS and STEAM sequences determines 
the number of detectable metabolites on spectro-
scopic spectrum. When a long TE is selected 
(e.g., 144 or 288 ms), a more number of metabo-
lites are visible, but S/N is lower than short TE 
(e.g., 30 ms or less), where a greater number of 
peaks are visible in the spectrum [8].
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Even today, the major limitation is the lack of 
standardized imaging protocols and sequence 
parameters (e.g., TR, TE, FA, TI, slice thick-
ness), both in clinical and research studies. Lack 
of standardization not only affects the reproduc-
ibility of the results, but mainly the routinely use 
of advanced MRI outcomes.

13.2.2  Processing of the Stimulus

In fMRI experiments, standardization of the pro-
cedures includes also the modalities of stimuli 
administration, scan paradigms, and data record-
ing. Using standardized fMRI protocols, the 
starting point is to acquire “some” good advanced 
MRI data, in both high-resolution structural MRI 
and fMRI, task or resting state what they are. 
Before statistical analysis and signal detection is 
performed, it is necessary to convert and to 
improve the signal quality by preprocessing the 
raw data. In the preprocessing, different function 
must be implemented to obtain reliable data. 
Slice scan time correction, motion correction, 
temporal filtering, and spatial smoothing func-
tions must be defined and applied preliminarily 
when a group analysis is required. Additional 
preprocessing (e.g., physiological noise correc-
tion, storm filtering, band pass) is also recom-
mended before executing group data analysis.

In functional and effective connectivity mea-
sures, processing of brain activations is generally 
based on independent component analysis (ICA) 
and/or seed-based methods, in order to identify 
and quantify brain interregional relationships. 
Both ICA-derived and seed-based connectivity 
measures are characterized by some advantages 
and disadvantages, but a direct comparison of the 
results obtained from the two methods is not triv-
ial. Also different paradigms, designed for brain 
stimulation, can influence qualitatively brain 
responses and qualitatively data recording. The 
major paradigms for fMRI analysis are univariate 
(hypothesis-driven), multivariate (data-driven), 
and voxel-based approach. FC networks can be 

detected from event-related designed paradigm, 
most often based on trials under stationary condi-
tion, or from block design paradigm, considered 
locally stationary and based on block duration 
[9].

13.2.3  Data Analysis

There are several techniques for interrogation of 
brain functions and as many available programs 
for analyzing advanced MRI data, each of which 
can have a large influence in determining the sen-
sitivity, specificity, reliability, and flexibility of 
the experimental protocols. There are a large 
variety of software packages for data analysis, 
although not all of these single software packages 
can provide all necessary requirements for both 
structural and functional processing. fMRI data 
can be preprocessed and analyzed by using sev-
eral platform operating systems and a number of 
software packages, e.g., SPM (statistical para-
metric mapping), BrainVoyager analysis, AFNI 
(analyses of functional software neuroimages), 
FSL (FMRIB Software Library), FreeSurfer, and 
many others as valuable software [10]. 
Biomedical image analysis software is a multi-
modal analysis tool, developed to analyze and 
visualize the structural and functional brain 
imaging data recorded from neuroimaging tech-
niques and technologies (fMRI, DTI, EEG, 
MEG, TMS, PET, etc.). Nowadays, this software 
allows statistical data analysis based on general 
linear model (GLM), transformation of anatomi-
cal and functional scans into stereotaxic 
(Talairach-Tournoux) coordinate, automatic co- 
registration of functional data with high- 
resolution 3D anatomical data sets, and advanced 
methods for automatic brain segmentation, sur-
face reconstruction, cortex inflation, and flatten-
ing. [11].

After being considered for years, the “future 
technique,” MRS, finally, in the last decade, has 
become a valuable tool in clinical practice and 
research, for in vivo analysis of the main brain 
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metabolites. Certainly, it has had great influence 
on the success of MRS techniques in the progress 
in signal processing. Currently, different valuable 
software packages are available for processing 
and quantitation of MRS data. Automated, pro-
prietary software provided by the scanner manu-
facturers has the advantage of being fast in the 
analysis of MRS data, but when the S/N ratio is 
not high, there may be a lower resolution of the 
spectra for certain metabolites. A number of 
semiautomatic dedicated software packages are 
now available for MRS data generation, either in 
frequency (e.g., LCModel) or time domain (e.g., 
jMRUI). Commercially or freely available soft-
ware packages take longer time for data process-
ing, but S/N ratio is higher than automated 
software [8]. In general radiologists are more 
confident with software provided by the scanner 
manufacturers, because it is easy to use and less 
time-consuming, and the raw data should not be 
processed remotely.

As for MRS also PWI and DTI techniques 
require dedicated software packages for process-
ing the raw data. Most of the radiologists prefer a 
fast processing of raw data at the end of MRI 
exam by means of automated software package 
provided by the scanner manufacturer. But many 
powerful software packages are freely or com-
mercially available for a more accurate data pro-
cessing (e.g., FreeSurfer platform and dedicated 
function included in the package like TRACULA 
(TRActs Constrained by UnderLying Anatomy)) 
and for automatic or semiautomatic reconstruc-
tion of WM tracts from diffusion-weighted 
images [12]. Several software packages are also 
available for calculation of quantitative PWI 
parameters (CBF, CBV, MTT), but in clinical 
practice radiologists feel more confident using 
automatic software provided by the manufacturer 
of the MRI system, because it is less time- 
consuming and easy to use even during the clini-
cal activity. More powerful and sophisticated 
commercially or freely available software pack-
ages are fruitfully used for clinical research and 
require dedicated staff, specifically trained in 
order to fully exploit their potential. Given the 
differences of data processing and the wide range 
of software for data analysis, advanced MRI data, 

especially from fMRI, still has many limitations 
for clinical use.

In summary, as for the image acquisition, also 
for data analysis, there is a lack of standardiza-
tion, which makes it difficult to compare different 
results; in some cases it may also notice a vari-
ability of the results within the same laboratory, 
for which it is always recommended the prelimi-
nary standardization of procedures and the devel-
opment of its own database of reference values, 
both for normal and clinical categories, based on 
large populations of normal subjects and clinical 
series, as well as the comparison with scientific 
literature.

13.3  Structured Report

A standardized reporting system for the applica-
tions of advanced MRI findings, as a support of a 
clinical research center, is desirable.

The real-time use of MR images on the con-
sole screen and the simultaneous transmission to 
distance of data and DICOM-structured reports, 
require the development of remote control inter-
faces and protocols through workstations that 
facilitate the transfer rate between radiologist, 
technician, physicist, and engineer. Written com-
munication, on the basis of the result presenta-
tion, should be developed so that researchers are 
able to work directly on MR protocols, automati-
cally process the data, analyze the results on their 
own workplace, and write the report. Using as an 
input the results of advanced MRI and developed 
software tools, the radiologists can superimpose 
over anatomical atlas the selected images and 
create DICOM-structured reports and text files. 
Even now, compared to the dramatic evolution of 
neuroimaging technologies, the radiological 
reporting has remained largely static, both in 
content and structure. A number of new initia-
tives and specific technologies have been pro-
posed by the international radiology community, 
with the unique opportunity to fundamentally 
change the radiology report from free to struc-
tured text supported by images. To this end, the 
structured report is intended as a computerized 
document in which various parts of the radiologi-
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cal outcome, accompanied by the most signifi-
cant images, are coded and structured in a 
standard format.

The report can be defined as “the document 
obligatorily drawn up in writing, by which the 
medical specialist declare conform to the truth 
the results of diagnostic tests obtained, with the 
clinical interpretation of the same results, in rela-
tion to the clinical findings and the patient’s his-
tory”. The result is a mere outcome of diagnostic 
tests performed by clinical instruments and is a 
product free of interpretation or clinical evalua-
tion. A radiology report is the “official record of 
a diagnostic, interventional, or therapeutic exam-
ination or procedure” [13]. This document repre-
sents the contribution of the radiologist to the 
diagnosis and treatment. A standardized lexicon 
edit in a structured form makes easier and better 
understood the transmission of radiological 
results to the referring physicians.

In 2007 the Intersociety Conference deliber-
ated on specific aspects of radiology reports, 
recommending the use of “structured” reports, 
subdivided into consequential and systemati-
cally ordered sections, drafted in standardized 
form. More recently, a collaborative initiative 
for the development of structured radiological 
report templates was launched in 2013 at the 
European Congress of Radiology in Vienna, 
between RSNA and European Society of 
Radiology.

The increasing use of functional data (e.g., 
fMRI) in the practice and clinical research 
requires simple and automated procedures, 
allowing data “manipulation” (processing of the 
stimulus, image acquisition, data analysis, and 
interpretation and reporting of the process of 
results) [9]. A standardized way for data manage-
ment is the structured report, which should not 
have additional costs, must be easy to use, include 
all the potential of the methods and related tech-
niques, and also assist the radiologist in the report 
drafting.

The structured report merges the radiological 
text with the relevant images in a single report: 
report and findings [14–16].

The clinical report includes basic elements, as 
defined in the guidelines of the American College 

of Radiology’s Practice and the RSNA’s 
Radiology Reporting Committee, divided into 
clinical indications to the exam, imaging tech-
nique descriptions, imaging findings and obser-
vations, and summary of the results but also 
collateral findings, diagnostic hypotheses, or 
conclusions.

MRI findings from advanced techniques 
include microstructural (from DWI, DTI, MRS) 
and quantitative microstructural (from VBM 
and cortical thickness) biomarkers, microvas-
cular parameters (from PWI and ASL), and 
functional information (from fMRI and 
rs-fMRI).

The integration report/findings must be sup-
ported by media (CD, DVD, remote transfer of 
DICOM images) where, in addition to conven-
tional images, it also shows salient functional 
images (e.g., in brain mapping).

The first action is to establish a standardized 
style of reporting for advanced MRI 
examinations.

Radiological structured reporting allows to 
use a template of defined checklist based on 
terms and information, integrated with clinical 
data, technical parameters, annotations, and key 
images [17–19].

13.3.1  Developing a Report 
Template for Both 
Conventional 
and Functional Exam

A practical guide to implement a structured 
framework for advanced MRI examination 
should contain step by step the following items:

Step 1 Administrative information
Including referring provider, imaging facility, 

date of service, and time of service
Step 2 Patient identification
Including identification number or medical 

record number, name, date of birth, and sex
Step 3 Clinical history and diagnostic 

appropriateness
Including medical history, reason of examina-

tion and medical necessity, and medical history 
of allergies.
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When we are using experimental tolls or proce-
dures, in a research context, the title of the project 
and the name of the principal investigator (includ-
ing his institutional address and phone number for 
a quick consultation) should be included in the 
document; moreover, the authorization of the eth-
ics committee (code or number) should be always 
reported. A focused patient medical history is nec-
essary to evaluate diagnostic appropriateness or 
meet inclusion criteria when it is running an exper-
imental protocol. As a rule (justification principle 
and criteria for a good practice), all individual 
radiological exposures should be justified in 
advance and always optimized for the patient char-
acteristics and diagnostic purpose.

Step 4 Imaging techniques
Including conventional sequences of imaging 

used for the specific MRI examination (SE, TSE, 
T-IR, FLAIR, GE, 3D GE); scan parameters (TR, 
TE, FA, TI) for T1, before and after contrast 
medium injection, T2-, T2*- and PD-weighted 
images; and scan planes (sagittal, coronal, axial, 
or multiple)

Concerning advanced techniques, it is recom-
mended to indicate in DWI/ADC the b values, 
number of directions in DTI, single or multivoxel 
and TE values (in millisecond) for MRS, the 
selected modalities PWI (i.e., EPI-SE, EPI-GE, 
ASL), and perfusion parameter obtained (CBF, 
CBV, MTT). In BOLD imaging should be 
reported the paradigms (i.e., block or single trial) 
and the modalities of stimuli administration, time 
of image acquisition, magnetic field strength, 
contrast materials, and other medications admin-
istered (including name, dose, route, way, and 
time of administration) should be reported.

Step 5 Data analysis techniques
Nowadays, MRI and fMRI play an increas-

ingly important role in the investigation of brain 
structure, function, development, and patholo-
gies. The increasing flexibility and power of MRI 
and fMRI to answer scientifically interesting and 
clinically relevant questions have led to a demand 
for analysis techniques which allow investigators 
to interrogate their data in as flexible, scientifi-
cally informative and convenient a manner as is 
possible [11].

There are many available programs for ana-
lyzing advanced MRI data, each of which can 
have a large influence in determining the sensitiv-
ity, specificity, reliability, and flexibility of the 
experimental protocols (i.e., MEDx, MATLAB, 
BrainVoyager, AFNI, FSL, FreeSurfer, SMRUI, 
etc.)

Step 6 Findings description
Narrative description of findings and compari-

son with previous examinations, findings item-
ization (or listing). This step includes the simple 
descriptive outcome, without clinical evaluation 
or interpretation of the results obtained with the 
technique used for that exam. The description of 
the MRI signals and their interpretation serves as 
a basis for making a decision or formulating a 
diagnostic hypothesis. Also, it describes the ana-
tomical site of the alteration; the size, shape, and 
relationships with surrounding anatomical struc-
tures; the associated signs such as mass effect or 
loss of substance; and the presence of edema and 
gliosis. Measurements, image annotations for 
highlighting an abnormality, and identification of 
key images are peculiar of this step.

With the aid of specific software, the outcome 
of the functional analysis of the advanced MRI 
findings, without interpretation or clinical assess-
ment, is reported also.

A standardized lexicon developed provides 
specific or general terms for disease observa-
tions or acronyms to indicate imaging 
procedures.

Step 7 “Collateral” findings
Collateral or “incidental” or “occasional” 

findings, not expected, that can be encountered 
during an exam run for several reasons that have 
no direct connection with the clinical question. 
They may be anatomical variants, be congenital 
malformations, or be borderline findings (i.e., as 
in respect to the age of the patient). In other cases 
they are pathological findings or may potentially 
become pathological.

It is always appropriate to evaluate accurately 
all that the image shows, without forgetting the 
medicolegal implications arising from the failure 
to report findings that may have an important 
impact on patient’s health.
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Step 8 Observations and conclusions
Including any recommendations. Report diag-

nostic hypothesis and collateral findings.
Before reporting the results of functional data, 

specify that this technique has an experimental 
value and can only be indicative. Define the ana-
tomic sites where the activations have been 
located (in case of BOLD imaging)) or the white 
matter tracts highlighted (DTI).

In summary, the structured report in addition 
to its clinical function is an instrument of com-
munication, useful for quality improvement, 
research, and teaching.

13.3.2  Support of Functional Findings 
to the Clinical Report

In the last decade, MRI and fMRI have played an 
increasingly important role in the investigation of 
brain structure, function, development, and 
pathologies. Available techniques for interroga-
tion and analysis of neuroimaging data have had a 
large influence in determining the flexibility, sen-
sitivity, and scope of neuroimaging experiments.

An advanced functional neuroimaging tech-
nique may provide a fundamental tool for differ-
entiating between many disorders such as low- and 
high-grade brain tumors, aging-related cognitive 
decline, or neurodegenerative disease, to guide 
the treatment of ischemic stroke and CNS infec-
tious disease and so on. Despite thousands of sci-
entific papers that have been written on the 
usefulness of advanced MRI techniques in the 
study of brain disorders, most of their parts are 
related to clinical research, hoping it will be as 
soon as clinical practice.

Growing efforts have been addressed to define 
advanced MRI data as useful biomarkers for the 
assessment of brain tumor grading and for better 
differentiation between benign and malignant 
brain masses [1, 4]. About the latter, it is known 
that apparent diffusion coefficient (ADC), derived 
from DWI technique, and fractional anisotropy 
(FA), derived from DTI, are, respectively, signifi-
cantly lower and higher in the central cavity of 
pyogenic abscesses than in the central cavity of 
necrotic tumors [20, 21]; biomarkers derived from 

MRS are usually revealed only in the central cav-
ity of pyogenic abscesses and not in the central 
cavity of high-grade gliomas or metastases [20]. 
Cerebral blood volume (CBV), a biomarker 
derived from PWI, if measured in ring enhance-
ment and perilesional edema, is generally higher 
in high-grade glioma than in pyogenic abscesses 
[21, 22].

MRS may provide additional information in 
cases in which the differential diagnosis of 
tumors by convectional neuroimaging can be dif-
ficult; e.g., a relatively specific finding for menin-
gioma is an unusually high ratio of alanine to 
creatine detected on [H1]-MRS spectrum.

Nowadays, task and resting-state fMRI is a 
useful tool for the noninvasive presurgical brain 
mapping of the cortex for brain tumor and resec-
tive epilepsy surgery.

New fields of fMRI for the preclinical and 
clinical research are concerning dementia and 
aging-related cognitive disorders, such as subjec-
tive cognitive decline (SCD) and mild cognitive 
impairment (MCI). Despite, diagnosis of demen-
tia remains a clinical prerogative; conventional 
MRI and fMRI are in vivo, noninvasive modali-
ties to support the diagnosis of different brain 
pathologies.

Accurate and automated methods for mea-
suring the thickness of human cerebral cortex 
could provide powerful tools for diagnosing 
and studying a variety of neurodegenerative 
and psychiatric disorders [7]. For instance, 
cerebral atrophy is detected late in the course 
of the AD, while functional changes in the 
brain usually appear prior to structural changes. 
Manual methods for estimating cortical thick-
ness from neuroimaging data are labor inten-
sive, requiring several days of effort by a 
trained anatomist. VBM of the whole brain 
(WM+GM) or of specific regions (i.e., hippo-
campus) can be measured. Nevertheless, folded 
nature of the cortex is problematic for manual 
techniques, frequently resulting in measure-
ment errors in regions in which the cortical 
surface is not perpendicular to any of the cardi-
nal axes. This makes it very difficult to disen-
tangle brain changes in normal aging from the 
earliest signs of AD.
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Resting-state fMRI has recently been high-
lighted as a new technique for interrogating 
intrinsic FC network in MCI, AD, cerebrovascu-
lar disease, Lewy body disease, or a mixture of 
these pathologies.

Proton MRS metabolite markers may help 
identify and track etiologies that typically under-
lie MCI in the elderly. The role of proton MRS 
will especially be critical for pathophysiological 
processes for which a reliable biomarker does not 
exist such as glial and microglial activation in 
neurodegenerative dementia.

Dementia with Lewy bodies (DLB) is charac-
terized by fluctuation in cognition and attention. 
Thalamocortical connectivity and integrity of 
thalami are central to attentional function. In 
DLB pathology multimodal techniques including 
structural MRI, DTI, and 1H-MRS have shown 
microstructural damage in thalamic regions high-
lighting the critical role of the thalamus [23].

Major advances have occurred in the develop-
ment of disease biomarkers in the past two 
decades. However, the absence of standardized 
quantitative metric-advanced MRI and FMRI 
biomarkers constitutes a major deficiency. Failure 
to move toward a standardized system of quanti-
tative metrics has substantially limited potential 
diagnostic usefulness advanced neuroimaging in 
clinical practice.

In summary, advanced and fMRI play an 
important role on understanding the healthy 
human brain, but it has much less impact in clini-
cal practice. A reason is in part that data acquisi-
tion, paradigm designs, and analysis strategies 
used are not enough standardized, making com-
parison of results across single patients, MRI 
studies, and institutes sometimes not feasible.
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High-Field Neuroimaging in 
Traumatic Brain Injury and 
Disorders of Consciousness
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Rita Formisano, and Umberto Sabatini

14.1  Introduction

Traumatic brain injury (TBI) is a debilitating 
neurological disorder that occurs to the brain as a 
result of a trauma. It embodies heterogeneous 
phenomena observed at the moment of impact (in 
the acute phase) and over time (in the chronic 
stage) with sequelae potentially seen many years 
from the onset. The primary parenchymal dam-
age, i.e., the injury sustained at the moment of 
impact, is followed by a myriad of systemic and 
local effects such as hypoxia, hypotension, 
hypercarbia, brain swelling, and compression. 
All these effects are combined, leading to sec-
ondary brain damages. The classification of TBI 
in terms of severity as mild, moderate, or severe 

typically relies on the Glasgow Coma Scale 
(GCS) [1].

Magnetic resonance (MR) is the imaging 
technique of choice for the study of TBI in clini-
cally stable patients, both in the acute and 
chronic phases, and it is often comparable to 
computed tomography (CT) in clinically unsta-
ble patients, such as comatose patients [2–5]. 
However, in this case, the role of MR is still to be 
established. As a matter of fact, despite the MR 
high sensitivity to focal traumatic lesions, the 
relationship between MR parameters and the 
clinical picture and prognosis is promising but 
not clear yet. In particular, in patients with TBI 
and disorder of consciousness (DOC), this tech-
nique, in a near future, might provide additional 
information on the diagnosis and the course of 
recovery of consciousness to be used for novel 
therapeutic interventions. This could be partly 
due to the fact that while there is some evidence 
that MR parameters might correlate with the 
prognosis, the typical GCS, used to classify trau-
matic patients, provides a static picture that is 
not suitable to predict prognosis in TBI patients, 
who evolve into a wide range of complex neuro-
pathological conditions [6]. Further, the diffi-
culty of monitoring vital signs in the MR tunnel, 
suboptimal accuracy in depicting fractures, 
acquisition times, and costs are additional 
disadvantages.

Current guidelines consider CT as the imag-
ing technique of choice in unstable patients, 
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where the primary goal is rapid detection of 
hematomas and other lesions requiring surgery 
[7]. However, the availability of high-field MR, 
which enables short acquisition times with con-
ventional sequences as well as the use of ultrafast 
sequences very sensitive to magnetic susceptibil-
ity, like echo planar imaging (EPI) [8] and turbo- 
proton echo planar spectroscopic imaging 
(t-PEPSI) [9, 10], makes this technique suitable 
to image clinically unstable patients. Indeed, 
high-field MR (e.g., B0 ≥ 3.0 T) is both more sen-
sitive to focal lesions containing blood compo-
nents and exhibits an enhanced ability to detect 
structural, functional, and metabolic changes in 
apparently intact white and gray matter by the 
use of advanced techniques such as diffusion ten-
sor imaging (DTI), functional MRI (fMRI), and 
MR spectroscopy (MRS).

14.2  Rationale for MR Imaging 
of Patients with TBI

In the acute phase of TBI, secondary ischemic 
injury induced by hypotension and edema or by 
hemorrhage may be superimposed on the pri-
mary, blunt, or penetrating, parenchymal injury. 
In these patients, the focal injury is studied using 
T2-weighted and fluid-attenuated inversion 
recovery (FLAIR) sequences, the ischemic injury 
with diffusion-weighted sequences (DWI), and 
hemorrhage using T1- and T2*-weighted and 
FLAIR sequences: in all cases, the examination 
time should be as short as possible.

In the chronic phase, patients may exhibit 
either focal lesions with or without hemoglobin 
degradation products (diffuse axonal injury, 
DAI, or mixed features of focal lesions and 
DAI) and phenomena of anatomical and/or 
functional deafferentation. The MR protocol for 
clinically stabilized patients thus aims at detect-
ing focal lesions such as signs of stationary tis-
sue distress and DAI using sequences sensitive 
to gliosis (T2 weighted and FLAIR) and to 
hemoglobin degradation products (T2*-
weighted sequences) and at evidencing direct or 
indirect signs of deafferentation.

Current guidelines mandate the use of a 
number of technical features when imaging 
patients with TBI, including acquisitions in at 
least two spatial planes, because structures 
such as the corpus callosum and brainstem are 
better appreciated in sagittal and coronal 
planes; slice thickness not greater than 5 mm; 
spin echo (SE)-turbo SE (TSE), proton density 
(PD), and T2 weighted; SE-TSE, T1 weighted; 
and gradient echo (GE) T2*-weighted and 
FLAIR sequences.

T2- and PD-weighted sequences afford opti-
mal visualization of edema, which is found in 
the majority of patients with TBI. T1-weighted 
sequences are useful to document recent intra- 
and extra-axial blood extravasation. T2-weighted 
and FLAIR sequences are very sensitive to thin 
extracerebral blood collections in brain contu-
sion, DAI, and subarachnoid hemorrhage [11]. 
T2*-weighted sequences, which are particularly 
sensitive to the effects of magnetic susceptibil-
ity induced by hemoglobin degradation prod-
ucts, are superior to T2-weighted sequences in 
identifying lesions with a hemorrhagic compo-
nent, such as contusion and DAI [12–14]. The 
ultrafast multi-echo planar sequence (time of 
acquisition 4 s), t-PEPSI [9, 10], is sensitive to 
static magnetic field inhomogeneities and is 
optimized for functional neuroimaging as an 
alternative to T2*-weighted sequences [15, 16]. 
In this study, these two sequences did not detect 
a significantly different total number of DAI 
lesions; the T2*-weighted sequence proved to 
be significantly superior to t-PEPSI in depicting 
temporal lesions, as could be expected from the 
presence in the EPI sequences of geometric dis-
tortion and magnetic susceptibility artifacts due 
to anatomical structures such as the petrous 
bone in this region. Ultrafast multi-EPI 
sequences thus dramatically reduce imaging 
time, and their application should be recom-
mended for the study of clinically unstable or 
uncooperative patients.

Medium-field magnets like those currently 
employed in clinical practice (1.5 T) allow the 
acquisition of a protocol with these features in 
about 20 min.

C.F. Caravasso et al.
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14.3  High- and Ultrahigh-Field 
MR in Patients with TBI

The potential advantages of high-field MR in 
routine clinical practice are the increased spa-
tial contrast and spectral and temporal resolu-
tion. In principle, the performance of a 3.0 T 
(and higher) MR imager should be double than 
a 1.5 T machine [16, 17]. However, artifacts 
and technical limitations do not allow to achieve 
such improvement especially at ultrahigh fields 
such as 7 T. As a matter of fact, a greater signal/
noise ratio (SNR), the main advantage of high-
field imaging, can be reduced, among other fac-
tors, by local magnetic field variations caused 
by magnetic field gradient inhomogeneities 
[16, 18–20].

The reduction in T1 differences among tissue 
types induces a contrast loss between white and 
gray matter [5, 21], and it can impair the detection 
of lesions like contusion and intraparenchymal 

hematoma, which in the acute stage are difficult to 
appreciate also at 1.5 T. The MPRAGE sequence 
has been introduced to address this problem. 
Volumetric sequences such as MPRAGE have 
already been performed at 1.5 T to quantify white 
and gray matter volume in TBI patients with a 
view to documenting potential correlates between 
clinical state and atrophy of specific brain lesions 
(Fig. 14.1) [22].

As far as it regards T2-weighted images, the 
greater spatial resolution, resulting in better 
anatomical detail and contrast due to the greater 
SNR, allows thicker slices and broader matrices 
to be used and small lesions such as contusions 
or DAI to be appreciated. A further advantage 
of high-field T2-weighted sequences is their 
ability to depict very small deposits of deoxy- 
or methemoglobin as markedly hypointense 
areas by virtue of magnetic susceptibility 
effects, which are amplified by the high field 
[17, 23].

a b

Fig. 14.1 SE T1: comparison between images acquired 
in the same patient at 3.0 T (Allegra, Siemens) (a left) and 
1.5 T (Vision, Siemens) (b right). The thin extra-axial 

right frontal blood collection, indicating a subacute sub-
dural hematoma, is appreciated in both sequences
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High-field GE T2* sequences are more 
 sensitive to the magnetic susceptibility of 
hemoglobin degradation products and are thus 
valuable for detecting DAI. A correlation 
between the number of blood-containing 
lesions, DAI lesions identified on T2*-
weighted sequences, and GCS score was con-

firmed by Scheid et al. [14], whereas no 
relationship was documented between focal 
changes appreciable in T2*-weighted 
sequences and Glasgow Outcome Scale (GOS) 
scores [24], suggesting that lesion load may 
not predict prognosis in these patients  
(Fig. 14.2).

a

c

b

d

Fig. 14.2 GE T2*: comparison between images acquired 
in the same patient at 3.0 T (Allegra, Siemens) (a, c left) 
and1.5 T (Vision, Siemens) (b, d right). Bilateral frontal 

subcortical (a, b) and left temporal and mesencephalic (c, 
d) small focal DAI lesions are more numerous and better 
visualized at 3.0 T

C.F. Caravasso et al.
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EPI sequences are also more sensitive at 3.0 T 
than 1.5 T, to the detriment of image geometry. On 
EPI images, distortion is approximately 30 % 
greater at 3.0 T than 1.5 T but can be reduced to 
about 1 % using SSFSE [25]. Furthermore, also 
the accurate study of intracranial vessels, which is 
especially useful in patients with TBI and clini-
cally suspected vessel dissection, carotid- 
cavernous fistula, or dural venous sinus thrombosis, 
benefits from high-field imaging [26].

Ultrahigh-field systems (>3 T), which are cur-
rently under development and validation for clin-
ical imaging, are expected to improve the in vivo 
imaging of TBI lesions, especially DAI. An 
improvement in image quality has already been 
shown at ultrahigh field in ex vivo studies [27]. A 
recently published in vivo studies at 7 T in a 
small patient cohort showed for the first time that 
ultrahigh-field imaging has a much higher poten-
tial than assumed in the depiction of small hem-
orrhagic DAI compared to 3 T [27].

14.4  Advanced High-Field 
Techniques in TBI

It is well established that standard MRI sequences 
underestimate traumatic brain injury [14, 28–31]. 
On the other hand, more advanced MRI tech-
niques such as diffusion tensor imaging (DTI), 
magnetic resonance spectroscopy (MRS), and 
functional MRI (fMRI) are available at high 

fields. DTI is able to map fiber tracts and locate 
pathway disruption; MRS provides information 
on the altered metabolism, and fMRI can reveal, 
apart from functional activations, connectivity 
maps at rest (absence of a specific task). Thus, 
the combination of these techniques can provide 
important information regarding the relationship 
between the structural and functional brain archi-
tectures which provide a multivariate prognostic 
information. In fact, these new MRI techniques 
have been applied to TBI to gain insights into the 
mechanisms underlying the patient’s clinical 
condition, predict its evolution and thus progno-
sis, and optimize therapeutic strategies [32–39].

14.4.1  Diffusion Tensor Imaging

DTI is a diffusion-weighted imaging (DWI) tech-
nique that paved the way to new possibilities for 
investigating white matter in vivo as it provides 
information about white matter anatomy that is 
not available through any other methods.

DTI provides two essential types of informa-
tion: a quantitative estimate of anisotropy and its 
spatial orientation. Tractography uses these micro-
scopic data to track macroscopic axon fibers, and 
it is capable of noninvasive in vivo imaging of 
these structures [18, 19, 40]. In DAI, the white 
matter fibers are typically interrupted; measuring 
white matter anisotropy with DTI allows the tissue 
damage to be quantified [41] (Fig. 14.3).

Fig. 14.3 Tractography at 3.0 T (Allegra, Siemens): 
visualization of motor areas and pyramidal fibers in an 
extensive right frontal contusion. The right primary motor 

area and pyramidal fibers are depicted less clearly than in 
the contralateral area
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Based on these considerations, Huisman et al. 
[35] proved that DTI can detect structural white 
matter changes and that these changes correlate 
with clinical parameters such as GCS score in the 
acute phase and at discharge. On the other hand, 
Zheng et al. [42] demonstrated the superior perfor-
mance of DWI in identifying DAI compared with 
standard (T2-, T2*-weighted, FLAIR) sequences, 
but did not address its clinical relevance and thus 
the potential correlations with prognosis.

The technical characteristics of high-field 
MR have enhanced the quality of DTI data, par-
ticularly the spatial resolution, the spatial 
deformation induced by magnetic field inhomo-
geneities, and image SNR, thus improving the 
accuracy of nerve fiber tracking on mild, mod-
erate, and severe TBI. Furthermore, the advan-
tages of applying DTI to patients with head 
trauma are:

• An ability to gain information on the micro-
scopic brain damage responsible, alone or in 
association with the macroscopic damage, for 
the patient’s clinical state.

• An ability to document and quantify the brain 
plasticity phenomena underpinning clinical 
recovery, which may be enhanced using phar-
macological and rehabilitation therapies.

• The possibility of assessing the therapeutic 
response even in those patients on whom clini-
cal studies do not provide adequate informa-
tion; moreover, the quantitative data offered 
by DTI are not influenced by potential CNS 
side effects of drug therapy or invasive proce-
dures (e.g., intubation).

• The possibility of using DTI data to predict 
outcome in trauma patients, since neither stan-
dard MR findings nor clinical parameters, 
such as GCS scores, can predict their future 
clinical condition.

The potentiality of DTI to map and correlate 
the disruption in fiber tracts to clinical outcomes 
led researchers to adopt this technique for the 
quantification of the primary and secondary dam-
age in DOC patients [43]. Recently, a large litera-
ture focused on this topic, i.e., to identify by DTI 
the different disorder of consciousness [e.g., veg-

etative state (VS) vs. minimally conscious state 
(MCS)] [44] or to correlate DTI findings with 
injury severity and clinical outcome [45–49].

Actually, the use of DTI to determine DOC 
severity, to aid diagnosis, and to ascertain prognos-
tic outcomes is limited to the research setting. 
Despite this, DTI has proved a powerful tool as it 
grants insight into the pathogenesis and specific 
WM abnormalities underlying different DOC 
states, casting light on the neural basis of conscious-
ness and the clinical features associated with DOC.

14.4.2  MR Spectroscopy

MR spectroscopy is a molecular-based neuroim-
aging technique that reflects the intracellular 
metabolic status that can be influenced by the 
presence of a microscopic injury.

The advantage of using 3.0 T MRS consists 
of an enhancement of the chemical shift with 
better separation of the metabolite peaks and 
high SNR [50]. MRS can document a reduction 
in the N-acetylaspartate (NAA) peak, a neuronal 
and axonal marker, and in ostensibly normal 
white matter free of macroscopic focal changes 
weeks or months after the trauma, and the extent 
of this reduction significantly correlates with 
scores on prognostic measures like GOS and 
Disability Rating Scale (DRS) [36, 37, 50]. 
Concomitant elevation of the levels of other 
metabolites, such as myo-inositol (Ins) and cho-
line (Cho), is to be ascribed to glial proliferation 
or an inflammatory process [51–53]. Studies of 
white matter devoid of focal changes have dem-
onstrated that the levels of these metabolites can 
eventually revert to normal [52] as well as a pro-
gressive reduction in NAA associated with 
increased Cho [51] or decreased Ins peaks [36]. 
Shutter et al. [37] studied a group of trauma 
patients in the subacute phase who underwent 
MRS within a week of the trauma to detect meta-
bolic changes that could predict clinical out-
come. Elevation of metabolite levels such as 
glutamate/glutamine (Glx) and Cho in appar-
ently normal white and gray matter was found to 
be highly predictive of long-term adverse out-
come with an accuracy of 89 % (Fig. 14.4).

C.F. Caravasso et al.
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14.4.3  Functional MRI

fMRI studies typically measure signal changes 
induced in the blood volume, flow, and oxygen-
ation when the normal/patient is performing a 
given task. The resulting acquired signal is hemo-
dynamically coupled to the actual neural activity. 
In the past decades, fMRI has been used to identify 
regions specialized in cognitive and/or motor 
tasks, but more recently, the interest shifted toward 
a novel fMRI approach, i.e., functional connectiv-
ity MRI (fcMRI), which focuses on characteriza-
tion of the brain’s intrinsic functional architecture 
especially at rest (absence of a specific task) 
(RS-fMRI) [54]. Therefore, high-field MR, one of 
whose advantages is a high sensitivity to the 
BOLD signal, could find applications in the study 
of the phases of motor and cognitive recovery after 
TBI, as suggested in the literature [38, 39, 55–57]. 
In particular, the degree of activation of specific 
brain areas at fMRI could provide an index of 
hemodynamic and functional activity in ostensibly 
healthy tissue in patients with DAI. Longitudinal 
variations of this index in conjunction with  

structural parameters and clinical examination 
could thus assume a prognostic value.

Typically, in task-based fMRI, data are col-
lected with blocked design experiments in 
which the contrast between two conditions is 
evaluated in the presence of specific tasks [38, 
39, 55–57] . At rest, on the other hand, partici-
pants do not perform any active task and are 
simply instructed to remain still either fixating 
or with eyes closed.

In a recent study [38], the observed cognitive 
and behavioral recovery significantly correlated 
with connectivity changes of resting-state net-
works (RSNs) in a group of severe TBI patients 
after a period of intensive neurorehabilitation. In 
particular, the cognitive recovery was more con-
sistent in patients exhibiting the strongest changes 
in DMN connectivity (Fig.14.5).

Resting-state connectivity studies are appeal-
ing in DOC patients since they do not require the 
ability to participate in an active task in the scan-
ner and it has been proposed as a prognostic tool 
in comatose patients [58–60] . The main advan-
tage is that the identified functional systems (or 

Fig. 14.4 Magnetic resonance spectroscopy with 
TE = 135 ms. The left spectrum was obtained from a vol-
ume of interest located in the right corona radiata, show-

ing reduced NAA/Cr ratio reflecting neuronal loss. The 
right spectrum obtained from a VOI positioned contralat-
eral to the lesion is normal
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networks) provide a wide coverage of several 
functional domains which can be assessed in a 
single acquisition session [54]. Therefore, there 
has been renewed interest, throughout the past 
decade, in the use of functional neuroimaging to 
distinguish between patients in vegetative state 
and individuals who are in a minimally conscious 
state or who exhibit locked-in syndrome [61, 62].

A recent study [59] describes the possibility 
to extract, from functional connectivity data at 
rest and during an auditory emotional stimula-
tion, parameters able to characterize important 
global and local connectivity features, such as 
the degree of clustering, mean path length, and 
modularity, in DOC patients and characterize 
the clinical profile and diagnosis (Fig. 14.6). 

These results and the existing literature indi-
cate the functional neuroimaging holds consid-
erable promise for indicating valid biomarkers 
for the recovery and diagnosis in TBI patients. 
Further, it could  generate important insight on 
the neural basis of consciousness and on the 
target for therapeutic and neurorehabilitative 
intervention.

14.4.4  Conclusions and Future 
Prospective

In conclusion, high-field MR has the potential to 
enhance the accuracy of morphostructural, meta-
bolic, and functional studies of the brain paren-

a

c

b

Fig. 14.5 Functional connectivity in resting DOC patients. 
(a) Connectivity maps in one representative DOC patient 
and in a healthy subject. Compared to the healthy subject, 
the DOC patient shows a pattern of increasing disruption in 
the connectivity maps of the default mode network. (b) The 
distribution of the overall connectivity values at rest shows 
that the distribution of connectivity in the DOC case shows 

greater spread than in a healthy subject. In the healthy sub-
jects, the connectivity is stronger on average and also 
tightly centered around its mean value, i.e., the connectivity 
dispersion is smaller. (c) The cross-correlation matrix esti-
mated at rest before (REST) or during an auditory stimula-
tion (STIM) in DOC patient. A 60 % increase in the 
connectivity can be noted between the two conditions
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chyma in trauma patients, advancing the 
knowledge of the relationships between changes 
in nerve fiber ultrastructure and clinical symp-
toms and allowing the quantification of the brain 
plasticity phenomena that follow spontaneous 

clinical recovery or administration of pharmaco-
logical and rehabilitation therapies.

Although the actual developments in the high- 
field MRI hardware and software equipment, the 
statistical signal analysis, and modeling of brain 

a

b

Fig. 14.6 Connectivity maps and neuropsychological 
domains of recovery and no recovery groups of acquired 
brain injury patients over time. (a) For the recovery group, 
the left/right angular gyrus, the precuneus, and regions of 
the ventromedial prefrontal cortex (vMPFC) show stable 
connections over time with the posterior cingulate cortex 
(PCC). The consistency of connections between time 1 
and time 2 of the vMPFC (yellow-dotted circle) increased 
from approximately 30 % up to 70 %. Recovery group 

shows a statistically significant improvement of all neuro-
psychological domains. (b) The consistency maps of no 
recovery group show an involvement of the main nodes of 
the default mode network with a stable consistency of 
approximately 30 % at both times. No significant changes 
are observed between T1 and T2 in the neuropsychologi-
cal domains. Long-term memory (LTM, green), executive 
functions (EXE, yellow), and attention (ATT, red)
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recordings allow to identify abnormalities in 
these patients with increasing frequency, addi-
tional studies are needed to determine the full 
significance of these findings, e.g., how they cor-
relate with clinical symptoms in particular for the 
DOC. In particular, DTI, MRS, and fMRI may 
provide additional important information regard-
ing coexistent structural and functional brain 
damage which can be used to further understand 
the heterogeneity of TBI and may potentially 
supply prognostic information. Future studies 
should also focus on the patients’ follow-up and 
on the multimodal integration. For the clinical 
use on TBI patients, such imaging approaches 
need to be robustly standardized to allow 
multicenter- based studies and to be used at the 
individual level. Such a future development will 
allow to design ad hoc imaging paradigms for the 
single patients which will aid the neurorehabilita-
tion and the prognostic accuracy.
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3.0 T Imaging of Ischemic Stroke

Teresa Popolizio, Giuseppe Guglielmi, 
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Marco Perri, Rosario Francesco Balzano, 
and Tommaso Scarabino

Ischaemic stroke accounts for 70 % of all acute 
cerebral vasculopathies and is among the lead-
ing causes of death and disability in the Western 
world. It is most often due to brain vessel ath-
erosclerosis and less commonly to infectious 
arteritis, emboli from the carotid artery or car-
diac pump deficits, resulting in systemic hypo-
perfusion. A significantly reduced blood flow in 
the vascular territory supplying the affected 
vessels induces a metabolic tissue imbalance 
(hypoxia and hypoglycaemia) that gives rise to 
variably reversible anatomical injury. Four 
grades of clinical severity can be distinguished 
on the basis of the duration of symptoms, which 
are mainly characterized by a focal neurologi-
cal deficit:

 1. TIA (transient ischaemic attack): a sudden- 
onset, focal, non-convulsive condition that 
usually resolves within a few minutes and 
always within 24 h.

 2. RIND (reversible ischaemic neurological 
deficit): symptoms last no more than 48 h 
and normal conditions are restored within 
3 weeks.

 3. Progressive stroke: progressive onset of clini-
cal symptoms worsening over the first 24–48 h 
and leaving a persistent functional deficit.

 4. Completed stroke: a stable clinical condition 
since onset that may improve in time.

This classification is not only useful from a 
clinical point of view but also from the neurora-
diological standpoint, because the duration of 
parenchymal hypoperfusion, which causes a 
more or less persistent symptomatology, is 
related to pathological anatomical characteris-
tics that correspond with distinctive neuroradio-
logical findings. Transient ischaemia damages 
nerve cells, the elements most sensitive to 
hypoxia, but not the parenchyma, neither micro-
scopically nor, consequently, “radiologically”. 
In these patients, standard imaging, including 
high-field MRI, is unable to depict the small 
hypoperfused area. The cell distress alone can 
be detected, using functional techniques such as 
MR diffusion (DWI) and spectroscopic tech-
niques. In ischaemia of longer duration, the glial 
and mesodermal elements also undergo necrosis 
and morphostructural changes that can be visu-
alized on standard imaging. In practice, func-
tional DWI, perfusion (PWI) and spectroscopic 
techniques can identify the affected area in the 
hours immediately following stroke, whereas 
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conventional techniques enable evaluation of 
the later phases.

The recent introduction of fibrinolytic ther-
apies [1] capable of inducing the recanaliza-
tion of occluded vessels before the tissue 
damage becomes established has made the 
early identification of the ischaemic focus 
extremely important. In the hyperacute phase, 
besides differentiating ischaemia from haem-
orrhage, the irreversibly injured tissue must be 
distinguished from that susceptible to func-
tional recovery.

15.1  Neuropathological Features

Knowledge of the pathological anatomical 
changes induced by stroke is essential to under-
stand the basic radiological features that reflect 
the evolution of cellular and tissue changes. On 
standard MR, only macroscopic neuropathologi-
cal alterations give rise to signal changes, whereas 
the technique is scarcely sensitive to early cellu-
lar and subcellular injury. Therefore, hyperacute- 
phase ischaemia is not depicted on standard, even 
high-field, images.

The biochemical bases of the ischaemic 
event are not yet completely clear. It has been 
demonstrated that the ischaemic area shrinks 
within a few minutes of the event. The hypoxia-
induced disruption of anaerobic glycolysis 
triggers a histopathological cascade, with 
alteration of the Na+/K+ pump and consequent 
intracellular accumulation of water (cytotoxic 
oedema). This can be seen microscopically 2 h 
from the vessel occlusion, during which time 
the water molecules remain “trapped” in the 
intracellular space, with a consequent reduc-
tion in their diffusion. The cellular injury 
caused by water accumulation and progressive 
microvacuolation is reversible over the first 
6 h. After this time, the necrotic process 
becomes established due to accumulation of 
lactic acid, pH reduction, damage to the micro-
circulation and an increased concentration of 
excitatory neurotransmitters. Subsequently, 
damage to the blood-brain barrier (BBB) 
causes an accumulation of extracellular water 
or vasogenic oedema. At 12–24 h, the cyto-

toxic oedema and related cell degeneration 
manifest macroscopically as a “pale” area, 
while the vasogenic oedema can be visualized 
radiologically. Unlike other organs, in which 
necrotic tissue is replaced by scar fibrosis, in 
the brain, it is completely removed by macro-
phages and replaced by a fluid-filled cavity 
(porencephaly), whose walls are made up of 
nerve parenchyma exhibiting an intense prolif-
eration of mesodermal elements (fibroblasts, 
fibrocytes) with formation of new capillaries. 
In this phase, defined as gliosis, which can last 
several weeks, the proliferative phenomena 
result in increasingly sharp borders of the 
affected area. Finally, months from the stroke, 
the ischaemic focus develops as a cavity with 
more or less regular borders that, due to scar 
retraction, may undergo deformation together 
with the adjacent parenchyma [2].

15.2  Neuroradiological Protocol

The introduction of thrombolytic therapies capa-
ble of reversing the ischaemic injury has changed 
the neuroimaging protocols, leading to the use of 
MR also in the emergency workup of these 
patients. Recent technological advances in hard-
ware (magnet, gradients, coils) and software 
(ultrafast sequences, post-processing) allow mor-
phological and functional studies to be performed 
with very short times of acquisition. In clinical 
practice, functional studies are increasingly being 
performed in combination with standard MR 
imaging: DWI and PWI enable identification of 
the ischaemic area and discrimination of irrevers-
ibly damaged tissue from tissue that can respond 
to treatment instituted in the very first hours from 
the event [3–6].

After CT has ruled out a haemorrhagic stroke, 
the current emergency neuroradiological proto-
col envisages a DWI and PWI study directed 
mainly at planning treatment. Selection of throm-
bolysis candidates requires morphological evalu-
ation of the vascular district; this is why in the 
hyperacute phase the MR study may require 
angiographic (MRA) sequences for aetiopatho-
genic investigations. In the chronic phase, when 
the patient’s clinical condition has become stable, 
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the neuroradiological protocol envisages a more 
detailed standard MR study and an MRA investi-
gation to assess outcome and response to 
therapy.

The hyperacute-phase MR study consists at 
least of axial T1 sequences, axial FLAIR, DWI, 
2D PC MRA (because it is faster than 3D TOF, 
which only depicts the large vessels of the circle 
of Willis) and, if a fibrinolytic treatment is envis-
aged, PWI sequences.

When the patient’s condition has become sta-
ble, a spectroscopic study can be performed to 
establish lesion extension and prognosis, while 
possible recovery and final lesion extension can 
be investigated with higher-definition morpho-
logical and 3D TOF MRA sequences.

15.3  Neuroradiological 
Diagnostic Imaging

15.3.1  Standard MRI

In ischaemic stroke, the diagnostic role of con-
ventional MR is confined to the subacute and 
chronic phases, since in the very early hours 

from the event the changes in interstitial water 
content (free water) induced by Na+/K+ pump 
alterations are not yet such as to affect the signal 
in T2-weighted (FSE or FLAIR) sequences, thus 
yielding a negative MR examination in the 
hyperacute phase (Fig. 15.1).

Also in MR studies, one of the first signs of 
ischaemia secondary to arterial occlusion is a 
signal change in the lumen of the blocked ves-
sel. Whereas in SE sequences vessels normally 
present a signal void due to arterial and/or tur-
bulent flow (Fig. 15.2), occluded vessels exhibit 
a characteristic hyperintensity, especially in 
FLAIR sequences, with an accuracy that is com-
parable to that of MRA [7, 8].

Even though the cytotoxic oedema does not 
give rise to signal changes, it can be indirectly 
detected in cortical areas through gyral swelling, 
sulcal effacement and a loss of grey-white matter 
interface definition. Contrast-enhanced 
sequences, which are not employed routinely, 
show vascular enhancement due to the slower 
flow in the occluded or tributary vessel, some-
times associated with tissue enhancement due to 
local hyperaemia or extravasation of contrast 
agent through the disrupted endothelium. MR 

a b

Fig. 15.1 Small hyperacute stroke. The standard MR study (T2 FSE) is negative (a). The DWI image shows a hyper-
intense left subcortical parietal ischaemic focus (b)
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a b

Fig. 15.2 Combined study with morphological MR 
sequences in the hyperacute phase. The brain parenchyma 
does not exhibit ischaemic foci on the standard study (T2 

FSE) (a); note the flow void in the intracavernous tract of 
the left internal carotid artery. This finding is confirmed by 
the 3D TOF MRA study with coronal reconstruction (b)

signal changes become evident in the acute 
phase, when the vasogenic oedema induces 
hyperintensity in long TR (FSE T2 and FLAIR) 
sequences (Fig. 15.3) and contrast-enhanced 
scans may depict a pathological meningeal 
enhancement [9]. In the subacute phase 
(3–14 days), the signal changes are more marked 
due to the increasing mass effect and manifest as 
a signal increase in T2 FSE and FLAIR sequences 
and hypointensity in T1 SE. On  contrast- enhanced 
scans, enhancement of the infarcted area, which 
can persist for more than 2 months, is due to the 
recanalization of the occluded vessel, the open-
ing of collateral circles (luxury perfusion) and 
BBB changes. In 20 % of cases, rupture of the 
vascular endothelium following thrombolysis 
may result in haemorrhage. This phenomenon 
appears as hypointense foci in T2 and is best seen 
in GE sequences [10]. In the chronic phase, a 
very hypointense “haemosiderin tattoo” due to 
even slight earlier bleeding is consistently 
detected in all sequences [2].

Chronic-phase MR findings reflect the mor-
phostructural changes induced by the progressive 
shrinking of the lacunae, which have a cerebro-

spinal fluidlike content, while the hyperintensity 
of the adjacent brain parenchyma (particularly 
evident in FLAIR sequences) is due to reparative 
gliosis (Fig. 15.4). In this phase, signs of 
Wallerian degeneration of axons (and their 
myelin sheaths) originating from the infarcted 
area must be sought. Anterograde axon degenera-
tion, which initially induces degradation of the 
protein component of myelin while compara-
tively sparing its lipid component (low signal in 
FSE T2 sequences), and afterwards reparative 
gliosis, is depicted on standard MR only in very 
late phases, i.e. when the axon degeneration has 
become irreversible. Again, earlier detection of 
these phenomena can be obtained with DWI [10].

15.3.2  MR Diffusion

DWI is the most sensitive technique to diagnose 
hyperacute-phase brain ischaemia (Fig. 15.1). 
Based on the diffusion of water molecules in the 
cell compartment, their random movement 
induced by thermal energy can be measured 
using conventional SE echo-planar sequences 
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acquired with specific weighting. These 
sequences are sensitive to the movement of H2O 
molecules and demonstrate the changes in diffu-
sion induced by pathological events in the form 
of images and numerical values. In hyperacute 
ischaemia, the histopathological injury is the 
cytotoxic oedema; the H2O molecules trapped in 
the cell thus exhibit an impaired diffusion, which 
is detected in a few minutes as a signal increase 
in the pathological tissue [11–13].

DWI techniques are sensitive as well as spe-
cific (90 % and 99 %, respectively); these two 
parameters are directly proportional to the time 
since disease onset. These techniques show a 
high predictive value as well. A negative DWI 
study does not however exclude a diagnosis of 

ischaemia. Not all patients with a typical picture 
of stroke also display an altered DWI signal; 
this may be due to complete recovery from a 
TIA, to a nonischaemic event or to symptomatic 
hypoperfusion [14, 15]. Obviously, the DWI 
study may also have preceded the establishment 
of an infarcted area, or the lesion may be very 
small and lie in areas especially difficult to 
investigate with this method (temporal regions, 
posterior cranial fossa, medulla); these kinds of 
lesion may be better detected using elevated b 
values [16].

Unlike standard MR, where the hyperinten-
sity of the ischaemic area in long TR sequences 
corresponds with the expansion of the vaso-
genic oedema, DWI enables precise evaluation 

a

c

b

Fig. 15.3 Combined study with morphological MR 
sequences in the acute phase. Vast right cerebellar stroke. 
Right cerebellar hypodense area in T1 FSPGR (a); ill- 

defined right hemicerebellar hyperintense area in T2 FSE 
(b). Occlusion of the right vertebral artery in 3D TOF 
MRA (c)
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of the injured tissue because the signal hyper-
intensity peaks within 24 h of clinical onset 
and never later. In addition, DWI sequences 
afford separate visualization of the acute isch-
aemic area, characterized by strongly reduced 
diffusion, from the peripheral area, where the 
apparent diffusion coefficient (ADC) is less 
affected (although PWI techniques are even 
more informative; see below) and the tissue 
damage may be reversed [17]. This is the isch-
aemic penumbra, which has not sustained a 
stroke proper but exhibits the predisposing 
physiopathological conditions for a new stroke 
(energy deficit), making it a high-risk area in 
the subacute phase. Adequate reperfusion often 
results in functional recovery of the ischaemic 
penumbra [13].

Another advantage of DWI over standard MRI 
is that, in patients with multifocal leukoencepha-
lopathy, it allows the identification of the isch-
aemic lesions responsible for the active 
symptoms.

15.3.3  MR Perfusion

PWI techniques study changes in blood flow 
at the level of the microcirculation using ultra-

fast sequences with a bolus of paramagnetic 
contrast medium (gadolinium, Gd) [18]. In 
normal perfusion and intact BBB conditions, 
Gd, though remaining confined to the intravas-
cular space, induces a reduction in T2 signal 
both in vessels and in the brain parenchyma. 
In a hypoperfused area (for instance, one due 
to a vascular occlusion), the signal reduction 
is delayed or attenuated (due to magnetic sus-
ceptibility) because of the diminished flow. 
Since the signal reduction correlates directly 
with Gd concentration, and thus with cerebral 
blood volume (CBV), parametric CBV maps 
of the areas with reduced signal intensity can 
also be generated.

In stroke patients, the main role of PWI stud-
ies is to identify the ischaemic penumbra in the 
acute phase. Studies of the relationship between 
cerebral blood flow (CBF) and neuronal disrup-
tion have evidenced that there is a short interval 
related to CBF changes, where neurons, though 
no longer efficient, are still viable and can be res-
cued with a suitable therapy. The extension of 
this area depends both on the duration of the isch-
aemia and on its entity, because even mild isch-
aemia, which does not necessarily cause neuronal 
damage, may induce irreversible injury if 
protracted.

a b

Fig. 15.4 Lacunar sequelae of a left capsular ischaemic stroke in FLAIR (a) and T2 FSE(b)
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15.3.4  Combined Diffusion 
and Perfusion Studies

DWI and PWI studies are more informative in 
combination than singly, especially in predicting 
clinical evolution and outcome and thus in guid-
ing therapy [10, 15, 19–22].

Six different patterns can be identified using 
combined studies:

 1. The area exhibiting reduced perfusion, which 
also includes the penumbra, is larger than the 

one exhibiting reduced diffusion (Fig. 15.5). A 
PWI > DWI mismatch is the most common pat-
tern (55–77 % of cases), especially in the hyper-
acute phase. From the point of view of clinical 
evolution, early PWI scans depict the maximum 
size attainable by the infarcted area and, in 
absence of further vessel occlusion or closure of 
collateral circles, the worst clinical outcome.

 2. Similar pathological areas with both methods 
(Fig. 15.6).

 3. A smaller pathological area on PWI 
(PWI < DWI mismatch).

a

c

b

Fig. 15.5 Combined functional study with DWI < PWI mismatch. DWI (a), ADC map (b) and regional CBV map (c). 
Note that the hypoperfused area (c) is broader on PWI (a, b)
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 4. Presence of diffusion, not perfusion, deficits.
 5. Presence of perfusion, not diffusion, deficits 

(usually associated with a transient neurologi-
cal deficit).

 6. Negative diffusion and perfusion studies 
despite an evident clinical alteration.

Combined studies can be useful to predict 
clinical evolution, assess prognosis and evaluate 
the response to therapy [1, 23]. Patterns no. 1 and 
no. 5 are managed with reperfusion treatment 
using fibrinolytic agents, the others with neuro-
protective drugs.

a

c d

b

Fig. 15.6 Combined functional study without mismatch 
(DWI = PWI). Vast right parietal-occipital ischaemic stroke 
in the hyperacute phase. Ischaemic multifocal leukoenceph-
alopathy without recent ischaemic lesions in T2 EPI (a). 
Marked hyperintensity of the infarcted area in DWI (b). 

Right parietal-occipital signal hyperintensity in PWI (c) 
indicating reduced perfusion of the ischaemic area of similar 
extension as the one shown in DWI. The spectroscopic sin-
gle-volume short-TE image shows a marked reduction in the 
NAA, Cho and Cr peaks and a Lac peak at 1.3 ppm (d)

T. Popolizio et al.
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15.3.5  MR Spectroscopy

MR spectroscopy enables non-invasive in vivo 
study of some phases of brain metabolism. It is 
based on the same principles as conventional 
MR, except that it envisages signal processing 
during and after sequence acquisition. Whereas 
in standard MR, the signal intensity is the sum of 
the signals from all the hydrogen-containing 
molecules in a given volume, in spectroscopy the 
signal from a given nucleus is separated into its 
chemical components. The physical principle 
underpinning the change in the resonance fre-
quency of nuclei is the chemical shift. This is 
influenced by the magnetic field generated by the 
cloud of electrons that surrounds the nuclei as 
well as by the clouds of electrons of nearby 
atoms, which interact with the main magnetic 
field. An atom is thus subject to different chemi-
cal shifts as a function of the molecule in which it 
is found, thus enabling identification of the mol-
ecule containing it. Hydrogen spectroscopy is 
currently the most widely used of these tech-
niques, because it can be performed with the 
same machine as standard MRI using appropriate 
software. It records signals from N-acetylaspartate 
(NAA), choline (Cho), creatine (Cr) and phos-
phocreatine (PCr), myo-inositol (mI), lactate 
(Lac), lipids (Lip) and glutamine and glutamate 
(Glx). These metabolites are found in nerve cells 
at greater than millimolar (mM) concentrations 
and have spectra at known positions, which are 
expressed as parts per million (ppm).

NAA, which is found almost exclusively in 
the CNS in neurons, and to a lesser extent in 
some glial cell precursors, is therefore considered 
as a neuronal marker. Since it is almost equally 
present in white and grey matter, it can also be 
considered an axonal marker. Its highest peak in 
adults is at 2 ppm.

Cho, whose peak is found at 3.22 ppm, con-
tains lipids like phosphocholine and glycero-
phosphocholine; it therefore reflects the cellular 
turnover and is considered as a membrane 
marker.

Cr and PCr exhibit a single peak at 3.02 ppm 
that pools the signal from the high-energy phos-

phates involved in the energy metabolism. Since 
its peak is stable also in pathological conditions, 
it is used as a control value.

Myo-inositol, considered as a specific glial 
marker, is found at 3.3–3.6 ppm.

When present, Lac exhibits a doublet peak at 
1.32 ppm. It reflects the production of energy in 
conditions of altered oxygen supply, a situation 
that takes place when a partial vessel occlusion 
activates the enzymatic pathway, which leads to 
anaerobic glycolysis. Lactate can also accumu-
late due to infiltration of Lac containing macro-
phages or because it has remained trapped and 
has not been removed.

Lip, which are mainly found in necrotic pro-
cesses, resonate at 0.8, 1.2 and 1.5 ppm. Finally, 
Glx exhibits peaks at 2.1–2.5 and 3.6–3.8 ppm 
and pools the signal from neurotransmitters such 
as glutamate and glutamine.

In CNS ischaemic disease, spectroscopy can 
be used for the early detection and characteriza-
tion of ischaemic lesions (Fig. 15.6), to monitor 
the response to therapy and especially to distin-
guish the infarcted area from the ischaemic pen-
umbra [24–29]. The necrotic area is characterized 
by a reduction in NAA (50 % over the first 6 h), 
whereas the penumbra displays an increased 
Lac peak without significant changes in NAA 
[27, 28]. A marked NAA reduction and a strong 
Lac increase in the acute phase predict an unfa-
vourable outcome.

15.4  3.0 T MRI

The dramatic reduction in imaging times obtained 
with the fast gradients of high-field MR is espe-
cially useful in patients with cerebral ischaemia, 
who often exhibit a severe clinical condition and 
may be unable to cooperate.

The parameters used for the standard 
sequences are reported in Table 15.1.

In the hyperacute phase, the total imaging 
time for axial T1, coronal or axial FLAIR, DWI 
and 3D PC MRA is approximately 8 min. A PWI 
sequence lasting only around 0.44 s will also be 
performed in thrombolysis candidates.

15 3.0 T Imaging of Ischemic Stroke
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T2 FSE sequences in different planes of acqui-
sition, a T2* GRE sequence to detect possible 
blood components, 3D TOF MRA and spectros-
copy are performed in the later phases, when lon-
ger examination times are better tolerated.

An important advantage of high-field DWI in 
stroke patients is that it enables a greater anatom-
ical coverage than 1.5 T MR. Another significant 
difference is its high diagnostic sensitivity in 
hyperacute ischaemia also at low b values (500, 
rather than 1000 as in 1.5 T systems), thus reduc-
ing gradient stress (Fig. 15.7) [16].

The high-field PWI technique most frequently 
used in ischaemic stroke is dynamic susceptibil-
ity contrast (DSC) with a contrast agent as an 
exogenous tracer. DSC is faster and is the most 
widely used technique in clinical practice. It 
yields a much greater signal change with high 
field compared with 1.5 T magnets, resulting in 
more reliable images [28].

The high signal/noise ratio of 3.0 T MR sys-
tems enables data collection using smaller voxels 
(greater spatial resolution) at shorter intervals 
(greater temporal resolution). The gradients are 

Table 15.1 Parameters used for standard sequences

Sequence TE TR

Other 
parameters (IT, 
FA, ETL) FOV Th/Sp NEX

No. of 
slices Matrix

Time 
(min:s)

T1 FSPGR Min 275 FA 75 22 4/1 1 25 512 × 256 1:50
FLAIR 130 11,000 IT 2250 22 4/1 1 24 288 × 192 2:56
T2 FSE 81 4840 ETL 15 22 4/1.5 2 24 448 × 320 2:39
Axial GRE 
T2*

Min 525.0 FA 20 22 4/1 4 25 512 × 224 5:56

DWI Min 11,000 b values 1000 22 4/1 1 26 128 × 128 0:44
GE-EPI 
DWI

48 1700 FA 90 32 5/1 1 12 164 × 164 0:44

3D PC 
MRA

30 FA 20 22 35 6 256 × 224 2:41

3D TOF 
MRA

Min 26 FA20 16 1.4 1 60 288 × 224 5:53

ZIP 512
ZIP 2

H-MRS 
Press

30 2000 24 Voxel = 20 8 1 4:45

30–144 144

a cb

Fig. 15.7 Acute-phase ischaemic stroke studied with DWI with different b values (500 in a, 1000 in b, 2000 in c). 
Optimum depiction of the ischaemic area is also obtained with low b values (a)
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so fast that, even using short TE, temporal resolu-
tion is in the order of 1 s, the time required to 
follow the passage of the contrast bolus through 
the brain and its vessels. In addition, the greater 
sensitivity of 3.0 T machines to magnetic suscep-
tibility allows a much smaller dose of paramag-
netic contrast agent to be used than in lower-field 
PWI to obtain the same result. Use of higher con-
centrations of the agent (1 mol) allows to reduce 
the dose to 1/4.

 Conclusion

Several neuroradiological techniques can be 
used to assess ischaemic stroke patients. At 
facilities where thrombolytic therapies are 
available, the ideal diagnostic workup in the 
hyperacute phase is a morphological and func-
tional MR study associated with MRA 
sequences. However, where this is not feasible 
(because these  techniques are not available, 
the patient has come to observation in a late 
phase or is particularly restless, or, signally, a 
thrombolytic therapy is not indicated), the 
basic method is CT with serial follow-up stud-
ies to monitor disease evolution and the pos-
sible complications. At a later time, when this 
is possible, a conventional MR study with 
MRA sequences should be performed.
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High-Field-Strength MRI (3.0 T 
or More) in White Matter Diseases

Maria Assunta Rocca, Simonetta Gerevini, 
Massimo Filippi, and Andrea Falini

16.1  Introduction

The great majority of magnetic resonance imag-
ing (MRI) studies of white matter (WM) dis-
eases has been conducted so far on 1.5 Tesla (T) 
MR scanners. This is likely to change over the 
next few years with the increased availability of 
high- field and ultrahigh-field MR scanners. With 
a magnetic field strength of 3.0 T or higher, a 
variety of exciting improvements in clinical and 
research applications are expected. First exclu-
sively employed for research, more than a hun-
dred of these “new generation” high-field MR 
scanners are now in use worldwide and are likely 
to become the next “gold standard” in the clini-
cal practice.

The aim of this chapter is to review some of 
the latest research that has taken advantage of 
high-field MR scanners for the study of WM dis-
eases such as multiple sclerosis (MS).

16.2  The Quest for Improved 
Image Quality and Shorter 
Acquisition Times

Over the past two decades, the contribution of 
MRI to medical practice has been unrivaled, 
and a review of the breakthroughs achieved 
with this in vivo imaging technique would be 
beyond the scope of this chapter. Research and 
development in the field of MR imaging have 
been fueled by the constant need, among oth-
ers, for better pictures of the brain and spinal 
cord with a higher signal-to-noise ratio (SNR) 
in order to better visualize and quantify the 
pathologic changes imputable to WM diseases. 
While increasing the number of acquisitions 
(number of excitations, NEX) can improve the 
SNR of the images, this comes at a cost of 
time. In fact, the SNR is proportional to the 
square root of the number of acquisitions. 
Therefore, in order to double the SNR, the 
acquisition time will take four times longer. 
Although in theory this seems interesting, in 
the clinical practice, longer acquisition times 
are prohibitive and could result in an increased 
likelihood of image degradation due to motion 
artifacts.

The main advantage of 3.0 T over lower-field 
MR scanners is a better SNR, which increases 
roughly linearly with the strength of the mag-
netic field. Consequently, imaging at 3.0 T 
enables higher-resolution scans with higher 
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imaging matrices and/or thinner slices to be 
obtained that permit visualization of more 
detailed anatomical structures while keeping the 
scan time virtually unchanged. These advan-
tages come at a trade-off of an increased sensi-
tivity to field inhomogeneities and changes in 
relaxation times, which in turn produce changes 
in image contrast. At comparable acquisition 
times, images obtained at 3.0 T have a higher 
quality with an improved resolution than images 
obtained at 1.5 T. Alternatively, 3.0 T MRI can 
be used to obtain acceptable images, similar to 
those obtained at 1.5 T, but at a fraction of the 
time, thus reducing potential motion artifacts 
and improving patients’ comfort.

16.3  MRI Studies of Multiple 
Sclerosis

16.3.1  The Role of MRI 
in The Diagnosis of MS

The characterization of lesion features sugges-
tive of MS on conventional MR scans (i.e., dual-
echo, fast fluid-attenuated inversion recovery 
(FLAIR), and post-contrast T1-weighted 
sequences) is central in the diagnostic workup 
of patients suspected of having this condition. 
Brain MS lesions are frequently located, asym-
metrically between the two hemispheres, in the 
periventricular and juxtacortical WM, the cor-
pus callosum (CC) (where the so-called 
Dawson’s fingers can be seen) and infratentorial 
areas (with the pons and cerebellum more fre-
quently affected than the medulla and mid-
brain). Such lesions can have oval or elliptical 
shapes [66]. Consensus has also been reached 
on criteria useful to identify T2-hyperintense 
[31] and T1-enhancing lesions [4]. In 2001, 
MRI has been formally included in the diagnos-
tic workup of patients suspected of having MS 
by an international panel of MS experts [58]. 
The definition of MRI criteria for a diagnosis of 
MS is based, from the one hand, on the demon-

stration of lesion dissemination in space (DIS) 
and time (DIT) and, on the other hand, on the 
exclusion of alternative neurological conditions. 
The original criteria have been revised several 
times to simplify them and to implement their 
use in the clinical setting. According to the 
Swanton criteria [108], at least one subclinical 
T2 lesion in at least two of the four locations 
defined as characteristic for MS (i.e., juxtacorti-
cal, periventricular, infratentorial, and spinal 
cord) is required for DIS. Rovira et al. [94] sug-
gested that a single brain MRI study performed 
early (i.e., <3 months) after the onset of a clini-
cally isolated syndrome (CIS) is highly specific 
for predicting the development of MS in the pres-
ence of both Gd-enhancing and Gd-nonenhancing 
lesions, which when present suggest DIT. Both 
the previous criteria have been included in the 
most recently published revision of the 
International Panel criteria. In addition, accord-
ing to this revision, a new or enhancing lesion at 
any time with respect to the baseline scan suf-
fices to demonstrate DIT [73]. Consensus guide-
lines for modifications of diagnostic MRI 
criteria have been recently proposed by the 
MAGNIMS network, based on latest imaging 
findings in these patients [36].

High-Field MRI Magnets operating at 3.0–
4.0 T detect a greater number and volume of 
T2 and enhancing brain lesions than those 
operating at 1.5 T. One study compared the 
performance of the MRI diagnostic criteria for 
MS at 1.5 T and 3.0 T in CIS patients and 
found that, despite an increased lesion detec-
tion, 3.0 T imaging led only to a little gain in 
meeting the criteria for DIS [116]. The use of 
double inversion recovery (DIR) imaging at 
3.0 T has resulted in a higher detection of 
infratentorial lesions compared to FLAIR and 
T2-weighted sequences in patients with CIS 
and definite MS [115].

Ultrahigh-Field MRI Ultrahigh-field MRI 
allows detection of a significant higher num-
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ber of lesions [60], better definition of lesions 
located in the WM and gray matter (GM), their 
morphology, and their association with the 
vasculature [40, 43, 50, 109, 110] at a resolu-
tion closer to that of histopathological assess-
ment than what was previously shown by using 
1.5 [112] or 3.0 [97] T scanners. This suggests 
that abnormalities detected using quantitative 
MR techniques in the normal-appearing (NA) 
WM are, at least in part, due to the presence of 
focal lesions which go undetected when using 
low-field magnets. Whether the assessment of 
lesion number and distribution using ultra-
high-field MRI scanners assists in making an 
earlier diagnosis of MS in CIS patients has not 
yet been evaluated. Several studies have iden-
tified some interesting lesion characteristics, 
which can aid the differential diagnosis 
between MS and other neurological condi-
tions. The better definition of the relationship 
between demyelinating lesions and the intra-
parenchymal venous system, obtained by 
using T2*-weighted magnitude and phase 
imaging, confirms pathological studies dem-
onstrating that many MS plaques form around 
the microvasculature [40, 43, 50, 57, 109, 110, 
111]. The perivenular lesion location can help 
to distinguish WM lesions in MS patients from 
incidental (ischemic) WM lesions [50, 111]. 
This finding has been reinforced by investiga-
tion of blood-brain barrier abnormalities in 
MS at 7 T, which showed that the majority of 
enhancing lesions are perivenular and that the 
smallest lesions have a concentric pattern of 
enhancement, suggesting that they grow out-
ward from a central vein [1, 39] (Fig. 16.1). 
The presence of a central small vein and a rim 
of hypointensity on 7 T T2*-weighted magni-
tude or FLAIR* [50] could be a distinctive 
feature of MS WM lesions, which may assist 
in the differentiation from lesions of patients 
with neuromyelitis optica (NMO) spectrum 
disorders [105] or Susac syndrome [117]. In 
this latter condition, T1-hypointense lesions 
within the central part of the CC, which are 

not commonly seen in MS, have also been 
detected [117].

A limited number of studies have tracked the 
longitudinal evolution of the previous abnormali-
ties. A longitudinal study of 29 patients with pos-
sible but unclear diagnosis has shown the 
presence of a central vein in most lesions to accu-
rately identify MS patients [60]. Another study 
has shown that ring phase lesions remained 
unchanged over a 2.5-year period in five RRMS 
patients [5], whereas such a ring can be transient 
in acute lesions [1, 39].

16.3.2  MRI and MS Pathophysiology

16.3.2.1  Cortical Lesions
Pathologic studies have shown extensive 
involvement of the GM in MS patients [8, 49, 
69]. According to their location within the GM, 
different cortical lesion (CL) locations (sub-
pial, purely intracortical, and leukocortical 
lesions abutting the GM/WM border) have been 
identified [69]. Imaging CL is challenging (par-
ticularly using conventional clinical scan proto-
cols). Different MRI techniques have been 
proposed and are currently being compared for 
their sensitivity to CL detection, including DIR 
[41], phase- sensitive inversion recovery (PSIR) 
[28, 63, 100], and magnetization-prepared rapid 
acquisition with gradient-echo [62] sequences. 
Despite this, correlative MRI pathology studies 
have shown that many CLs remain invisible on 
MRI, at least at 1.5 and 3.0 Tesla MRI strengths 
[98, 99].

Using DIR sequences at 1.5 T, CLs have been 
identified in more than 30 % of CIS patients [17, 
33]. In a cohort of 80 CIS patients with a 4-year 
follow-up, the accuracy of MRI diagnostic crite-
ria for MS was increased when considering the 
presence of at least one IC lesion on baseline 
scans [33]. CL assessment may also help in the 
differential diagnosis between MS and mimick-
ing MS conditions, since they have not been 
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found in patients with migraine with T2 WM 
lesions [2] or NMO [16]. IC lesions are also rare 
in healthy controls (1/60 subjects using PSIR 
sequences) [100].

The quantification of CLs in MS patients con-
tributes to a better characterization of the clinical 
heterogeneity of the disease, in terms of clinical 

phenotypes and symptoms. CLs are more fre-
quently seen in patients with secondary progres-
sive (SP) MS than in those with CIS or 
relapsing-remitting (RR) MS, whereas in patients 
with benign (B) MS, they are fewer than in those 
with early RRMS [13]. Longitudinal studies have 
shown that new CLs continue to form in the main 

a

b

c

d

Fig. 16.1 Seven-tesla T2*/phase features and contrast 
enhancement dynamics in (a, b) centripetal and (c) cen-
trifugal enhancing lesions. The hypointense phase rim is 
clearly visible in (a, b), but whereas it is clearly seen on 
T2* in (a), it is virtually invisible on T2* in (b). In (c), a 
centrifugal lesion is subtly but homogeneously hypoin-

tense on phase. The area of phase hypointensity, delimited 
by cyan dashes, is smaller than the area of T2* hyperinten-
sity (indicated by white dashes). (d) Stable phase and T2* 
features, including a thick rim, in a chronic lesion at base-
line and 1.3 years later. DCE5 dynamic contrast- enhanced; 
MPRAGE5magnetization-prepared rapid gradient echo”
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MS phenotypes [13]. CL burden has been associ-
ated not only with the progression of disability 
over the subsequent 2 to 5 years [14, 15, 18] but 
also with the severity of cognitive impairment 
[15, 19, 86].

Ultrahigh-Field MRI CLs have been imaged 
with improved spatial resolution both ex vivo 
[48] and in vivo [57, 104] using ultrahigh-field 
MRI systems (≥7 T), despite the challenges pre-
sented by the B0 and radiofrequency field inho-
mogeneities and the potential for higher RF 
deposition compared to lower fields. The use of 
T2*-weighted imaging at 7 T also improves GM/
WM contrast, allowing better definition of the 
lesion territory [59, 72]. Additionally, the greater 
spatial resolution helps to minimize the partial 
volume between parenchyma and adjacent cere-
brospinal fluid (CSF). Several studies have tried 
to optimize 7 T imaging in order to improve the 
detection and classification of cortical MS lesions 
and to develop a clinical acquisition protocol [24, 
51, 104]. Sinnecker et al. [104] showed that CLs 
are hypointense on 3D magnetization-prepared 
rapid acquisition gradient-echo scans, while 
Kilsdonk et al. [51] found that 3D fast fluid- 
attenuated inversion recovery (FLAIR) sequences 
detect a higher total number of GM lesions than 
3D DIR sequences.

The advantages of 7 T and multichannel 
receive technology have enabled the identifica-
tion of different cortical lesion types in a small 
MS population, based on visual inspection of 
focal cortical hyperintensities on T2*-weighted 
fast low-angle shot (FLASH) and T2-weighted 
turbo-spin-echo (TSE) images [57]. The fre-
quency with which different lesion locations 
were observed in the cortical ribbon, including 
subpial lesions, conformed to previous descrip-
tions of the neuropathology [8]. The number of 
subpial lesions correlated with clinical disease 
severity measures, suggesting that ultrahigh-field 
MRI is potentially a sensitive and specific marker 
of cortical pathology in MS. Interestingly, T2*-
weighted images were the most sensitive for 
detecting cortical MS lesions, compared to phase, 
T1, and T2 TSE-weighted images [57]. 

Noteworthy, plaque-like subpial demyelination is 
typical of MS and is found rarely, if ever, in other 
inflammatory and neurodegenerative CNS condi-
tions [37].

Postmortem MR examinations of MS brains 
have demonstrated an excellent retrospective sen-
sitivity of ex vivo focal cortical lesion detection 
using T2*-weighted imaging at 7 T, validating 
preliminary in vivo findings [72]. In a study 
assessing the sensitivity of 3D T2*-weighted 
 gradient-echo and 3D inversion recovery 
WM-attenuated (WHAT) turbo-field-echo (TFE) 
sequences at 7 T in formalin-fixed MS brain for 
detecting cortical demyelination, prospectively, 
46 % of CLs were detected on T2*-weighted 
scans and 42 % on TFE images. These counts 
improved to 93 % and 82 %, respectively, with 
retrospective scoring, after comparison with his-
tological sections. This technique has been also 
applied in vivo in eight MS patients and showed a 
high sensitivity in the detection of type I CLs [7].

In vivo data in a heterogeneous cohort of MS 
patients showed that the use of an optimized 
FLASH T2*-weighted sequence at 7 T MRI 
reveals about five to seven times the number of 
in vivo CLs than does DIR imaging at 3 T [64], 
which has so far been the best MR tool for iden-
tifying CLs in MS patients, although detection of 
subpial lesions is suboptimal with 
DIR. Neuropathology studies report that subpial 
lesions may extend across multiple adjacent gyri, 
a phenomenon termed “general subpial demye-
lination” [107]. In vivo observations with 7 T 
MRI revealed that in some MS cases, FLASH 
T2*-weighted magnitude images show, in addi-
tion to focal subpial lesions, band-like areas of 
signal hyperintensity that involve the outer corti-
cal laminae and may extend over an entire gyrus 
or multiple gyri, resulting in extensive involve-
ment of the cortex [57].

The in vivo quantification of “general subpial 
demyelination” in MS presents a technical chal-
lenge. Advances in the study of diffuse subpial 
pathology in vivo can be achieved by combining 
T2*-weighted acquisition at 7 T with a surface- 
based analysis of the cortex [22 and 23]. This type 
of analysis is based on the parametric reconstruc-
tion of the folded cortex from high-resolution 
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anatomical scans, to identify the pial and WM/
GM boundaries that define the cortical ribbon. It 
is then possible to selectively sample signal and 
contrast at various depths from the pial surface 
and measure changes in tissue across the cortical 
width, hemispheres, gyri, and sulci. The use of 
this analysis, by selectively sampling 7 T T2*-
weighted signal at 50 % depth from pial surface, 
demonstrated, in patients with established and 
late MS, and distributed subpial T2*-weighted 
signal increases across the whole cortical mantle 
[22, 23], which may reflect the diffuse subpial 
pathology described in postmortem studies. While 
subpial T2*-weighted signal increases were dis-
seminated throughout the cortex, the correlation 
between subpial T2* changes and WM lesions 
involved only a few cortical areas, suggesting that 
subpial pathology is largely independent of WM 
damage, as observed in ex vivo studies [9]. The 
surface-based analysis technique can be com-
bined with quantitative indices of cortical tissue 
changes, including magnetization transfer (MT) 
imaging [26] and T2* relaxation decay [22, 23], 
to measure diffuse tissue abnormalities that are 
otherwise difficult to quantify using signal inten-
sity measurements alone.

Ultrahigh-field MRI of cortical MS plaques 
can potentially provide useful information on the 
biophysical properties of such lesions. 
Correlations between histopathology and MRI of 
postmortem MS brains have evidenced hypoin-
tense rings on CLs identified on 7 T T2*-weighted 
magnitude images. These areas correlate patho-
logically with iron-laden microglia present at the 
edge of chronic active lesions [72].

Initial findings in a small patient dataset 
revealed that leukocortical lesions constitute the 
greatest fraction of MS cortical plaques with evi-
dence of increased susceptibility effects on phase 
images [57], likely reflecting a greater degree of 
inflammation of this type of CL relative to sub-
pial and intracortical types. Phase imaging at 7 T 
thus potentially represents a highly sensitive 
method for staging MS lesions by inflammatory 
activity in vivo. Using quantitative T2* 7 T MRI 
as a marker of demyelination and iron loss, spa-
tial and tissue intrinsic characteristics of CL 
types, and structural integrity of perilesional 

normal- appearing cortical (NACGM) have been 
investigated [56]. In MS patients, T2* was higher 
in both ICL and LCL, indicating myelin and iron 
loss, than in NACGM irrespective of CL subtype 
and MS phenotype. Cortical damage expanded 
beyond visible CL, close to lesions in RRMS, 
and more diffusely in SPMS, suggesting that 
evaluation of NACGM integrity, beyond focal 
CL, could represent a surrogate marker of MS 
progression.

16.3.2.2  Quantitative and Metabolic 
MR Techniques

Despite being extremely sensitive in revealing 
WM lesions, conventional MRI lacks specificity 
to the heterogeneous pathological substrates of 
individual lesions, which include edema, inflam-
mation, demyelination, remyelination, gliosis, 
and axonal loss. This contributes to explain why 
the magnitude of the correlation between WM 
lesion burden quantified on these sequences and 
the clinical manifestations of these conditions is 
still suboptimal. Quantitative MR-based tech-
niques, including MT [89] and diffusion tensor 
(DT) [90] MRI, can quantify the extent and 
improve the characterization of the nature of 
structural changes occurring within and outside 
focal demyelinating lesions. Proton MR spec-
troscopy (1H-MRS) [95] can add information on 
the biochemical nature of such abnormalities.

Quantitative MR techniques allow grading the 
extent of intrinsic tissue damage of focal WM 
lesions of MS patients and to assess the  involvement 
of the NAWM and GM. Variable degrees of MT 
ratio (MTR) reduction, abnormalities of diffusivity 
indexes, and modifications of metabolic profiles 
have been reported in acute and chronic MS lesions, 
with the most prominent abnormalities found in 
T1-hypointense lesions. Voxel-wise approaches 
have been applied to track longitudinal changes of 
damage in individual, newly- formed MS lesions, 
and to map the regional distribution of microscopic 
damage to the NAWM and GM on different MR 
sequences [35, 61]. A postmortem study reported 
the correlation between MTR values and focal cor-
tical demyelination, supporting the notion that this 
technique is sensitive to demyelination/remyelin-
ation processes in the cortex [20]. Based on these 
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findings, a reduced MTR of the outer surface of the 
cortex has been proposed as a measure of subpial 
demyelination. Such a reduction has been detected 
in MS patients with the main disease phenotypes, 
with the lowest values seen in SPMS [96].

Several studies with serial scanning showed 
that at least in some lesions dramatic changes in 
NAWM areas can be seen days to weeks before 
the development of enhancing lesions [35, 61]. A 
reduction of MTR and fractional anisotropy (FA) 
and an increase of mean diffusivity (MD) values 
have also been described in the NAWM and GM 
of MS patients, including those with CIS [35, 61]. 
Metabolite abnormalities, including reduced lev-
els of N-acetylaspartate (NAA, a marker of axo-
nal viability) and choline (Cho, a marker of 
membrane turnover), and increased levels of 
myoinositol (mI, a marker of gliosis) have been 
found in the NAWM, cortex [101], and subcorti-
cal GM tissue [21, 45] from MS patients. 
Structural and metabolic abnormalities are more 
severe in patients with the progressive clinical 
phenotypes, tend to worsen over time, and corre-
late with the severity of locomotor disability and 
cognitive impairment [35, 91–93]. In patients 
with relapse-onset MS, GM MTR was found to be 
an independent predictor of the accumulation of 
disability over the subsequent 13 years [34], and 
in primary progressive MS patients, the severity 
of GM damage predicted accumulation of disabil-
ity over a five-year period [93].

Several approaches have been developed to 
investigate damage to selected WM tracts, with the 
ultimate goal of improving the correlation with 
clinical measures. These approaches include the 
use of DT tractography and the quantification of 
abnormalities at a voxel level, by means of voxel-
based or tract-based spatial statistics (TBSS) analy-
ses. In patients with CIS and definite MS, diffusivity 
measures of the corticospinal tract (CST) correlate 
with clinical measures of motor impairment [55, 
68]. Using TBSS, FA [42] and radial diffusivity 
[85] abnormalities of the CC and CST have been 
related to clinical disability in RRMS patients. 
Diffusivity abnormalities in optic radiations have 
been related to transsynaptic degeneration second-
ary to optic nerve damage and Wallerian degenera-
tion due to local lesions in a recent study in which 

patients were classified according to the presence 
of previous optic neuritis and lesions along these 
tracts [81]. TBSS studies [27, 88] have found a cor-
relation of impaired attention, working memory, 
and speed of information processing with decreased 
FA in the CC and other tracts mainly connecting 
prefrontal cortical regions.

Advances in DT MRI and tractography have 
spurred the development of brain neuro- 
connectivity techniques, which define and quan-
tify anatomical links between remote brain 
regions by axonal fiber pathways. The use of 
these approaches has revealed reduced network 
efficiency in the WM structural networks of MS 
patients [30, 102], including those at the earliest 
stages of the disease [118].

Ultrahigh-Field MRI One of the most promis-
ing research applications at ultrahigh-field is 
MRS of brain metabolites with low concentra-
tions (1–5 mM) that make their detection very 
challenging at lower field strengths [113]. 
Glutathione (GSH) is an indicator of oxidative 
status in the human brain. In vivo detection and 
quantification of GSH at 7 T has been performed 
using proton MR spectroscopic imaging (MRSI) 
with a spectral editing scheme called band selec-
tive inversion with gradient dephasing (BASING) 
[106]. The application of this MRS technique to 
MS patients has shown that cortical GM and WM 
lesions are characterized by a significant reduc-
tion of GSH concentration in comparison to 
healthy controls, hinting at the potential of GSH 
to probe brain oxidative status [106].

Increasing field strength also improves imag-
ing and MRS of nuclei other than hydrogen, 
such as sodium (23Na) and phosphorus (31P) that 
have lower MR sensitivity [10]. 23Na yields the 
second- strongest nuclear magnetic resonance 
(NMR) signal among biologically relevant 
NMR-active nuclei. In most biological tissues, 
sodium is distributed in two compartments: 
extracellular (~ 140 mmol/L) and intracellular 
([Na]in) (~ 15 mmol/L) [46]. The use of multi-
ple-quantum filters (MQFs) is considered to be 
the best method for monitoring changes in intra-
cellular sodium noninvasively in the human 
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brain. A preliminary study of MS patients using 
a novel triple- quantum filtered 23Na MRI 
sequence at 7 T has shown an increase of whole 
brain intracellular Na concentration in MS 
patients when compared to healthy controls [38]. 
Recent studies have suggested that intra-axonal 
Na accumulation contributes to axonal degener-
ation by reversing the action of the sodium/cal-
cium exchanger and thus inducing a lethal rise in 
intra-axonal calcium concentration [46]. 
Therefore, a noninvasive technique able to quan-
tify intracellular sodium concentration in the 
brain may help in the understanding of mecha-
nisms underlying axonal degeneration and may 
provide a marker of cellular viability. A recent 
7 T study [70] quantified global and regional 
brain intra- and extracellular sodium concentra-
tion in 19 RRMS patients. Global GM and WM 
total sodium concentration and intracellular 
sodium concentration were higher in patients 
compared to controls, whereas GM and WM 
intracellular sodium volume fraction (indirect 
measures of extracellular sodium concentration) 
were lower. While intracellular sodium volume 
fraction decrease could reflect expansion of 
extracellular space due to tissue loss, intracellu-
lar sodium concentration increase could reflect 
neuro-axonal metabolic dysfunction.

Compounds with a high magnetic susceptibil-
ity, such as those containing iron, increase the 
local magnetic field. This provides a contrast 
mechanism which is more pronounced at ultra-
high fields. Using the phase of a gradient-recalled 
echo image and a newly developed post- 
processing technique, a recent MRI study enabled 
high-resolution quantitative imaging of local 
magnetic field shifts in patients with MS [43]. 
The phase images showed an increased local field 
in the caudate, putamen, and globus pallidus of 
patients relative to control subjects, with contrast 
in 74 % of WM lesions, and distinct peripheral 
rings in the larger lesions. This is consistent with 
the results of postmortem histological studies of 
MS showing pathological iron accumulation in 
both deep GM and WM plaques [54]. Increased 
magnetic susceptibility (reflecting increased iron 
concentration) has been recently found in the 
deep GM of CIS patients [3]. An in vivo contrast 

mechanism sensitive and specific to the presence 
of iron may help in understanding the role of iron 
in neurodegenerative pathology and in develop-
ing biomarkers for disease progression.

16.3.2.3  Functional MRI
Functional (f) MRI is a noninvasive technique 
which allows to study CNS function and to define 
abnormal patterns of activation and/or functional 
connectivity (FC) caused by injury or disease. 
The signal changes seen during fMRI studies 
depend on the blood oxygenation level- dependent 
(BOLD) mechanism, which, in turn, involves 
changes of the transverse magnetization relax-
ation time – either T2* in a gradient-echo 
sequence or T2 in spin-echo sequence. Local 
increases in neuronal activity result in a rise of 
blood flow and oxygen consumption. The increase 
of blood flow is greater than the oxygen consump-
tion, thus determining an increased ratio between 
oxygenated and deoxygenated hemoglobin, 
which enhances the MRI signal [65]. By analyz-
ing these data with appropriate statistical meth-
ods, it is possible to obtain information about the 
location and extent of activation as well as con-
nectivity of specific areas involved in the perfor-
mance of a given task in healthy subjects and in 
patients with different neurological conditions. 
Recently, a completely task-free approach, based 
on the assessment of functional correlations of 
neural networks at rest (resting-state [RS] fMRI), 
has been developed (for a review see [6, 29]).

Using both 1.5 and 3.0 T scanners, functional 
cortical abnormalities have been demonstrated 
consistently in all MS phenotypes using differ-
ent active paradigms. The correlation found by 
the majority of these studies between measures 
of abnormal activations and quantitative MR 
metrics of disease burden suggests that, at least 
at some stages of the disease, functional reorga-
nization might play an adaptive role which limits 
the clinical consequences of disease-related 
structural damage. The results of a cross-sec-
tional study of the motor network in patients 
with different clinical MS phenotypes [78] sup-
port the notion of a “natural history” of brain 
adaptive mechanisms in MS. Such a study 
showed, at the beginning of the disease, an 
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increased recruitment of those areas “normally” 
devoted to the performance of a motor task, such 
as the primary sensorimotor cortex and the sup-
plementary motor area. At a later stage, a bilat-
eral activation of these regions is seen, followed 
by a widespread recruitment of additional areas, 
which are usually recruited in normal people to 
perform novel/complex tasks. The preservation 
of a focused and strictly lateralized movement- 
associated pattern of cortical activations has 
been suggested as a possible mechanism to 
explain the favorable clinical outcome of patients 
with pediatric MS [76] and BMS [80].

There is also evidence supporting a maladap-
tive role of cortical functional abnormalities in 
MS. In patients with progressive MS [32, 77, 80], 
reduced activations of “classical” regions of the 
sensorimotor network and an increased recruit-
ment of “high-order” regions, such as the superior 
temporal sulcus and the insula, have been found 
with motor tasks. In patients with cognitive 
decline, a “reallocation” of neuronal resources and 
an inefficiency of neuronal processes have been 
associated with the extent of structural damage.

The combination of measures of FC with mea-
sures of structural damage to specific WM tracts 
is likely to improve our understanding of the rela-
tionship between structural and functional abnor-
malities, as suggested by studies in patients with 
RRMS [79] and BMS [84].

The analysis of brain activity at rest has shown 
an increased synchronization of the majority of 
the resting-state networks (RSN) in patients with 
CIS [87] and a reduced activity of the anterior 
regions of the default-mode network in patients 
with progressive MS [11] and cognitive impair-
ment [83]. Distributed abnormalities of RS FC 
within and between large-scale neuronal net-
works have been shown in RRMS patients and 
have been related to the extent of T2 lesions and 
severity of disability [75].

The increased magnetic susceptibility that 
comes with higher field magnets enhances the 
BOLD effect, and the higher SNR strengthens 
the signal. As a consequence, increased spatial 
resolution contributes to map additional areas 
and submillimeter structures. Although no study 
has been published to date on the use of fMRI at 

ultrahigh-field in MS patients, there is no doubt 
that future functional investigations will be per-
formed at this field strength to study baseline cir-
cuitry and connectivity in the MS brain, as well 
as the mechanisms of neuronal plasticity and 
compensation related to the extent and location 
of brain injury.

16.4  Other White Matter Diseases

The use of MR systems at 3.0 T or higher is rela-
tively new, and the literature on the use of higher- 
field MR scanners for the study of other white 
matter diseases is still not extensive, but it is 
growing and increasing. A number of different 
studies have been published both on 3 T and 7 T 
and even these equipment are increasing in num-
ber all over the world.

The improved clinical results with regard to 
morphological as well as functional and meta-
bolic capabilities have led to a number of different 
studies both on 3 T, which sometimes can be per-
formed routinely, and on 7 T, which can even be 
performed for comparison with both equipment.

From 2004 on, a number of studies have been 
done so far to assess white matter damage in 
 diseases such as frontotemporal dementia [53], 
aging [47, 71], Alzheimer’s disease (AD) [44], 
and adrenoleukodystrophy [67] with 3.0 or 4.0 T 
MR scanners and evaluation of iron deposition in 
neurodegenerative and cerebrovascular disease at 
7 T [25]. Other attempts have been done in order 
to distinguish between vascular occlusion and 
microinfarction vs demyelinating disease like in 
case of differential diagnosis at 7 T between 
Susac syndrome and MS [117]. This specific 
field of interest is developing quickly.

The assessment of white matter changes in 
neurodegenerative conditions is likely to bring 
insights into the understanding of white matter 
diseases where the presence of a neurodegenera-
tive component is increasingly being accepted. 
Admittedly, normal aging is not a disease; how-
ever, work done with 1H-MRS at 4.0 T [47] and 
DT MRI at 3.0 T [71] might ultimately help 
understand some of the processes occurring in 
the pathological brain.
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But also studies of anatomy and quantitative 
MRI have been proposed to better understand 
anatomic modification undergoing different 
pathologic conditions such as the presence of 
dilated perivascular spaces studied and quantified 
at 7 T [12] showing different patterns and quanti-
fication in case of stroke, dementia, AD, and mild 
cognitive impairment. A further attempt to com-
prehend degenerative disease has been done at 
7 T in a postmortem evaluation with a study that 
tried to distinguish the spectrum of cerebral 
microinfarcts that presented with an intracortical 
and juxtacortical location [114] showing differ-
ences in acute and chronic lesions defined as 
chronic gliotic cerebral microinfarcts with or 
without cavitation an hemorrhagic components. 
This type of lesions is frequently in the intracorti-
cal as well as in the juxtacortical region, and the 
principal finding is the presence of dilated peri-
vascular spaces. These findings can be confi-
dently extended in vivo MRI in the context of 
aging and dementia.

Migraine CADASIL and neuromyelitis optica 
(NMO) are actually the principal field of focus of 
the majority of papers both on 3 and 7 T.

During the past few years, the application of 
advanced MR techniques for the assessment of 
patients with migraine has shown that, similarly to 
what has been described in other chronic vascular 
affections, including leukoaraiosis, cerebral auto-
somal dominant arteriopathy with subcortical 
infarcts and leukoencephalopathy (CADASIL), 
brain damage extends beyond the resolution of 
conventional imaging and diffusely involves the 
normal-appearing brain tissue (NABT). In a pre-
liminary study using 1H-MRS at 3.0 T, we found 
that NAA is reduced in white matter lesions as well 
as in the NAWM of patients with migraine (Fig. 
16.2). Concentrations of choline follow an opposite 
trend, with increased concentrations in the NAWM 
and lesions. Preliminary findings obtained with DT 
MRI at 3.0 T also suggest the presence of occult 
damage in the NABT of patients suffering from 
migraine. On the other hand, at 4 T glutamatergic 
abnormalities in the anterior cingulate cortex 
(ACC) and insula of patients with migraine [74] 
during their interictal period compared to healthy 
controls have been shown. This can be a contribut-
ing factor for migraineurs for a decrease in sensi-
bility for migraine or a consequence of the chronic 
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Fig. 16.2 Chemical shift imaging 1H-MRS in a patient with migraine. N-Acetylaspartate decrease and choline increase 
can be measured both in volumes of interest with lesions (1) and NAWM (2)
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migraine status. Studies of volume-based mor-
phometry (VBM) at 3 T [82] also demonstrated 
structural gray matter abnormalities with areas of 
reduced and increased density in migraine patients 
with T2 visible lesions.

NMO have been mainly explored on ultrahigh- 
field (4 T or above). In comparison to MS in 
NMO, the most consistent finding at 7 T is the 
absence of the central venule within the small 
subcortical lesions [52, 103]. In addition T2*w 
hypointense rim-like alterations that can be often 
observed at the edge of MS plaques were only 
very rarely detectable around NMO lesions. 
These 7 T MRI imaging characteristics may be 
used in the future to improve the differentiation 
between NMO and MS.

 Conclusion

In WM conditions, high-field MRI does the 
same as lower-field MRI but does it better. 
Although this simplified description might be 
correct, it would not reflect the full range of 
advantages and exciting possibilities that 
come with the development of higher-field 
MR systems. MRI has been, and still is, an 
invaluable tool to study MS in vivo. High-field 
and ultrahigh-field MRI will certainly further 
strengthen the role of MRI as the most sensi-
tive paraclinical tool available for early diag-
nosis of MS. Both conventional and 
non- conventional MR techniques will take 
advantage of the use of high-field MR systems 
to study MS, as well as other WM diseases.
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High-Field Neuroimaging 
in Parkinson’s Disease

Andrea Cherubini, Maria Eugenia Caligiuri, 
Patrice Péran, and Umberto Sabatini

When magnetic resonance imaging (MRI) was 
initially introduced in clinical practice, conven-
tional neuroimaging techniques had a marginal 
role in the diagnosis and follow-up of Parkinson’s 
disease (PD). In fact, the diagnosis of PD is still 
essentially based on clinical data (neurological 
examination and evaluation of therapeutic 
response) (UK Parkinson’s Disease Society Brain 
Bank criteria). At the early stages of the disease, 
conventional MRI examination may be negative 
to any visible tissue alteration, i.e. it is not suffi-
ciently sensitive to PD-induced damage. 
Moreover, it has been shown that one-fourth of 
patients with a clinical diagnosis of idiopathic 
PD are subsequently found to suffer from other 
degenerative disorders [1], as the ultimate diag-
nosis is possible only post-mortem. For all these 
reasons, conventional MRI in PD is scarcely 
 specific and has a secondary role that is in fact 
limited to gross differential diagnosis with other 
neurological disorders.

The increasing prevalence of PD, partly as a 
consequence of population ageing, the introduc-
tion of experimental therapeutic strategies, and 
technological advances in MRI hardware and 
software have stimulated the development of 
MRI techniques with a potential for greater sen-
sitivity and specificity for early diagnosis and the 
quantification of the pathological process. In par-
ticular, the introduction of high static magnetic 
field (3.0 T) scanners has provided promising 
results in the study of degenerative neurological 
diseases by using advanced techniques that have 
also been recently proposed for clinical applica-
tion. Furthermore, novel applications at 7.0 T are 
showing significant potential for better character-
ising structure and function of midbrain 
structures.

In this chapter, we examine the rationale of 
standard MRI diagnostic imaging, the more 
advanced quantification techniques at 3.0 T and 
the advantages and drawbacks of 7.0 T magnetic 
fields in PD.

17.1  Rationale

Illustration of the rationale of diagnostic imaging 
in PD requires a brief description of the patho-
logical and consequent functional changes 
induced by the disease. Idiopathic PD is a degen-
erative disorder characterised by progressive  
and focal loss of the dopaminergic neurons of 
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substantia nigra (SN) pars compacta. Their deple-
tion induces functional changes in the circuit of 
the basal ganglia (dopaminergic deafferentation), 
whose activity is modulated by SN, and eventu-
ally functional deafferentation of frontostriatal 
circuits [2]. The anatomical and functional 
changes induced by PD can be represented as a 

three-level system: (1) mesencephalic (neuroax-
onal degeneration), (2) basal ganglia (dopaminer-
gic deafferentation) and (3) cortical (functional 
deafferentation) (Fig. 17.1).

At each of these three levels, MRI can further 
and significantly contribute to evidencing the ana-
tomical and functional changes induced by PD.

Fig. 17.1 Representation 
of anatomical and 
functional changes 
occurring in patients with 
PD. Alterations are 
observed at three levels:  
I mesencephalic (EPI 
diffusion- weighted 
image), II basal ganglia 
(spin-echo T2-weighted 
image) and III cortical 
(functional MRI, motor 
task)
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Acquisition of MRI scans that are also highly 
sensitive to PD-induced changes is particularly 
difficult, both for the technical limitations of the 
scanners and for the reduced size of the structures 
involved. As regards the former, the high intracel-
lular iron content of SN dopaminergic neurons, 
which is an essential element of their metabolic 
processes [3], enhances the contrast between the 
structures and surrounding tissue. However, the 
iron deposits also play a significant role in the 
cascade of events that lead to apoptotic cell death 
[4]. With regard to the small size of the struc-
tures, the mesencephalon contains important 
bundles of ascending and descending myelin 
fibres, nuclear structures such as red nuclei and 
the third pair of cranial nerves, SN and reticular 
substance. In normal individuals, SN usually 
measures only a few square millimetres, empha-
sising the crucial importance of spatial resolution 
for its precise quantification, since in patients the 
size of the structure might be further reduced.

Data obtained using low-, medium- and high- 
field MRI are presented below in relation to each 
anatomical and functional level involved in PD 
and the potential of 7.0 T MRI imaging is 
illustrated.

17.1.1  Mesencephalic Level

17.1.1.1  Low- and Medium-Field MRI
The mesencephalon, in particular SN, is the area 
where focal neuronal degeneration electively 
takes place. Several acquisition techniques have 
been applied using low- and medium-field 
 magnets to try and define the parameters for the 
identification and quantification of SN. These 
studies, performed in a small number of patients, 
have demonstrated that identification of the 
 borders and dimension of SN is difficult in 
healthy as well as PD subjects. These modest 
results have discouraged large-scale application 
of such  methods in clinical practice but have  
had the merit of demonstrating that the integrated 
use of multiple acquisition techniques capable  
of enhancing and showing the different 
 mesencephalic component structures is essential 
to identify and quantify SN.

Hutchinson et al. [5, 6] used T1-weighted 
inversion recovery with two different inversion 
times to suppress the mesencephalic white and 
grey matter signal, respectively. The ratio of the 
signals obtained with the two inversion times 
allowed the quantification of SN in healthy 
 subjects and the assessment of focal neuron loss 
in PD patients. Being based on a semiautomatic 
method, these investigations, which were per-
formed in a small number of subjects and 
patients, have proved difficult to reproduce. Hu 
et al. [7] demonstrated that positron emission 
tomography (PET) with (18)F-dopa was more 
effective than MRI with inversion recovery in 
discriminating patients with PD from controls in 
only 83 % of cases.

Oikawa et al. [8], using dual-echo, spin-echo 
and short inversion time inversion recovery 
sequences, failed to show significant differ-
ences in SN dimension between PD patients 
and control subjects. Other studies have been 
unable to find significant differences in SN vol-
ume using diffusion-weighted imaging (DWI) 
sequences [9, 10]. Finally, indices of SN neu-
ron depletion were calculated in healthy and 
PD individuals using magnetization transfer 
ratio (MTR), an MRI parameter that is based on 
the energy transfer from protons bound to mac-
romolecular structures like myelin to free-water 
protons [11]; other researchers have proposed 
using the measurement of brain iron by means 
of T2* maps obtained using gradient-echo 
sequences [12, 13].

Due to their spatial resolution, these low- and 
medium-field MRI studies have demonstrated 
limited accuracy in SN evaluation. The slice 
thickness used was 3–4 mm, which is insufficient 
to measure the modest quantitative differences 
induced by the loss of dopaminergic neurons.

17.1.1.2  High-Field MRI
One of the main advantages of high-field, 3.0 T 
MRI is the higher achievable spatial resolution, 
which consequently allows for increased accu-
racy in the definition of brain anatomy. However, 
as in the case of lower-field scanners, recent volu-
metric studies using manual segmentation have 
reported discordant results, highlighting that dif-
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ferent MR contrasts identify different regions in 
the SN and that volumetric measurements are 
highly dependent on the contrasts, not to mention 
the inter- and intra-rater variability that charac-
terise manual segmentation of small structures. 
Overall, volumetric measurements are only mod-
erately accurate at spatial resolutions typical for 
1.5 T and 3 T [14].

In addition, magnetic susceptibility artefacts 
due to the iron selectively deposited in SN are 
enhanced by the higher magnetic field, so that 
spin-echo sequences can be more efficiently used 
for acquiring proton density- and T2/T2*-
weighted images with 0.9 mm3 × 0.9 mm3 × 
2 mm3 voxels in a few minutes (Fig. 17.2).

As the number of patients that underwent 3.0 T 
MRI increased, the quantification of iron deposits 
using relaxometry was facilitated, since this tech-
nique greatly benefits from high magnetic fields.

Furthermore, in the last few years, the impor-
tance of simultaneously analysing different MRI 
sequences has been stressed out. In fact, the 
information conveyed by multimodal MRI- 
derived metrics has a complementary nature, 
since different indexes are sensitive to different 
tissue characteristics, in particular at the mac-
roscale (grey and white matter density, morpho-
metric indexes) or associated to microstructure 
of the brain (diffusion tensor imaging [DTI] 
metrics, iron deposition quantification). Recent 
studies [15, 16] focused on the potential of 
extracting information from different sequences 
(such as T1 and T2 mapping or DTI measures 
rather than volumetric MRI only), in order to 
improve the accuracy in identifying PD patients. 
Moreover, by simultaneously measuring vol-
ume, DTI scalars and T2* relaxation rates in 
deep grey matter structures, including SN and 

Fig. 17.2 Left spin-echo T2 axial images of SN (Siemens Allegra, 3.0 T). Right schematic 3D representation of SN and 
its anatomical relationships with red nuclei and cerebral peduncles

A. Cherubini et al.



243

red nuclei, a different group of researchers was 
able to assess changes occurring in the nigros-
triatal system in patients with Parkinson’s dis-
ease with respect to healthy controls [17].

The enhanced scans that can be acquired at 
3 T also allowed researchers to investigate mid-
brain structures from a functional point of view, 
using resting-state or task-based functional MRI 
(fMRI). Very recently, researchers were able to 
distinguish, in healthy humans, SN from the ven-
tral tegmental area based on differences in 
resting- state connectivity, i.e. the spontaneous 
fluctuations of brain activity when no task perfor-
mance is required. The same authors were also 
able to construct a probabilistic midbrain atlas 
[18], which could prove very useful in the 
 development of fully automated methods for SN 
integrity assessment, avoiding the time-consum-
ing procedure of manually delineating midbrain 
nuclei on MRI scans.

As stated before, the nigrostriatal degenera-
tion in PD induces a change in the functional 
connectivity between SN and basal nuclei. This 
change is held to be associated with a reduction 
in anatomical connectivity among brain regions, 
and fibre-tracking techniques have been 

employed to assess it. Tractography allows the 
reconstruction of the course of axon bundles on 
DTI (or on more sophisticated diffusion proto-
cols) images by estimating the preferential direc-
tion of the diffusion of water molecules. 
Tractography highly benefits from a high signal- 
to- noise ratio (SNR) and therefore from high 
field intensities (Fig. 17.3). However, the use of 
this technique, which shows considerable poten-
tial for connectivity at whole-brain level, is lim-
ited in the mesencephalon by its scarce sensitivity 
to the minimum deviations of fibre bundles that 
are found in PD and by susceptibility artefacts 
induced by the anatomical area, which is adjacent 
to the air-filled cavities of the splanchnocranium 
and petrous bones.

To date, fibre tracking in the study of SN has 
been mainly used for the automated identifica-
tion and segmentation of pars compacta and 
pars reticulata. In fact, tractography was able to 
 distinguish an internal region mainly connected 
with basal ganglia, anterior thalamus and pre-
frontal cortex (i.e. a large part of pars com-
pacta) from an external region mainly connected 
with the posterior and ventral thalamus and the 
motor cortex (mostly corresponding to the pars 

Fig. 17.3 Nigrostriatal tractography. Tractographic images are superimposed on EPI T2-weighted slices (Siemens 
Allegra, 3.0 T)
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reticulata) [18]. In this study, the SN volumes in 
PD were generally reduced, particularly in the 
right SNR.

Taken together, these studies highlight the fact 
that not only conventional techniques cannot 
resolve SN structure with sufficient diagnostic 
accuracy but also that most of the advanced MRI 
protocols may not be sensitive enough to quan-
tify the disease-induced alterations in such a 
small structure.

Very recently, a novel imaging method has 
been proposed that relies on a neuromelanin- 
sensitive contrast. Neuromelanin is a by-product 
of dopamine and noradrenaline metabolism, and 
it is thought to protect neurons from oxidative 
stress [20]. In vivo imaging of this pigment is 
feasible because of its paramagnetic properties, 
which result in a high signal on specific 
T1-weighted MRI sequences [21, 22]. This 
novel method has been recently used to study 
both drug-naïve [23] and treated patients with 
PD [24]. In order to obtain quantitative mea-
sures from the T1 high-signal region, the area 
and the maximal length of the SN can be 
assessed semiautomatically [23]. In both treated 
and untreated patients with PD, these metrics 
have been found significantly reduced, suggest-
ing neuronal depletion is present at the early 
stages but does not worsen as disease duration 
increases.

Neuromelanin-sensitive MRI is indeed a 
promising technique, which is currently being the 
object of several studies at higher field strengths, 
as will be described in the next section.

17.1.1.3  Higher Field Strengths
Very recently, the midbrain SN and ventral teg-
mental area have been successfully imaged in 
healthy humans at 7.0 T [25]. In fact, ultra-high 
field MRI has provided the increase in both spa-
tial resolution and contrast needed to detect 
changes in SN morphology, changes otherwise 
not achievable with lower-field magnets and that 
may provide further insight into the pathology of 
PD [14].

Damier and colleagues demonstrated that, in 
human SN, dopaminergic neurons form distinct 
compartments known as nigrosomes 1–5 (calbin-

din poor) and matrix (calbindin rich) [26] and 
that the nigrosome-1 is the site of the earliest loss 
of dopamine neurons in Parkinson’s [27]. 
Nigrosomes penetrate deep into SN pars reticu-
lata, which contains higher levels of iron than the 
pars compacta. Therefore, while neuromelanin- 
sensitive MRI is suitable to delineate the pars 
compacta, T2*-weighted contrasts are better at 
detecting the pars reticulata. However, for the 
currently achievable voxel resolutions, there is a 
significant overlap between the areas identified 
by the two imaging modalities.

The principal morphological changes that 
could be identified by imaging the SN of PD 
patients at 7 T, using T2*-weighted images, were 
the following: loss of nigrosome-1 hypersignal, 
abnormal SN contours and increased area of 
reduced signal intensity [14].

At ultrahigh field strengths, the nigrosome-1 
appears hyperintense on T2*-weighted images in 
the SNc of healthy subjects. In PD, the area of 
high signal intensity is no longer visible as a 
result of the increase in iron load in nigrosome-1 
[28–30]. This suggests that in PD, the low-signal 
area in T2*-weighted scans includes not only the 
SN but also the SNc. Based on 7 T results, loss of 
nigrosome-1 was also detected using 3D 
susceptibility- weighted images at 3 T [31].

For what concerns the potential clinical 
 utility of imaging SN at 7 T, the diagnostic accu-
racy of nigrosome-1 visualisation in the SN was 
high, reaching 100 % sensitivity and negative 
predictive value, 87–100 % specificity and 
91–100 % positive predictive value [29, 30]. 
Intra- and interobserver agreement was also 
high, suggesting that already the simple visual 
evaluation of the SN at 7 T may aid the  diagnostic 
process. Using susceptibility-weighted images 
at 3 T, a diagnostic accuracy of 91–96 % was 
obtained, with a high sensitivity (85.7–100 %) 
and specificity (95–100 %), suggesting that loss 
of nigrosome- 1 may be used in 3 T clinical 
scanners [31, 32].

In summary, the introduction of 3.0 T MRI 
scanners has allowed researchers to provide fur-
ther insight into the pathological processes that 
affect the midbrain. However, the development of 
robust methods at ultrahigh field and technical 
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advances in image processing are still needed in 
order to accurately assess the neuronal and axo-
nal depletion that characterises PD at the mid-
brain level.

17.1.2  Basal Ganglia Level

17.1.2.1  Low- and Medium-Field MRI
Since PD induces nigrostriatal axon degeneration, 
dopaminergic deafferentation and pre- and post-
synaptic disruption of the basal ganglia, the latter 
do not undergo neuron depletion but synaptic and 
metabolic alterations. At this level, nuclear 
 medicine-based techniques such as PET and sin-
gle-photon emission tomography (SPECT) 
employed with specific tracers selectively binding 
to pre- or postsynaptic dopaminergic receptors 
have  demonstrated their progressive loss, which is 
related to disease severity [33].

As regards MRI, studies of the basal ganglia 
(globus pallidus, caudate nucleus and putamen) 
based on morphological evaluation, size and 
metabolic parameters have yielded contradictory 
results. In the first attempts to characterise PD 
pathology, quantification of the iron deposits, 
which provides a metabolic index of the pre- and 
postsynaptic disruption of the basal ganglia, had 
been the main goal of the largest number of stud-
ies of PD (see [4] for a review). In MRI, the pres-
ence of iron in brain parenchyma induces a 
reduction in transverse relaxation times that can 
be measured on T2- and T2*-weighted 
sequences. When comparing PD patients with a 
control group, this reduction was mainly 
observed at the level of globus pallidus [12, 34] 
and putamen [12, 34, 35]. However, Graham 
et al. observed increased putaminal transverse 
relaxation times induced by the reduction in iron 
content in patients with PD [13, 36]. In a recent 
study, Kosta et al. confirmed these data by dem-
onstrating an increase in T2 transverse relax-
ation times in globus pallidus and putamen. In 
patients who have had the disease for more than 
5 years, the putaminal surface was also increased 
compared with patients with shorter disease 
duration, presumably reflecting gliotic neurore-
parative phenomena [37].

MRI diffusion techniques have been applied 
to assess subcortical neurodegenerative disorders 
such as PD and multisystem atrophy (MSA). 
Schocke et al. showed that analysis of mean dif-
fusivity (MD, or apparent diffusion coefficient 
(ADC)) in the basal ganglia allowed PD patients 
to be distinguished from MSA patients [38] based 
on a greater MD – an indirect measure of neuro-
nal depletion and of associated reactive gliosis – 
in the putamen of the latter [10, 38, 39]. Seppi 
et al. documented a MD increment in globus pal-
lidus and putamen in patients with progressive 
supranuclear palsy (PSP) compared with PD 
patients [40]. MRI diffusion techniques are thus 
effective in discriminating PD from other subcor-
tical diseases (MSA, PSP) but are unable to dif-
ferentiate PD patients from control subjects of 
comparable age without neurological disorders 
[10, 39].

For what concerns non-motor symptoms, 
which are always more investigated with the aim 
of identifying early markers of PD, higher MD 
values were found in the hippocampus of PD 
patients even in absence of cognitive impairment 
[41]. In this study, a negative correlation between 
hippocampal MD values and the scores on mem-
ory test was revealed, suggesting that not only 
striatal structures are involved in the pathophysi-
ological framework underlying PD.

With the introduction of high angular resolu-
tion diffusion imaging (HARDI) techniques, 
metrics similar to MD and FA were applied to 
MRI data from PD patients. The difference with 
DTI studies is that such indexes are extracted 
from more appropriate models of diffusion. One 
study of diffusion kurtosis imaging (DKI), for 
example, suggested that DKI measures in the 
basal ganglia and SN have higher sensitivity and 
specificity than conventional DTI-derived met-
rics in detecting differences between PD patients 
and healthy controls [42].

Magnetization transfer imaging (MTI), or the 
study of MTR maps, is another technique capable 
of quantifying the degree of myelination [19] and 
has been used by Eckert et al. to assess neuronal 
depletion in basal ganglia [11]. The authors 
observed significant differences in globus palli-
dus between PD patients and control subjects in 
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75–80 % of cases. This technique has not been 
further applied to PD, and these data have not 
been reproduced in other studies.

The main investigations into basal ganglia 
dopaminergic deafferentation in PD have used 
various MRI techniques with contrasting results. 
None of the methods used at low and medium 
fields can reliably differentiate PD patients from 
control subjects.

17.1.2.2  High-Field MRI
In the basal ganglia circuit, measurement of the 
iron deposits drew great benefit from the advan-
tages of high magnetic fields (Fig. 17.4). 
Compared with SN, where iron deposition is 
characteristic of the physiological activity of 
dopaminergic neurons [13, 37], in the basal gan-
glia, these deposits are an indirect parameter of 
the neuronal metabolic changes induced by dopa-
minergic deafferentation.

Despite the development of several, advanced 
image processing techniques, advanced MRI 
methodologies have also been employed, over 
the past decade, to quantify the pattern of struc-
tural alterations typical of PD, searching for brain 
abnormalities in many cortical and subcortical 
regions, in particular, the basal ganglia and SN 
[43–47]. Also, pathological brain changes were 
also searched for in drug-naive patients with PD 
(de novo-PD) albeit in both cases results found in 
literature are rather inconsistent [48–54].

What existing studies at 3.0 T seem to sug-
gest is that PD-related changes in the brain are 
not accurately detectable by morphological or 
whole- brain approaches. On the other hand, in 
order to characterise shape, and not volume, of 
subcortical structures, a region-of-interest 
(ROI)-based technique, called shape analysis, 

has been recently applied to MRI data of patients 
with PD at different disease stages. Shape analy-
sis has proven superior to whole-brain and volu-
metric approaches in patients with PD [45, 47, 
51]. The majority of these studies found altera-
tions of striatal shape, in agreement with nuclear 
medicine findings, with the putamen earlier 
involved than caudate. Very recently, differences 
were found in the topographical distribution of 
putaminal shape alterations between patients 
with unilateral and patients with bilateral dopa-
mine-transporter abnormalities on SPECT, sug-
gesting a progression of disease-related changes 
from the medial to the lateral surface of the 
structure [55].

Among the first study to simultaneously con-
sider multimodal MRI metrics, which could 
 provide complementary information of tissue 
integrity, Péran and colleagues found that com-
pared to control subjects, patients with 
Parkinson’s disease displayed significantly 
higher R2* in the SN, lower fractional anisotropy 
(FA) in the SN and thalamus and higher MD in 
the thalamus and in the striatum. The combina-
tion of three markers was thus sufficient to obtain 
a 95 % global accuracy in discriminating patients 
with PD from controls, remarkably, by combin-
ing three predictive markers extracted from the 
nigrostriatal structures that characterise PD 
pathophysiology [17].

In the basal ganglia, DWI sequences allow the 
estimation of local axonal depletion and provide 
the data required to track SN dopaminergic fibres 
[56]. Also at this level, tractographic techniques 
suffer from scarce spatial resolution and from 
susceptibility artefacts, induced by surrounding 
structures and by the iron deposits themselves, 
which reflect disease progression.

TE=6 TE=12 TE=20 TE=30 TE=45 TE=60

Fig. 17.4 Relaxometry using GE with different echo times (6 s, 12 s, 20 s, 30 s, 45 s, 60 s)
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17.1.3  Whole-Brain and Cortical 
Level

17.1.3.1  Low- and Medium-Field MRI
As illustrated above, the prefrontal cortical 
changes induced by PD are essentially functional 
and are a consequence of dopaminergic deaffer-
entation in the basal ganglia. The altered cortical 
activity, i.e. the functional deafferentation due to 
the dysfunction of striatofrontal circuits, would 
be the cause of the motor and cognitive deficits 
characteristic of PD. The classic scheme of 
Alexander et al. describes the different parallel, 
independent and recurrent striatofrontal circuits 
connecting specific prefrontal cortical areas with 
specific striatal and pallidal regions [2]. Evidence 
of dementia-like cognitive deterioration in some 
PD patients in the course of disease suggests that 
the functional changes in the striatocortical cir-
cuits progress towards brain atrophy. The recent 
introduction of cerebral cortex quantification 
techniques (voxel-based morphometry) using 
volumetric acquisitions has not provided univo-
cal data in PD patients in terms of factors predic-
tive of dementia. For instance, some researchers 
have observed a reduction in the volume of the 
frontal cortex [57] and others of the hippocampal 
cortex, superior temporal gyrus and cingulum in 
non-demented PD patients [58]. MRI morpho-
logical studies of the cortex are therefore scarcely 
informative in this disorder, whereas functional 
investigations using PET, SPECT and functional 
MRI imaging (fMRI) have confirmed the hypoth-
esis of motor and cognitive cortical functional 
deafferentation.

The early fMRI studies of patients with PD 
performing a simple motor task have clearly 
demonstrated reduced activation (reflected in 
reduced regional cerebral blood flow) at the level 
of the main cortical regions that receive afferents 
from the basal ganglia: supplementary motor 
area (SMA) [59–62], dorsolateral prefrontal cor-
tex [59, 60, 63] and anterior cingulate gyrus [59, 
60]. In the same patients, other cortical areas, 
functionally related to the former, exhibited 
increased activation: primary sensorimotor, lat-
eral premotor and parietal cortex [60]. It has been 
demonstrated that reduction in SMA activity is 

sensitive to dopaminergic drugs in that it is 
detected in PD patients not receiving treatment 
and regresses with therapy administered in the 
acute phase [61], whereas it is not observed in 
those receiving chronic dopaminergic treatment 
[62]. In the first fMRI study of PD patients [64], 
the authors documented a complex cortical acti-
vation during a motor task, confirming on the one 
hand the results obtained with nuclear medicine 
techniques [60, 61] showing reduced activation 
of the rostral portion of SMA and on the other 
evidencing increased activation in the caudal por-
tion of SMA, anterior cingulum and primary sen-
sorimotor cortex and parietal cortical areas. This 
pattern of cortical activation was reversible with 
administration of L-dopa both at the level of the 
rostral SMA and of the other cortical areas, such 
as primary sensorimotor cortex, lateral premotor 
and parietal cortex [65].

Overall, these studies have demonstrated the 
hypothesis of reversible functional deafferenta-
tion induced by altered striatal modulation in pre-
frontal cortical area; this in turn is associated 
with a complex pattern of cortical activation with 
reorganisation of the areas involved in the plan-
ning and execution of movements.

17.1.3.2  High-Field MRI
High-field MRI has opened up new prospects for 
the study of the functioning of striatofrontal cir-
cuits in PD. On the one hand, fMRI with EPI 
sequences affords greater spatial and temporal 
resolution. This enables cortical activation during 
simple or complex motor tasks to be studied 
more easily in PD patients (Fig. 17.5). In addi-
tion, fMRI data can be correlated to structural 
studies using dedicated protocols both at the level 
of the mesencephalon and of the basal ganglia 
(Fig. 17.5). Identification of activated cortical 
areas during fMRI can allow the course of corti-
costriatal circuit fibres to be tracked and their 
possible depletion in PD to be quantified. Other 
techniques for the quantification of the extent of 
deafferentation, like relaxometry, can exploit the 
better SNR afforded by 3.0 T fields.

Even at 3.0 T, however, whole-brain process-
ing techniques demonstrated low sensitiveness to 
PD changes. Popular advanced approaches such 
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as voxel-based morphometry, which compares 
grey and white matter density at each voxels, and 
tract-based spatial statistics, which compares FA 
and MD voxel-wise across major white matter 
tracts, have frequently failed to identify a  concrete 
spatial pattern of changes in the brain of PD 
patients.

Despite the inconsistent findings of the above-
mentioned whole-brain analyses, diffusion MRI 
has proven useful when integrated in computer- 
aided systems for differential diagnosis of PD and 
parkinsonisms, such as PSP [40, 66, 67], MSA [10, 
66, 68], cortico-basal degeneration [69] and essen-
tial tremor [70]. In particular, it has been shown 
that these parkinsonian disorders can be discrimi-
nated by DTI-derived indices (MD and FA) in the 

basal ganglia, cerebellum [10, 65, 66, 68, 69], SN 
[71] and corpus callosum [69]. In addition, the joint 
use of linear, volumetric and DTI measures in a 
decision-tree approach has been demonstrated to 
reliably differentiate PD from MSA [72]. Albeit 
some studies employ predefined regions of interest 
to extract DTI metrics, it has been shown that 
important voxels can be identified without a priori 
hypotheses on their location and subsequently 
included in a support vector machine (SVM) clas-
sifier that could separate PD from PSP [67] and 
from essential tremor [70].

In the last decade, an extensive body of 
research regards fMRI in patients with PD. This 
contrast was first applied following task-based 
experiments, while more recent research is 

Control subject

Parkinsonian patient

Fig. 17.5 fMRI with motor task (Siemens Allegra, 3.0 T). Hyperactivation of contralateral SMA, primary sensorimo-
tor and premotor areas in a PD patient receiving dopaminergic therapy compared with a control subject
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moving its focus on resting-state fMRI, which is 
not bound to task design but exploits the natural 
fluctuations of brain activity at rest.

Attempting to identify the brain structures 
most functionally affected in PD, for example, a 
resting-state fMRI study focused on striatal func-
tional connectivity highlighted that PD patients 
had markedly lower striatal correlations with the 
thalamus, midbrain, pons and cerebellum and, 
more generally, altered connectivity towards sen-
sorimotor and visual cortical areas [73]. Another 
study investigated the relationship between stria-
tal dopamine depletion and corticostriatal net-
work properties [74]. In this case, authors found 
that the posterior putamen was uniquely coupled 
to cortical motor areas, the anterior putamen to 
the pre-supplementary motor area and anterior 
cingulate cortex, and the caudate nucleus to the 
dorsal prefrontal cortex. When comparing 
patients and healthy subjects, significant 
 differences were limited to the putamen: PD 
patients showed decreased coupling of the infe-
rior parietal cortex with the posterior putamen, 
while an increase in functional connectivity of 
the same area was found with the anterior puta-
men. Altogether, these studies suggest that 
remapping of cerebral connectivity occurs in PD, 
which reduces the spatial segregation between 
different corticostriatal loops.

Task-based fMRI has been used with a partic-
ular interest in the study of dyskinesias, an unde-
sired effect of levodopa administration over long 
periods of time. A recent work [75] has combined 
resting-state fMRI and transcranial magnetic 
stimulation to demonstrate that pathophysiologi-
cal mechanisms underlying levodopa-induced 
dyskinesias extend beyond dysfunction of basal 
ganglia, including the modulation performed by a 
network centred on the inferior frontal cortex.

The most recently developed method for brain 
analysis in PD is represented by structural and/or 
functional connectomics [76, 77]. Graph theory 
is applied to whole-brain connections (obtained 
either using a fibre tracking method or acquiring 
resting-state fMRI data) with the scope of model-
ling the brain as a complex network consisting of 
nodes (i.e. regions of the cortex and subcortical 
nuclei) connected by edges (i.e. white matter 

bundles reconstructed through tractography or 
fMRI temporal correlations). Several graph theo-
retic studies point towards abnormal topological 
organisation of functional brain networks in 
patients with PD compared to healthy subjects 
[78–80]. These studies not only found global 
measures of network efficiency significantly 
reduced in advanced PD patients [78], but also 
efficiency of the cortico-basal ganglia motor 
pathway was found impaired [79], with the most 
evident alterations in supplementary motor area, 
primary motor area, primary somatosensory cor-
tex, thalamus, pallidum and putamen.

However, for computational reasons (struc-
tural connectome reconstruction requires heavy 
computational resources to be carried out), all of 
these studies investigated functional connectiv-
ity. To date, only one study has investigated alter-
ations observed in the functional organisation of 
brain network of PD patients on structural basis 
[80], which confirmed that reorganisation of 
highly connected regions occurs in PD with and 
without mild cognitive impairment at the time of 
diagnosis.

17.2  Conclusions: Multimodality 
and Biomarkers

By virtue of greater signal intensity, susceptibil-
ity artefacts and chemical shift, 3.0 T MRI imag-
ers with advanced techniques have provided 
interesting results for the study of PD that could 
not be obtained with standard magnets. With the 
introduction of higher-field magnets and novel 
imaging sequences, such as neuromelanin- 
sensitive MRI, microstructural, metabolic and 
functional data is, as never before, contributing to 
the search for reliable biomarkers of disease pro-
gression in PD (Fig. 17.6). In the field of neuro-
imaging, an imaging biomarker could be any 
characteristic of brain tissue, objectively measur-
able, that can be used as a quantitative and reli-
able diagnostic indicator to assess the presence or 
progression of the disease [81, 82]. Results from 
existing studies, to date, have suggested several 
MRI-based measures as potential biomarkers of 
PD pathology, albeit none of them have yet been 
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identified as a clear winner. However, all of these 
studies converge towards the notion that a single 
MRI modality cannot be sufficient to characterise 
the complex pathological mechanisms underly-
ing PD. In fact, multimodal MRI sequences are 
able to capture tissue characteristics at different 
scales: macroscopic structure can be assessed 
through volumetric T1-weighted MRI, micro-
structural alterations can be detected through 
diffusion-weighted MRI and iron deposition in 
specific brain structure can be quantified through 
R2* imaging. For this reason, the integration of 
multimodal indexes is crucial, since they proba-
bly carry complementary information regarding 
the biological process of interest (Fig. 17.5). 
Moreover, with the introduction of publicly avail-
able datasets, such as the Parkinson Progression 
Markers Initiative (PPMI) [83], and the 
Parkinson’s Disease Biomarkers Program 
(PDBP) [84], brain imaging repository, the 
 possibility of studying large cohorts of accurately 
selected patients, acquired at multiple sites, has 
become concrete. Such databases grant the 
opportunity of testing novel techniques over large 
amounts of clinical, neuroimaging and genetic 
data. For what concerns MRI scans, PPMI 
 provides T1-weighted, T2-weighted and DTI 

acquisition for PD patients, healthy controls and 
scans without evidence of dopaminergic deficit 
(SWEDD) patients. On the other hand, the imag-
ing part of PDBP also provides task-based fMRI 
and R2* imaging from healthy subjects and 
patients with PD, parkinsonism or essential 
tremor. Both databases provide multiple follow-
 up assessments of patients.

References

 1. Hughes AJ, Daniel SE, Kilford L, Lees AJ (1992) 
Accuracy of clinical diagnosis of idiopathic Parkinson’s 
disease: a clinico-pathological study of 100 cases. 
J Neurol Neurosurg Psychiatry 55:181–184

 2. Alexander GE, DeLong MR, Strick PL (1986) Parallel 
organization of functionally segregated circuits linking 
basal ganglia and cortex. Annu Rev Neurosci 9:357–381

 3. Youdim MB, Riederer P (2004) A review about brain 
iron in normal and pathological conditions. In: 
Encyclopedia of neuroscience. Elsevier, Amsterdam

 4. Zecca L, Youdim MB, Riederer P et al (2004) Iron, 
brain ageing and neurodegenerative disorders. Nat 
Rev Neurosci 5:863–873

 5. Hutchinson M, Raff U (2000) Structural changes of 
the substantia nigra in Parkinson’s disease as revealed 
by MR imaging. Am J Neuroradiol 21:697–701

 6. Hutchinson M, Raff U, Lebedev S (2003) MRI  
correlates of pathology in parkinsonism: segmented 

Cortical deafferentiation:
fMRI

SN degeneration:
Neuromelanin-sensitive

MRI

Medial
Right putamen

Lateral

Degeneration of nigrostriatal axons:

Shape analysis Tractography

Primary
motor cortex

Primary
somatosensory
cortex

Subthalamus

Midbrain

Nigrostriatal bundle
(dopaminergic)

Caudate
nucleus

Putamen

Globus
pallidus

Substantia
nigra

Ventrolateral
nucleus

Ventral
anterior
nucleus

Thalamus

Fig. 17.6 Overview of the most advanced processing 
techniques for MRI analysis in PD. Different MRI modal-
ities are needed for studying PD pathology at the cortical 

level (fMRI), basal ganglia level (shape analysis and trac-
tography) and midbrain level (neuromelanin-sensitive 
MRI of the substantia nigra (SN))

A. Cherubini et al.



251

inversion recovery ratio imaging (SIRRIM). 
Neuroimage 20:1899–1902

 7. Hu MT, White SJ, Herlihy AH et al (2001) A compari-
son of (18)F-dopa PET and inversion recovery MRI in 
the diagnosis of Parkinson’s disease. Neurology 
56:1195–1200

 8. Oikawa H, Sasaki M, Tamakawa Y et al (2002) The 
substantia nigra in Parkinson disease: proton density- 
weighted spin-echo and fast short inversion time 
inversion-recovery MR findings. Am J Neuroradiol 
23:1747–1756

 9. Adachi M, Hosoya T, Haku T et al (1999) Evaluation of 
the substantia nigra in patients with Parkinsonian syn-
drome accomplished using multishot diffusion- weighted 
MR imaging. Am J Neuroradiol 20:1500–1506

 10. Schocke MF, Seppi K, Esterhammer R et al (2004) 
Trace of diffusion tensor differentiates the Parkinson 
variant of multiple system atrophy and Parkinson’s 
disease. Neuroimage 21:1443–1451

 11. Eckert T, Sailer M, Kaufmann J et al (2004) 
Differentiation of idiopathic Parkinson’s disease, 
multiple system atrophy, progressive supranuclear 
palsy, and healthy controls using magnetization trans-
fer imaging. Neuroimage 21:229–235

 12. Bartzokis G, Cummings JL, Markham CH et al (1999) 
MRI evaluation of brain iron in earlier- and later-onset 
Parkinson’s disease and normal subjects. Magn Reson 
Imaging 17:213–222

 13. Graham JM, Paley MN, Grunewald RA et al (2000) 
Brain iron deposition in Parkinson’s disease imaged 
using the PRIME magnetic resonance sequence. 
Brain 123(12):2423–2431

 14. Lehéricy S, Bardinet E, Poupon C et al (2014) 7 tesla 
magnetic resonance imaging: a closer look at substan-
tia nigra anatomy in Parkinson’s disease. Mov Disord 
29(13):1574–1581

 15. Menke RA, Scholz J, Miller KL et al (2009) MRI 
characteristics of the substantia nigra in Parkinson’s 
disease: a combined quantitative T1 and DTI study. 
Neuroimage 47(2):435–441

 16. Baudrexel S, Nürnberger L, Rüb U et al (2010) 
Quantitative mapping of T1 and T2* discloses nigral 
and brainstem pathology in early Parkinson’s disease. 
Neuroimage 51(2):512–520

 17. Peran P, Cherubini A, Assogna F et al (2010) Magnetic 
resonance imaging markers of Parkinson’s disease 
nigrostriatal signature. Brain J Neurology 133(11): 
3423–3433

 18. Murty VP, Shermohammed M, Smith DV et al (2014) 
Resting state networks distinguish human ventral teg-
mental area from substantia nigra. Neuroimage 100(C): 
580–589

 19. Menke RA, Jbabdi S, Miller KL et al (2010) 
Connectivity-based segmentation of the substantia 
nigra in human and its implications in Parkinson’s 
disease. Neuroimage 52:1175–1180

 20. Double KL, Gerlach M, Schunemann V et al (2003) 
Iron-binding charactestics of neuromelanin of the 
human substantia nigra. Biochem Pharmacol 66: 
489–494

 21. Sasaki M, Shibata E, Tohyama K et al (2006) 
Neuromelanin magnetic resonance imaging of locus 
coeruleus and substantia nigra in Parkinson’s disease. 
Neuroreport 17:1215–1218

 22. Sasaki M, Shibata E, Kudo K et al (2008) 
Neuromelanin sensitive MRI. Clin Neuroradiol 
18:147–153

 23. Reimão S, Pita Lobo P, Neutel D et al (2015) 
Substantia nigra neuromelanin magnetic resonance 
imaging in de novo Parkinson’s disease patients. Eur 
J Neurol 22(3):540–546

 24. Kashihara K, Shinya T, Higaki F (2011) Neuromelanin 
magnetic resonance imaging of nigral volume loss in 
patients with Parkinson’s disease. J Clin Neurosci 
18:1093–1096

 25. Eapen M, Zald DH, Gatenby JC et al (2011) Using 
high-resolution MR imaging at 7 T to evaluate the 
anatomy of the midbrain dopaminergic system. AJNR 
Am J Neuroradiol 32(4):688–694

 26. Damier P, Hirsch EC, Agid Y et al (1999) The sub-
stantia nigra of the human brain. I. Nigrosomes and 
the nigral matrix, a compartmental organization based 
on calbindin D(28 K) immunohistochemistry. Brain 
122(Pt 8):1421–1436

 27. Damier P, Hirsch EC, Agid Y et al (1999) The sub-
stantia nigra of the human brain. II. Patterns of loss of 
dopamine-containing neurons in Parkinson’s disease. 
Brain 122(Pt 8):1437–1448

 28. Kwon DH, Kim JM, Oh SH et al (2012) Seven-Tesla 
magnetic resonance images of the substantia nigra in 
Parkinson disease. Ann Neurol 71:267–277

 29. Blazejewska AI, Schwarz ST, Pitiot A et al (2013) 
Visualization of nigrosome 1 and its loss in PD: path-
oanatomical correlation and in vivo 7 T MRI. 
Neurology 81:534–540

 30. Cosottini M, Frosini D, Pesaresi I et al (2014) MR 
imaging of the substantia nigra at 7 T enables diagno-
sis of Parkinson disease. Radiology 271(3):831–838

 31. Schwarz ST, Afzal M, Morgan PS et al (2014) The 
‘swallow tail’ appearance of the healthy nigrosome: a 
new accurate test of Parkinson’s disease: a case- 
control and retrospective cross-sectional MRI study at 
3 T. PLoS One 9:e93814

 32. Mueller C, Pinter B, Reiter E et al (2014) Visualization 
of nigrosome 1 and its loss in PD: pathoanatomical 
correlation and in vivo 7 T MRI. Neurology 82:1752

 33. Brooks DJ (2004) Neuroimaging in Parkinson’s dis-
ease. NeuroRx 1:243–254

 34. Ye FQ, Allen PS, Martin WR (1996) Basal ganglia 
iron content in Parkinson’s disease measured with 
magnetic resonance. Mov Disord 11:243–249

 35. Antonini A, Leenders KL, Meier D et al (1993) T2 
relaxation time in patients with Parkinson’s disease. 
Neurology 43:697–700

 36. Ryvlin P, Broussolle E, Piollet H et al (1995) Magnetic 
resonance imaging evidence of decreased putamenal 
iron content in idiopathic Parkinson’s disease. Arch 
Neurol 52:583–588

 37. Kosta P, Argyropoulou MI, Markoula S et al (2006) 
MRI evaluation of the basal ganglia size and iron  

17 High-Field Neuroimaging in Parkinson’s Disease



252

content in patients with Parkinson’s disease. J Neurol 
253(1):26–32

 38. Schocke MF, Seppi K, Esterhammer R et al (2002) 
Diffusion-weighted MRI differentiates the Parkinson 
variant of multiple system atrophy from PD. Neurology 
58:575–580

 39. Seppi K, Schocke MF, Donnemiller E et al (2004) 
Comparison of diffusion-weighted imaging and 
[123I]IBZM-SPECT for the differentiation of patients 
with the Parkinson variant of multiple system atrophy 
from those with Parkinson’s disease. Mov Disord 
19:1438–1445

 40. Seppi K, Schocke MF, Esterhammer R et al (2003) 
Diffusion-weighted imaging discriminates progres-
sive supranuclear palsy from PD, but not from the 
Parkinson variant of multiple system atrophy. 
Neurology 60:922–927

 41. Carlesimo GA, Piras F, Assogna F et al (2012) 
Hippocampal abnormalities and memory deficits in 
Parkinson disease: a multimodal imaging study. 
Neurology 78(24):1939–1945

 42. Wang JJ, Lin WY, Lu CS et al (2011) Parkinson dis-
ease: diagnostic utility of diffusion kurtosis imaging. 
Radiology 261(1):210–217

 43. Stoessl AJ, Lehericy S, Strafella AP (2014) Imaging 
insights into basal ganglia function, Parkinson’s dis-
ease, and dystonia. Lancet 384:532–544

 44. Schwarz ST, Abaei M, Gontu V et al (2013) Diffusion 
tensor imaging of nigral degeneration in Parkinson’s 
disease: a region-of-interest and voxel-based study at 
3 T and systematic review with meta-analysis. 
Neuroimage Clin 3:481–488

 45. Menke RA, Szewczyk-Krolikowski K, Jbabdi S et al 
(2014) Comprehensive morphometry of subcortical 
grey matter structures in early-stage Parkinson’s dis-
ease. Hum Brain Mapp 35:1681–1690

 46. Ziegler E, Rouillard M, Andre E et al (2014) Mapping 
track density changes in nigrostriatal and extranigral 
pathways in Parkinson’s disease. Neuroimage 99: 
498–508

 47. Nemmi F, Sabatini U, Rascol O et al (2015) Parkinson’s 
disease and local atrophy in subcortical nuclei: insight 
from shape analysis. Neurobiol Aging 36:424–433

 48. Tessa C, Giannelli M, Della Nave R et al (2008) A 
whole-brain analysis in de novo Parkinson disease. 
Am J Neuroradiol 29:674–680

 49. Nobili F, Arnaldi D, Campus C et al (2011) Brain per-
fusion correlates of cognitive and nigrostriatal func-
tions in de novo Parkinson’s disease. Eur J Nucl Med 
Mol Imaging 38:2209–2218

 50. Planetta PJ, Schulze ET, Geary EK et al (2013) 
Thalamic projection fiber integrity in de novo 
Parkinson disease. Am J Neuroradiol 34:74–79

 51. Lee HM, Kwon KY, Kim MJ et al (2014) Subcortical 
grey matter changes in untreated, early stage 
Parkinson’s disease without dementia. Parkinsonism 
Relat Disord 20:622–626

 52. Luo C, Song W, Chen Q et al (2014) Reduced func-
tional connectivity in early-stage drug-naive Parkinson’s 
disease: a resting-state fMRI study. Neurobiol Aging 
35:431–441

 53. Tessa C, Lucetti C, Giannelli M et al (2014) 
Progression of brain atrophy in the early stages of 
Parkinson’s disease: a longitudinal tensor-based mor-
phometry study in de novo patients without cognitive 
impairment. Hum Brain Mapp 35:3932–3944

 54. Vriend C, Gerrits NJ, Berendse HW et al (2015) 
Failure of stop and go in de novo Parkinson’s dis-
ease—a functional magnetic resonance imaging 
study. Neurobiol Aging 36:470–475

 55. Caligiuri ME, Nisticò R, Arabia G et al (2016) 
Alterations of putaminal shape in de novo Parkinson’s 
disease. Mov Disord. doi:10.1002/mds.26550

 56. Sharman M, Valabregue R, Perlbarg V et al (2013) 
Parkinson’s disease patients show reduced cortical- 
subcortical sensorimotor connectivity. Mov Disord 
28:447–454

 57. Burton EJ, McKeith IG, Burn DJ et al (2004) Cerebral 
atrophy in Parkinson’s disease with and without demen-
tia: a comparison with Alzheimer’s disease, dementia 
with Lewy bodies and controls. Brain 127:791–800

 58. Summerfield C, Junque C, Tolosa E et al (2005) 
Structural brain changes in Parkinson disease with 
dementia: a voxel-based morphometry study. Arch 
Neurol 62:281–285

 59. Jahanshahi M, Jenkins IH, Brown RG et al (1995) Self-
initiated versus externally triggered movements. I. An 
investigation using measurement of regional cerebral 
blood flow with PET and movement-related potentials 
in normal and Parkinson’s disease subjects. Brain 
118(4):913–933

 60. Playford ED, Jenkins IH, Passingham RE et al (1992) 
DJ impaired mesial frontal and putamen activation in 
Parkinson’s disease: a positron emission tomography 
study. Ann Neurol 32:151–161

 61. Rascol O, Sabatini U, Chollet F et al (1992) 
Supplementary and primary sensory motor area activ-
ity in Parkinson’s disease. Regional cerebral blood 
flow changes during finger movements and effects of 
apomorphine. Arch Neurol 49:144–148

 62. Rascol O, Sabatini U, Chollet F et al (1994) Normal 
activation of the supplementary motor area in patients 
with Parkinson’s disease undergoing long-term treat-
ment with levodopa. J Neurol Neurosurg Psychiatry 
57:567–571

 63. Samuel M, Ceballos-Baumann AO, Boecker H, 
Brooks DJ (2001) Motor imagery in normal subjects 
and Parkinson’s disease patients: an H215O PET 
study. Neuroreport 12:821–828

 64. Sabatini U, Boulanouar K, Fabre N et al (2000) 
Cortical motor reorganization in akinetic patients with 
Parkinson’s disease: a functional MRI study. Brain 
123(2):394–403

 65. Haslinger B, Erhard P, Kampfe N et al (2001) Event- 
related functional magnetic resonance imaging in 
Parkinson’s disease before and after levodopa. Brain 
124:558–570

 66. Nicoletti G, Lodi R, Condino F et al (2006) Apparent 
diffusion coefficient measurements of the middle cer-
ebellar peduncle differentiate the Parkinson variant of 
MSA from Parkinson’s disease and progressive supra-
nuclear palsy. Brain 129(Pt 10):2679–2687

A. Cherubini et al.

http://dx.doi.org/10.1002/mds.26550


253

 67. Cherubini A, Morelli M, Nisticò R et al (2013) 
Magnetic resonance support vector machine discrimi-
nates between Parkinson disease and progressive 
supranuclear palsy. Mov Disord 29(2):266–269

 68. Wang PS, Wu HM, Lin CP et al (2011) Use of diffusion 
tensor imaging to identify similarities and  differences 
between cerebellar and Parkinsonism forms of multiple 
system atrophy. Neuroradiology 53(7):471–481

 69. Boelmans K, Bodammer NC, Suchorska B et al (2010) 
Diffusion tensor imaging of the corpus callosum dif-
ferentiates corticobasal syndrome from Parkinson’s 
disease. Parkinsonism Relat Disord 16(8):498–502

 70. Cherubini A, Nisticò R, Novellino F et al (2014) Magnetic 
resonance support vector machine discriminates essential 
tremor with rest tremor from tremor- dominant Parkinson 
disease. Mov Disord 29(9):1216–1219

 71. Prodoehl J, Li H, Planetta PJ et al (2013) Diffusion 
tensor imaging of Parkinson’s disease, atypical par-
kinsonism, and essential tremor. Mov Disord 
28(13):1816–1822

 72. Nair SR, Tan LK, Mohd Ramli N et al (2013) A deci-
sion tree for differentiating multiple system atrophy 
from Parkinson’s disease using 3-T MR imaging. Eur 
Radiol 23(6):1459–1466

 73. Hacker CD, Perlmutter JS, Criswell SR et al (2012) 
Resting state functional connectivity of the striatum in 
Parkinson’s disease. Brain 135(12):3699–3711

 74. Helmich RC, Derikx LC, Bakker M et al (2010) 
Spatial remapping of cortico-striatal connectivity in 
Parkinson’s disease. Cereb Cortex 20(5):1175–1186

 75. Cerasa A, Koch G, Donzuso G et al (2015) A network 
centred on the inferior frontal cortex is critically 

involved in levodopa-induced dyskinesias. Brain 
138(2):414–427

 76. Hagmann P (2005) From diffusion MRI to brain con-
nectomics. Signal Processing Institute. Ecole 
Polytechnique Fédérale de Lausanne (EPFL), 
Lausanne, pp. 127

 77. Sporns O, Tononi G, Kotter R (2005) The human con-
nectome: a structural description of the human brain. 
PLoS Comput Biol 1:e42

 78. Skidmore F, Korenkevych D, Liu Y et al (2011) 
Connectivity brain networks based on wavelet corre-
lation analysis in Parkinson fMRI data. Neurosci Lett 
499:47–51

 79. Wei L, Zhang J, Long Z et al (2014) Reduced topo-
logical efficiency in cortical-basal ganglia motor net-
work of Parkinson’s disease: a resting state fMRI 
study. PLoS One 9:e108124

 80. Pereira JB, Aarsland D, Ginestet CE et al (2015) 
Aberrant cerebral network topology and mild cogni-
tive impairment in early Parkinson’s disease. Hum 
Brain Mapp 36:2980–2995

 81. Biomedical FAST (2001) NIH definition of bio-
marker. Clin Pharmacol Ther 69:89–95

 82. Gutman S, Kessler LG (2006) The US food and drug 
administration perspective on cancer biomarker 
development. Nat Rev Cancer 6(7):565–571

 83. Marek K, Jennings D, Lasch S et al (2011) The 
Parkinson Progression Marker Initiative (PPMI). Prog 
Neurobiol 95(4):629–635

 84. Ofori E, Du G, Babcock D et al (2016) Parkinson’s 
disease biomarkers program brain imaging repository. 
Neuroimage 124:1120–1124

17 High-Field Neuroimaging in Parkinson’s Disease



255© Springer International Publishing Switzerland 2017 
T. Scarabino et al. (eds.), High Field Brain MRI, DOI 10.1007/978-3-319-44174-0_18

High-Field 3 T Imaging 
of Alzheimer’s Disease

Maria Eugenia Caligiuri, Andrea Cherubini, 
Tommaso Scarabino, and Umberto Sabatini

18.1  Diagnosis and Monitoring 
of Alzheimer’s Disease: Role 
of Neuroimaging Biomarkers

Alzheimer’s disease (AD) was traditionally 
defined as a form of dementia in which, accord-
ing to the 1984 diagnostic criteria [1], clinical 
diagnosis could only reach the “probable” degree 
while the patient was alive and could become 
“definite” only after post-mortem confirmation. 
Moreover, clinical diagnosis could only be 
assigned at advanced disease stages, when sig-
nificant functional disability had already 
occurred. Indeed, amnestic mild cognitive 
impairment (MCI), which is thought to be a pre-
cursory condition to AD (prodromal AD), is 
defined as the presence of memory disturbance 
but with functional disability below the threshold 
for diagnostic criteria fulfilment [1].

At the time of the 1984 diagnostic criteria, 
however, specifications regarding differential 
diagnosis and reliable biomarkers were missing, 
leading to low specificity in distinguishing 
between AD and other forms of dementia [2].

In order to overcome past limitations, novel cri-
teria were proposed according to which AD can be 
recognised in vivo and independently of dementia. 
According to this new set of diagnostic specifica-
tions [3], two main requisites must be present: the 
first concerns memory performance, while the sec-
ond embraces, for the first time, the presence of 
multimodal biomarker (Fig. 18.1) evidence on (1) 
structural magnetic resonance imaging (MRI), (2) 
molecular neuroimaging with positron emission 
tomography (PET) (18F-2- fluoro-2-deoxy-D-
glucose PET [FDG-PET] or 11C-labelled Pittsburgh 
compound B PET [PiB PET]) or (3) CSF analysis 
of amyloid β (Aβ) or tau protein (total tau [T-tau] 
and phosphorylated tau [P-tau]) concentrations. 
The introduction of multimodal biomarkers 
enabled AD diagnosis to be extended into the pro-
dromal stage, an important advance over the wider 
and varied spectrum of MCI [4, 5]. The framework 
offered a single set of criteria that were applicable 
at all clinical stages of disease across the entire 
disease continuum.

To date, results for differential diagnosis and 
estimation of disease progression based on MRI 
analysis still refer to groups of patients and can-
not be transferred for assessing single patients 
[6]. Hence, it should be pointed out that two 
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 different approaches for discussing results of AD 
neuroimaging are possible. The first one is to dis-
cuss results obtained from groups of patients in 
experimental settings. The second approach is to 
discuss the clinical applications of these 
techniques.

MRI allows quantitative estimation of brain 
features in a non-invasive way through conven-
tional and advanced techniques, such as brain 
morphometry, volume estimation, diffusion- 
weighted imaging (DWI) (and its most frequently 
used fitting model, diffusion tensor imaging 
(DTI)), magnetisation transfer, relaxometry, 
perfusion- weighted imaging (PWI), MR spectros-
copy and functional MRI. These advanced tech-
niques are affected by the amount of information 
that the scanner is able to provide (e.g. signal-to-
noise ratio or SNR) and require data post-process-
ing. In MRI, the signal depends on the amount of 
protons recruited by the magnetic field. The larger 
the amount of recruited protons, the greater the 
increase in signal with higher SNR (keeping other 
parameters constant).

In subsequent refinements of Dubois’ diag-
nostic criteria [7, 8], AD diagnosis has been 
 simplified, requiring the presence of an appro-

priate clinical AD phenotype (typical or atypi-
cal) and a pathophysiological biomarker 
consistent with the presence of Alzheimer’s 
pathology. In their latest version [8], it was 
pointed out that, while biomarkers of tau or amy-
loid pathology possess the necessary specificity 
for diagnosing AD over the entire disease con-
tinuum, downstream topographical markers of 
brain regional structural and metabolic changes, 
such as volumetric MRI and FDG-PET, would 
be more useful in measuring disease progres-
sion, rather than being part of the diagnostic 
algorithm.

In the following sections, we describe 
advanced MRI findings in MCI and AD and their 
role in the search for reliable markers for the 
entire disease continuum.

18.2  Rationale in Imaging 
Neurodegenerative Diseases

In order to focus on problems of imaging neuro-
degenerative diseases, it might be useful to start 
from some basic observations on such diseases, 
correlating pathology with diagnostic imaging.

Fig. 18.1 Biomarker model for AD (Adapted from http://
adni.loni.usc.edu/study-design/background- rationale/). 
Abbreviations – PET positron emission tomography, CSF 

cerebrospinal fluid, MRI magnetic resonance imaging, 
FDG 18F-2-fluoro-2-deoxy-D-glucose, MCI mild cogni-
tive impairment

M.E. Caligiuri et al.
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Generally, neuropsychological impairment of 
neurodegenerative diseases is due to biochemical 
alterations, structural abnormalities and circuit 
impairment, which are related to one another. 
Biochemical changes occur earlier than histolog-
ical and macroscopic alterations, preceding clini-
cal symptoms.

In AD, neuronal loss is more prominent in 
temporal and parietal lobes, particularly in the 
entorhinal cortex, hippocampus and amygdala, 
with volume reduction of the brain and 
enlargement of cerebrospinal fluid (CSF) 
spaces [9]. Areas of neuronal loss vary accord-
ing to the underlying disease: AD patients 
have significantly smaller left temporal lobes 
and parahippocampal gyri than those with 
dementia with Lewy bodies [10–12]. In addi-
tion, volume loss and cognitive impairment 
have been shown to be associated with geno-
type, particularly with the apolipoprotein E 
(APOE) ε4 allele [13–17]. Volume loss of hip-
pocampal formation, which correlates with 
functional impairment, has been observed in 
preclinical AD patients, and volume loss rate 
is predictive of disease progression [18–23]. 
The volume of entorhinal cortex predicts 
development of AD [24–26]. In addition, and 
as a consequence of neuronal loss, there is a 
deafferentation with degeneration of white 
matter (WM) and reduction of connectivity 
between cerebral regions. Basal ganglia ferri-
tin iron levels are increased in AD [27].

In clinical settings, a standard MRI protocol in 
neurodegenerative disease includes T1-weighted, 
proton density (PD) and T2-weighted images in, 
at least, axial and coronal planes. However, in 
order to reliably assess brain atrophy, three- 
dimensional T1-weighted scans, as magnetisation- 
prepared gradient echo (MPRAGE) sequences, 
are essential for assessing brain atrophy. Finally, 
fast fluid-attenuated inversion recovery (fast 
FLAIR) sequences can replace PD images and 
provide, even automatically, an estimate of the 
white matter (WM) lesion load in ageing, vascular 
disease and dementia [28].

Routine MRI investigates gross structural 
changes only, allowing the assessment of brain 
atrophy and vascular lesion load and differen-
tial diagnosis with other diseases causing 

dementia. MRI is crucial for excluding tumours 
and infectious and inflammatory diseases, pro-
viding two items of information: whether 
chronic ischaemic damage is present, which is 
included in the differential diagnosis of demen-
tia, and a qualitative appraisal of brain atrophy 
by visually assessing enlargement of perivascu-
lar and subarachnoid spaces (Fig. 18.2). Visual 
assessment has been proven to be specific in 
differential diagnosis between AD and other 
dementias, particularly if combined with neuro-
psychological assessment [29]. However, in 
assessing single individuals, visual estimation 
of brain atrophy in the early stages may not be 
sensitive and specific enough, because atrophy 
occurs when dementia signs are already pres-
ent. In addition, in single patients, brain atro-
phy is not predictive of disease progression and 
does not provide an accurate quantification of 
potential response to therapy. Hypointense sig-
nal in basal ganglia is often present in gradient 
echo and PD-T2 images due to accumulation of 
calcium and iron. Subcortical hyperintense 
lesions in T2-weighted and FLAIR images can 
be present and should be considered as isch-
aemic damage, which is superimposed on brain 
atrophy. These lesions are not associated with 
but  contribute to cognitive impairment [30–32]. 
Periventricular hyperintense areas in 
T2-weighted images should be considered as 
atrophic damage and are not associated with 
vascular risk and dementia [31, 33].

In summary, in single individuals, conven-
tional MRI does not allow early and accurate 
diagnosis, prediction of disease progression or 
quantification of potential response to therapy. 
Based on such findings, indications for conven-
tional MR imaging can be as follows:

 1. To differential diagnose other dementias.
 2. To identify concurrent diseases that may 

induce dementia.
 3. To quantify brain atrophy. This is performed 

in daily practice by subjective visual estima-
tion, but automated tools exist that allow an 
accurate estimation of regional brain volume 
and atrophy rates.

 4. To perform early diagnosis of degenerative 
disease.
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The latter aim is challenging because early 
changes in degenerative diseases are clinically 
silent and patients undergo MRI only if at least 
mild cognitive impairment (MCI) is present. On 
the other hand, conventional techniques have a 
low sensitivity for mild volume loss: only gross 
structural changes are assessed in routine prac-
tice. In conclusion, routine MRI neuroimaging 
may be unsuitable for the latter points, especially 
if the acquired sequences are not appropriately 
designed to provide morphometric information.

18.3  Advanced Magnetic 
Resonance Techniques

In the last decade, introduction of high-field (3 T) 
and ultra-high-field (7 T) MRI scanners has pro-
vided several advantages over lower-field mag-
nets: first, these scanners increase signal, spatial 
resolution or scan time, respectively, by keeping 
other parameters constant; second, they enhance 
susceptibility effects (T2* effects), which are 

useful for assessing blood products and for the 
blood oxygen level-dependent (BOLD) tech-
nique (on which functional MRI is based); and 
third, they increase the chemical shift effect, 
which is the basis of MR spectroscopic tech-
niques. Subtle changes in several different indi-
cators can be investigated through the use of 
advanced MRI techniques, and these indexes 
may provide complementary information regard-
ing tissue alterations.

18.3.1  Volumetry

In patients with AD, assessment of brain volume 
and presence of atrophy in the entorhinal cortex, 
hippocampus and amygdala have been exten-
sively investigated through a variety of volumetric 
techniques [34–41]. MRI volumetry is relatively 
easy to perform, since it relies on conventional 
morphological images. Three- dimensional acqui-
sitions with high spatial resolution provide, of 
course, more accurate estimates of regional  

Fig. 18.2 Axial T2-weighted images obtained with a 3 T MR scanner at different levels showing moderate brain atro-
phy with enlargement of subarachnoid spaces and ventricles
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volumes, especially since the introduction and dif-
fusion of 3 T scanners.

There is a very high correlation between hip-
pocampal volumes assessed with MRI and num-
ber of neurons measured in histology samples, 
demonstrating that volumetric measurements of 
the whole hippocampal formation obtained by 
using MRI can reach a high accuracy [42], and 
for this reason, they provide reliable indexes for 
longitudinal monitoring of brain tissue atrophy, 
globally or in temporal regions of interest.

Hippocampal atrophy, in particular, is gener-
ally considered as the most characteristic finding 
in AD, and several studies have also reported its 
presence in many subjects with MCI. Thus, mea-
surements of hippocampal volumes have been 
proposed as reliable markers for improving diag-
nostic accuracy since the earliest stages of AD 
[43, 44]. The introduction of large clinical 
cohorts, such as the Alzheimer’s Disease 
Neuroimaging Initiative (ADNI) [45], stimulated 
a refinement of the methods used for quantifica-
tion of hippocampal atrophy (for an extensive 
review, see [46]). However, sensitivity and speci-
ficity estimates of hippocampal atrophy reported 
for the differentiation of patients with AD from 
cognitively normal subjects rarely exceed 90 %. 
Furthermore, for what concerns for early diagno-
sis of AD or the identification of subjects with an 
increased risk to develop the disorder, hippocam-
pal atrophy still appears to be rather limited in 
sensitivity and specificity, with values not exceed-
ing 80 %.

Most recent studies have concluded that hip-
pocampal volume measurements can provide 
meaningful clinical insight and added value if the 
analysis procedure takes into account longitudi-
nal information [47], which is in line with the lat-
est update to AD diagnostic criteria, suggesting 
that MRI measures are more suitable for disease 
monitoring than for early disease diagnosis [8].

In conclusion, with current available acquisi-
tion techniques and processing methods, the 
assessment of hippocampal atrophy suffers from 
pitfalls that limit its use for screening purposes 
and/or for substituting other clinical examina-
tions [41]. These limitations are not only method-

ological, since other pathological processes, 
different from dementia, might hamper hippo-
campal integrity.

An alternative to specific region-of-interest 
approaches, in the search for AD neuroimaging 
correlates, is represented by whole-brain meth-
ods, such as Voxel-based morphometry (VBM), 
which is based on T1-weighted images. In VBM, 
a voxel-by-voxel comparison is carried out across 
the entire brain, to search for regions in which 
tissue density is different between patients and a 
reference control group [48]. By using VBM, 
patients can be monitored over time in order to 
assess progression rates of density reduction [49–
51]. With currently available tools, components 
of the brain (WM, CSF and grey matter (GM)) 
can be segmented automatically, and relative vol-
ume loss can be assessed in different brain 
regions without any a priori hypothesis on where 
to find group differences [52–54]. Corrections 
with total intracranial volume can be performed 
in order to reduce interindividual variability, 
although intracranial volume is not associated 
with AD [55, 56].

Estimation of brain atrophy has helped in pre-
dicting conversion from MCI to AD [50, 57]. 
Comparison over time of atrophy after registra-
tion of serial MRI might be a potentially power-
ful method to monitor progression of AD in 
clinical trials [58, 59]. Cortical pattern matching 
(CPM) is a more accurate method, in which 
homologous areas of the brain are compared 
between two groups. CPM uses brain sulci as ref-
erences for defining homologous areas of the 
brain, overcoming interindividual variability of 
brain anatomy [60].

A recent meta-analysis of VBM studies about 
the neurostructural predictors of conversion from 
MCI to AD [61] comprised a total of 429 MCI 
subjects, of which 142 converted to AD. A sig-
nificant cluster of GM volumetric reduction was 
found in MCI patients who converted to AD, 
located in the left hippocampus and parahippo-
campal gyrus. Authors concluded that left medial 
temporal lobe atrophy is the most consistent neu-
rostructural biomarker to predict conversion from 
MCI to AD.
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18.3.2  Diffusion Imaging

DWI depicts random motion of water molecules, 
which varies according to the number of micro-
scopic structures hindering this motion. Diffusion 
is restricted in cytotoxic oedema, in which water 
goes from interstitium to intracellular spaces, 
where diffusion is hindered, reducing the size of 
the interstitium. Thanks to brain tissue character-
istics, DWI represents the best technique to study 
WM microstructure in vivo. For this reason, it 
has been widely used in the search for further 
insights into the microstructural vulnerabilities 
associated with preclinical, prodromal and 
advanced AD.

In addition to simple quantification of water 
motion, gradient-encoded sequences measure 
water diffusion in several directions. Using spa-
tially encoded DWI scans, the prevalence of dif-
fusion along a direction, e.g. along a fibre bundle, 
can be expressed in terms of anisotropy. The 
most diffuse technique for DWI processing is dif-
fusion tensor imaging (DTI), which allows for 
the extraction of parameters like fractional 
anisotropy (FA), a value between 0 and 1 indicat-
ing the degree of diffusion anisotropy at each 
voxel associated with integrity of myelinated 
fibre bundles (i.e. the diffusion along intact fibre 
bundles, or axial diffusivity (DA), is greater than 
diffusion perpendicular to fibre bundles, or radial 
diffusivity (DR)), and mean diffusivity (MD), 
which reflects the integrity of microstructures 
like cellular membranes.

Albeit AD has traditionally been described as 
a disorder mainly affecting brain GM, WM dam-
age has also been reported, not only in advanced 
stages but also earlier in the disease (i.e. in MCI 
patients and individuals at high risk of AD). 
There are two principal theories that aim to moti-
vate this phenomenon: the first one, known as 
“retrogenesis hypothesis”, postulates that WM 
degeneration begins in tracts that myelinate later 
in ontogenetic development, due to loss of oligo-
dendrocytes and myelin breakdown in AD [62, 
63]. The second model, known as “Wallerian 
degeneration”, posits that the progression of axo-
nal damage parallels adjacent GM pathology (i.e. 
atrophy) [64].

In general, AD has been associated with wide-
spread reductions in FA and increases in MD in 
several brain regions. In particular, the WM of 
frontal and temporal lobes seems to be the most 
affected, with evidence of axonal injury also 
found in major WM tracts, such as the corpus cal-
losum, the cingulum, the uncinate and superior 
longitudinal fasciculi, and, in general, in tracts 
associated with the medial temporal lobe [65, 
66]. DTI studies have reported that, in the early 
stages of the disease, individuals with AD had 
more severe WM abnormalities in the late- 
myelinating association fibre pathways, com-
pared with early-myelinating fibres, in accordance 
with the retrogenesis hypothesis [67]. On the 
other hand, other studies concluded, instead, that 
the patterns of WM damage in AD seems more 
suggestive of the Wallerian degeneration process 
[68, 69]. Thus, evidence from existing literature 
does not highlight a clear winner between the two 
theories.

For what concerns MCI, currently considered 
a prodromal stage of AD, FA and MD differences 
have been found, compared to healthy controls, 
that largely mirror the results seen in AD, but 
they are not as extensive nor reproducible across 
different studies. In fact, inconsistent results have 
been reported in MCI, ranging from no signifi-
cant changes in FA [70, 71] to specifically local-
ised and isolated reductions [72] and to more 
widespread alterations [73, 74]. A recent meta- 
analysis [75] reviewing DTI studies in patients 
with AD and MCI found that FA was decreased 
in AD in all regions except parietal WM and 
internal capsule, while patients with MCI had 
lower values in all WM regions except in parietal 
and occipital lobes. MD, instead, was increased 
across all brain WM in AD, while in MCI occipi-
tal and frontal regions were spared.

It has also been suggested, as a possible expla-
nation to inconsistencies across studies, that FA 
alone may be an insensitive measure for assess-
ing early WM damage or disease progression in 
patients with AD [76, 77]. To investigate further 
the potential of DTI scalars of unravelling WM 
pathology in AD, values of axial and radial dif-
fusivities have also been included in diffusion 
analysis of WM in MCI and AD [78, 79].
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However, it is worth reminding that DTI is an 
oversimplified model of diffusion; hence, the 
interpretation of scalar indexes derived from the 
tensor (FA, MD, DA, RD) may become uncertain 
in those brain regions where complex fibre con-
figurations occur (e.g. crossing fibres) [80]. 
Tract-based spatial statistics (TBSS) is a tech-
nique that allows comparison of DTI metrics 
over the major WM tracts. It was introduced [81] 
to partially overcome not only imprecise model-
ling of diffusion due to complex fibre configura-
tions but also misalignment across images from 
the different subjects that have to be compared. 
By combining multiple DTI-derived indices, 
recent TBSS investigations have attempted to 
distinguish between WM tract changes induced 
by Wallerian degeneration and those that support 
the retrogenesis models of MCI and AD [67, 82, 
83], reporting interesting findings. In particular, 
TBSS analysis in AD patients confirmed the 
widespread decreases in FA along tracts already 
identified in the literature [65, 66]. FA abnormali-
ties in MCI, instead, lied in an intermediate range 
between controls and patients with AD [84]. 
Values of MD, DA and DR were found increased 
in tracts associated with the memory circuit in 
AD. The pattern of changes in diffusivity mea-
sures was more widespread than the pattern char-
acterising FA reductions. In support of Wallerian 
degeneration, WM disruption in AD was pre-
dominantly adjacent to regions with reduced GM 
densities [76]. On the other hand, reduced FA and 
higher DR were also found, likely reflecting 
demyelination in late-myelinating association 
fibres, and have been demonstrated in AD, sup-
porting the theory of retrogenesis [67].

Another approach that can be used to increase 
the interpretability of DTI indexes is to focus on 
highly directional, large WM bundles, thus par-
tially avoiding the incidence of voxels with 
crossing fibres. This is similar to TBSS, which 
involves whole-brain WM tracts but requires the 
definition of a specific tract as region of interest. 
Among all the fibre bundles in the brain, the cor-
pus callosum has the unique characteristic of 
conveying fibres that connect several different 
cortical areas between the two hemispheres. 
Thus, analysis of its midsagittal profile can  

provide useful information, albeit indirect, 
regarding the topographical distribution of alter-
ations in the cortex. By combining VBM and 
DTI, it was found that AD patients compared to 
healthy subjects presented alterations in volume 
and diffusion characteristics that were wide-
spread in the bundle: in particular, WM density 
was reduced in the genu, posterior midbody and 
splenium, FA and DR were altered in the anterior 
portion, and DA was increased in the posterior 
subregion. In contrast, patients with MCI showed 
only reduced WM density in the anterior corpus 
callosum, suggesting an earlier involvement of 
this portion, in line with the retrogenesis hypoth-
esis (frontal fibres myelinate later in physiologi-
cal brain development), while Wallerian 
degeneration in posterior subregions of the cor-
pus callosum occurs when AD pathology reaches 
a more advanced stage [85].

In the last few years, the most advanced meth-
odological approaches designed to overcome 
DTI limitations have been named high angular 
resolution diffusion imaging (HARDI)  techniques 
[86]. Most of these, however, showed no feasibil-
ity in clinical settings, due to the extremely long 
acquisition times. Diffusion kurtosis imaging 
(DKI) is, of all HARDI techniques, the most 
promising and the most frequently employed to 
study neurodegenerative diseases [87, 88], since 
it is acquirable within the timeframe of clinical 
examinations, even on 1.5 T scanners [89]. 
Briefly, DKI extends the concept of conventional 
DTI by estimating the diffusional kurtosis [90], 
i.e. the non-Gaussian component of water diffu-
sion. Large kurtosis reflects a high degree of 
microstructural complexity (e.g. crossing fibres, 
presence of different populations of cells), and it 
increases with diffusion heterogeneity (i.e. the 
presence of distinct water compartments with dif-
ferent diffusion properties). DKI can provide 
complementary information to that carried by 
conventional DTI, with potentially improved sen-
sitivity to pathological changes as well as better 
characterisation of various brain regions [91]. So 
far, DKI has outperformed DTI under several 
aspects: in the study of mainly isotropic GM 
regions, where FA meaningfulness is limited, in 
providing a better description of microstructural 
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tissue organisation and in interpreting changes in 
a more meaningful fashion from a neurobiologi-
cal point of view [92–94].

A recent investigation combined both DKI 
and DTI indexes in AD, MCI and healthy con-
trols [88] and found that DKI indexes in the ante-
rior corona radiata could discriminate MCI 
patients from controls and that DA in the hippo-
campus was the best overall discriminator of 
MCI from AD patients. This study, along with 
others employing DKI [94], suggests that this 
novel method may be useful in developing bio-
markers for the clinical staging of AD.

18.3.2.1  Whole-Brain Structural 
Network Disruptions in AD

Diffusion imaging also represents the basis for 
fibre-tracking techniques, which aim to reconstruct 
major WM pathways assuming that the preferential 
direction of water diffusion is parallel to nervous 
bundles. Both deterministic and probabilistic fibre-
tracking approaches have been utilised in MCI and 
AD [95–101]. Tractography is useful for improv-
ing knowledge about the topographical distribution 
of diffusion indices along the entire profile of the 
major limbic and association pathways. Moreover, 
probabilistic tractography could help to adequately 
evaluate diffusion changes in regions characterised 
by of crossing fibres [102]. By using DTI-based 
tractography to reconstruct all possible links 
between different brain regions (whole-brain trac-
tography), a surrogate indicator of structural con-
nectivity can be obtained. This is of particular 
interest, since AD has increasingly been recognised 
as a disconnection syndrome, characterised by 
large-scale structural disruptions of the brain path-
ways, which results in cognitive impairment that 
involves several different functions. Since the 
notion of the human connectome has been intro-
duced to define the structural and functional con-
nectivity of the brain, system-level methods have 
been used to study the pathogenesis of prodromal 
and syndromal AD. In the framework of graph 
theory, the brain is idealised as a complex network 
(i.e. graph), composed of nodes (i.e. brain regions) 
connected by links (i.e. connectivity between 
regions). Complex networks are also characterised 
by a certain number of highly connected nodes 

(named “hubs”) [103, 104]. The graph theoretical 
approach allows the analysis of several quantitative 
measures never exploited before, which character-
ise brain topology in terms of network efficiency 
(global or local), aggregation and segregation (for a 
more detailed explanation of the metrics, see Chap. 
8). Graph theoretical methods have been used in 
DTI datasets to demonstrate the presence of abnor-
mal topological properties in whole-brain struc-
tural brain networks in MCI and AD. The main 
findings of these studies suggest that loss of effi-
ciency in communication between distinct brain 
regions occurs in AD, a loss that could be driven by 
altered nodal efficiency (i.e. importance of the 
node for communication within the network) of 
frontal and temporal regions (Fig. 18.3) [104, 105].

Studies of disrupted global network organisa-
tion in MCI [106] suggest that global changes in 
brain network topology are seen in late MCI, 
whereas more subtle and localised changes in 
brain network topology are seen in earlier stages 
of AD or when cognitive impairment in MCI is 
limited to one domain.

Using DTI tractography on APOE ε4 carriers 
versus noncarriers, several connectivity abnor-
malities were found in the precuneus, medial 
orbitofrontal and lateral parietal cortices of 
these individuals at high risk of AD [107]. Using 
graph analysis, also increased amyloid burden 
was found to affect connectivity measures of 
whole- brain networks in the preclinical stages 
of AD [108].

18.3.2.2  Caveats for Network  
Analysis

Network analyses offer a promising new 
approach to track and understand disease pro-
gression. However, one has to bear in mind that 
the analysis of complex brain network depends 
on the methods used to estimate structural con-
nectivity between different regions. In order to 
estimate the extent to which different tractogra-
phy methods could influence graph theory results 
in AD, a recent study compared several tractog-
raphy and feature extraction methods to see 
which ones gave best diagnostic classification 
for 202 subjects with AD, MCI or normal cogni-
tion, all part of the ADNI project [109]. Authors 
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carried out a computationally heavy task, in 
which they computed whole-brain tractography 
using nine different methods – probabilistic and 
deterministic, based on DTI or HARDI recon-
structions of diffusion data. Classification per-
formance, however, seemed not influenced by 
the different algorithms used to reconstruct brain 
networks. However, performing principal com-

ponent analysis on networks helped classifica-
tion in some cases.

18.3.3  Other Advanced Techniques

Several other MRI techniques might be useful indi-
cators of microstructural changes. Magnetisation 

Fig. 18.3 Typical processing workflow for graph analysis (Adapted from [104])
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transfer is based on signal loss induced by macro-
molecules. MT ratios in the hippocampus and cor-
tical grey matter are significantly lower in patients 
with AD than in those with non-AD dementia and 
in control subjects [110–113].

Magnetic resonance perfusion is based on sig-
nal changes during the passage of contrast mate-
rial or spin-labelled protons through a slice with 
a T2*-weighted scan. A significant blood flow 
reduction has been observed in AD patients in 
respect to healthy controls [114, 115].

Absolute T1 and T2 maps may be useful to 
increase reproducibility and to perform compari-
sons over time. In addition, relaxation values 
have been used for automatic segmentation of 
brain structures, which is particularly useful for 
quantifying atrophy.

Molecular and metabolic imaging with MR 
spectroscopy (MRS) quantifies several biochem-
ical markers. AD is associated with decreased 
metabolism of the brain. MRS (Fig. 18.4) shows 
a reduction of N-acetylaspartate over time before 
volume reduction occurs [116–119] and an 
increase in myo-inositol [120, 121], suggesting 
these markers are predictors of cognitive impair-
ment [122]. However, MRS techniques are lim-

ited by poor spatial resolution, and precise 
quantification is cumbersome. In addition, 
unless absolute quantification is performed, no 
references exist, and the voxel values are 
expressed through ratios within and between 
voxels.

Differences of extension and signal intensity 
of cortical activation in functional MRI (fMRI) 
were observed between MCI, AD patients and 
control groups [123, 124] and between groups of 
patients with different phenotypes [13, 125]. 
Functional MRI might provide substantial infor-
mation for assessing disease progression in 
groups and predicting neuromodulation and 
effects of drugs. However, group analysis results 
can hardly be transferred in single individuals for 
clinical routine. Hardware should be suitable for 
such investigations, operators should be experi-
enced in fMRI, and image scanning and analysis 
are expensive for uncertain responses. In the last 
few years, the concept of human connectome was 
applied to fMRI data to assess functional connec-
tivity [126]. In this case, connections between 
brain regions are not represented by “virtual 
fibres” reconstructed through a tractography 
algorithm but by correlations between the time 
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series extracted from any pair of regions. 
Functional connectomics has the advantage, 
above its structural counterpart, of being less 
computationally heavy and thus easier to per-
form. Very recently, the brain’s functional net-
work architecture was investigated using 
resting-state fMRI (rs-fMRI) [126] to analyse 
whole-brain topological organisation in patients 
with AD APOE ε4 carriers and noncarriers. 
Whole-brain graph analyses revealed that, in 
APOE ε4 carriers, significantly disrupted 
 whole- brain topological organisation was pres-
ent. Interestingly, changes in network topology 
exhibited significant correlations with the 
patients’ cognitive performances.

18.4  Multimodal Advanced MRI 
for Classification of Various 
Stages of AD

All studies reported in these sections support the 
usefulness of novel DTI-based analysis for the 
study of AD pathology. There are several  potential 
biomarkers that could be identified for early 
 identification of the disease as well as for assess-
ing disease progression, especially because, after 
functional impairment, microstructural connec-
tivity between cerebral regions may follow, and 
all of this before clear cerebral atrophy occurs. In 
fact, integration of complementary information 
carried by volumetric, diffusion and even func-
tional fMRI has always provided an added value 
to the study of neurodegenerative diseases, 
because different techniques highlight accord-
ingly different types of alterations at different 
spatial scales (volumetry detects gross changes, 
while DTI focuses on microstructural alterations 
and fMRI on functional connectivity, not neces-
sarily related to structural damage).

For example, classification methods that com-
bine rs-fMRI and DTI datasets show promise in 
discriminating MCI from healthy subjects with 
respect to unimodal approaches (i.e. that consider 
data extracted from a single MRI sequence) [127]. 
These findings will foster clinical and research 
applications of multimodal MRI for early diagno-
sis of AD and prediction of disease progression 

and could also provide imaging markers in large-
scale drug trials of preclinical and prodromal AD.
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3.0 T Imaging of Brain Gliomas

Antonella Bacci, Gianluca Marucci, Caterina Budai, 
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19.1  Introduction

Gliomas are the most common tumor type in the 
central nervous system (CNS), they account more 
than 70 % of all brain tumors, and of these, glio-
blastoma is the most frequent and malignant his-
tologic type. The total incidence of primary CNS 
tumors is approximately 18.7 per 100,000 person 
in the United States and 7 per 100,000 world-
wide. Diffuse infiltrating gliomas are the second 
most common primary central nervous system 
neoplasm [1].

There is a tendency toward a higher incidence 
of gliomas in highly developed, industrialized 
countries [2]. Some reports indicate that 
Caucasian have a higher incidence than African 
or Asian populations. The prognosis of glioma 
patients is still poor, with the exception of pilo-
cytic astrocytomas, a low-grade glioma. Among 
the high-grade gliomas, fewer than 3 % of glio-
blastoma patients are still alive at 5 years after 

diagnosis. The older age is the most significant 
and consistent prognostic factor of poorer out-
come. Gliomas are components of several inher-
ited tumor syndromes, but the prevalence of these 
syndromes is very low.

Many environmental and lifestyle factors includ-
ing several occupations, environmental carcino-
gens, and diet have been reported to be associated 
with an elevated glioma risk, but the only factor 
unequivocally associated with an increased risk is 
therapeutic X-irradiation. In particular, children 
treated with X-irradiation for acute lymphoblastic 
leukemia show a significantly elevated risk of 
developing gliomas and primitive neuroectodermal 
tumors, often within 10 years after therapy [3–6]. 
Gliomas are histologically classified according to 
2007 WHO classification [7]; they are divided into 
low- and high-grade gliomas.

The high-grade glial neoplasms are histologi-
cally differentiated from the low grade on pathol-
ogy by the presence of increased cellularity, 
increased mitotic activity, necrosis, and vascular 
proliferation. Obtaining tissue samples for histo-
pathological analysis is an invasive procedure, 
which is susceptible to sampling errors, since 
only a few selected samples can be extracted from 
what typically is a large heterogeneous tumor 
volume.

However histopathological classification suf-
fers from high intra- and interobserver variabil-
ity, particularly among grade II–III tumors [8]. 
Many cases fail to adhere to one class and are not 
reliably associated with tumor aggressiveness, 
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treatment response, and ultimately progression- 
free survival [9]. It is as yet unknown why certain 
low-grade gliomas progress rapidly to higher 
grades, whereas others progress slowly. 
Inaccurate diagnoses cause clinical confusion, 
create artificial heterogeneity and complexities in 
glioma investigations, and hinder the develop-
ment of targeted therapies [10]. One solution to 
this condrum is to use molecular and cytogenetic 
information to assist in diffuse glioma classifica-
tion. In concert with histologic assessment, 
genetic subgrouping of gliomas may produce 
more accurate and reproducible diagnostic crite-
ria than the current system. Treatment protocols 
could be established base on genetic background. 
Improving glioma classification may impact 
patient treatment and survival [1]. The last years 
have seen breakthroughs in the definition of the 
molecular alterations that characterize gliomas. 
Such molecular markers have diagnostic, prog-
nostic, and predictive significance and are tightly 
linked with classification, grading, and efficacy 
of particular therapeutic approaches.

For example, it is well known that the effica-
ciousness of TMZ (temozolomide) is linked to 
the promoter methylation of the MGMT gene, 
whereas the absence of such a feature predicts a 
poor response [11]. The assessment of MGMT 
promoter methylation status is usually achieved 
using methylation-specific PCR.

Numerous findings reported in literature con-
firm the prognostic role of MGMT methylation 
status [12, 13].

In addition, recent works proposed classifica-
tion of glioma into IDH wild-type cases, IDH 
mutant group additionally carrying codeletion of 
chromosome arms 1p and 19q (IDH mutant- 
codel), and samples with euploid 1p/19q (IDH 
mutant-non-codel), regardless of grade and his-
tology [14].

The IDH gene mutation identification in glio-
mas represented an important step in the knowl-
edge improvement of biological mechanism and 
prognosis of these tumors; furthermore it permit-
ted to refine the WHO classification in order to 
define more homogeneous gliomas subgroups.

Molecular information can be incorporated 
into the next World Health Organization (WHO) 

classification of central nervous system tumors; 
diagnoses should be “layered” with histologic 
classification, WHO grade, and molecular infor-
mation listed below an “integrated diagnosis” 
[15]. Mutations in IDH characterize the majority 
of lower-grade gliomas in adults and define a 
subtype that is associated with a favorable prog-
nosis [16, 17]. Lower-grade gliomas with both an 
IDH mutation and deletion of chromosome arms 
1p and 19q (1p/19q codeletion), typically 
observed in oligodendrogliomas, show better 
responses to radiochemotherapy and are associ-
ated with longer survival than diffuse gliomas 
without these alterations [16, 18].

TP53 and ATRX mutations are more frequent 
in astrocytomas and are also important markers 
of clinical behavior [16, 19].

Mutation in the TERT promoter, which results 
in enhanced telomerase activity and lengthened 
telomeres, is seen in both the most aggressive 
human glioma (grade IV astrocytoma) and the 
least aggressive diffuse human glioma (grade II 
oligodendroglioma) [20].

Therefore diffuse astrocytoma is typically char-
acterized by IDH-mutated, 1p/19q- nondeleted, 
and ATRX loss. On the contrary oligodendrogli-
oma is associated with IDH-mutated, 1p/19q-
codeletion, and ATRX intact. Glioblastoma results 
in about 95 % of cases IDH wild type and TERT 
mutated, while secondary glioblastomas are IDH 
mutated. Furthermore, integration of histological 
and molecular data provides strong evidence 
against the existence of an independent oligoastro-
cytoma entity [21] and glioblastoma with oligo-
dendroglioma component [22].

Finally a new diagnostic entity will be intro-
duced in the forthcoming 2016 edition of the 
WHO Classification of Tumors of the Central 
Nervous System, i.e., the “diffuse midline glioma 
with histone H3-K27M mutation.” It represents a 
subtype of infiltrative glioma arising in the thala-
mus, pons, and spinal cord of children and young 
adults and is associated with aggressive clinical 
behavior and poor prognosis [23], including 
those tumors which show low-grade histologic 
features on biopsy [24].

Considering the prognostic implications and 
the new targeted therapies being developed for 
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these gliomas with histone H3 gene mutations, 
there is great importance for recognition of this 
distinct glioma entity by pathologists [23].

Imaging genomics, radiogenomics, and 
radiomics are different names for the something, 
a field of study focused on understanding the 
relationship between medical imaging data and 
molecular feature of disease [25]. In oncology, 
this approach is being used to combine cancer 
phenotypes that can be globally assessed by 
imaging, with relevant molecular data, in order to 
develop prognostic and predictive biomarkers. 
Improved diagnostic tests, better clinical decision 
making, new therapeutic targets, and improved 
understanding of tumor biology are all potential 
deliverables. Another promise of this approach is 
the ability to tailor therapy to enhance treatment 
effectiveness at the individual patient level. 
Imaging has the advantage of providing a global 
assessment of the tumor. In imaging genomics 
imaging traits obtained from routine imaging 
studies are being associated with certain gene 
expression patterns, so these traits can be used as 
a noninvasive surrogate for providing molecular 
information about the tumor’s genetic profiles 
[26]. Great interest has been shown in the use of 
MR imaging for noninvasive genetic profiling of 
patient with GBM. Aside from being noninva-
sive, the routine use of MR imaging in the diag-
nosis, pretreatment planning, and posttreatment 
follow-up empowers the value of MR imaging as 
an important tool for genetic profiling [27]. 
Moreover, it was demonstrated that the intratu-
moral imaging heterogeneity could also reflect 
the associated intratumoral genetic heterogeneity 
in GBM and so MR imaging can give a compre-
hensive picture of genetic expression of the tumor 
as a whole [28].

In effect, obtaining tissue samples for histo-
pathological analysis is an invasive procedure 
which is susceptible to sampling errors, since 
only a few selected samples can be extracted 
from what typically is a large heterogeneous 
tumor volume. To overcome the problem of sam-
pling errors and also provide a much less- invasive 
alternative, the wide spectrum of magnetic reso-
nance imaging (MRI) techniques has been inves-
tigated and shown to offer promising alternatives 

for the noninvasive characterization of glial brain 
tumors.

Imaging plays an integral role in detection, 
diagnosis, and management of the lesions, and 
advanced imaging, such as perfusion and MR 
spectroscopy, may help narrow the differential 
diagnosis and assist in posttreatment follow-up. 
For AB Smith and coll. [29] however, the limita-
tions of conventional MRI and advanced imaging 
must be kept in mind when interpreting the 
results. Conventional MRI is currently limited in 
its ability to demarcate the exact margins of infil-
trative tumors, to accurately grade the neoplasm, 
and to monitor early changes after treatment. 
Advanced imaging can be limited too, an exam-
ple of the limitation is the evaluation of MR spec-
troscopy when there are no unequivocal cutoff 
metabolite peaks that clearly differentiate a neo-
plastic lesion from a nonneoplastic one, and low- 
grade neoplasms may have spectra that are 
similar to high-grade neoplasms, lymphoma, and 
metastases. Tumefactive demyelinating lesions 
may show the same pattern as well. The possibil-
ity to make mistakes is reducted by the integra-
tion of data obtained from conventional and 
advanced MR techniques.

19.2  Conventional MRI

MRI is currently the best noninvasive technique 
available for the overall management of neuro- 
oncology patients. The essential reason for the 
enthusiasm on the part of radiologists and clini-
cians alike for the use of MR imaging in the 
search for brain tumors lies in the inherently high 
sensitivity of this technique for these lesions. MR 
imaging provides significantly information about 
intrinsic tissue characterization, discriminates 
differences in tissue by variations in signal inten-
sities, and parallels findings on gross pathology 
in most cases. For instance, one of the major 
pathologic changes in astrocytomas and one of 
the few prognostically significant factors on his-
topathology, aside from general tumor cell type 
and overall grade, is the presence of “necrosis” 
(Fig. 19.1). The identification of intratumoral 
necrosis is considered a poor prognostic sign 
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found in more aggressive astrocytomas and 
should be sought by the neuroradiologist inter-
preting MR of brain tumors [30].

MRI is used in routine clinical practice to 
establish a differential diagnosis, guide tumor 

biopsy or resection, plan radiotherapy, and mon-
itor response to treatment and disease progres-
sion [31].

When we study a tumor, we have to consider 
the main properties of the MR sequences [32]:

a b

c d

Fig. 19.1 Axial MR 3T, TSE T2-w images. (a) Diffuse 
infiltrative low-grade glioma. It is ill-defined and tends to 
blur the normally clear distinction between gray and white 
matter. (b) High-grade glioma with different components, 
an infiltrative part, and two solid parts with different sig-

nal. (c) Glioblastoma with heterogeneity of signal, due to 
the presence of necrotic central part. (d) Glioblastoma 
with heterogeneity of signal, due to solid, necrotic parts, 
and spots of hypointense signal due to paramagnetic 
blood breakdown products
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Spin echo (SE) and fast/turbo spin echo (F/
TSE) SE has traditionally been considered the 
mainstay of neuroimaging. T2-weighted SE or 
FSE/TSE highlights pathologic processes 
because of its sensitivity to fluid and changes in 
tissue cellularity. T1-w imaging can be helpful 
for identifying substances such as fat, melanin, 
and proteinaceous material, because they appear 
bright. Intralesional hemorrhages have a variable 
appearance on T1-w or T2-w images depending 
on the age of the bleeding.

Gadolinium-based contrast material has to be 
administrated in a study of a tumor. Gadolinium is 
a paramagnetic metal that, by itself, is toxic to the 
human body, so must be tightly chelated to another 
substance such as diethylenetriaminepentaacetic 
acid (DPTA) before use. Gadolinium shortens T1 
relaxation times, causing increased signal on T1-w 
images wherever the blood barrier has been 
breached and contrast material is able to enter.

Gradient echo (GE) the lack of 180° refocusing 
pulse and the specific vulnerability to the 
T2*decay can be exploited to detect intracranial 
hemorrhage. Paramagnetic blood products create 
local magnetic field inhomogeneities and induce 
a characteristic signal loss on GRE sequences. In 
contrast blood can be more difficult to detect on 
SE sequences, which are less sensitive to suscep-
tibility effects. The faster imaging time of GRE is 
particularly useful in 3D imaging, which requires 
longer scan times than 2D; in particular, 
3D-spoiled GRE sequences provide T1-w images 
and excellent anatomic detail. 3D GRE sequences 
are useful for characterizing tumor extension in 
conjunction with gadolinium-based contrast.

Fluid-attenuated inversion recovery (FLAIR) is 
typically a T2-weighted FSE/TSE sequence that 
uses an inversion pulse to eliminate the signal from 
CSF. It is useful for highlighting lesions that lie 
close to ventricles or sulci and are not as conspicu-
ous on T2-w sequences. Suppression of CSF signal 
allows to distinguish the different components of a 
neoplastic cystic lesion, for example, the cyst with 
a content-like CSF are dark and the cyst with pro-
tein or fat content are bright. FLAIR imaging is 
also limited in evaluation of the posterior fossa 

lesions because of CSF artifacts in the basilar cis-
terns and third/fourth ventricles. 3D FLAIR is not 
as susceptible to CSF flow artifact as 2D FLAIR 
because the inversion pulse is applied to the entire 
volume imaged and not just a single slice.

Fat saturation (FS) is an alternative technique to 
STIR for eliminating signal from fat. FS exploits 
the chemical shift between protons in fat and 
those in water to reduce or remove the signal 
from the fat. This is clinically useful for diagnos-
ing the fat components of a tumor.

A morphological exam of a tumor has to 
include T1-weighted precontrast, T2-weighted, 
DWI, and T1-weighted contrast imaging. FLAIR 
may be substituted for T2 to save time. PWI, 
MRS, and other advanced MR imaging 
 techniques may be included in the protocol 
according to the availability of equipment and 
clinical scenario.

The standard protocol for brain tumor imaging 
based on expert panel discussion following the 
framework of the ACRIN 6686 (American College 
of Radiology Imaging Network) component of  
the RTOG 0825 (Radiation Therapy Oncology 
Group) protocol [33]:

• Three plane localizer/scout in order to 
acquisition

• T1-weighted precontrast (spin echo)
• T2-weighted axial
• FLAIR (optional to perform after contrast)
• T1 map (quantitation) for DCE MR imaging – 

3D gradient echo or 2D TSE/FSE T1
• DWI and/or DTI (can extract DWI data trace/

ADC from DTI)
• T2* DSC MR imaging(after presaturation 

DCE MR imaging sequence)
• T1-weighted postcontrast (spin echo)

These sequences can be used as an adjunct in the 
clinical brain tumor:

• Functional language, auditory, visual, motor 
testing, and MRS

• Can do FLAIR before DSC MR imaging
• SWI, gradient echo, additional optional 

sequences
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General parameter recommendations: for sec-
tion thickness not greater than 5 mm, delay is rec-
ommended, which can be built in by performing 
DWI and/or DTI before acquiring T1-weighted 
postcontrast sequences. High field strengths pro-
vide superior image quality through increased 
signal intensity. The clinical superiority of 3 T 
over 1.5 T has been demonstrated in brain imag-
ing [34, 35]. Head coil with ≥32 channels, for 
use with higher field strengths, offers additional 
signal intensity-to-noise ratio gains compared 
with conventional equipment [36, 37]. Delays of 
up to 20 min postcontrast injection significantly 
improve lesion detection rates and the assessment 
of lesion volume [38, 39]. Experimental studies 
by using a rat glioma model suggested that an 
8-min delay postinjection represents a practical 
compromise between enhanced lesion detection 
and extended scanning time [40].

When we have to evaluate the morphological 
imaging of a tumor, we have to consider different 
aspects:

 (a) The side of the lesion: supra or subtentorial, 
hemispheric or in deep structures

 (b) If the lesion is solid, well defined, or diffuse, 
with ill-defined borders, infiltrating of the 
structures with distortion of gross 
morphology

 (c) If the signal is homogeneous or dishomoge-
neous with cystic or necrotic parts

 (d) If calcifications are present
 (e) The kind of enhancement after contrast 

administration

The solid lesions are normally well demarcated 
from surrounding tissue; in general they are low-
grade gliomas (pilocytic astrocytoma, gangliogli-
oma, etc.) (Fig. 19.2). The infiltrative lesions are 
ill-defined and tend to blur the normally clear dis-
tinction between gray and white matter. The signal 
of the tumor is hypointense on T1-w sequences 
and hyperintense on T2-w sequences [41].

The heterogeneity of the signal is due to the 
presence of cystic or necrotic parts of the lesion. 
Necrosis can be either hemorrhagic or nonhem-
orrhagic. The effects of necrosis on MR imaging 
are complex and varied [30], but it can be identi-
fied if one uses both T1-weighted and FLAIR 
sequences. In general necrosis can be either high 
intensity or low intensity on T1-w images, as 
well as on T2-w images, due to the presence of 
paramagnetic cations or free radicals. These sub-
stances can shorten relaxation times, whereas 
regions of cystic necrosis prolong relaxation 
times [42]. Cystic necrosis has intensities consis-
tent with high water content, and hemorrhagic 
necrosis parallels the complex intensities relevant 

a b

Fig. 19.2 Coronal MR 3T, (a) IR-w image and (b) SPGR T1-w, after contrast administration. Gangliocytoma with 
cystic and solid parts. The solid parts show contrast enhancement
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to paramagnetic blood breakdown products. The 
identification of cystic areas on MR imaging also 
requires careful scrutiny of lesion intensity rela-
tive to CSF on all images. FLAIR can be particu-
larly useful in proving cystic content of a lesion. 
If a lesion is isointense to CSF on T1-weighted, 

T2-weighted, and FLAIR images, none can state 
very confidently that the lesion is cystic, a pattern 
followed by arachnoid cysts and cysts associated 
with extra-axial masses. Unfortunately tumor 
cysts and cystic necrosis within neoplasms are 
often proteinaceous (Fig. 19.3) or contain dilute 

a b

c

Fig. 19.3 Axial MR 3T, (a) SE T1-w image, (b) TSE FLAIR T2-w image, (c) TSE T2-w image. Oligodendroglioma 
with cystic morphology. The cyst is different from CSF in FLAIR sequence in relation to a proteinaceous content
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concentration of paramagnetic substances that 
can shorten T1 enough to alter intensity on these 
images [43]. Therefore, these regions are hyper-
intense to normal CSF on FLAIR. Hemorrhage is 
depicted by MR imaging, because of the para-
magnetic properties of the blood breakdown 
products. On MR imaging, old hemorrhage is 
easily distinguished from other fluid (like CSF) 
because of paramagnetic properties of methemo-
globin, the major constituents of chronic intracra-
nial hemorrhage [44]. Blood may not evolve as 
rapidly if it is within tumor tissue, in comparison 
with evolution of benign hematomas. This delay 
in evolution may be related to the well- 
documented intratumoral hypoxia found in 
human neoplasms [45] or due to repeated epi-
sodes of bleeding [46].

Calcifications are more evident on GRE 
sequences. They appear hypointense with differ-
ent morphology and are more frequent in low- 
grade gliomas with slow growing.

19.2.1  Tumor Enhancement

Intra-axial enhancement of the brain and spinal 
cord is never normal. There must be a vascular 
structure or a breakdown in the blood-brain 
barrier. In the central nervous system (CNS), 
contrast enhancement is produced by two 
related, yet independent, processes: interstitial 
(extravascular) enhancement and vascular 
(intravascular) enhancement. The CNS capil-
laries have a selectively permeable membrane 
that creates a blood- brain barrier. The normal 
capillaries are impermeable to intravascularly 
injected contrast agents. Vascular enhancement 
is a combinated product of blood volume, 
blood flow (delivery of contrast agent or “wash 
in”), and “mean transit time” or time needed 
for “washout” of contrast agent. In addition to 
neovascularity, which increases both blood 
volume and blood flow, vasodilatation of exist-
ing normal vessels produces increased intra-
vascular enhancement [47]. Extravascular or 
interstitial enhancement will also depend on 
the permeability of these  capillaries to contrast 

agent. On MR imaging only the regions of tis-
sue that lack an intact blood-brain barrier 
enhance. Interstitial enhancement is related to 
alterations in the permeability of the blood-
brain barrier, whereas intravascular enhance-
ment is proportional to increases in blood flow 
or blood volume.

The tumor interstitial enhancement is due to 
accumulation of paramagnetic contrast in the 
water-containing interstitial space [30]. The 
contrast agent enhances the relaxation of  
the water protons nearby, and we visualize the 
water in the enhancing tissue as high intensity 
on T1-weighted images. Generally tumors have 
a tendency to evoke the formation of capillaries 
within and sometime adjacent to their tissue. 
Tumor capillaries in gliomas may have near-
normal features with functioning blood-brain 
barriers, so these areas of tumor tissue will not 
enhance with contrast. In other often more 
malignant gliomas, on the contrary, formation 
of capillaries is stimulated whose endothelia 
are fenestrated; therefore, with no blood barrier, 
these tumors should theoretically enhance [48]. 
The formation of tumor capillaries deficient in 
blood-brain barrier constituents (tight junc-
tions), rather than an active destruction of the 
blood-brain barrier, is presumed to be the expla-
nation for tumor enhancement. The enhance-
ment may be immediate or delayed, evanescent 
or persistent, dense and homogeneous, or mini-
mal and irregular. Perhaps one of the most 
important points for the radiologist to remem-
ber is that the lack of enhancement does not 
necessarily signify lack of tumor. It’s not pos-
sible to separate tumor from edema in infiltra-
tive gliomas by enhancement, because tumor 
clearly is often present in area that do not 
enhance [30].

The low-grade glial tumor can be divided into 
major group: the infiltrative or diffuse astrocyto-
mas and the localized noninfiltrative astrocyto-
mas. The localized noninfiltrative astrocytomas 
may become heterogeneous not from necrosis, 
but through accumulation of serous fluid. The 
fluid must come from somewhere, so the periph-
ery of the fluid space includes neoplastic tissue. 

A. Bacci et al.



279

Almost all “fluid-secreting” gliomas (pilocytic 
astrocytoma, ganglioglioma, etc.) enhance on 
MRI. These low-grade lesions may have abnor-
mal capillaries but usually do not show increased 
blood flow. Most authors believe that the abnor-
mal capillaries in these lesions do not form a 
blood-brain barrier and that the increased per-
meability is related to somehow to both fluid 
production and contrast material [49]. The 
tumors show the “cyst-with-nodule” appear-
ance, with enhancement of the nodule, but the 
morphology is varying and can produce the 
“open-ring sign,” an incomplete rim of enhance-
ment (Fig. 19.2).

The well-differentiated astrocytomas show no 
significant contrast enhancement (Fig. 19.4).

If the lesion has a major grade of malignity 
(high-grade gliomas), the contrast enhancement 
is extremely variable and can be focal and nodu-
lar, homogeneous, or ringlike. Intraventricular, 
subarachnoid, or subependymal spread can be 
seen in this lesions. Vascular endothelial prolif-
eration within and adjacent to the tumor and 
intratumoral necrosis are characteristics of  

glioblastoma. Central necrosis within a  neoplasm 
will also produce a ring-enhancing lesion. 
Remaining residual living tissue surrounds  
a central zone of necrotic tumor tissue. 
Enhancement patterns are usually very hetero-
geneous, often with ringlike enhancement 
depicted as being thick, irregular, and nodular 
and surrounding necrotic areas, finding virtually 
indistinguishable from those seen in metastases 
and radiation necrosis (Fig. 19.5). The residual/
remaining living tumor in the outer rime sur-
vives because it maintains a rich blood supply. 
This hypervascular rim can be several centime-
ter thick, can be irregular both outside and 
toward the central necrosis, and often thicker 
toward the cortical gray matter or basal ganglia. 
Quite different from an abscess, delayed imag-
ing in a necrotic neoplasm may show progres-
sion of enhancement toward the center, from 
islands of islands of viable tumor that surround 
remaining patent vessels [49]. However, one 
study found that up to one third of malignant 
gliomas did not enhance [50]. Nonenhancing 
glioblastomas may reflect tumors with only  

a b

Fig. 19.4 Axial MR 3T, (a) TSE T2-w image, (b) SE T1-w image, after contrast administration. Low-grade astrocy-
toma. The lesion is hyperintense on T2 and doesn’t show contrast enhancement

19 3.0 T Imaging of Brain Gliomas



280

scattered microscopic changes, including those 
that arise from and within a lower-grade astrocy-
toma (Fig. 19.6).

Tumor enhancement characteristics and their 
correlation with certain genetic expressions in 
GBM have been the focus of many researchers. 

Diehn and colleagues [51] described the corre-
lation between contrast-enhanced radiopheno-
type and the genetic expression of genes 
involved in tumor hypoxia and angiogenesis 
(e.g., vascular endothelial growth factor 
(VEGF)) and found that EGFR (epidermal 

a b

c

Fig. 19.5 Sagittal MR 3T, (a) SPGR T1-w image, (b) axial TSE T2-w image, (c) axial SE T1-w image. Glioblastoma 
with central necrosis and after contrast administration, a ring-enhanced pattern with thick and irregular rim
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growth factor receptor) overexpression was 
associated with a high ratio of contrast enhance-
ment to necrosis within the same tumor. Pope 
and colleagues [52] showed that interleukin-8 
and VEGF were overexpressed in completely 
enhancing tumors when compared with incom-
pletely enhancing one. IDH1 mutation proved 
to be associated with non-contrast- enhancing 
tumors in a study by Carrillo and colleagues 
[53] in which they showed that imaging features 

including larger tumor size and non- contrast- 
enhancing tumors could be used to determine 
IDH1 mutational status with 97.5 % accuracy 
but can poorly predict the MGMT promoter 
methylation status (Fig. 19.7). However, 
Drabycz and colleagues [54] found that ring 
enhancement was associated with unmethylated 
MGMT-promoter status, whereas irregular and 
nodular enhancement has been related to meth-
ylate and secondary tumor [53].

a

b

c d

Fig. 19.6 Axial MR 3T, (a) TSE T2-w images, (b) SE 
T1-w images, (c) rCBV map, (d) rCBV graphic. 
Infiltrative high-grade glioma, hyperintense on T2-w 

images and without contrast enhancement. rCBV map 
shows high value of rCBV (4.17) in confront to normal 
white matter
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19.3  Advanced MRI Techniques

19.3.1  Diffusion Imaging (DWI)

The rate of water movement, or diffusion, within 
the brain and other tissues is believed to be the 
direct reflection of the local microstructure 

within the tissue. Anatomic magnetic resonance 
imaging (MRI) can be modified in a way that 
makes the images sensitive to the water diffusion 
within tissues [54]. DWI, which is currently the 
only MRI technique that provides information on 
water diffusion, involves the use of phase- 
defocusing and phase-refocusing gradients to 

a b

c

Fig. 19.7 Axial MR 3T, (a) TSE T2-w image, (b)TSE 
FLAIR T2-w image, (c) TSE SE T1-w image after con-
trast administration. Oligodendroglioma with IDH- 

mutation and 1p/19q codeletion. The lesion doesn’t show 
contrast enhancement
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enable the evaluation of the rate of microscopic 
water diffusion within tissues. This approach has 
been shown to be sensitive to changing microen-
vironment such as the increased cell density that 
typifies growing tumors [56–59]. The gold stan-
dard for brain tumor diagnosis is light micros-
copy analysis of histological tissue samples. 
Typically definitive diagnosis and differentiation 
between pathological and normal tissue are 
achieved by examination of cell-architecture 
parameters, such as cell arrangement, cell 
 density, cell-size distribution, and nucleus-to- 
cytoplasm size ratio. MR diffusion imaging 
probes water molecular diffusion over distances 
that correspond to typical cell sizes, and this 
water diffusion is also impeded by membranes, 
i.e., structures that are an integral part of the cell 
architecture. With increasing cell density, the 
impeding effect of membranes is expected to 
increase. Thus, MR diffusion imaging provides 
an intriguing access to information that other-
wise can only be obtained by invasive light 
microscopy [60].

DWI has been used to grade or differentiate 
brain tumors based on cellularity [61]. Because 
the majority of the translational movement of 
water occurs in the extracellular space, increased 
cellularity or swelling should affect the apparent 
diffusion coefficient (ADC), causing a drop in 
the values [62] (Fig. 19.8). Several studies have 
shown that the ADC correlates well with tumor 
cellularity at histological examination, and cal-
culation of the ADC together with conventional 
MRI may aid the characterization of cerebral 
tumors [56, 59, 61]. Simply stated, the higher 
the cell density, the more boundaries or restric-
tion the water experiences and the lower the 
apparent diffusion coefficient (ADC), a value 
that is estimated from the DWIs. In this regard, 
several reports in the literature have demon-
strated an inverse correlation between ADC and 
cell density in brain tumors [56–59]. Glioma 
grading and typing are crucial for prognosis, but 
patients with tumors of the same histopathologi-
cal characterization and receiving similar treat-
ment may  display diverse outcome because of 
differences in the proliferative potential of dis-
ease. Assessment of tumor proliferation has 

therefore been suggested as an important addi-
tional predictor of tumor behavior [63]. In addi-
tion, identification of the tumor “hot spot” is 
important for biopsy guidance. The proliferative 
activity of each tumor is measured by deriving 
the Ki-67 proliferation index from immunohis-
tochemical staining of tumor specimens. 
Neoplasms are associated with increased cellu-
lar density, resulting in decreased signal inten-
sity on ADC images. High tumor cellularity has 
been associated with increased proliferative 
activity, as assessed by the Ki-67 index [64]. 
Several studies have shown that lower ADCs 
suggest malignant glioma, whereas higher ADCs 
suggest low-grade astrocytomas findings reflect-
ing more restricted diffusion with increasing 
cellularity [59–65] (Fig. 19.9). The median min-
imum ADC of the high-grade astrocytomas is 
significantly lower than that of the low-grade 
astrocytomas [66]. Higher ADC values in intra-
cranial tumors are attributed to low tumor cellu-
larity, necrosis, or cysts, and lower values are 
attributed to attenuated highly cellular tumors 
[67]. These higher ADC values in lower grade 
gliomas may reflect an increase in the water con-
tent of the interstitial spaces [66].

The commonly used b-factor is around 1000/s 
mm2 for the diffusion-weighted images. With this 
b-factor and with the typical magnetic field gradi-
ent and echo time employed on clinical MR sys-
tems, the average water molecule has several tens 
of milliseconds to diffuse and may migrate up to 
10 micrometers in a random direction and is 
therefore likely to be hindered by the cell mem-
brane or intracellular membranes [60]. Unlike 
normal white and gray matter, which for a normal 
b-factor range exhibit very similar ADC values, 
diffusion values observed in different tumor 
types are dissimilar and cover a wide range. In 
general, brain tumor ADC values measured over 
a normal b-factor range, clearly exceed ADC val-
ues of normal gray and white matter. This differ-
ence in diffusion, however, can rarely be gainfully 
applied to determine the extent of tumor growth 
within normal tissue, since tumors are often sur-
rounded by edematous tissue, where diffusion is 
also elevated and thus difficult to distinguish 
from diffusion values representative for tumor 
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[60]. Very high diffusion values in peritumoral 
edema of high-grade gliomas may reflect the 
destruction of the extracellular matrix ultrastruc-
ture by malignant cell infiltration [68]. On the 
other hand, the elevated values of diffusion coef-
ficients in a tumor may to some extent also be the 
result of edema that arises inside the tumor. The 
brain tumor edema is vasogenic, but may also be 
related to failure of membrane pump systems 

(cytotoxic) or to transependymal movement fluid 
from the ventricles.

The complete absence of cell membranes in 
cystic lesions and the destruction of cell mem-
branes in necrotic brain lesions create an environ-
ment where diffusion is virtually unhindered. 
Consequently, the diffusion constant is very high 
and easily distinguished from the diffusion con-
stant of any other tissue, including tumor tissue. 

a b

c

Fig. 19.8 Axial MR 3T, (a) TSE T2-w image, (b) DWI 
image, (c) ADC map. MGMT-methylated glioblastoma. 
The lesion presents dishomogeneity in diffusion sequence 

with areas with increased ADC values, in relation to the 
normal white matter, and areas with low ADC, due to 
increasing cell density
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Large areas of necrosis can be well detected and 
delineated based on elevated ADC within the 
tumor lesion [69].

Diffusion imaging is also useful to document 
characteristic fluid volume changes in the intra- 
and extracellular compartments that occur dur-
ing nonsurgical therapy of brain tumors. For 
gliomas, studies have shown that ADC values 
increase during successful cytotoxic therapy and 
decrease during tumor growth [70], suggesting 
ADC values can be used as a biomarker for brain 
cellularity. Tumor areas at initial stage of treat-
ment response present transient cell swelling or 
ischemia with decreased diffusion values. Tissue 
experiencing successful response with cell lysis 
or apoptosis displays a characteristic increase of 
diffusion, meanwhile tumor areas resistant to 
therapy exhibit unaltered diffusion values [71]. It 
has also been demonstrated that changes 
observed during the first stage of therapy are an 
early indicator of the final treatment response 
[72]. The correct interpretation about an unre-
sponsive to therapy tumor may facilitate a timely 
decision for protocol adjustment or alternative 
therapy.

Diffusion-weighted brain images with very 
high b-factors of 5000 s/mm2 or higher, which 

clearly depict tissue structures above the noise 
threshold, can readily be obtained on clinical 
scanners. The residual signal at very high b- 
values is distinctly higher. Of course, compared 
to images acquired at b-factors of 1000 s/mm2, 
there is an increased signal loss of up 90 % or 
more, which typically has to be compensated 
with a decrease in spatial resolution [60]. 
However, the acquisition of image data at multi-
ple b-factors permits a more detailed analysis of 
the diffusion-related signal decay. Without diffu-
sion weighting, tumor and edema cannot be dis-
tinguished and exhibit higher signal than normal 
white matter. With increasing diffusion weight-
ing, the signal of the edematous tissue decreases 
more rapidly than the signal of the other tissue 
and approaches the signal level of normal white 
matter. Tumor tissue exhibits the slowest signal 
decay and shows the highest residual signal at 
very high b-factors. High b-diffusion-weighted 
imaging, although currently purely experimental, 
seems to provide a good differentiation in normal 
tissues and in different pathologies, in relation to 
the different diffusion signal decay observed in 
tissues. Serious limitations for clinical studies are 
currently the long scan times, low SNR, and 
lower resolution [60].

a b

Fig. 19.9 Axial MR 3T, (a) TSE T2-w image, (b) ADC map. Low-grade astrocytoma with MGMT methylation, no IDH- 
mutation and very low Ki 67 (5 %). The ADC of the lesion is higher (1.9–2.4) of contralateral cerebellar hemisphere
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19.3.2  Diffusion Tensor Imaging (DTI)

Diffusion tensor imaging (DTI) is an MRI-based 
technique that can demonstrate white matter 
anatomy by measuring the directional anisotropy 
of water. Diffusion MRI is the first noninvasive 
technique for measuring white matter fiber struc-
ture in vivo [73]. In DTI analysis, a tensor model 
is used to represent the orientation of white mat-
ter fibers, in relation to the preferential diffusion 
of water in brain tissue, which decreases perpen-
dicular to the myelin sheaths and cell membranes 
of white matter axons. Computation of the diffu-
sion tensor yields for each voxel three diffusion 
coefficients (diffusion eigenvalues) along three 
orthogonal principal direction (diffusion eigen-
vectors). In white matter (WM), the eigenvector 
associated with the largest eigenvalue (principal 
eigenvector) defines the tissue’s fiber tract axis 
[74]. In voxels where one white matter fiber pop-
ulation is predominant, the principal diffusion 
direction is aligned with the white matter fiber 
tract direction [75]. By following principal direc-
tions of diffusion, a process called tractography 
[76, 77] estimates the trajectories of white matter 
fiber tracts. These reconstructions may then be 
displayed in three dimensions providing a 
detailed map of the configuration of the tracts and 
their relationship to other structures. Increasingly 
color code maps are used for a combined and 
easy to interpret visualization of anisotropy and 
principal eigenvector direction [78].

The most useful application of the directional 
dependence of the diffusion-related signal decay lies 
not inside the main tumor lesion, but rather within 
the surrounding highly structured white matter.

In patients with brain tumors, DTI can demon-
strate displacement, interruption, or infiltration of 
white matter tracts by the tumor [79–84]. The dis-
tinction of these situations is often not possible to 
organize. A useful tool to understand the various 
scenarios is the paper by Fields et al. [85] who 
described four basic categories of tumor growth-
related white matter changes in relation to anisot-
ropy maps and principal eigenvector direction:

 (a) Dislocation caused by the mass effect of the 
tumor and edema is showed by the loss of 

symmetry, the distorted appearance, and the 
abnormal location of tracts on the anisotropy 
maps. Principal eigenvector within the tract 
remains aligned with the tract orientation. In 
the absence of edema, the anisotropy within 
the tract is unchanged (Fig. 19.10a, b, c).

 (b) Edema within the fiber structures is charac-
terized by uniformly reduced white matter 
anisotropy, increased lateral tract dimen-
sions, and absence of localized areas with 
very low anisotropy. Principal eigenvectors 
within the tract remain aligned with the tract 
orientation (Fig. 19.10d, e, f).

 (c) Tumor infiltration or invasion is character-
ized by a variable degree of anisotropy reduc-
tion and principal eigenvectors that remain 
aligned with the tract orientation. 
Differentiation from edema may be difficult, 
but localization close to the primary tumor 
and evidence of high malignancy or the 
absence of edema on corresponding 
T2-weighted maps may be indicative of infil-
tration or invasion (Fig. 19.10g, h, i).

 (d) Complete tract destruction by tumor tissue 
replacing the original white matter produces a 
significant loss in anisotropy and lack in coher-
ence of the principal eigenvector directions. 
The tract destruction may also impress by the 
abrupt change of anisotropy and eigenvector 
directions along the tracts (Fig. 19.10j, k, l).

A clear differentiation is not often possible 
because more than one of these characteristics 
can be present and it has to be considered the 
confounding effect of edema. Due to these and 
other pathological changes throughout the brain, 
the identification of known neuroanatomy is 
often not straightforward in tumor patient. For 
Golby et al. [86] in order to define relevant anat-
omy, it would be useful to identify those fibers 
that pass within a certain distance of the tumor or 
which run through the tumor, as well as those 
associated with particular, patient specific, corti-
cal areas such as fMRI activation or magnetoen-
cephalography (MEG) findings. This can provide 
a preoperative functional brain map defining both 
the critical cortical functional areas and the WM 
tracts leading to and from these areas.
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Fig. 19.10 Axial MR 3T, (a, d, g, h) TSE T2-w images; 
(b, e, h, m) FA map; (c, f, i, n) color-coded map. Possible 
DTI patterns in case of dislocation (a–c): distorted appear-
ance and abnormal location of tracts on the anisotropy 
maps. The tract remain aligned with the tract orientation 
in color-coded map. Edema (d–f): uniformly reduced 
white matter anisotropy, increased lateral tract dimen-
sions, and absence of localized areas with very low anisot-

ropy. The tract remain aligned with the tract orientation. 
Tumor infiltration or invasion (g–i): variable degree of 
anisotropy reduction and principal eigenvectors that 
remain aligned with the tract orientation. Complete tract 
destruction (j–l): tumor tissue replacing the original white 
matter produces a significant loss in anisotropy and lack in 
coherence of the principal eigenvector directions

a

c d

b
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Fig. 19.10 (continued)
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Fig. 19.10 (continued)

19 3.0 T Imaging of Brain Gliomas



290

If clinically it is critically important to distin-
guish between cases where the lesion infiltrates 
the white matter and cases where the fibers are 
displaced by the lesion, this also determines the 
extent of resectability of the lesion. DTI and fiber 
tractography can demonstrate the orientation and 
integrity of white matter fibers in vivo. The met-
rics commonly used include the mean diffusivity 
(MD) and fractional anisotropy (FA). MD repre-
sents a measure of the overall magnitude of diffu-
sion, independent of tissue orientation, similar to 
the ADC. FA, which is a measure of the direc-
tionality of molecular motion, is thought to reflect 
white matter fiber integrity [87, 88]. Normal 
white matter appears brighter than tumors on FA 
image maps due to the directional movement 
along white matter structures in normal brain that 
are often disrupted or absent in tumors. FA in 
brain tumors has been found to be influenced by 
histological characteristic and correlates with 
cellularity, vascularity, cell density, neuronal and 
axonal structures, and fiber tracts [89–91]. The 
decrease in FA values within brain tumors can be 
explained as a loss of structural organization, and 
a strong correlation was observed between the 
FA and Ki-67 index, although a clear physiologi-
cal basis linking FA values with the Ki-67 label-
ing index remains to be determined [92]. For this 
reason, the DTI has been used in the attempt at 
differentiating tumor-infiltrated edema from 
purely vasogenic edema. It has been demon-
strated [62] as significantly higher MD in the 
peritumoral edema, which surrounds metastatic 
tumors when compared with that in the edema 
surrounding high-grade gliomas. Increases in the 
peritumoral MD for malignant gliomas are tem-
pered by the infiltrative rather than expansive 
growth patterns with the presence of tumor cells 
in the peritumoral abnormality. At the same way, 
a reduced FA in the peritumoral region of malig-
nant glioma reflects the presence of infiltrating 
tumor cells, which may destroy rather than sim-
ply displace the white matter tracts [87]. 
Nevertheless it has been observed [93] that FA 
values in the tumor marginal area, but not in 
tumor core, differed significantly between low- 
grade and high-grade gliomas. This could be con-
sequence of more extensive fiber tract destruction 

and accordingly lower anisotropy in high-grade 
gliomas than in low-grade gliomas, whereas in 
the center of the lesions, the fiber destruction was 
assumed to be more or less complete, irrespective 
of tumor grade.

In a recent study [94], it has demonstrated that 
DTI tractography could be a useful tool in pre-
dicting surgical outcome in patients with gliomas 
located near eloquent areas (Fig. 19.11). By 
establishing the presence of intact, displaced, or 
infiltrated fascicles, it was possible to estimate 
the chance of performing a total resection. 
Unchanged reconstructed tracts showed normal 
anisotropy, location, and orientation, compared 
with homologous contralateral tracts. Displaced 
tracts had a normal or only slightly decreased 
anisotropy and showed abnormal location or tra-
jectories when compared with those of contralat-
eral unaffected hemisphere. Infiltrated tracts 
showed substantially decreased FA with abnor-
mal hues on directional color maps, because 
 infiltrating tumor disrupts the directional organi-
zation of fiber tracts causing altered color pat-
terns on directional maps (Fig. 19.10).

Other commonly derived DTI parameters are 
axial (AD) and radial (RD) diffusivity that repre-
sent diffusion properties along the axial and 
radial directions, respectively. Server et al. [95] 
have investigated the value of AD coefficient and 
RD coefficient in grading tumor. They have dem-
onstrated that ADC, RD, and AD are useful DTI 
metrics for the differentiation between low-grade 
and high-grade gliomas with a diagnostic accu-
racy of more than 90 % and can be used as nonin-
vasive reliable biomarkers in the grading of 
gliomas. There was a significant difference in the 
minimum ADC values between low-grade and 
high-grade gliomas. The AD coefficient and RD 
coefficient values were significantly higher in 
low-grade gliomas compared with high-grade 
gliomas, according to Yuan et al. [96]. In their 
study it was revealed a good inverse correlation 
between ADC, RD, AD and WHO grade II–IV 
astrocytic tumors. Findings related to AD and RD 
within tumor groups may be an indirect manifes-
tation of the combined effects of axonal damage, 
demyelination, and tumor mass within the cranial 
compartment. ADC describes microscopic water 
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movement parallel to axonal tracts and has been 
associated with axonal damage [97]. In a recent 
study [98], the association of RD with both 
demyelination and axonal damage was reported. 
Inano et al. [99] have developed a new method 
using multiple DTI-based parameters for voxel-
based clustered images in a supervised manner 
that can be used to visually grade gliomas. By 

algorithms applied to DTI data, they can nonin-
vasively predict the grade of gliomas with accu-
racy and may perform regional grading of glioma, 
which is useful for targeting biopsy, because gli-
omas are heterogeneous tumors. In this way the 
regional grading of the tumor can preoperatively 
be predicted, and it’s possible to establish which 
region must be resected, including peritumoral 

a

b d

 c

Fig. 19.11 MR 3T, (a, c) FA map, (b, d) DTI tractography. The FA maps show reduction of FA by the left temporo- 
occipital and left frontal lesions. In tractography reconstruction the fascicles have been displaced by the lesions

19 3.0 T Imaging of Brain Gliomas



292

edematous lesions. We know that LGGs develop 
into HGGs and >10 % of gliomas differentiate 
into more malignant grades [100] but we cannot 
know when tumor grade progresses. By using 
regional grading based with the Inano et al. meth-
ods, the authors can clarify when LGGs progress 
into HGGs during follow-up and provide an 
appropriate adjuvant treatment at the optimum 
time.

Most diffusion tensor imaging studies that 
measure the directional dependence of diffusion 
employ b-factors up to 1000 s/mm2. Diffusion 
imaging at higher b-factors increases the dynamic 
range of directionally dependent signal varia-
tions, which can be gainfully applied to detect 
fibers crossing at high angular resolution. 
Typically, a prohibitive large number of around 
250 directions or more are required to achieve a 
good level of confidence in measuring fiber ori-
entations within crossings [101]. Scan time, at 
the moment, exceeds 1 h and volume coverage is 
limited. The potential for diagnostic imaging in 
brain tumors and improved detection of crossing 
nerve fiber tracts are interesting. However, fur-
ther technical development is required to reduce 
the excessive scan times and limitation in spatial 
resolution.

More recently, diffusion tensor MR imaging 
has been used to noninvasively detect genetic 
characteristics of gliomas, especially the IDH1 
R132H mutation [102]. High fractional aniso-
tropic (FA) values and low apparent diffusion 
coefficient (ADC) values were shown in a wild-
type IDH1 group when compared with a muta-
tion group in grade II and III gliomas. The 
authors found that, although FA and ADC val-
ues can detect IDH1 mutation, the ratio of mini-
mal ADC is the best measurement for this 
proposal.

19.3.3  Intravoxel Incoherent Motion 
Diffusion-Weighted MR 
Imaging (IVIM)

Diffusion-weighted imaging is considered very 
sensitive for early pathological changes of a 
lesion and can potentially be useful in evaluating 

the feature of gliomas. To overcome a limitation 
of DWI, in which perfusion can substantially 
confound diffusion measurement because of the 
incoherent motion of the blood, a new MR tech-
nique, intravoxel incoherent motion (IVIM) 
based on DWI, has been proposed in 
 differentiating the histologic grade among human 
gliomas [103, 104]. The major advantages of 
IVIM MR imaging are as follows: it allows the 
simultaneous acquisition of diffusion and perfu-
sion parameters.

The IVIM model generated parametric 
images for apparent diffusion coefficient ADC, 
slow diffusion coefficient D (or D slow), fast dif-
fusion coefficient D* (or D fast), and fractional 
perfusion- related volume f. Hu et al. [104] assess 
the relationship between ADC, D, D*, and f, 
based on IVIM models and the glioma grades, 
and determine the cutoff values of suggested 
parameters for differentiating high- from low- 
grade gliomas. They evaluated whether the IVIM 
MRI could be used preoperatively to grade glio-
mas. There were significant differences in 
parameters ADC, D, D*, and f between low- and 
high-grade gliomas. The ADC and D are corre-
lates with cellularity and nuclear atypia [105, 
106], and their values were significantly lower in 
high-grade gliomas compared with low-grade 
gliomas, according to Iima et al. [107]. The 
degree of neovascularization is critical in assess-
ing tumor grade and malignancy [108]. 
Malignant gliomas are characterized by 
increased angiogenesis, which is a marker of the 
histological grading system [109]. The parame-
ter D* from the IVIM model is influenced by 
microvessel density within the tumor, which is 
associated with an average length of capillaries 
and blood flow velocities [110]. Several study 
have suggested that the relative cerebral blood 
volume (rCBV) value is correlated with the 
grade and vascularity in gliomas [111, 112], 
low-grade gliomas show no increase in tumor 
rCBV, whereas high-grade gliomas demonstrate 
high rCBV that in some cases even extends out-
side the contrast- enhancing portions of the tumor 
[113]. The parameter f represents the fraction of 
the fast diffusion component and is affected by 
abundance of capillaries (Fig. 19.12). In the Hu 
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et al. [104] study, the diagnostic efficacy of 
IVIM parameters in differentiating glioma 
grades was shown.

Also for Bisas et al. [103], D, D*, and f in the 
high-grade gliomas demonstrated significant dif-
ferences compared to the healthy white matter. 

D* and f showed a significant difference between 
low- and high-grade gliomas. D tended to be 
slightly lower in the WHO grade II compared to 
WHO grade III–IV tumors. f and D* demon-
strated higher coefficients of variation than the 
ADC and D in tumor.

a b

d e c

 f g h

Fig. 19.12 Axial MR 3T. (a)TSE T2-w image; (b) SE 
T1-w image after contrast administration, DSC MR perfu-
sion; (c) the CBV map; (d) the MTT map; (e) the CBF 
map; IVIM (f) the f map; (g) the D*map; (h) the fD*map. 
Necrotic contrast-enhancing high-grade glioma. The 

CBV and f maps demonstrate a higher perfusion fraction 
region in the corresponding areas of contrast-enhancing 
compared to the healthy white matter. The D* map shows 
a slightly decreased fast diffusion values in the tumor tis-
sue compared to the healthy white matter
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In conclusion the IVIM-fitted post-processing 
of DWI signal decay in human gliomas could 
show significantly different values of fractional 
perfusion-related volume and fast diffusion coef-
ficient between low- and high-grade tumors, 
which might enable a noninvasive WHO grading 
in vivo.

19.3.4  Perfusion

Perfusion is physiologically defined as the 
steady-state delivery of blood to an element of 
tissue. The term “perfusion” is also used to 
emphasize contact with the tissue or, in other 
words, capillary blood flow [114].

There are two major approaches to measure 
cerebral perfusion with MRI. The first is applica-
tion of an exogenous, intravascular, nondiffus-
ible contrast agent, usually a gadolinium-based 
contrast agent that emphasizes either the suscep-
tibility effects of gadolinium-based contrast 
agents on the signal echo, namely, first-pass 
dynamic susceptibility contrast-enhanced (DSC) 
MR perfusion or the relaxivity effects of 
gadolinium- based contrast agents on the signal 
echo, namely, dynamic contrast-enhanced 
(DCE) MR perfusion. The second is application 
of an endogenous contrast agent using magneti-
cally labeled arterial blood water as a diffusible 
flow tracer in arterial spin labeling (ASL) MR 
perfusion.

Dynamic susceptibility contrast-enhanced 
MR perfusion (DSC MR perfusion) is a technique 
in which the first pass of a bolus of gadolinium- 
based contrast agent through brain tissue is moni-
tored by a series of T2-or T2*-weighted MR 
images. The susceptibility effect of the paramag-
netic contrast agent leads to a signal loss in the 
intensity-time curve. Using the principles of the 
indicator dilution theory, the signal information 
can then be converted into a contrast medium 
concentration-time curve on a pixel-by-pixel 
basis. From these data, parametric maps of 
 cerebral blood volume (CBV) and flow (CBF) 
can be obtained. Regional CBF and CBV values 
can be measured by region of interest analysis 
(Fig. 19.13e, f).

Dynamic contrast-enhanced MR perfusion 
(DCE MR perfusion) is based on the acquisition 
of serial T1-weighted images before, during, and 
after administration of extracellular low- 
molecular- weight MR contrast media, such as 
gadolinium-based contrast agent. The resulting 
signal intensity-time curve reflects a composite 
of tissue perfusion, vessel permeability, and 
extravascular-extracellular space [115]. DCE 
MR perfusion imaging depicts the wash-in, pla-
teau, and washout contrast kinetics of the tissue, 
providing insight into nature of the bulk tissue 
properties at the microvascular level. With phar-
macokinetic modeling of DCE MR perfusion 
data, several metrics are commonly derived: the 
transfer constant (ktrans), the fractional volume of 
the extravascular-extracellular space (ve), the rate 
constant (kep), and the fractional volume of the 
plasma (vp).

Arterial spin-labeling MR perfusion (ASL 
MR perfusion) is a method that uses magneti-
cally labeled blood as an endogenous tracer. 
There are two main types of ASL technique: con-
tinuous ASL and pulsed ASL [116, 117]. In con-
tinuous ASL, there is a prolonged radio frequency 
pulse that continuously labels arterial blood 
water below the imaging slab until a steady state 
of tissue magnetization is reached [118]. In 
pulsed ASL, a short radio frequency pulse is used 
to label a thick slab of arterial blood at a single 
point in time, and imaging is performed after a 
period of time to allow distribution in the tissue 
of interest [119]. A new technique, called “pseu-
docontinuous ASL,” represents a compromise 
between pulsed ASL and continuous ASL. This 
technique may provide improved balance 
between labeling efficiency and signal-to-noise 
ratio (SNR) compared with conventional ASL 
methods [120]. This method is considered com-
pletely noninvasive, and it allows the determina-
tion of absolute quantitative values of CBF, in 
contrast with DSC MR perfusion (Fig. 19.13c, 
d). It is also insensitive to permeability.

In general DSC and DCE MR perfusion 
achieve a substantially higher SNR that allows 
imaging at a higher temporal and spatial resolu-
tion, and DSC MR perfusion allows the visual-
ization and quantification of the whole brain in 
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Fig. 19.13 Axial MR 3T, (a) TSE T2-w image, (b) SE 
T1-w image after contrast administration, (c, d)ASL 
images, (e, f) rCBV map and graphic derived from 
GE-DSC perfusion, (g, h) K2 map and rCBV map cor-

rected in function to permeability. MGMT-methylated 
glioblastoma. The lesion is hyperperfused in all images. 
The hyperperfused area in rCBV map corrected is larger 
than the same area in rCBV map uncorrected

a b

d c

less than a minute of acquisition time. ASL has a 
limited SNR and much longer scanning time.

Clinically, established methods for quantita-
tive perfusion measurement usually include nor-
malization of the mean or maximum perfusion 

values in the tumor region in relation to mean 
values in normal appearing white matter. 
Normalized rCBV measurements are considered 
to be the clinical standard [121]. However, white 
matter is often affected by treatment and/or 
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edema or may invaded by diffuse tumor growth. 
In these cases the cerebellum could be used as a 
reference region [122].

One of the characteristics of brain tumors, 
irrespective of grade, is to produce a mass effect, 
which compresses the microcirculation in the 
normal tissue around the lesion and alters the per-
meability properties of vessels, including those 
that feed the tumor. In addition, high-grade glio-
mas also generate new blood vessels, which have 
very abnormal physiologic properties, including 

the peculiarity of allowing fluid from the intra-
vascular compartment to seep through them. This 
occur indiscriminately within and around the 
tumor [60].

Hypoxic tumors tend to grow and metastasize 
faster than well-oxygenated tumors, and to be 
more resistant to radio- and chemotherapy [123]. 
In high-grade gliomas, the extent of tumor 
hypoxia is correlated with time to progression 
and overall survival [124]. Tumor secures their 
supply of oxygen and other nutrients by stimu-
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Fig. 19.13 (continued)
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lating tissue angiogenesis, and the extent of ves-
sel formation is closely related to tumor 
development and is in indirect marker of high 
malignancy and aggressiveness. The effects of 
vascular endothelial growth factor/vascular per-
meability factor (VEGF/VPF) and other growth 
factors on vascular perfusion and permeability 
have studied since Folkman J. (1971) first 
described the association of tumoral growth with 
angiogenesis [125]. Perfusion and permeability 
magnetic resonance (MR) imaging can now 
measure parameters such as CBV e Ktrans, which 
can be directly correlated with these histopatho-
logic changes as well as molecular markers such 
as VEGF [126, 127]. rCBV have been shown to 
correlate reliably with tumor grade and histo-
logic findings of increased tumor vascularity 
[128, 131]. The degree of vascular proliferation, 
or angiogenesis, is one of the most important 
histologic criteria for determination of the 
degree of malignancy of a glioma. Vascular net-
works are not only the principal route for deliv-
ery of oxygen and nutrients to the neoplastic 
cells but also serve as paths for tumor infiltration 
along perivascular spaces. The cerebral capillary 
endothelium, site of blood- brain barrier, is fre-
quently destroyed by malignant tumor cells. A 
hypermeable blood barrier associated with or 
without immature angiogenic vessels allows for 
contrast agent enhancement, extravasation, and, 
hence, measurement of vascular permeability 
[132]. These pathophysiologic changes have 
been shown to provide good correlation between 
tumor biology and rCBV, CBF, CBV Ktrans, and 
Vp measurement. Due to an increase in CBV 
from microvascular density, as well as many col-
lateral and tortuous vessels, from angiogenesis, 
it is felt that the mean transit time (MTT) should 
be prolonged. However, because of the immense 
heterogeneity of the tumor microvasculature in 
some regions, MTT may also decrease due to 
increased CBF, particularly at the tumor mar-
gins, where there is rapid shunting of blood flow 
[133]. There have been numerous publications 
demonstrating a good correlation between the 
value of rCBV and tumor biology. Comparison 
of rCBV measurements between LGG and HGG 
has demonstrated LGG to have maximal rCBV 

values of between 1.11 and 2.14 and HGG to 
have maximal rCBV values of between 3.54 and 
7.32 [67, 129, 130, 134]. A larger study demon-
strated LGG to have rCBV values of 2.14 and 
HGG to have rCBV values of 5.18 [129]. DSC 
MR imaging increases the sensitivity and pre-
dictive value in predicting glioma grade com-
pared with conventional contrast- enhancement 
MR imaging.

In clinical practice, 95–100 % sensitivity has 
been reported for differentiating HGGs from 
LGGs using threshold of 1.75 and 1.5 for rCBV, 
respectively [129, 135].

The role of VEGF, also known as VPF, as a 
mediator of tumor growth and angiogenesis has 
also resulted in several investigators demonstrat-
ing a good correlation between vascular permea-
bility and glioma grade. It seems clear, however, 
in part due to the heterogeneity of glioma vascu-
lature that the regions of increased rCBV are 
s patially heterogeneous and different to areas of 
increased permeability [136, 137].

Previous studies have demonstrated no corre-
lation between rCBV and low- versus high-grade 
gliomas [138] and no statistical difference in 
rCBV between grade I and II, grade II and III, 
and grade III and IV gliomas [139]. The disparity 
of these findings suggests that careful attention 
must be paid to the rCBV computation process, 
and one point of differing methodology involves 
contamination of derived concentration-time data 
by contrast agent extravasation [140]. When con-
fined to intravascular space, paramagnetic con-
trast agents (Gd-DTPA) produce signal intensity 
loss in the extravascular space on T2-weighted 
scan, and susceptibility contrast-based rCBV 
maps are computed by integrating the resulting 
transverse relaxivity changes that occur over a 
dynamic first-pass injection. However, because 
Gd-DTPA is also an effective enhancer, the 
susceptibility- contrast signal intensity loss can be 
masked by signal intensity increase in region 
where T1 effects are significant. This occurs in 
enhancing tumors, where Gd-DTPA extravasates 
into the interstitial space of lesions with signifi-
cant blood-brain barrier breakdown. In such 
instances, rCBV will be underestimated, which 
may affect tumor grade prediction (Fig. 19.14). 
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Boxerman et al. [140] use a linear fitting to  
estimate the T1 contamination due to agent 
extravasation and, by removing the leakage term, 
allow generation of both corrected rCBV maps 
and first-order estimate of vascular permeability. 
In this way they show that rCBV corrected for 
contrast agent leakage correlates significantly 
with histopathologic tumor grade, whereas 
uncorrected rCBV does not (Fig. 19.15).

Another problem is the kind of sequence to 
use. GE-EPI acquisition is sensitive to vessels of 
all size, as opposed to SE acquisition, which has 
peak sensitivity to capillary-sized microvessels 
[141]. Although early reports documented sig-
nificant correlation between SE rCBV and tumor 
grade [134], this has been refuted subsequently 
by Donahue et al. [142] and Schmainda et al. 
[143], who demonstrated that GE- but not 
SE-derived rCBV maps significantly correlate 
with tumor grade. This would seem to underscore 
the fact that the neovascularity characteristic of 
aggressive, high-grade tumors often consists of 
disorganized, large-scale microvessels that do 
not have feature typical of capillaries and would 

therefore be best interrogated with GE acquisi-
tion possessing wide-range microvascular sensi-
tivity that can distinguish tumor angiogenesis 
from normal capillary beds. For these reasons, 
GE acquisition should be used for tumor perfu-
sion studies because GE-based rCBV will be a 
statistically significant predictor of tumor grade 
[140]. Of course, GE acquisition are also sensi-
tive to macrovessels, which must carefully 
excluded from the regions of interest used to 
compute rCBV and estimate tumor grade.

The dynamic nature of CNS tumors is well 
known and the follow-up is long enough; all  
low- grade tumors progress to high-grade tumors. 
What is still unknown is how, when, and why a 
dormant (silent) tumor becomes aggressive. A 
very important concept related to the tumoral pro-
gression is the “angiogenic switch” [136, 137]. 
This concept refers to the transition of an avascu-
lar tumor to an angiogenic one and represents a 
distinct step in the malignant transformation of 
gliomas [144]. Overexpression of angiogenic fac-
tors or hypoxia results in the  production of certain 
growth factors and cytokines that ultimately 

a b

Fig. 19.14 MR 3T, (a) rCBV map and (b) corrected 
rCBV map, derived from GE-DSC perfusion. The values 
of regions of interest (blue and white circles) placed in the 

lesion are in uncorrected rCBV map 3.98–3.99, compared 
to the healthy white matter, in the corrected map they are 
5.7–6.1
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induce angiogenesis in gliomas. Danchaivijitr 
et al. [145] demonstrated that in transforming 
LGG, DSC perfusion imaging can demonstrate 
significant increases in rCBV up to 12 months 
before contrast enhancement is apparent on 
T1-weighted MR images. This result indicates that 
an increase in microvascular density occurs well 

in advance of blood-brain barrier leakage reflected 
by pathologic contrast enhancement. rCBV is 
therefore likely to provide an earlier noninvasive 
indicator of malignant progression and may likely 
indicate this “angiogenic switch” [132]. Contrast 
enhancement as a marker of anaplastic transfor-
mation presents some disadvantages and poses 
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Fig. 19.15 MR 3T. (a) Axial SE T1-w image after con-
trast administration; (b) uncorrected CBV map, derived 
from GE-DSC perfusion; (c) CBV corrected in function to 
AIF (arterial input function); (d) CBV map corrected in 

function to permeability. Glioblastoma with central necro-
sis. CBV is higher (red color) around the necrotic area in 
rCBV corrected map
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limitations. It appears late and its appearance 
proves that anaplastic transformation has already 
occurred [146]. Additionally, it is a nonspecific 
feature, resulting from the blood-brain barrier 
breakdown due to, e.g., inflammatory and isch-
emic changes, radiotherapy, as well as lack of nor-
mal BBB in vasculature formed by angiogenesis. 
The extent of contrast enhancement also depends 
on the dose of glucocorticoids and even the exami-
nation technique. Although contrast enhancement 
is considered to be typical of HGGs, it should be 
remembered that about 40 % of high-grade tumors 
do not show contrast enhancement [129, 131–133, 
147] whereas 10–39 % of LGGs do [148, 149]. 
However, PWI gives access to information on the 
capillary microcirculation of tissues and reflects 
tissue microvascularity density, prior to the occur-
rence of contrast enhancement. The normalized 
rCBV = 1.75 is the most frequently accepted cut-
off value differentiating LGGs from HGGs as well 
as LGGs with short and long transformation time 
[133, 150].

An expected relationship between molecular 
markers of angiogenesis and increase of tumor 
perfusion parameters has been shown by 
Batchelor et al. [151]. Jain and colleagues [152], 
on the other side, reported a lack of significant 
difference in CBV among the molecular classes 
of GBM, which is surprising, given the relative 
overexpression of proangiogenic molecules in 
some of the subclasses compared with others. 
Although CBV appears to be unrelated to molec-
ular class of GBM, proneural tumors have been 
found to have significantly lower levels of con-
trast enhancement, while mesenchymal tumors 
lacked of nonenhancing tumor (nCET) areas. 
These data support Pope and colleagues’ previ-
ous findings suggesting that the presence of 
nCET is associated with genes that are overex-
pressed in the proneural class of GBM [52]. In 
another study Pope and colleagues also found 
imaging features associated with mesenchymal 
GBMs [153]. Thus there is mounting evidence 
that, while some perfusion metrics such as CBV 
may be similar between molecular classes of 
GBM (Figs. 19.16e and 19.17), there are inter-
class differences in imaging features that can be 
derived from standard MRI sequences [53].

19.3.5  Spectroscopy

Since its discovery over 50 years ago, the field of 
magnetic resonance spectroscopy (MRS) has 
become an invaluable means for the analysis of 
molecular structure. The power in the approach 
lies both in its nondestructive nature and in its 
sensitivity to the molecular environment of an 
individual atom.

In a clinical setting, this method has 
evolved into MR imaging, a technique for 
spatial localization of tissue, water and fat. 
The MR signals from the water and fat hydro-
gen atoms are mapped according to their loca-
tion within the patient. The other application 
of MR is the technique known as MR spec-
troscopy (MRS). MRS has become one of the 
major techniques used in chemistry and phys-
ics laboratories for the analysis of molecular 
interactions and for the identification of 
chemical compounds [154]. MR spectroscopy 
in the brain can be performed in vivo with a 
preselected volume of interest placed entirely 
in the lesion, ex vivo on excised tissue 
(HR-MAS), and in vitro on solutions obtained 
from multiple samples of the lesions. It pro-
vides information content on neuronal/axonal 
viability, energetics of the cellular structures, 
and status of the cellular membranes [155]. 
However, one of the most powerful aspects of 
MR  spectroscopy, the ability to perform 
chemical identification, is lost in the imaging 
process.

In recent years, improvements in hardware 
and software have made it possible to merge the 
two techniques. In vivo MR spectroscopy com-
bines the localization features of imaging with 
the ability for chemical analysis to provide a non-
invasive method for the study of biochemical 
processes in a patient.

MR spectra may be obtained from different 
nuclei, but protons (1H) are more commonly used 
for spectroscopy because of their natural abun-
dance in organic structures and their magnetic 
sensitivity when compared with other nuclei, 
such as phosphorus, sodium, carbon, fluorine, 
and lithium, which require specialized coils and 
amplifiers for observation. For this reason it’s 
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possible to use the same hardware as standard 
MRI.

In the same moment, the system detects the 1H 
signal, and the main difference between standard 
MRI and MRS is that the frequency of the MR 
signal is used to encode different types of infor-
mation. MRI uses high spatial resolution to gen-
erate anatomical images. MRS provides chemical 
information about the tissues.

Spatial location determines the frequency 
with MRI, whereas the tissue’s chemical environ-
ment determines the frequency in MRS.

However, spectroscopy differs from conven-
tional MR imaging in that spectra provide physi-
ologic and chemical information instead of 
anatomy. Rather than images, MRS data are  
usually presented as a line spectra. The shift of 
peaks in their relationship to one another on the 

a
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Fig. 19.16 MR 3T. (a) Axial SE T1-w image after contrast administration, (b, c) rCBV map and graphic derived from 
GE-DSC perfusion. MGMT-methylated glioblastoma with rCBV max 5.6, compared to the healthy white matter
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frequency axis is known as chemical shift. Instead 
of a frequency scale which is dependent on mag-
netic field strength, a “part per million” or “ppm” 
scale is commonly used to describe the position 
of the spectral peaks on the x-axis. Each 
 metabolite has a characteristic set of the chemical 
shift values in its signals [156].

The area under each peak representing the 
relative concentration of nuclei is detected for a 
given chemical species.

While imaging systems are available using 
low-field magnets, the small net magnetization 

generated by these systems makes them impracti-
cal for spectroscopic studies: the reduced signal 
necessitates an enormous number of acquisitions 
producing long measurement times. While clini-
cal spectroscopic studies have been performed at 
1.0 T or lower field strengths, most in vivo stud-
ies are performed at 1.5 T or higher providing 
improved spectral separation of resonances as 
well as increased SNR (signal/noise ratio).

1H MRS 3 T has higher SNR and shorter 
acquisition time than 1.5 T and better resolution. 
The better spatial resolution increases the  

a
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Fig. 19.17 MR 3T. (a) Axial SE T1-w image after con-
trast administration, (b, c) rCBV map and graphic derived 
from GE-DSC perfusion. No-methylated glioblastoma 

IDH wild-type with rCBV max 4.9 compared to the 
healthy white matter
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distance between peaks, making it easier to dis-
tinguish each other.

The 1H MRS acquisition starts with anatomic 
images, which are used to select a volume of inter-
est (VOI), where the spectrum will be acquired.

The techniques for spectrum acquisition may 
be single voxel spectroscopy (SVS) (Fig. 19.18) 
or multivoxel spectroscopy (MRS) (Fig. 19.19) 
using both long and short echo times (TE) 
[157].
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Fig. 19.18 SV spectroscopy MR 3 T, (a) axial TSE T2-w image with volume of interest, (b) reference of 1H MR spec-
trum obtained from a 2 × 2 × 2 cm VOI in the left frontal cortex in a healthy 30-year-old subject (TR 2000, TE 35)
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Short TE (20–40 ms) allows for recognition of 
more metabolites than long TE, which is impor-
tant for differential diagnosis of brain masses and 
grading tumors. For example, myoinositol, a 
marker for low-grade gliomas, is only seen on 
short TE acquisition [158].

MV 1H MRS simultaneously records spectra 
from multiple regions and therefore maps the 
spatial distribution of metabolites [159]. MV 1H 
MRS provides smaller volumes of interest com-
pared with single voxel (SV), avoiding sampling 
error. It can be used to determine spatial hetero-
geneity of the lesions [158, 160]. The advantages 
of SV 1H MRS is that it is quicker and easier to 
obtain in standard clinical setting [161]. SV H 
MRS provides better quality spectra compared 
with MRS imaging. It is used to obtain an accu-
rate quantification of the metabolites.

One of two techniques is used for acquisition 
of SV 1H MRS spectra: pointed resolved spec-
troscopy (PRESS) and stimulated echo acquisi-
tion mode (STEAM). In the PRESS sequences, 

the spectrum is acquired using 1 of 90° pulse fol-
lowed by 2 of 180° pulses. In the STEAM all 
3 pulses applied are 90° pulses. The most used 
SVS technique is PRESS, where SNR is 50 % 
higher than in STEAM [157].

MV 1H MRS/CSI (chemical shift imaging) is 
a method for collecting spectroscopic data from 
multiple adjacent voxels covering a large VOI in 
a single measurement:

However, SV 1H MRS provides better quality 
spectra compared with MV 1H MRS, so it could 
be recommendable that both techniques be used 
in the evaluation of brain lesions.

19.3.6  Spectra Analysis

1H MRS allows the detection of brain metabolites 
and their pathological alterations. To detect these 
spectral alterations, it is fundamental to know the 
normal brain spectra and their variations accord-
ing to the applied technique, patient’s age, and 

Fig. 19.19 MV spectroscopy MR 3T, axial TSE T2-w image with volume of interest (VOI) and reference of 1H MR 
spectra in different parts of a lesion and healthy tissue around (TR 2000, TE 144)
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brain region. Metabolite peaks may differ slightly 
according to the brain region studied. Nevertheless, 
no significant asymmetries of metabolite spectra 
between the left and right hemispheres or between 
genders have been found.

In clinical setting, metabolite ratios are often 
used both for SVS or MRSI rather than obtaining 
absolute metabolite concentrations due to varia-
tions in magnetic field homogeneity, radio fre-
quency coil homogeneity, and susceptibility of 
patient tissues. Internal Cr signal is used as the 
reference metabolite.

The interpretation of MR spectrum arises 
from variation in chemical ratio and/or concen-
trations, which alter the peak area for endogenous 
metabolites and the appearance of pathological 
metabolites. Only few of the metabolites can be 
commonly quantified in clinical MRS and have a 
clinical significance in diagnosis of gliomas.

The key metabolites are discussed according 
to their spectral locations, relative to water 
located at 4.7 ppm.

N-Acetylaspartate (NAA). Assigned at 2.02 ppm 
NAA is synthesized in the mitochondria of neu-
rons. NAA is exclusively found in the nervous 
system, and it is a marker of neuronal and axonal 
viability and density. NAA plays a role as cere-
bral osmolyte. The absence or decreased concen-
tration of NAA is a sign of neuronal loss or 
degradation like in high-volume lesions, demen-
tia, hypoxia, or multiple sclerosis. Due to the 
relationship between the decline in NAA concen-
tration and increasing glioma grade connected 
with decrease in neuronal density, it is possible to 
use NAA as a substantial diagnostic marker 
[162]. Thus, the high level of NAA is associated 
with a good prognosis of brain tumor [163]. NAA 
is also a useful marker for differentiation of pri-
mary brain tumors from metastasis and nonneu-
ronal tumors where the metabolite is lacking in 
the spectra. An exception to this is glioblastoma 
because this extremely malignant tumor of glial 
origin also has a very low level of NAA [164].

Choline-containing compounds (Cho), Free 
Choline (fCho), Phosphorylcholine (PCho), and 
Glycerophosphorylcholine (GPCho). Assigned 
at 3.22 ppm. Its signal is considered as one of the 

most important for glioma examination. Only 
PCho, a precursor of cell membranes synthesis, 
is associated with oncogenic and malignant 
transformation of cells because high expression 
of choline kinase, which is the enzyme that con-
verts Cho in PCho, is required for cancer cell 
growth [165]. By contrast, fCho is a degradation 
product of cell membranes that can be utilized 
again for membrane synthesis. The protein Ki-67 
is a cellular marker for proliferation; thus, the 
higher rate of Ki-67 positive cells corresponds 
with greater malignancy of gliomas [166, 167]. 
Because a correlation between Ki-67 positivity 
and Cho level in gliomas has been proven, high- 
grade gliomas with increased cell density show 
an increase in the level of Cho [168].

Creatine (Cr) and Phosphocreatine. Assigned at 
3.02 ppm. Cr is a marker of energetic systems 
and intracellular metabolism. The concentration 
of Cr is relatively constant, and it is considered as 
a stable metabolite. It is an internal reference for 
calculating metabolite ratio. Decrease in Cr may 
occur, representing energy failure in aggressive 
malignant neoplasms.

Myoinositol (mIns). Assigned at 3.56 ppm. mIns 
is considered as a glial marker because it is syn-
thesized in glial cells (astrocytes) and participates 
in their osmoregulatory system. mIns is elevated 
in proliferation of glial cells or with increased 
glial cell size, as found in inflammation. The 
Myo/Cr ratio is usually higher in lower-grade than 
in higher-grade tumors [159]. A high level of 
mIns is present mainly in low-grade gliomas with 
better prognosis, while its progressive decrease is 
noted in gliomas with higher level of lactate as 
product of insufficient energy metabolism of glial 
cell, i.e., in gliomas of grade III and mainly grade 
IV [170]. Thus, the mIns level has implication in 
the grading of cerebral astrocytomas, and it plays 
also an important role in glioma invasion.

Lactate (Lac). The peak of lactate is a doublet at 
1.33 ppm. Lac is a product of anaerobic glycoly-
sis and is not detected in healthy brain tissue. Its 
concentration increases under anaerobic metabo-
lism: hypoxia, ischemia, seizures, and metabolic 
disorders (especially mitochondrial ones). Lactate 
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is directly related to tumor grade in adult brain 
tumors, with higher peaks seen in higher- grade 
tumors. Malignant transformation of the glial 
tumors is accompanied by an increase in cell den-
sity with their relative ischemia resulting in higher 
level of Lac. However, lactate is found in essen-
tially all pediatric brain tumors regardless of his-
tologic grade [171] (Fig. 19.20).

Lipids (Lip). There are two peaks of lipids at 
1.3 ppm and at 0.9 ppm. Lipids are components 

of cell membranes and they are absent in the nor-
mal brain. Increased levels of lipids are caused by 
necrosis and membrane breakdown, such as 
metastasis and malignant tumors. A prominent 
lipid peak is also a characteristic for radiation 
necrosis. Thus, the level of Lip detected by MRS 
appears to reflect the severity of tissue damage.

Glutamate-Glutamine (Glx). Glx has complex 
peaks, assigned at 2.05–2.50 ppm. Glutamate is 
an excitatory neurotransmitter. Glutamine is an 
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Fig. 19.20 MR 3T. (a)Axial TSE T2-w image, (b) ADC 
map, (c) reference of 1H MR spectrum (TR2000, TE 35) 
obtained from a VOI placed the solid part of the lesion 
(pilocytic astrocytoma) and in the cystic part (d). ADC in 
cystic part is similar to ADC of CSF and the spectrum 

shows a double peak of lactate at 1.34 and 1.39 ppm. The 
peak of Cho-containing compounds (3.22) is very high in 
solid part of the lesion, and the peak of mIns is elevated 
too; NAA is reduced (d)

A. Bacci et al.



307

inhibitory neurotransmitter. Elevated concentra-
tion of glutamine is found in oligodendrogliomas 
(Fig. 19.21), hepatic encephalopathy, and demy-
elinating lesions.

2-Hydroxyglutarate (2-HG). 2-HG has complex 
peaks, assigned at 2.25 ppm. IDH1 mutations are 
associated with alterations in DNA methylation 
of isocitrate, resulting in overproduction and 
accumulation of the putative oncometabolite 
2-HG. IDH1 appears to function as a tumor sup-
pressor that, when mutationally inactivated, con-
tributes to tumorigenesis partially through 
induction of the angiogenesis pathway [17]. 
2-HG in gliomas may serve as a potential bio-
marker for identifying patients with IDH1-mutant 
brain tumors. Detection of 2-HG could be a 
potential tool used to differentiate primary from 
secondary GBMs and may provide insights into 
tumor progression and help monitor treatment 
effects [17, 172–174].

Radiological grading of gliomas by conven-
tional MR imaging has a sensitivity ranging from 
55 to 83 % [129]. Despite a low specificity, detec-

tion of significant differences in levels of metabo-
lite by MRS can increase sensitivity in 
determining glioma grade, which can have 
important implications for treatment planning 
and prognosis (Fig. 19.22). We consider to sim-
plify, according to WHO classification system 
dated 2007, a four-tiered system (grade I–grade 
IV) of brain glial tumors.

WHO grade I gliomas. It refers to well- 
circumscribed glial lesions with low proliferative 
potential (e.g., pilocytic astrocytoma) that may 
be cured by surgical extirpation alone. Previous 
reports of MRS performed on the solid portions 
of pilocytic astrocytoma have documented eleva-
tion in Cho/NAA and Cho/Cr ratios [175, 176]. 
Nevertheless, the higher values of tCho in pilo-
cytic astrocytoma do not reflect its malignity. In 
vivo and in vitro studies have proved that GPCho 
is the dominant choline-containing metabolite in 
pilocytic astrocytoma, whereas the main bio-
marker of tumor malignancy, i.e., PCho, is rela-
tively low [177]. The higher value of mIns is the 
next MRS feature of grade I gliomas [178]. 
Despite the benign histology of the tumor, which 
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Fig. 19.21 MR 3T. (a) Axial TSE T2-w image with volume of interest, (b)1H MR spectrum (TR2000, TE 35) obtained 
from a VOI placed in oligodendroglioma. Glx at 2.05–2.50 ppm is higher than normal
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generally lacks necrosis, a lactate signal has been 
detected in some studies [175] (Fig. 19.20).

WHO grade II gliomas Grade II gliomas are 
generally infiltrative in their nature. Despite low- 
level proliferative activity, they often recur 
because a diffuse infiltration of the surrounding 
brain. It renders them incurable by surgery, and 
there is no improvement in local control or 
 survival despite high-dose radiotherapy. Although 
grade II gliomas are generally considered as low- 
grade gliomas, they have a progressive tendency 
to higher grades of malignancy; thus, they con-
siderably differ from grade I gliomas. About 
70 % of grade gliomas transform to grade III and 

IV disease within 5–10 years after diagnosis 
[179]. Continuous growth and infiltration of brain 
parenchyma preferentially along the white matter 
fiber tracts, basement membranes of blood ves-
sels, or other basement membrane-like structures 
are characteristic features of grade II gliomas. 
This tumor invasion causes destruction of both 
neurons and their axons organized in tracts. 
Because NAA reflects the integrity of neuronal 
component of nervous tissue, there is a decrease 
in peak of NAA on the MR spectra that repre-
sents the decrease in NAA concentration within 
the grade II gliomas compared to that in grade I 
gliomas. Generally, the increase cellular density 
of glioma due to proliferation of tumorous cell is 
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Fig. 19.22 MR 3T. Spectra (TR2000, TE 35) obtained in 
(a) II° glioma, (b) III° glioma, (c) glioblastoma. The peak 
of Cho-containing compounds is usually higher in solid 
part of II° and III° gliomas. The peak of Cho-containing 
compounds is low in necrotic areas. NAA is decreased in 
brain tumors (destruction of normal tissue). mIns is ele-

vated in low-grade gliomas and reducted in high-grade 
gliomas. Lipids and lactate are observed in high-grade 
lesions, and they are correlated with necrosis. In glioblas-
toma lipids and lactate represent the main characteristic of 
the spectrum
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connected with higher MRS peak of Cho- 
containing compounds (Fig. 19.22a). However, 
glial neoplasms with variable mass effect and a 
lack of contrast enhancement on MR images, 
thus typically grade II gliomas, can show no ele-
vation of Cho or Cho/Cr ratio compared to values 
in a healthy brain [180]. This unusual MR spec-
troscopic pattern of some gliomas is connected 
with a marked increase in mIns [181]. 
Nevertheless, the correlation of the relative levels 
of Cho and NAA with the proliferation index 
Ki-67 of the tumor makes MRS helpful for detec-
tion of grade II glioma region with aggressive 
growth that are suitable targets for biopsy [182].

WHO grade III gliomas They are anaplastic astro-
cytomas that exhibit distinct hypercellularity with 
readily identifiable nuclear irregularities. Cell den-
sity is significantly higher than in low- grade infil-
trating astrocytomas, but a critical microscopic 
feature of anaplastic astrocytoma, the main repre-
sentative of the grade III gliomas, is the presence of 
mitotic figures [183]. Compared to the grade II glio-
mas, a progressive increase in the higher cell den-
sity of III gliomas reflects the fact that there is an 
additional increase in Cho concentration. Due to an 
infiltrative growth of grade III gliomas, these tumors 
consist of a core mass and a penumbra of invasive 
cells decreasing in number toward the periphery 
[184]. This histopathological feature of the anaplas-
tic glioma results in a continuous decline in the 
NAA level from surrounding tissue toward the cen-
ter of the tumor. On the other hand, there is a trend 
toward lower mIns levels in anaplastic astrocytomas 
compared with low-grade astrocytomas [170]. 
Although the lipid levels correlate with necrosis 
which is a histopathological feature of IV gliomas, 
there is an increase in mobile lipids within grade III 
gliomas caused by hypoxic stress of some tumor 
cells prior to necrosis [185, 186]. Inadequate blood 
supply leads to hypoxic stress of many quickly 
dividing cells following malignant transformation; 
thus, the increase in lipid MRS signals may be an 
early marker of malignant transformation prior to 
necrosis [156] (Fig. 19.22b).

WHO grade IV gliomas Glioblastoma is the most 
malignant glioma tumor with uncontrolled cellu-

lar proliferation and diffuse infiltration. Despite a 
prominent microvascular proliferation, blood sup-
ply is limited due to increasing tumor volume and 
presence of a microthrombotic process; thus, foci 
of necrosis surrounded by broad hypercellular 
zones are the most typical feature of glioblastoma 
allowing differentiation between the grade III and 
the grade IV gliomas [187, 188]. Tumorous cells 
under hypoxic stress can either develop an adap-
tive response that includes anaerobic glycolysis 
and angiogenesis or undergo cell death by pro-
moting apoptosis and/or necrosis [189]. Cellular 
breakdown and necrosis is associated with the 
presence of lipids on the spectra, while lactate as 
a by-product of anaerobic glycolysis indicates 
hypoxic tumor metabolism, tumor infiltration, 
and growth. Thus, the typical MRS feature of 
glioblastoma is a high value of Lac and Lip (Fig. 
19.22c). Since necrosis may comprise more than 
80 % of the total glioblastoma volume, there is a 
significant decrease in the volume of the viable 
tumor tissue accompanied by a variable depres-
sion in the levels of Cho and other metabolites 
that are dependent on viable cells [190]. This fact 
leads to a decrease in commonly used metabolite 
ratios (NAA/Cho, Cho/Cr) measured by MRS 
despite the progression of glioma grade from III 
to IV. Progress in glioma grading is connected 
with a decrease in mIns level that has the lowest 
value in glioblastoma. An increase in concentra-
tion of the mIns level has been described in the 
contralateral normal- appearing white matter of 
patients with glioblastoma that is consistent with 
mild astrocytosis suspected of early infiltration by 
glial neoplastic cells [191].

At the end, it is important to understand that 
MRS is very sensitive to abnormal metabolic 
changes, but the specificity is relatively low. 
Gonzalez-Bonet [192] has stated that sensitivity, 
specificity, positive predictive value, and negative 
predictive value for identifying high-grade gliomas 
by MR spectroscopy are 89.9 %, 88.2 %, 95.3 %, 
and 79.7 %, respectively. Moreover, combining dif-
ferent advanced MR techniques has the potential to 
increase diagnostic accuracy [129]. The applica-
tion of a comprehensive multiparametric MR pro-
tocol enables grading of gliomas with almost 
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100 % accuracy. This is likely to be due to comple-
mentary information provided from perfusion- and 
diffusion-weighted imaging and spectroscopic 
parameters [193]. The best performing MR modal-
ity, when considering the techniques separately, is 
DSC-MRI. However, a combination of the param-
eters of perfusion, diffusion, and Lips/tCho could 
still provide a better differentiation between high- 
and low-grade gliomas, possibly providing diagno-
sis on the individual patient level [194].

19.3.7  Treatment Response

MRI is a valid noninvasive tool for monitoring 
growth and response to therapy of gliomas. 
Several imaging features have been shown to 
have potential prognostic value.

The Macdonald criteria are based on bidimen-
sional measurements of enhancing lesions in 
conjunction with clinical evaluation and cortico-
steroid use and have been used to assess the post-
therapeutic response of high-grade gliomas 
[195]. These criteria define tumor progression as 
an increase in the size of the contrast-enhancing 

lesion or the appearance of new enhancing 
lesions. However, there are significant recog-
nized limitations to these criteria, like the diffi-
culty in measuring irregularly shaped tumors and 
multifocal lesions and the lack of assessment of 
nonenhancing portion of the neoplasm. Thus, 
tumor changes observed on FLAIR imaging 
characterized by the nonenhancing portion of the 
lesion are not assessed. Contrast enhancement in 
posttreatment brain neoplasms is a nonspecific 
finding and may not be considered a true surro-
gate marker for tumor response, because some 
treatment-related changes may be observed as a 
new area of contrast enhancement (Figs. 19.23e, 
19.24, and 19.25).

Another possibility to assess the response to 
therapy is by the Response Assessment in Neuro- 
oncology (RANO) criteria, more recently pub-
lished updated guidelines [196]. Based on prior 
observation after brain tumor therapy, these 
response criteria suggest that the nonenhancing 
component of the tumor should also be taken into 
account when making assessments about progres-
sion or response. The major modification proposed 
by the RANO guidelines is the assessment of the 

Fig. 19.23 Radiation injury. The left frontal enhanced 
lesion shows rCBV similar to the healthy contralateral 
white matter, and the peak of Cho-containing compounds 

is in normal range. Lipids at 1.3 and 0.9 ppm are due to 
the radiation therapy
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nonenhancing area and the signal intensity changes 
on FLAIR imaging as evidence of tumor progres-
sion. The inclusion of  nonenhancing tumor in the 
determination of overall tumor burden improves 
the accuracy of determining tumor progression in 
the setting of antiangiogenic therapy.

Pseudoprogression is defined as an increase in 
a contrast-enhancing lesion size just after com-
pletion of radiation therapy plus concomitant 
chemotherapy with TMZ in patients with high- 
grade tumors, followed by subsequent improve-
ment or stabilization without any further 
treatment. It has been described in about 10–30 % 
of high-grade gliomas. The RANO criteria pro-
posed that within the first 12 weeks of comple-
tion of radiation therapy, when pseudoprogression 
is most prevalent, tumor progression can only be 
determined if most of the new enhancement is 
outside the radiation field or if there is pathologic 
confirmation [197]. A high association between 
pseudoprogression and MGMT promoter status 
has been described. Pseudoprogression has been 
demonstrated in more than 90 % of high-grade 
gliomas with MGMT promoter methylation, 
while only 40 % of unmethylate MGMT patients 

have developed. Therefore, the MGMT methyla-
tion status is related to a high incidence of pseu-
doprogression as a consequence of higher 
sensitivity to treatment [196]. Pathologically, 
pseudoprogression is characterized as reactive 
radiation-induced changes, increased blood-brain 
barrier permeability, necrosis, edema, and glio-
sis. No single imaging technique has been vali-
dated to recognize and adequately establish a 
diagnosis of pseudoprogression. More recent 
publications have suggested that rCBV obtained 
from a DSC perfusion sequence may better pre-
dict a distinction between pseudoprogression and 
true tumor progression [198–200].

Pseudoresponse is caused by antiangiogenic 
agents used as second-line therapy for unrespon-
sive or recurrent high-grade gliomas. These 
agents produce a rapid decrease in contrast 
enhancement, within hours, secondary to an anti-
permeability effect, with a pseudonormalization 
of the blood-brain barrier, rather than tumor 
reduction [196]. Thus, tumors appear to respond 
to treatment, and tumor progression is more dif-
ficult to detect. This phenomenon is denominated 
pseudoresponse. The pseudonormalization of the 

Fig. 19.24 Recurrent tumor. The right frontal-enhanced 
lesion shows rCBV increased compared with the healthy 
contralateral white matter, and the peak of Cho-containing 

compounds is higher than the Cr peak. Lipids at 1.3 and 
0.9 ppm are due to neoplastic necrosis and effect of the 
radiation therapy
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blood-brain barrier leads to a reduction in the 
vasogenic edema, which may improve the clini-
cal symptoms and brain function. Although some 
patients display clinical improvement with a 
high response rate and progression-free survival, 
only modest effects on overall survival were 
noted. Patients may present with an enlargement 

of the nonenhancing portion of the lesion on 
T2-weighted and FLAIR sequences in follow-up 
MR imaging examinations, corresponding to 
tumor progression [201]. During antiangiogenic 
treatment, areas with restricted diffusion may be 
seen within the lesion and even outside the con-
fines of an enhancing tumor. Although some 
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Fig. 19.25 Axial MR 3T. (a) TSE T2-w image, (b) SE 
T1-w image after contrast administration and references 
of ROI rCBV, (c, d) rCBV map, and graphic. 

Pseudoprogression: a lesion with dishomogeneous signal 
and enhancement. rCBV is similar to the healthy contra-
lateral white matter
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investigations suggest that these lesions reflect 
hypercellular and aggressive tumor [202], other 
studies suggest that these lesions represent 
chronic hypoxia and atypical gelatinous necrotic 
tissue [203]. These findings have implications 
for the management of patients with recurrent 
malignant gliomas.
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20.1  Introduction

Central nervous system infectious diseases 
include acute and chronic nosologic entities with 
various etiologies (viral, bacterial, mycobacte-
rial, fungal, parasitic) that can affect brain, spinal 
cord, and/or meninges.

Viral infection of the brain is referred as 
encephalitis, whereas focal bacterial, fungal, or 
parasitic brain infections are classified as either 
cerebritis or abscess, on the basis of the pres-
ence or not of an external capsule. Spinal cord 
inflammation is referred as myelitis, while 
encephalomyelitis refers to both spinal cord and 
brain involvement. Inflammation of the menin-
ges by microbiological causes can be due to 
bacteria, viruses, parasites, or fungi. Frequently, 
brain and meninges are involved in the infective 
process at the same time, and this is referred as 
meningoencephalitis.

In many of these cases, early diagnosis and 
effective treatment can be lifesaving, and imag-
ing plays an important role in the diagnostic pro-
cess because symptoms may be nonspecific. 

Indeed, initial clinical presentation with fever 
and headache is not rare, while more specific 
symptoms like altered consciousness, focal neu-
rologic deficits, and seizures can occur only in 
the later stages of the disease. Moreover, even 
when neurologic signs and symptoms are typical 
for infection, imaging is necessary to identify 
the site of brain or spinal cord involvement, to 
define the entity of the pathologic process, to 
hypothesize the etiology, or to exclude compli-
cations such as cerebral edema, vasculitis, 
hydrocephalus, cranial nerve involvement, or 
subdural empyema.

20.1.1  Advanced Neuroimaging

Computed tomography (CT) is usually per-
formed at first instance in uncooperative patients 
presenting with altered consciousness, focal 
 neurologic deficits, and seizures, and it is useful 
to rule out hydrocephalus before lumbar punc-
ture. However, MRI remains the method of 
choice when central nervous system infection is 
suspected.

3 Tesla MRI allows higher spatial resolution 
and contrast resolution with respect to 1.5 Tesla. 
Furthermore, very high field permits to signifi-
cantly reduce exam acquisition duration that is 
particularly desirable in uncooperative patients. 
Then, several advantages derive from advanced 
MRI techniques at 3 T with respect to 1.5 T.
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Advanced MRI techniques include magnetic 
resonance spectroscopy (MRS), perfusion- weighted 
imaging (PWI), diffusion-weighted imaging (DWI), 
and diffusion tensor imaging (DTI).

MRS-derived semiquantitative parameters are 
metabolite peaks and areas, usually expressed as 
ratios of each other, from which it is possible to 
assume relative metabolite concentration. 3 T 
MRS permits to exploit advantages due to higher 
signal-to-noise ratio and higher chemical shift 
with respect to 1.5 T. Higher signal-to-noise ratio 
is desirable to better estimate concentration of 
metabolites, which peaks are several times 
smaller than water’s, even after water peak sup-
pression. Higher chemical shift improves separa-
tion among metabolites, with a consequent 
improvement of spectral resolution.

Cerebral blood volume (CBV), cerebral blood 
flow (CBF), and mean transit time (MTT) are 
PWI-derived semiquantitative parameters that 
describe microcirculation kinetics of a tracer 
passing through a voxel. Tracers can be endoge-
nous, like in arterial spin labeling (ASL) tech-
nique, or exogenous, like in dynamic susceptibility 
contrast (DSC) and dynamic contrast-enhanced 
(DCE) techniques. The MR perfusion technique 
usually performed in patients with suspected 
CNS infectious disease is DSC. 3 T permits a 
proportional increase of the susceptibility effects 
caused by the rapid passage of the contrast media 
bolus in the capillary bed with respect to 
1.5 T. The consequent advantages are increase of 
SNR, higher spatial resolution, and opportunity 
to work with half the dose of contrast material 
reducing issues coming from blood-brain barrier 
disruption.

Advantages of 3 T magnetic field with respect 
to 1.5 T are not obvious because diffusion- weighted 
imaging (DWI) is a technique sensitive to Brownian 
motion, and magnetic field magnitude does not 
influence water molecule diffusion properties. 
Moreover, artifacts in areas like the skull base are 
higher at 3 T with respect to 1.5 T. Nevertheless, it 
has been showed that DWI performed at 3 T can 
have a greater diagnostic accuracy with respect to 
1.5 T in the detection of infectious diseases [1]. The 
main reason is that thinner slices and higher b-val-
ues are achievable at 3 T.

Finally, in DTI studies, very high field permits 
more gradient directions within reasonable dura-
tion of the exam with respect to 1.5 T.

20.2  Meningitis

Meningitides are classified as acute, subacute, or 
chronic on the basis of clinical course. Often, bac-
terial and viral acute meningitides have similar 
clinical presentation; the most common patho-
gens of community acquired bacterial meningitis 
are Streptococcus pneumoniae (~50 %), N. men-
ingitidis (~25 %), group B streptococci (~15 %), 
and Listeria monocytogenes (~10 %) [2, 3], while 
the most common viruses causing meningitides in 
adults are Enteroviruses and HSV-1 [4]. In 
patients with a weakened immune system, several 
bacterial or fungal microorganisms (M. tuberculo-
sis, C. neoformans, H. capsulatum, C. immitis, 
Borrelia burgdorferi, and T. pallidum) can cause a 
subacute or chronic meningitis lasting more than 
2 weeks; less frequently the causative pathogens 
can be viruses or parasites (T. gondii, Enterovirus, 
HIV) [5].

Lumbar puncture is diagnostic (lymphocytic 
pleocytosis and normal glucose concentration for 
viral meningitis vs polymorphonuclear pleocyto-
sis and hypoglycorrhachia for bacterial meningi-
tis), and it should be performed before any 
neuroimaging study in immunocompetent 
patients, with normal level of consciousness, no 
recent head trauma, no papilledema, and no focal 
neurologic deficits [6]. Anyway CT is recom-
mended before lumbar puncture to rule out con-
ditions that might lead to brain herniation.

Leptomeningeal enhancement, subarachnoid 
hyperintense signal in fluid-attenuated inversion 
recovery (FLAIR) sequences, and arterial nar-
rowing or occlusion in angiography sequences 
are aspecific MRI signs of both viral and bacte-
rial acute meningitides [7] (Fig. 20.1).

MRI also plays an important role in the diag-
nosis and monitoring of meningitis complica-
tions such as hydrocephalus, cerebritis, abscess, 
cranial nerves inflammation, venous thrombosis, 
vasculitis, infarct, ventriculitis, and subdural 
empyema [8].
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In a recent study [9], differences of DTI indi-
ces in several limbic regions and in the white 
matter close to the globus pallidus were found in 
patients with chronic neuropsychological 
sequelae of chronic meningitis with respect to 
healthy subjects. Authors argued that their results 
suggest that white matter alterations may be 
involved in the psychopathology and pathophysi-
ology of chronic meningitis. To our knowledge, 
there are no other studies investigating the utility 
of advanced MRI techniques in the diagnosis and 
monitoring of meningitis.

20.3  Encephalitis

Encephalitis is an acute inflammation of the 
brain. The etiology is most frequently viral. 
Childhood and adult herpes simplex virus (HSV) 

encephalitis is usually due to HSV-1 (90 %). 
Reactivation of dormant HSV-1 in the trigeminal 
ganglion precipitated by various factors (trauma, 
immunosuppression, hormonal fluctuations, 
stress) causes necrotizing and hemorrhagic 
involvement of white and gray matter that pri-
marily affect the limbic system. Frontal, parietal, 
and occipital cortex can also be involved, while 
basal ganglia are usually spared. Lesions are usu-
ally asymmetric and bilateral.

Conventional MRI signs include gray and 
subcortical white matter hyperintensity on 
T2-weighted sequence with corresponding sig-
nal decrease on T1-weighted sequence, loss of 
gray- white matter junction, sulci effacement, 
and focal hypointensities on T2* images. 
Enhancement is best seen 1 week after initial 
symptoms; it may be gyral, leptomeningeal, 
ring, or diffuse.

a b

d e f

c

Fig. 20.1 Pneumococcal meningoencephalitis in a 
57-year-old patient. (a) Axial FLAIR and (b) axial T2 TSE 
images show hyperintensity of right frontoparietal gray 
matter and leptomeningeal spaces. (c) b1000 DWI and (d) 
ADC map show restricted diffusivity of leptomeninges and 

subarachnoid space, as compared to the contralateral side. 
(e, f) axial T1-weighted TSE images, respectively, without 
and with fat suppression technique, before and after con-
trast agent administration, show diffuse right leptomenin-
geal and cortical frontoparietal enhancement
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Restricted diffusivity of the affected cortex is a 
more sensitive sign of HSV encephalitis with 
respect to other conventional imaging signs. 
However, 14 days after symptom onset, diffusivity 
in the cerebral cortex is no longer restricted, while 
T2WI and FLAIR abnormalities persist (Fig. 20.2).

20.4  Cerebritis, Abscesses, 
and Granulomas

Infective focal brain lesions include abscesses 
and granulomas. A pyogenic infection of the 
brain can cause the formation of an abscess, 
through the activation of a purulent inflammatory 

process evolving through four stages: early 
 cerebritis, late cerebritis, early capsule formation, 
and late capsule formation. Contrarily, chronic 
granulomatous inflammation mediated by cells 
of the mononuclear phagocyte system leads to the 
formation of well-demarcated focal lesions, con-
taining cellular debris, macrophages, lympho-
cytes, plasma cells, and fibroblasts. Parasitic and 
fungal granulomas contain also eosinophils.

20.4.1  Bacterial

Most frequent pathogens responsible of  
abscesses formation are Streptococcus spp., 

a b

d ec

Fig. 20.2 HSV encephalitis in a 64-year-old patient. (a) 
Axial FLAIR and (b) coronal T2 TSE image show left 
temporal lobe gray and subcortical white matter hyperin-
tensity, with brain swelling and sulci effacement. (c) 

b1000 DWI showing restricted diffusivity of left temporal 
cortex. (d, e) axial T1-weighted TSE images before and 
after contrast agent administration show cortical 
enhancement
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Enterobacteriaceae, anaerobes, and staphylococci. 
Brain involvement can be direct from a contiguous 
site of infection (otitis media, mastoiditis, parana-
sal sinusitis, dental infection, head trauma, neuro-
surgical procedure) or indirect by hematogenous 
dissemination from distant sites of infection.

In the early cerebritis stage (days 1–3), a cen-
tral core of coagulative necrosis is surrounded by 
a perivascular infiltration of inflammatory cells 
and marked edema; conventional MRI shows an 
ill-defined mass, hyperintense on T2-weighted 
sequence, and isointense-hypointense on 
T1-weighted sequence with a patchy enhance-
ment after contrast agent administration.

In the late cerebritis stage (days 4–9), the 
necrotic purulent center and the surrounding 

inflammatory infiltrate of macrophages and fibro-
blasts are divided by a thin capsule of fibroblasts; 
conventional MRI shows a central core hypoin-
tense/hyperintense on T1-/T2-weighted sequences, 
a peripheral rim mildly hyperintense/hypointense 
on T1-/T2-weighted sequences, and a marked but 
irregular rim enhancement after contrast agent 
administration.

In the early capsule formation stage (days 
10–13), a well-demarcated capsule is surrounded 
by marked edema; conventional MRI shows a 
ring-enhancing lesion with a typical smooth inner 
margin of the ring, a hypointense signal of the 
rim on T2-weighted images, and a markedly 
restricted diffusivity of the central core (Fig. 
20.3).

a b

d e f

c

Fig. 20.3 Pyogenic abscess in a 71-year-old patient. (a) 
Axial FLAIR and (b) axial T2 TSE images show a right 
frontal expanding lesion surrounded by large edema. Note 
the hypointense ring. (c) b1000 DWI and (d) ADC map 

show a markedly restricted diffusivity of the internal cav-
ity. (e, f) Axial T1-weighted TSE images before and after 
contrast agent administration show smooth margins of the 
inner and outer layers of the enhanced ring
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In the late capsule formation stage (more than 
14 days), a well-formed necrotic core and sur-
rounding marked gliosis with large numbers of 
reactive astrocytes are divided by a dense collag-
enous capsule; conventional MRI shows thicken-
ing of the enhancing rim and reduction of edema 
signs with respect to the previous stage.

Restricted diffusivity in the central core of a 
ring-enhancing lesion is by far the most specific 
advanced MRI technique sign for pyogenic brain 
abscess [10] opposite to non-pyogenic lesions that 
show hypointense or mixed signal on b1000 DWI 
images. However, as exceptions to the rule, histo-
logically proven pyogenic brain abscesses that 
didn’t show restricted diffusivity of their central 
core were reported [11, 12]. Furthermore, metas-
tases and glioblastomas with ring  enhancement 
and restricted diffusivity of their central core were 
also reported [11].

In unclear cases, additional information can 
be gathered from other advanced MRI techniques 
(Fig. 20.4).

Fractional anisotropy (FA) in the central cavity 
of a ring-enhancing lesion is higher in pyogenic 
abscesses with respect to glioblastomas and metas-
tases [13–14]. MRS reveals amino acids only in 
the central cavity of pyogenic abscesses and not in 
the central cavity of necrotic tumors [15]. Lactate 
cytosolic amino acids with/without succinate, ace-
tate, alanine, and glycine peaks are markers of 
abscess [15]. Cerebral blood volume (CBV), if 
measured in the areas of ring enhancement and 
perilesional edema, is generally higher in malig-
nant lesions than in pyogenic abscesses [16, 17].

20.4.2  Fungal

Fungal brain infection are rare in subjects with an 
intact immune system and are usually secondary 
to primus focus elsewhere. The most frequent 
fungal microorganisms causing encephalitis in 
immunocompromised patients are Cryptococcus, 
Aspergillus, and Candida. Imaging findings are 
typically aspecific because of the inadequate 
immune response.

Sinusitis or pulmonitis caused by inhalation 
of Aspergillus fumigatus spores constitutes the 
most frequent sites of primary infection for the 
subsequent cerebral localization. Pathological 
manifestations of cerebral aspergillosis include 
meningitides, granulomas, infarctions, and 
aneurysm formation. Initially, fungal hyphae 
grow in the vessels causing hemorrhagic strokes; 
consequent purulent abscesses and chronic 
granulomas formation give the final MRI pat-
tern (Fig. 20.5).

20.4.3  Parasitic

Toxoplasmosis is a parasitic disease caused by T. 
gondii, transmitted through undercooked meat or 
by handling objects contaminated by cat feces. 
In immunocompetent subjects T. gondii infec-
tion is subclinical. The reactivation of a latent 
previous infection is one of the most common 
complications in patients affected by acquired 
immune deficiency syndrome (AIDS) and with a 
CD4+ T-cell counts <200/μL. However, nowa-
days the incidence is decreasing thanks to highly 
active antiretroviral therapy (HAART). Clinically 
manifested toxoplasmosis occurs also in the 
other conditions of immune system depression 
or in case of transplacental transmission of the 
parasite.

In the earlier phase of cerebral toxoplasmosis, 
a vacuolated area with numerous tachyzoites is 
surrounded by cysts at different stages. In the 
absence of an effective treatment, necrotic lesions 
surrounded by abundant tachyzoites increase in 
number and size. In the final stage, the necrotic 
lesions are surrounded by late cysts; parasites are 
absent.

Multiple ring-enhancing lesions of different 
sizes surrounded by edema give the typical MRI 
pattern. Also a T2 ring sign was described [18]; 
it consists of a central hypointense region due to 
necrosis and cellular debris heavily infiltrated 
with neutrophils and histiocytes; an intermediate 
hyperintense region due to vascular congestion 
and proliferating tachyzoites; and an outer 
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a

b c

Fig. 20.4 Same case as in Fig. 20.3. (a) 3 T single-voxel 
long-echo time (TE = 144 ms) water-suppressed 1H-MRS 
spectrum shows lactate and lipid peaks not only in the 
internal cavity but also in the perilesional edema. (b) 3 T 

dynamic susceptibility contrast-enhanced cerebral blood 
volume color map shows low CBV values in the ring and 
in the perilesional edema. (c) 3 T DTI color map shows 
that frontal forceps fibers are not interrupted
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hypointense region due to less inflammation, 
less vascular changes, and fewer tachyzoites 
(Fig. 20.6).

However, in patients with severe immunode-
pression, MRI findings can be completely aspe-
cific, and differential diagnosis with other 
opportunistic diseases can be a challenge. For 
instance, in fulminant encephalitic variant, MRI 
can show widespread T2-weighted lesions and 
no contrast enhancement; also solitary large 
lesions with marked contrast enhancement are 
described.

The main differential diagnosis is primary 
central nervous system lymphoma (PCNSL), 
while tubercular, fungal, or bacterial infections 
are less frequent. Given the substantial imaging 
overlap between toxoplasmosis and PCNS, diag-
nosis of toxoplasmosis is usually confirmed by 

the radiological improvement after 1 week of 
anti-toxoplasma therapy. Should the lesions be 
unchanged or progressive, the diagnosis has to 
be reconsidered and the therapeutic strategy 
reevaluated. In any case, final diagnosis is given 
by brain biopsy, which is reserved only for 
patients who have failed 2–4 weeks of empirical 
therapy.

In most challenging cases, the use of advanced 
MRI technique is justified. In toxoplasma lesions, 
the internal cavity shows no restricted diffusivity; 
perfusion indices are reduced; spectroscopy 
reveals lipid and lactate peaks (Fig. 20.7).

As regards the nuclear medicine field, thal-
lium- 201 brain SPECT is very useful in the dif-
ferentiation between toxoplasmosis and PCNS, 
because only in the last case a marked uptake can 
be observed.

a b

ed

c

Fig. 20.5 Cerebral Aspergillosis in a 50-year-old patient. 
(a) Axial FLAIR image shows bilateral subcortical fronto-
parietal expanding lesions surrounded by low edema. (b) 
b1000 DWI and (c) ADC map show restricted diffusivity 
of the internal cavity of the lesions. (d, e) axial 

T1-weighted TSE images, respectively, without and with 
fat suppression technique, before and after contrast agent 
administration, show ring enhancement and smooth mar-
gins of the inner and outer layers of the ring
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Fig. 20.6 Cerebral Toxoplasmosis in a 31-year-old 
patient affected by AIDS. (a) Axial FLAIR and (b) axial 
T2 TSE images show multiple deep nuclei, subcortical, 
and deep white matter lesions surrounded by edema. Note 

the “T2 ring sign.” (c, d) axial T1-weighted TSE images, 
respectively, without and with fat suppression technique, 
before and after contrast agent administration, show mul-
tiple ring-enhancing lesions of different size
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20.5  Summary

CNS infectious diseases are often life- threatening 
conditions for which a prompt diagnosis is 
required in order to establish effective antimicro-
bial therapy as early as possible. Even if CSF 
analysis, biopsy analysis, and laboratory analyses 
remain the gold standard, MRI plays a crucial 
role in order to rule out conditions of emergency, 
to generate diagnostic hypotheses, to identify the 
site of infection, and to exclude and monitor pos-
sible complications. 3 T MRI allows shorter 
acquisition time for a given resolution and/or 
higher resolution for a given acquisition time 
with respect to 1.5 T. Furthermore, several advan-
tages derive from performing advanced MRI 
techniques at 3 T with respect to 1.5 T. This is 
noteworthy if you consider that advanced MRI 
techniques can support conventional MRI in 
most challenging cases. In support of this state-
ment, in our series, we observed that the diagnos-
tic accuracy in the differential diagnosis between 
benign and malignant ring enhancing lesions 
(GBMs, metastases, and abscesses) significantly 
improves when ADC values measured in the 
internal cavity of the lesions are combined with 
other advanced technique-derived parameters.
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Use of fMRI Activation Paradigms: 
A Presurgical Tool for Mapping 
Brain Function

Daniela Cevolani, Raffaele Agati, 
and Marco Leonardi

Until not many years ago, the only reliable ways 
of mapping of brain eloquent areas were invasive 
methods, such as intraoperative cortical stimula-
tion and somatosensory-evoked potentials. 
Invasive methods are accurate but time- 
consuming during the surgical procedure, often 
reducing the mapping analysis to “just sufficient” 
knowledge to enable the surgeon to proceed [53].

Obviously, the goal of neurosurgery is to max-
imize resection while preserving important brain 
functions. With this aim, it is important to  provide 
the surgeon with all the available information to 
identify the eloquent cortex preoperatively; it is a 
well-known phenomenon that many tumours and 
their surrounding oedema cause a significant 
mass effect, which may markedly distort the cor-
tical anatomy and make classical anatomical 
landmarks useless.

The presurgical use of functional magnetic 
resonance imaging (fMRI) paradigms enables the 
neurosurgeon to be given a complete mapping of 

brain eloquent areas before surgery, thus making 
the surgeon aware of the actual situation. 
Consequently, the surgeon may plan the surgery 
and decide the strategy of approach preopera-
tively, including the question of whether to oper-
ate or not [23].

The fMRI technique has a high spatial and 
temporal resolution, a non-invasive character, 
and is safe (the source of the signal is endoge-
nous, and MRI has no known risks), thus also 
allowing the patient follow-up. It enables a cor-
rect definition of the relationships between, for 
instance, a tumour and the adjacent eloquent 
 cortex. It is noteworthy that, sometimes, the 
intraoperative mapping by direct cortical stimu-
lation is unsuccessful, especially when testing 
higher cognitive functions such as language, 
which requires the patient to be awake and not 
sedated as during the surgery [25]. In these cases, 
fMRI information becomes not only an invalu-
able help but also avoids the chance of a “sur-
prise” during the surgical procedure [4].

Finally, fMRI can detect functional cortical 
reorganization and plasticity, namely, the displace-
ment of brain function from one location to another 
[24, 42]. This phenomenon has clear-cut implica-
tions for the surgical management of the patient.

In this paper, we focus our attention on the 
phenomena at the root of eloquent brain maps, 
the description of some activation paradigms, 
their main presurgical application and some new 
approaches to fMRI.
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21.1  The BOLD Phenomenon

Mapping eloquent areas by MRI is based on the 
blood oxygenation level-dependent (BOLD) con-
trast phenomenon. This is due to the paramag-
netic properties of deoxyhaemoglobin. When a 
pool of neurons passes from a rest state to an acti-
vation state, the increased discharge of spikes 
induces a rise in regional oxygen consumption 
rate. This event brings two main effects: a 
regional increase in the absolute number of 
deoxyhaemoglobin molecules and a local vasodi-
lation, due to the flow autoregulatory mechanism, 
which is characteristic of the brain circulation. 
The increase in blood regional flow largely over-
whelms the amount of oxygen extracted by the 
activated neurons and leads to a relative decrease 
of deoxyhaemoglobin concentration. The result-
ing net effect is a local rise in oxyhaemoglobin 
and a local drop in deoxyhaemoglobin. The drop 
in paramagnetic deoxyhaemoglobin leads to an 
increased signal intensity in T2*- and 
T2-weighted images. The mapping of eloquent 
areas, then, is achieved by acquiring T2*- or 
T2-weighted images consecutively, while the 
subject is performing the task or is at rest. Finally, 
the difference between the performing condition 
and the resting condition is calculated [26].

21.2  3 T Versus 1.5 T

In the past 10–15 years, 1.5 T systems have been 
the most commonly used field strength in every-
day clinical use. The advances in technology and 
the increased availability of higher fields have 
opened the door to a variety of exciting improve-
ments in clinical and research application of 
MRI. In particular, 3 T systems have continued to 
gain wide acceptance as one of the main field 
strengths used for clinical and research studies 
[35]. The reasons for this acceptance are many. 
One of the main advantages of high-field imaging 
is the improvement of the signal-to-noise ratio 
(SNR). It has been shown [35] that the signal is 
expected to increase by a factor of 4 at 3 T, with 
respect to 1.5 T. Unfortunately, the noise also 
increases by a factor of 2. As a consequence, 

there is a twofold improvement in SNR, which 
may have profound clinical implications. (1) 
Shortening of data acquisition times. It is possi-
ble to decrease the total data acquisition times by 
a factor of 4 at 3 T, while maintaining a SNR 
comparable to that obtained at 1.5 T. This time 
reduction shortens the overall exam length and 
could minimize patient motion artefacts. (2) 
Improving spatial resolution, while keeping 
acquisition times similar to 1.5 T. Spatial resolu-
tion improves differently according to the acqui-
sition approach used. Therefore, depending on 
the structures in exam and the imaging sequences 
used, it is possible to improve SNR to optimize 
the visualization of relevant details of interest.

Another effect observed with high-field imag-
ing is an increasing susceptibility. fMRI is prob-
ably one of the best examples of converting 
artefacts into useful physiological information 
[35]. Signal changes due to BOLD effects are 
directly proportional to the magnetic field 
strength. The higher the field strength, the more 
sensitive the sequence will be to BOLD effects. 
Assuming the changes in the deoxyhaemoglobin 
concentration remain identical, the percentage 
signal changes are expected to increase twofold 
at 3 T when compared with that obtained from 
1.5 T. However, since the absolute signal changes 
are small (~10 % with a 3 T system), appropriate 
task paradigms must be planned.

21.3  The “Ideal” Paradigm

Before starting any routine clinical application of 
fMRI on patients, it is useful to perform a survey 
of the literature in the search for the “ideal” para-
digm. In our opinion, a reliable paradigm should 
have the following characteristics: (1) The activa-
tion induced should be specific. Specificity refers 
to the ability to localize a function: a high- specific 
paradigm should have a high localizing power, 
i.e. the ability to select and discover all and only 
the areas appertaining to that function consid-
ered. This way, evoked eloquent areas are defined 
unambiguously as to anatomical location and 
extent. (2) The activation induced should be 
reproducible: evoked eloquent areas have to 
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remain unchanged as to location and extent, 
through different trials, made in the same and/or 
in different sessions, thus allowing patient fol-
low- up. (3) The paradigm should be easy to learn 
by patients having different social and cultural 
backgrounds. If a patient does not understand 
clearly what to do or what will happen, he or she 
obviously will not perform the paradigm cor-
rectly, and the result will be a suboptimal activa-
tion. (4) The paradigm should be short-lasting. 
The length of time of a paradigm should enable 
the patient to maintain a high attention level all 
through the trial; otherwise, again a suboptimal 
activation will result. Unfortunately, an optimal 
duration is only a compromise between the time 
spent by the patient in the magnet and the need to 
acquire enough data for statistically significant 
mapping. Usually, an fMRI session includes 
more than one paradigm and lasts for almost  
an hour.

A Few Words on Sensitivity Sensitivity is the 
ability to detect low signals and/or to respond to 
small physical amounts or differences. As we 
have just seen (“3 T vs 1.5 T”) and will see soon 
(“experimental design”), sensitivity does not 
depend only on the biological phenomena at the 
base of the BOLD contrast effect, but also on the 
characteristics of acquiring equipment (magnetic 
field strength, kind of sequence acquired, arte-
facts, etc.), as well as on the experimental design 
applied. Unfortunately, sensitivity and specificity 
are often in inverse relation. As a consequence, 
caution is needed in comparing results obtained 
by using different equipment and experimental 
designs.

It is useful, after the choice from the literature 
of the paradigms having the above characteris-
tics, to select from them those producing the wid-
est activation areas, with the aim, in a presurgical 
perspective, to spare as much eloquent tissue as 
possible. The result of such an operation is to 
obtain a set of paradigms, which, on the whole, 
constitute an adequate tool with which to explore 
the main eloquent cortical areas (cf. [9, 41] for 
review). After this, a safe strategy to set up the 
system is to implement and apply all paradigms 

to healthy volunteers before proceeding with the 
routine clinical application on patients. Finally, 
each patient has to receive a personalized set of 
paradigms, which are selected on the basis of the 
specific location and extent of the existing 
pathology.

21.4  Stimulating Apparatus

Usually, there is the need with some tools to 
apply a proper stimulation. For instance, we used 
goggles, earphones and a push-button panel (ten 
push buttons), to monitor patient response (Visual 
Stim XGA Digital Stereo Commander XG, 
Resonance Technology).

Stimuli could be administrated in different 
ways, but a careful procedure is to perform this 
step by software as automatically as possible. For 
instance, we use the Stim2 and Presentation soft-
ware and a dedicated PC. The same PC synchro-
nizes the beginning of stimulation to the 
beginning of acquisition using a radiofrequency 
pulse.

21.5  Experimental Design

The main limitation within fMRI experimental 
design planning arises from the fact that the sig-
nal changes being measured are very small. Thus, 
fMRI can be used only for determining relative 
signal intensity changes within a single image 
session [38]. There are two main methods of 
planning an fMRI experimental design: block 
design and event-related design.

A typical block design consists of two alter-
nating situations: the “activation condition” and 
the “resting condition”, which often have the 
same duration. Each condition is considered as a 
mean static value across the whole period. The 
principles of BOLD data processing are based on 
the subtraction of the rest from the active periods; 
thus the rest behaves as a baseline with respect to 
activation. The resulting difference between the 
two signals is the specific activation effect we are 
dealing with. It follows that the rest condition is 
very important, as much as the active condition, 
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the more important the smaller the eloquent area 
to be revealed. Finally, the rest condition is not 
always the absence of anything, but may also 
consist of another task, which may differ in the 
different paradigms.

An event-related design considers the time 
course of the event and not a time-integrated 
averaging procedure. Each trial is considered 
separately, as being time locked to the beginning 
of the stimulus, and signal changes are explored 
in relation to the onset of the event generated by 
the trial. Event-related signal averaging requires 
the repetition of trials and the alignment of the 
data to a reference point, such that repeated time- 
locked epochs of data can be recorded and subse-
quently averaged together. In this way, 
event-related design can explore the temporal 
shape of the event and discover if there is a tem-
poral evolution, e.g. if a transient signal change is 
followed by a sustained signal change (in a block 
paradigm the transient and sustained signal 
changes would not be resolved, because activity 
is mediated over each condition) [13].

With respect to event-related design, block 
design, besides being simpler, has a higher power 
in signal detection, i.e. has a higher sensitivity, 
due to the intrinsic characteristics of the method 
(to find significant differences between means). 
So a block design seems a more convenient way 
to perform presurgical fMRI paradigms [36].

21.6  Data Processing

Once data have been acquired, they need to be 
preprocessed. The purpose of this procedure is to 
remove various kinds of artefacts in order to 
maximize the sensitivity for later statistical 
analysis.

After reconstructing row data into images, 
looking like brain slices, slice-timing correction 
occurs. Actually, each slice is acquired at slightly 
different times, but further analysis needs to 
adjust the data so that it appears that all voxels 
within one volume have been acquired at exactly 
the same time. Motion correction follows: by 
using rotation and translation, each volume is 
transformed to be aligned with all the others [56]. 

Often but not always, a spatial blurring of each 
volume is taken into account, with the aim of 
reducing noise without significantly affecting the 
activation signal. Afterwards, overall intensity 
level is adjusted so that all volumes have the same 
mean intensity (intensity normalization) [51]. 
The final step is the filtering of each time series of 
voxels by linear or non-linear tools, in order to 
reduce low- and high-frequency noise. Now data 
are ready for statistical data processing [52].

A detailed description of statistical analysis is 
beyond the purpose of this paper, so only a few 
general points will be described and single sub-
ject data only are referred to. Statistical analysis 
is carried out to determine which voxels are acti-
vated by the stimulation. Various possible meth-
ods may be used to compute the significance 
level of these activated voxels. The principle is a 
model-based method (e.g. [15]), where an 
expected response is generated and compared 
with the data. Commonly, each time series of 
voxels is analysed independently (univariate 
analysis), in a general linear model (GLM). To 
get the best fit of the model to the data, the “stim-
ulus function”, which is often a sharp on/off 
waveform, is smoothed, delayed and converted 
into the haemodynamic response function (HRF) 
[58]. Once the model fits the data, an estimate of 
the goodness of fit is found, expressed as a param-
eter estimate (the estimated β value), which is 
converted, dividing it by the standard error, into 
the t value. Proper standard statistical transfor-
mations convert the t value into P (probability) or 
Z statistics, which contain the same statistical 
information: how significant the data are [57]. An 
important issue concerning these methods is the 
arbitrary establishment of the statistical thresh-
old, above which the activity is significant, and 
below which data are rejected. If the significant 
(P) threshold is applied to every voxel in the 
brain, the huge amount of resulting voxels makes 
the number of false positives too high to be 
accepted; in this case a Bonferroni’s correction is 
used (the significance level at each voxel is 
divided by the number of voxels, to correct the 
number of comparisons to be made). Otherwise, 
one may take into account clusters of activated 
voxels before estimating the significance. This 
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method is more sensitive to activation but more 
arbitrary. Whatever the choice, the resulting out-
put is a statistical map, which indicates those 
points where the brain has activated in response 
to the stimulus.

The above analysis concerns the low- 
resolution fMRI series, acquired during the per-
formance of the task. An fMRI experiment 
typically includes also a single high-quality 
structural series, useful to better localize anatom-
ically the task-related regions of increased signal. 
This isovolumetric morphological series needs in 
turn to be preprocessed [51], segmented [32] and 
coregistered with fMRI series, which, at last, are 

superimposed on the volumetric acquisition. In 
this way, activation areas may be viewed in the 
context of a good quality brain image (Fig. 21.1).

21.7  Software

The most commonly used packages are SPM and 
Brain Voyager; both import DICOM data, per-
form 2D and 3D statistical analysis and process 
single- or multi-subject data. Brain Voyager also 
has a real-time utility, Turbo Brain Voyager. 
There is no need to describe this well-known 
software in detail, suffice it to say that, at the 

Fig. 21.1 An example of 3D reconstruction. Activation maps are superimposed on the high-quality volumetric acquisi-
tion, giving a better opportunity to localize eloquent areas. MPR projections are also shown
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beginning, fMRI was used only for research pur-
poses and the software was targeted at this goal. 
With the increasing diffusion of this technique 
and its clinical application, manufacturers of 
magnetic equipment entered the market and 
began the production of new software. An exam-
ple is the newly introduced GE software, 
BrainWave, which cannot process multi-subject 
data but is very convenient and has many advan-
tages, so that we chose it as the software for fMRI 
analysis in the routine clinic. The package con-
sists of two parts: real time and post-acquisition. 
Real time allows visualization of statistical 
t-maps during the acquisition; as the acquisition 
proceeds, statistical activation maps are pro-
cessed and superimposed in real time on the 

fMRI series just acquired. This way, it is possible 
to monitor the situation and the activating effects 
from the very beginning of the acquisition. The 
post-acquisition package performs an in-depth 
analysis (similarly to Brain Voyager) but in a 
semiautomatic way; it may run in the back-
ground, during successive acquisitions or exams, 
and produces, in the final steps, two outputs: 
3D-coloured activation maps and the so-called 
BIP maps, in which the activated areas, bounded 
by a white contour, are superimposed on the 3D 
structural isovolumetric sagittal acquisition. BIP 
maps are a DICOM output; they can be repre-
sented, in turn, in the three planes of the space 
(MPR) and, sent to the neuronavigator, are inesti-
mable value to the neurosurgeon (Fig. 21.2).

a b

c

Fig. 21.2 An example of BIP maps. The activated areas 
in the occipital lobe are bordered by a white line, leaving 
the inner area transparent, to better define the anatomical 

structures involved (Modified from Leonardi et al. [33], 
with permission)
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21.8  Paradigms

21.8.1  Motor Paradigms

Motor and sensory paradigms were the the first to 
be implemented [46], both because of the ease 
with which they can be performed in the scanner 
with no additional equipment and their easy vali-
dation by preoperative and intraoperative cortical 
monitoring. The good correlation between corti-
cal monitoring and fMRI results made fMRI 
motor tasks the method of choice for the presur-
gical evaluation of patients.

There are many motor tasks described in the 
literature. Owing to the cortical distortion of the 
sensorimotor homunculus, the wider areas of fin-
gers, hands, tongue and lips are the most fre-
quently explored to produce the highest BOLD 
signal. Furthermore, hands/fingers and lips/
tongue are very important anatomical effectors, 
involved, respectively, in day-to-day manual 
activities and speaking. As a consequence, hand 
and lip movements are the most often used tasks 
to explore the activity of the primary motor cor-
tex. When the lesion is located near the convexity 
of the brain, movements of the foot are also used.

As regards the hand movements, there is a 
wide spectrum of paradigms ranging from the 
simple opening and closing of the hand or squeez-
ing a sponge to the more complex sequential tap-
ping of fingers in predetermined fixed order or 
repetitive opposition of the thumb and each of the 
remaining fingers. Simple and complex hand 
motor tasks bring about different cortical activa-
tion patterns.

Simple hand movements activate only the 
contralateral primary motor cortex, the superior 
part of the precentral gyrus, in an area called the 
“precentral knob”, otherwise named inverted Ω, 
which may also be divided by a sulcus in the 
middle and in that case is called horizontal ε [60, 
61]. Complex hand movements activate not only 
the contralateral primary motor cortex, but also 
the ipsilateral motor cortex, the supplementary 
motor area, the premotor and the somatosensory 
cortex bilaterally [55]. There are different funda-
mental reasons for the primary sensory cortex 
activation. From the anatomical point of view, 
cytoarchitectonics show that pyramidal cells can 

be found either in the pre- or postcentral gyrus 
and motor fibres in the pyramidal tract originate 
not only from primary motor areas (MsI), but 
also from primary sensitive areas (SmI). 
According to classical neurophysiology, it is pos-
sible to elicit motor responses by electrically 
stimulating the precentral gyrus, as well as the 
postcentral gyrus, with a partial overlapping of 
the homunculi of cortical motor and sensory rep-
resentation. Finally, both sensory proprioceptive 
and exteroceptive afferents can be activated by 
positional changes during the performance of 
motor tasks.

When the motor task is complex, there is also 
an asymmetry in lateralization, as regards the 
dominant hemisphere. In right-handed subjects, 
finger movements of the right hand substantially 
activate the dominant (left) hemisphere with 
almost no activation in the nondominant (right) 
hemisphere [29]. In left-handed subjects, the 
 activation pattern may show a high degree of 
variability, but often both left- and right-hand 
movements produce activations comparable 
between dominant and nondominant hemispheres 
[50]. Obviously, all these differences must be 
taken into account in analysing an activation 
pattern.

Figure 21.3 shows an example of eloquent 
areas evoked by the repetitive sequential opposi-
tion of the thumb and each of the remaining fin-
gers of the right hand.

21.8.2  Sensory Paradigms

Sensory paradigms are used less often than motor 
paradigms but have the advantage of being a pas-
sive task, which may also be performed on unco-
operative patients (anaesthetized, unconscious, 
neurologically impaired, disabled, aged, babies, 
etc.). In this last case, they could be the only way 
to identify the sensorimotor cortex for surgical 
planning.

The most common way to perform a sensory 
paradigm is by tactile stimulation of the skin of 
the hand or, less frequently, of the foot or face. 
Simple plastic toothbrushes, blunt nails, air puffs 
and even the examiner’s fingertips may accom-
plish this kind of stimulation.
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Results show eloquent areas in both the post-
central and the precentral gyri [42]. The situation 
is similar to that which we have seen in motor 
paradigms: there is an anatomical cytoarchitec-
tonic reason (i.e. the presence of granular cells 
not only in SmI but also in MsI) together with 
numerous connections through corticocortical or 
thalamocortical relays [59]; moreover, a direct 
cortical stimulation of the motor cortex in 
humans evokes sensory experiences [6]. The 
concept of a narrow, discrete, pre-Rolandic 

motor cortex separated from post-Rolandic sen-
sory strip, although pervasive, has been chal-
lenged by evidence of a broad overlapping 
sensorimotor cortex [54].

21.8.3  Visual Paradigms

Before the introduction of fMRI, the most com-
mon way to obtain functional information about 
important anatomical visual areas, such as the 

a b
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c

Fig. 21.3 An example of motion paradigm (repetitive 
sequential opposition of the thumb and each of the remain-
ing fingers of the right hand). Note that activated areas are 

adjacent to the lesion (a meningioma). The patient under-
went surgery with no sequelae
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fibre system of the optic radiations, the lateral 
geniculate nucleus and the striate/extrastriate 
cortices, was by perimetric examination of the 
visual field. This technique, however, provides 
only a subjective determination, at each point, 
of the functional variation in time and lacks 
direct anatomical information. Conventional 
neuroradiological imaging, on the other hand, 
simply outlines lesion location and its gross 
extent, but it is often difficult to establish if the 
presence of oedema or structural alterations of 
local anatomy imply neuronal death. A better 
understanding of the function-structure correla-
tion of striate organization has been provided by 
functional PET imaging studies, but the associ-
ated radiation exposure and the limited avail-
ability of PET units have restricted its application 
for routine evaluation of patients with visual 
field defects to those described in a few clinical 
reports [30].

The enhanced spatial and temporal resolu-
tion of non-invasive fMRI, together with its 
safety and availability, has provided new and 
valuable information in understanding the orga-
nization and functional properties of visual 
areas in the human cortex. For instance, fMRI 
has been a precious method in confirming corti-
cal retinotopy and quantitatively defining corti-
cal extension of the central foveal vision [30, 
48], results that, otherwise, could only have 
been obtained in an invasive manner. fMRI 
imaging can detect objective visual field defi-
cits, caused by lesions not only producing 
destruction of the primary visual cortex, but also 
interrupting visual pathways and creating a lack 
of sensory input, without destroying neurons in 
the occipital cortex [30].

Visual stimulation may be delivered in plenty 
of modes: frequently used stimuli are flashing of 
white or coloured lights at certain frequencies or 
alternating checkerboards, stripes or bands. 
Stimuli may be presented by a video screen or by 
goggles. This last device is often preferred, 
because it allows different kinds of stimulations 
(e.g. monocular, different mixes of hemifields, 
quadrants) and allowed us to explore cortical 
visual retinotopy. Moreover, it provides a better 
concentration for the patient, who cannot see 

anywhere but into the goggles. The resting condi-
tion is frequently characterized by a black screen 
with a fixation point in the centre. We imple-
mented visual paradigms in our department by 
using goggles and alternating (500 ms period) 
black and red vertical bands (Fig. 21.4).

21.8.4  Language and Lateralization 
Paradigms

Since the classical works of Wernicke and Broca, 
the location and definition of brain language 
areas have been a goal and a challenge for 
researchers. Language areas have traditionally 
ascribed to two discrete regions: Wernicke’s area, 
which is responsible for the receptive aspects of 
language (comprehension), and Broca’s area, 
which controls the expressive aspects of language 
(production). The former is located in the left 
posterior temporal lobe and the latter in the left 
inferior frontal lobe, anterior to the central fis-
sure; both are interconnected by the arcuate 
 fasciculus that allows information exchange 
between the two.

Language areas are usually located in only one 
hemisphere, more frequently the left, but lateral-
ization may not remain constant: translocation of 
single Wernicke’s [42] or single Broca’s [24] 
areas to the contralateral hemisphere has been 
demonstrated in right-handed patients, when, for 
instance, a slowly growing tumour allows brain 
plasticity mechanisms to come into play.

Owing to the complexity of language-related 
functions, the exact location of these functional 
areas is somewhat variable and cannot be pre-
dicted on the basis of anatomy alone. Of course 
these areas are of great importance to the private 
and social life of the patient, and sparing them is 
essential when a surgical approach is required.

Before the arrival of PET and fMRI and for 
approximately half of the previous century, the 
Wada test represented the “gold standard” and 
the task routinely used to assess the language- 
dominant hemisphere. Briefly, the Wada test 
requires the catheterization of both the internal 
carotid arteries and the successive injection, for 
each side, of amobarbital (125 mg), followed by 
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hemispheric anaesthetization, to exclude one 
hemisphere at a time; the final step is the study of 
the awake hemisphere to establish persistence or 
disruption of language functions. Of note, the 
Wada test is possible only when there are no vas-
cular abnormalities allowing arterial crossflow 
between the two hemispheres.

The advent of fMRI has changed the approach 
to language exploration. As one can easily infer, 
the Wada test has many disadvantages with respect 
to fMRI: invasiveness, higher risk, higher cost and 
very short amounts of time (5–10 min) available to 
explore the awake hemisphere. fMRI, in addition 
to being non-invasive and cheaper, is not affected 
by underlying supply patterns; can be easily 
repeated, if necessary, without additional risk; and 
affords the examiner sufficient time to test a range 
of cortical functions. Moreover, owing to the fact 
that the entire brain is examined simultaneously, 
results are not confounded by difficulties in repro-

ducing test conditions separately for each hemi-
sphere, as in the Wada test. As a consequence, 
several studies have compared fMRI to the Wada 
test and have shown a significant correlation 
between results from both modalities in most 
cases. fMRI studies typically identify more lan-
guage regions than direct electrocortical stimula-
tion mapping and the Wada test, suggesting that 
fMRI not only identifies areas that are critical for 
language processing but also areas that participate 
in a less critical manner in networks that sustain 
language function. The result is a wider availabil-
ity of information.

Plenty of paradigms have been used in the lit-
erature (cf. [7] for an exhaustive review) to define 
lateralization and locate language areas. On the 
whole, language paradigms may be classified 
into two main categories: the ones exploring 
receptive language and the ones exploring expres-
sive language.

b c d

a Activation (30 s) Rest (30 s)

500 ms 500 ms

AA A A A

R R R R R

Fig. 21.4 An example of visual paradigm. (a) Stimulation 
(alternating black and red vertical bars with a period of 
500 ms) and rest alternate every 30 s. Stimulation may 
involve full visual fields bilaterally (b) or superior/inferior 

right quadrants (c, d, respectively). Cortical retinotopy is 
respected. Note the small meningioma on the left hemi-
sphere (Modified from Leonardi et al. [33], with 
permission)
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Receptive Language Paradigms This kind of 
task explores the comprehension aspect of lan-
guage and elicits eloquent areas corresponding to 
Wernicke’s areas proper (the posterior part of the 
superior temporal gyrus, posterior BA22) and the 
surroundings (the anterior-superior and middle 
temporal gyri, anterior BA22, the mid-superior 
temporal sulcus, midportion of BA21 and BA22), 
with the adjacent angular (BA39) and supramar-
ginal (BA40) gyri, in the dominant hemisphere.

Receptive language paradigms are mainly 
divided into reading comprehension (visual 
input) and auditory comprehension (auditory 
input). The most common reading comprehen-
sion task consists of reading stories, in which 
each paragraph is presented at a fixed interval of 
time, according to the reader’s speed. The most 
common auditory comprehension task consists of 
listening to stories. The latter is a passive task, 
which, like sensory paradigms, can also be per-
formed on uncooperative patients.

When visual input is used, one has to consider 
brain activation induced by visual input, in addi-
tion. This activation does not concern the pri-
mary visual cortex only but also the ventral 
extrastriate inferior temporal/occipital regions, 
involved in transferring the modulated inputs to 
Wernicke’s area. Otherwise, when auditory input 
is used, this will produce an auditory response in 
the adjacent auditory cortices of the superior 
temporal gyri. To isolate Wernicke’s area and 
delete visual/auditory responses, other visual/
auditory stimuli (e.g. uppercase/lowercase let-
ters or backward text, respectively) may be used 
in the contrasting control task. However, this is 
not the case for presurgical purposes, because 
auditory/visual areas also have to be spared from 
the surgery.

Figure 21.5 shows an example of receptive 
language paradigm (listening to a reading).

Expressive Language Paradigms This kind of 
task explores the production aspect of language 
and elicits eloquent areas corresponding to 
Broca’s area proper (the pars opercularis, BA44, 
and the posterior portion of the pars triangularis, 
posterior BA45, of the inferior frontal gyrus), 

plus the precentral gyrus of the insula, in the 
dominant hemisphere.

Most of the numerous existing paradigms can 
be classified into two main categories: verbal flu-
ency and semantic decision. The main difference 
between the two is that semantic decision tasks 
do not only explore language production only but 
also some working memory functions; the result 
is the activation of other areas in addition to 
expressive language ones (see below).

Verbal fluency tasks rely on the ability to pro-
duce words in different ways. Worth noting is 
that the patient is requested to generate words 
covertly (inner speech), to avoid possible arte-
facts caused by movements of the lips, tongue 
and head in active word generation. When the 
task is of the phonological kind, the patient is 
visually or verbally cued with a letter of the 
alphabet at the beginning of each task period and 
asked to think of as many words as possible that 
begin with that letter. Of course, the letters 
change in each task period. When the task is of 
the semantic kind, the patient is visually or ver-
bally cued with a certain category (e.g. animals, 
flowers) at the beginning of each task period and 
asked to think of as many words as possible that 
belong to that category. During the rest condition, 
the patient may repeat a single word (e.g. “bla”, 
“bla”, “bla”) or may think of nothing. Receptive 
language areas are activated by both paradigms, 
but the phonological task gives a more clear-cut 
activation than the semantic one [44].

A verbal fluency task, which is very well used 
and reliable in disclosing lateralization, is verb 
generation from words. A sequence of words is 
aurally or visually presented to the patient, who 
has to think of a verb corresponding to each word 
(e.g. piano → to play), whereas the rest condition 
consists of silence. In addition to Broca’s area, 
other eloquent areas may be activated in the dom-
inant hemisphere: the pars orbitalis of the inferior 
frontal gyrus, BA47; the middle frontal gyrus, 
BA46 and 9; and the prefrontal and posterior 
temporal cortices.

Semantic Decision Tasks In this kind of task, a 
couple of words are sequentially presented to the 
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patient, who has to decide if the couple appertain 
to a certain semantic category stated previously 
(e.g. synonyms vs antonyms, abstract vs  concrete, 
living vs nonliving). Rest conditions differ accord-
ing to whether the task is given aurally or visually. 
In the first case, couples of tones are presented, 
and the patient has to decide if they are identical or 
not. In the second case, couples of letter are shown, 
and the patient has to decide if they are written in 
uppercase or in lowercase. As already mentioned, 
these tasks activate other areas, besides Broca’s 
area, and these are the middle and the inferior tem-
poral gyri, fusiform and parahippocampal gyri, the 
cingulate cortex (BA32) and the superior frontal 
region (BA8) in the dominant hemisphere.

Figure 21.6 shows an example of an expres-
sive language paradigm (words → verbs).

21.9  Presurgical Applications 
of fMRI

21.9.1  fMRI and Brain Tumours

Certainly, fMRI takes pride of place in the pre-
surgical evaluation of brain tumours. As stated in 
the introduction, fMRI is of inestimable value 
in locating eloquent areas when normal relation-
ships between anatomy and function are lost (e.g. 
when a mass effect distorts the anatomical land-

a b

d

c

Fig. 21.5 An example of receptive language paradigm 
(listening to a reading). Note that the activated areas are 
very adjacent to the lesion (glioma) and intermingled with 

it. The patient underwent surgery and had postsurgical 
deficits (aphasia)
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marks or when functional areas may be relocated 
to other areas in the brain). However, in some 
situations, fMRI activation in and around tumours 
must be interpreted with caution.

Schreiber et al. [47] found that fMRI activa-
tion is reduced near glial tumours, but is usually 
not affected by non-glial tumours. They sug-
gested that this phenomenon might be explained 
by the fact that glial tumours grow in a more infil-
trative manner and thus alter the cellular architec-
ture, whereas non-glial tumours show more 
delineation from normal tissue, leaving the cel-
lular architecture intact.

Primary brain tumours, especially low-grade 
tumours, have been shown to have functional tis-
sue preserved within the lesion itself. Negative 

findings may represent language cortex working 
but having an activity level below the sensitivity 
of the technique and thus not being detected. 
Moreover, it is known, from both angiographic 
and MR studies, that tumour vasculature in 
malignant gliomas loses the ability to autoregu-
late. If the brain’s ability to autoregulate the flow 
of blood is lost in brain tissue, which is still func-
tioning, then this area may not respond to 
increased neural activity by a corresponding 
increase in blood flow [25]. Another reason 
adduced by the same authors is the mass effect. 
Venous structures are normally under low pres-
sure and are easily compressible. The increased 
tumour mass effect compresses the venules and 
larger veins, thereby speeding the egress of 

a b

d

c

Fig. 21.6 An example of expressive language paradigm (words→verbs). Note that the activated areas are again very 
adjacent to the lesion (glioma) and intermingled with it. The same patient as Fig. 21.5
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deoxyhaemoglobin-laden blood from the area of 
activation. This leads to a decrease in the relative 
concentration of deoxyhaemoglobin in the area 
of activation, which in turn results in an effective 
decrease in the difference in concentration of 
deoxyhaemoglobin between the resting and 
active states. This would lead to a decreased abil-
ity of fMRI to detect changes between the resting 
and active states [25].

However, intraoperative cortical mapping 
confirmed most of the fMRI findings and showed 
that the possible limitations of technique con-
cerned only some selected cases and did not 
impede the successful identification of the elo-
quent cortex in the vast majority of patients of 
this kind.

21.9.2  fMRI and Epilepsy

Another important field of fMRI application is 
the presurgical evaluation of patients with refrac-
tory epilepsy. It is well known that about 90 % of 
well-selected patients become seizure-free after 
surgical treatment [17]. As far as the surgical out-
come is concerned, fMRI becomes an important 
tool for selecting and better characterizing these 
patients.

fMRI in fact plays a significant role not only in 
defining the lateralization of language functions 
but also in localizing the specific language areas. 
As to this last point, it has been shown that patients 
with epilepsy tend to have more “bilateral” activa-
tion: they reveal a significantly higher recruitment 
of contralateral homologous  language areas, com-
pared to the normal controls. Moreover, the ear-
lier the onset of dominant temporal lobe seizure 
foci, the more widespread and atypical the distri-
bution of language areas; expressive and receptive 
language skills can also dissociate in people with 
brain lesions occurring early in life [2]. In this 
context, fMRI becomes an invaluable help in 
mapping clinically relevant language functions in 
the epilepsy surgery population.

Another advantage of fMRI use is the possi-
bility of defining the seizure spatially and tempo-
rally. Krings et al. [31] performed fMRI on a 
patient, who happened to experience a simple 

partial seizure; the seizure was associated with 
changes in MR signal in different regions, show-
ing the spatiotemporal course of spreading. fMRI 
data correlated with EEG-determined seizure 
foci. Hence, it is possible to use fMRI not only to 
detect the cortical location of activations associ-
ated with the seizure but also to define the epilep-
togenic focus in the originally activated area. The 
recent development of EEG-triggered fMRI 
allows interpretable electroencephalographic 
data to be recorded during MRI scanning. In this 
way, it is possible to combine the spatial resolu-
tion of MRI with the temporal resolution of elec-
trophysiology in the seizure localization. 
EEG-linked fMRI acquisition is a promising 
technique in the field of epilepsy.

21.9.3  fMRI and AVM

The presurgical evaluation of arteriovenous mal-
formations (AVMs) is another interesting and 
controversial application of fMRI. They are the 
most common of cerebrovascular malformations 
and consist of a coiled mass of arteries and veins, 
without an intervening capillary network, lying 
in a bed formed by displacement rather than inva-
sion of normal brain tissue. Functionally, they are 
direct arteriovenous communications causing a 
shunt of blood from the arterial to the venous 
side. The high flow volume shunted through an 
AVM fistula appears as “voids” within the struc-
ture in morphological MR images and may 
induce a decrease in cerebral perfusion pressure 
in the downhill artery [37].

The surgical importance of AVMs is related to 
their high probability of bleeding and giving epi-
leptic crisis. In such situations, the localization of 
eloquent cortices near AVMs becomes important 
not only presurgically but also during possible 
embolization procedures, because, when there is 
doubt that an AVM is close to eloquent tissue, 
particular care must be exercised to avoid devas-
cularizing these functional areas.

The debate about the use of fMRI in AVMs 
revolves around the peculiar haemodynamics of 
this pathology. AVMs produce high-velocity, 
low-resistance blood flow and induce feeding 
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artery hypotension and draining vein hyperten-
sion, with a potential net reduction in cerebral 
perfusion pressure in neighbouring territories. 
Chronic hypotension does not necessarily result 
in loss of neuronal function in brain tissues sur-
rounding AVMs, but haemodynamic perturba-
tions may reduce or impede the BOLD signal in 
adjacent eloquent cortex, obscuring activation 
where neuronal function may be present.

More specifically, there is a possible disagree-
ment with respect to the presence or absence of 
significant activation within and around the nidus. 
The nidus represents the area, interposed between 
the distal segments of feeding arteries and the 
emerging proximal segments of draining veins, 
where arteriovenous shunting occurs. As revealed 
by histopathological findings, the nidus excludes 
intervening brain, whereas feeding and draining 
vessels are separated by brain parenchyma. 
Therefore, shunted blood within the nidus should 
not take part in metabolic changes occurring dur-
ing neuronal activity, including oxygen consump-
tion. Considering that the origin of the fMRI 
signal is the BOLD phenomenon, activation 
should not be measurable within the nidus of an 
AVM. The conflicting results in the literature may 
derive from the morphological difficulty in distin-
guishing the exact border of the nidus from the 
adjacent complex and variably dilated vessels on 
MR images. Intervening brain between distal 
feeding and proximal draining vessels could be 
mistaken for intranidal activation [1].

The above haemodynamic problems occur 
when there are severe flow anomalies; yet many 
patients have only moderate or any flow altera-
tions at all. In these cases, a high correlation has 
been shown between fMRI mapping and electro-
cortical stimulation mapping [43].

Finally, Cannestra et al. propose the subdivi-
sion of MAVs into three groups on the basis of 
fMRI results. In group I (minimal risk), AVM 
and eloquent areas are disjoined by at least one 
gyrus free from activation; in group II (high risk) 
AVM and eloquent areas are intimately associ-
ated; in group III (indeterminate risk) AVM and 
eloquent areas are adjacent to each other. Group I 
patients may undergo direct surgical excision of 
the AVMs solely on the basis of fMRI maps. 

Group II patients are considered inoperable and 
are referred for radiosurgery. In group III patients, 
eloquent areas are too close to the AVMs (less 
than 1 cm) to allow estimation of risk; these 
patients are considered candidates for intraopera-
tive electrocortical stimulation [8].

21.9.4  fMRI and Other Pathologies

fMRI is rapidly moving into the clinical setting, 
including being used for traumas, vascular dis-
eases, inflammations, multiple sclerosis, Alzheimer 
disease, developmental disorders, learning disabili-
ties and many other conditions.

One good example is the presurgical evaluation 
of a hydrocephalus case, which had a temporo- 
occipital cyst as an EEG documented source of epi-
lepsy. The surgical question was the removal of the 
temporo-occipital cyst, in a patient with nearly nor-
mal full visual fields. fMRI revealed the existence 
of an eloquent area medial to the cyst, a result that 
documented a functional reorganization of the 
visual cortex. This way of presurgically defining 
visual cortex plasticity called for a conservative 
resection of the temporo- occipital region, with 
sparing of the medial aspect of the cyst [14].

21.9.5  fMRI and Presurgical Risk

The presurgical evaluation of patients with cere-
bral lesions involves the evaluation of the risk of 
postsurgery sequelae. Of course it is imperative 
for the patients to know the kind of deficit they 
are going to meet, as well as the probability this 
deficit will actually occur. In other words, the 
methodological approach to the risk assessment 
should be qualitative and quantitative. The quali-
tative aspect examines which function is at risk of 
being damaged and refers to the location of elo-
quent areas concerning that function (e.g. motor 
cortex for motion, Wernicke’s and Broca’s areas 
for language, etc.). The quantitative aspect is far 
more difficult to evaluate. Many studies have 
investigated this problem (cf. [53] for review), 
and the resultant quantitative best parameter to 
evaluate this risk is the distance between eloquent 
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areas and lesions. The outcome of such a kind of 
analysis gives the following resulting values: 
when the distance lesion-eloquent areas exceeded 
2 cm, surgical resection was considered safe, and 
no sequelae occurred in patients. As the distance 
decreased, the risk of deficits increased: when the 
value was between 1 and 2 cm, 33 % of patients 
showed postoperative deficits. Finally, when the 
distance was less than 1 cm, 50 % of patients 
experienced postoperative sequelae. Similar 
results were obtained by Haglund et al. [22] some 
years previously. These authors, by intraopera-
tive cortical stimulation, showed no sequelae for 
distances over 2 cm, 17 % sequelae for distances 
between 0.7 and 1 cm, and 43 % sequelae for dis-
tances under 0.7 cm. Many authors (cf. [53] for 
review) also compared fMRI mapping of elo-
quent areas with results obtained by direct corti-
cal mapping, and a good spatial correlation 
between the two methods was shown.

These results indicate a reliability of fMRI not 
only in defining the anatomical locations of an 
explored function but also in determining the pre-
surgical risk. In this way, the patients are given 
reliable information on possible postoperative 
loss of function, making them clearly and fully 
aware at the moment of informed consent, and, at 
the same time, it is possible to set up a process of 
proper presurgical planning.

21.9.6  Our Experience

We received our 3 T GE Signa Excite MRI system 
in February 2004, but our experience with fMRI 
dates only from October 2004, when we received 
the stimulating apparatus. From October 2004 to 
June 2005, we performed fMRI on 27 patients 
with the following pathologies: 15 tumours, 4 
AVMs, 4 cavernous angiomas, 2 dysplasias, 1 
Parkinson’s disease and 1 aphasia. Of these 
patients, 12 did not undergo surgery, 2 because of 
nonsurgical pathologies (aphasia and Parkinson) 
and the other 5 because fMRI showed eloquent 
areas strictly adjacent to the lesions. The remain-
ing 15 patients underwent surgery. Again, of 
these, 7 did not show activation areas adjacent to 
the lesions and had no postsurgical sequelae (cf., 

e.g. Fig. 19.3), whereas the last 8 had eloquent 
cortices adjacent to the lesions. Of these, 3 % 
experienced postsurgical sequelae (1 serious defi-
cit and 2 moderate deficits; cf., e.g. Figs. 21.5 and 
21.6). The above percentage values are in good 
agreement with the previously described values of 
presurgical risk (cf. 33 % in [53]).

21.10  Some New Approaches 
to fMRI

21.10.1  The “Resting State 
Functional Connectivity”

In 1995, Bharat B. Biswal and colleagues [3] 
were studying brain activity in healthy subjects 
“instructed to refrain from any cognitive, lan-
guage or motor tasks”: they noted some slow 
seemingly spontaneous oscillations, having the 
intensities of BOLD signal and frequencies lower 
than 0.1 Hz, which was distinct from cardiac and 
respiratory activity (by a Fourier analysis). The 
authors also identified primary sensorimotor 
areas in the same subject group, by a bilateral 
hand movement block paradigm, and observed 
that the described spontaneous slow oscillations 
in the right-hand sensorimotor area were tempo-
rally correlated to the corresponding spontane-
ous slow oscillations in the left-hand sensorimotor 
area. Since such temporally correlated BOLD 
activities were far away (on the other hemisphere) 
from one another and not induced by any motor 
paradigm, the authors concluded that this tempo-
ral “correlation of low frequency fluctuations … 
is a manifestation of functional connectivity of 
the brain”. Moreover, because BOLD oscillations 
occurred during a rest condition (resting state, 
RS), this “functional connectivity of the brain” 
was named as resting state functional 
connectivity.

21.10.2  The “Default Mode” Brain 
Function

Since the 1990s, many papers have been pub-
lished on functional activation by using both PET 
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(positron emission tomography) and fMRI: these 
works contributed to discover and explain many 
features of brain functions. However, many 
authors noticed that, during the ON phases of 
block paradigms, some brain areas showed 
reduced activities below the baseline (called 
deactivations) in areas seemingly different from 
the specifically activated ones. On the other hand, 
during the OFF phases of block paradigms, many 
of the ON phase-deactivated areas showed 
increased activities. Such a ON/OFF behaviour 
was also called task-induced deactivation/activa-
tion, respectively.

The physiological interpretation of these phe-
nomena is due to Marcus E. Raichle and co- 
workers [45, 49], who studied a group of healthy 
subjects both while they “rested quietly but 
awake, with eyes closed” and “again while they 
passively viewed a visual fixation cross” with 
eyes open, in a PET scanner. During the eyes- 
closed condition, they observed many spontane-
ously activated areas and, among them, are 
precuneus (PreCu), posterior cingulate cortex 
(PCC), lateral parietal cortex (LPC) and medial 
prefrontal cortex (MPFC). When the subjects 
opened their eyes, a task-induced deactivation 
occurred in the aforesaid structures. These deacti-
vations were not correlated to the specific kind of 
task (task-independent), and the same aforesaid 
structures were the more deactivated the higher 
the attentive/cognitive task demand. The authors 
hypothesized that this tonic activity of the sponta-
neously activated areas during eyes- closed rest 
represented a sort of baseline activity of the brain 
and called it the default mode brain function.

21.10.3  The “Default Mode 
Network”

Few years later, Michael D. Greicius and co- 
workers [18] succeeded in defining the connectiv-
ity of the brain structures involved in the default 
mode brain function. They asked themselves three 
questions: (1) “Does such a resting- state network 
exist in the human brain?” (2) “Is it modulated 
during simple sensory processing?” (3) “How is it 
modulated during cognitive processing?” To 

answer these questions, they performed three 
kinds of fMRI scans: (1) an eyes-closed resting 
state condition, (2) a simple passive visual block 
paradigm (a black and white checkerboard pattern 
appearing in normal and reverse way), and (3) a 
two-back working memory block task. The first 
task confirmed the  previously demonstrated rest-
ing state activated areas, with particular regard to 
PCC/PreCu, ventral ACC (vACC) and MPFC; the 
second task showed no task-dependent deacti-
vated area, whereas the third memory task showed 
both a task-related activity decrease in PCC, 
vACC, MPFC and left inferior parietal cortex 
(IPC), and a task-related activity increase in both 
left and right ventrolateral prefrontal cortex 
(VLPFC) and right dorsolateral prefrontal cortex 
(DLPFC). The authors converted deactivated and 
activated areas in regions of interest (ROI) and 
statistically inferred their connections by an anal-
ysis of the oscillation coherence (direct correla-
tion for deactivated ROIs and inverse correlation 
for activated ROIs). This way, they defined the 
following correlations: (1) RS condition, PCC 
showed significant connectivity with vACC/
MPFC, orbitofrontal cortex (OFC), bilateral IPC, 
left DLPFC, left inferolateral temporal cortex 
(ITC) and left parahippocampal gyrus (PHG); 
vACC showed significant connectivity with PCC, 
MPFC/OFC, nucleus accumbens and hypothala-
mus/midbrain. (2) Visual task: PCC and vACC 
connectivity patterns were virtually identical to 
RS condition. (3) Memory task: both VLPFC and 
DLPFC were inversely correlated with PCC only.

Since deactivated areas during memory task 
matched default mode activated areas during rest-
ing state, and these last ones showed an important 
connectivity, the authors defined this network of 
connections as the Default Mode Network (DMN) 
(Fig. 21.7). While tasks with important cognitive 
demands inhibit the DMN, DMN is not inhibited 
by simpler tasks (Fig. 21.8).

The described results suggest the existence of 
an inhibitory interaction between DMN areas 
(active at rest) and task-activated areas. The study 
of conditions producing DMN deactivation 
allows us to infer what cognitive processes DMN 
supports or not. For instance, the lack of deacti-
vation in simple passive visual tasks shows that 
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DMN is different from the network involved in 
the EEG alpha rhythm block when eyes pass 
from close to open condition.

21.10.4  Some Methodological Issues

In block paradigms, the mean of OFF conditions 
is subtracted from the mean of ON conditions: 
the noise of the two conditions subtract each 
other, and the resulting BOLD signal is relatively 
clean. In RS acquisitions, otherwise, more atten-

tion should be taken to the signal quality. 
Acquired sequences need to be properly filtered 
to delete cardiac and respiratory oscillations as 
well as other possible drifts.

There are several methods of analysis, but the 
most commonly used are mainly two: ROI-based 
analysis and independent component analysis 
(ICA).

The ROI-based analysis has been the first to 
be employed and is still the most used. ROIs are 
defined a priori (and named seed regions), 
according to anatomical or functional criteria. 

a b

d

e

c

Fig. 21.7 An example of 
default mode network. 
Eloquent areas were 
obtained by ICA analysis 
(see text). (a) Axial, (b) 
coronal and (c) sagittal 
brain views. (d) Time 
course of the ICA selected 
component, (e) colour 
scale. The activation 
pattern showed was 
obtained in a healthy 
volunteer lying relaxed in a 
supine position, with his 
eyes closed and not 
thinking about anything. 
No stimulation paradigm 
was applied. Note some 
spontaneously activated 
areas in PCC/PreCu, ACC/
MPFC and lateral 
temporoparietal cortex
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After the setting of a threshold, the next step is to 
average the BOLD ROI time courses at each 
point, thus cancelling out extraneous noise. The 
mean time course is then correlated to the BOLD 
time courses of all the other regions of the brain, 
resulting in a functional connectivity map, which 
provides information about with which regions 
the seed region is functionally connected and to 
what extent. This method has some advantages: it 
is simple to perform, and results may be easily 
explained; however, the disadvantages are it 
needs an a priori ROI choice, and the concurrent 
study of multiple systems is not possible, making 
it difficult to examine functional connection pat-
tern on a whole brain scale.

The ICA analysis [39] is a mathematical- 
statistical multivariate method, which assumes 

that fMRI data set consists of a mix of indepen-
dent signals from a number of spatially distrib-
uted sources, and decomposes the data into 
several independent components. By this tech-
nique, the many independent components are 
statistically decomposed in many spatial maps 
(each associate with a single time course), and 
the results are the spatial distribution of distinct 
functional connectivity networks. Some advan-
tages of this technique are it is automatic; there 
is no need of a priori ROI, i.e. it does not require 
initial assumptions about network locations; 
and ICA is capable to discern activations which 
could not be predicted in advance of the experi-
ment and allows the simultaneous study of mul-
tiple systems. However, ICA has the 
disadvantage of requiring a priori specification 

a b
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Fig. 21.8 An example of DMN deactivation. (a–c) 
Surface 3D maps, (d–f) axial 2D maps, (g) colour scale 
and reference time course of the block paradigms. In this 
example, a healthy volunteer performed the following 
block paradigms. (a, d) Active motion of his lips: note the 
bilateral eloquent areas in the corresponding lip motor 
areas of the precentral gyrus. (b, e) Passive text listening: 

note the bilateral temporal eloquent areas in (d) and no 
deactivated area in (e). (c, f) Silent words-verbs genera-
tion: note the important deactivations in wide areas cor-
responding to bilateral PreCu/lateral temporoparietal 
cortex and MPFC (axial only). (c/f) Task requires much 
higher cognitive/attentive demands compared to (a/d) and 
(b/e) tasks
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of the number of components. Some software 
may automatically estimate such a number, but, 
in practice, the number of components are often 
estimated by the user. Finally, ICA requires an 
important a posteriori selection of valid compo-
nents (e.g. some resulting noise maps can be 
excluded).

21.10.5  Clinical Uses

The most important advantage, in the use of RS, 
is to allow the BOLD analysis in non- 
collaborating patients. Moreover, some studies 
[21] have shown the surprising persistence of 
DMN during a light sedation (the so-called con-
scious sedation), initially performed by mid-
azolam and now achieved by propofol. In this 
kind of sedation, patients do not need any respira-
tory assistance and are sufficiently conscious to 
answer to vocal calls or to light tactile  stimulations 
but are, at the same time, sedated enough to be 
completely relaxed and to show retrograde amne-
sia, after the procedure. Conscious sedation is 
usually used in some moderately invasive proce-
dures such as gastroscopy or bronchoscopy.

In the last decade, the study of resting state 
connectivity extended to various pathologies, 
including both neurological and psychiatric dis-
eases. In this chapter, a brief overview will be 
done to show the main clinical uses where some 
encouraging results have already been obtained.

21.10.5.1  Alzheimer Disease (AD)
This pathology was the first clinical application of 
RS connectivity examined. In 2002, Li et al. [34] 
studied patients both at an advanced stage and 
with only slight cognitive deficits with respect to a 
control group. Results showed an important and 
significant connectivity change in both hippo-
campi (HIPP), in the case of full- blown pathology; 
otherwise, in the case of mild pathology, patients 
showed a significant connectivity decrease only: 
Moreover, the more the pathology progression, the 
more the decrease of connectivity.

Two years later, Greicius and co-workers [19] 
studied HIPP connectivity in AD with respect to 

controls and showed no DMN connectivity in 
PCC/PreCu: this result at last explained the PCC 
hypometabolism usually found in these patient’s 
PET.

21.10.5.2  Schizophrenia
This is a complex pathology, having many different 
symptomatological subtypes. Some of the several 
morphological changes involve PreCu grey matter, 
corpus callosum genu and anterior commissure 
white matter. Studies [16, 27, 28] on the DMN con-
nectivity in these patients have shown an increase 
of DMN connectivity (even if with some discor-
dant results), with respect to the control groups. 
Particularly, the increased connectivity occurred in 
MPFC and PreCu: these areas are very close to 
zones, where anatomical changes were shown. 
Once more, connectivity changes went hand in 
hand with the seriousness of the pathology.

21.10.5.3  Disorders of Consciousness 
(DOC)

A critical problem, in this pathology, is that the 
clinical evaluation of these patients is based 
mainly on patient behaviour. This way, the diag-
nosis may result inaccurate in a percentage even 
reaching the 40 % of cases. Damages to nervous 
structures may be very variable (according to the 
damages in motor, sensory, visual pathways, 
etc.). In these patients, fMRI may successfully 
use block paradigms with a passive stimulation 
(e.g. acoustic stimulation): this kind of stimula-
tion has revealed very useful to show activations 
in areas classically considered as the functional 
correlate of language associative areas 
(Wernicke’s and Broca’s areas).

Connectivity analysis, however, finds its pivotal 
role in these non-cooperating patients. There are 
some studies (e.g. [5]) showing the DMN (PCC/
PreCu) preservation in DOC but with a reduced 
connectivity compared to controls. In case of cere-
bral death, otherwise, DMN is no more present.

21.10.5.4  Other Applications
Many other applications are appearing in litera-
ture. For instance, the connectivity analysis was 
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studied in autism (e.g. [10]), depression (e.g. [20]), 
temporal lobe epilepsy [62], amyotrophic lateral 
sclerosis [40], paediatrics [11, 12] and in the pre-
surgical location of eloquent areas [63].

 Conclusions

fMRI has proved to be a reliable, safe, repro-
ducible method with which to presurgically 
define eloquent areas. This technique gives us 
the opportunity to know in advance the actual 
situation of a lesion so that the surgeons may 
plan their approach strategy. This technique 
also allows the establishment of a presurgical 
evaluation of risk and enables the patient to be 
fully aware at the moment of informed con-
sent. Despite the increase in its clinical appli-
cations, fMRI is still underused in the clinical 
field and should be performed almost rou-
tinely before surgery. Finally, also the applica-
tion of the new described functional 
approaches may reveal as a new added value, 
useful to better define eloquent areas and pre-
surgical risk.
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3.0 T fMRI in Psychiatry

Linda Antonella Antonucci, Alessandro Bertolino, 
and Giuseppe Blasi

22.1  Introduction

Neuroimaging techniques are giving an outstand-
ing contribution to the understanding of the patho-
physiology of major psychiatric disorders. 
Differently from other fields of medicine, the brain 
cannot be directly investigated in vivo with inva-
sive procedures. Furthermore, diagnosis in psy-
chiatry is still syndromal and based on a 
constellation of symptoms without known biologi-
cal correlates to date. In this context, noninvasive 
imaging techniques including functional magnetic 

resonance imaging (fMRI) are crucial tools in 
order to shape functional aspects of the brain likely 
at the basis of emergent phenomena characterizing 
the clinical presentation of psychiatric disorders.

Importantly, major psychiatric disorders are 
heritable, and it is likely that their risk is mainly 
explained by multiple genes, each adding a small 
effect [113, 129]. Therefore, it is crucial to link 
genes effects to phenotypes key for brain disor-
ders in order to shed light on causative patho-
physiological chains. Indeed, fMRI correlates are 
at a shorter biological distance from genes prod-
ucts compared to clinical symptoms, which 
should increase the likelihood to disambiguate 
the relationship between specific genetic configu-
rations and specific fMRI phenotypes. This is 
actually one of the assumptions of the Research 
Domain Criteria (RDoC) approach, which inte-
grates genetic, imaging, and behavioral informa-
tion in order to better characterize the biology of 
psychiatric disorders [72]. In this line of reason-
ing, fMRI is considered an important tool in order 
to characterize so-called intermediate phenotypes 
[64], i.e., quantitative, heritable traits that co-seg-
regate with a psychiatric disorder and are tightly 
related to the molecular genetics of the disease 
[7]. Intermediate phenotypes allow to build a 
tight link between genes and their biological and 
measurable effects related to a psychiatric disor-
der. In other words, by identifying intermediate 
phenotypes, it is more likely that we could under-
stand more about how genetic susceptibility for a 
psychiatric disorder affects brain function.
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The main features of intermediate phenotypes 
are that (1) they are present also in healthy rela-
tives of patients suffering from the disorder [63], 
(2) they are strongly involved in one or some bio-
logical pathogenic mechanisms of the disease 
[37], and (3) they have good psychometric prop-
erties and are measurable with sufficient validity 
and reproducibility. In this regard, high-field 
fMRI is particularly relevant for the identification 
of intermediate phenotypes because it deeply 
characterizes brain activity with high reproduc-
ibility and spatial resolution, such that it may 
capture even subtle genetic effects of relevance to 
brain disorders (Fig. 22.1).

In this chapter, we will first focus on how 
high-field fMRI is helping in revealing patho-
physiological aspects of a prototypical brain dis-
order, i.e., schizophrenia. In particular, we will 
first describe key concepts related to this brain 
disorder and to its genetics. Then, we will 
describe intermediate phenotypes for schizophre-
nia as identified with fMRI. Furthermore, we will 
focus on studies addressing the relationship 
between such intermediate phenotypes and 
genetic variations of relevance to schizophrenia. 
Finally, we will highlight recent applications of 
high-field functional neuroimaging as a tool for 
delineating trajectories of risk for this brain dis-
order using the intermediate phenotype approach.

22.2  Schizophrenia: Key Concepts

Schizophrenia has a lifetime prevalence of 
approximately 0.3–0.7 % (Diagnostic and 
Statistical Manual of Mental Disorders, version 

V (DSM V) [3]) and is considered the most 
severe and disabling mental disorder for several 
reasons. First, schizophrenia symptoms  including 
delusions, hallucinations, and flattened affect 
lead to a significant decline in personal and social 
functioning of the patients [136]. Moreover, it is 
characterized by a chronic course with frequent 
relapses [59], and the rehabilitation of patients 
suffering from this disorder is hard because of the 
frequent insufficient response to the pharmaco-
logical treatment, which often fails in improving 
personal and social functioning of patients.

Heritability plays a crucial role in schizophre-
nia: about 80 % of the susceptibility for this dis-
order is explained by genetic factors [94]. 
Nonetheless, the likely complex, heterogeneous, 
and non-Mendelian genetic architecture [69] of 
schizophrenia makes it extremely difficult to dis-
cover causative genes. There is not a single gene 
explaining genetic risk for schizophrenia [12]. In 
this regard, genome-wide association studies 
(GWAS) using very large sample sizes suggest 
that risk for this brain disorder is associated with 
several genetic variants, each with a small effect 
[113]. In particular, the Schizophrenia Working 
Group of the Psychiatric Genomics Consortium 
analyzed genome-wide data from more than 
36,000 patients with schizophrenia as well as 
more than 113,000 healthy subjects and identi-
fied 108 genetic loci associated with diagnosis 
for this brain disorder [113]. These results are 
giving an outstanding contribution and impulse to 
further studies investigating the biological path-
ways implicated in mechanisms of risk for this 
devastating disease, which are not fully under-
stood to date. Importantly, gene- environment 
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interactions may be relevant in increasing such 
risk [12, 36]. This scenario, together with the 
uncertainty and variability of the clinical pheno-
type [12], makes it crucial for the investigation of 
intermediate phenotypes characterized by fMRI 
in order to link small and complex gene effects to 
measurable biological correlates, such that new 
light could be shed on key pathophysiological 
aspects of schizophrenia.

22.2.1  Schizophrenia and fMRI 
Intermediate Phenotypes

A starting point of fMRI studies in schizophrenia 
is that patients exhibit deficits while performing 
tasks eliciting high-order cognitive functions as 
working memory and attention [47, 77, 145]. 
Moreover, evidence revealed that such cognitive 
deficits are also present in their unaffected sib-
lings [47, 137]. On this basis, past research 
devoted to the investigating of neurobiological 
correlates of these cognitive impairments identi-
fied abnormal activation of the dorsolateral pre-
frontal cortex (DLPFC) as a reliable and robust 
intermediate phenotype for schizophrenia 
(Bertolino and Blasi in Pancheri, [11]). Indeed, 
this brain region is key for working memory [62] 
and attentional control [17] processing. More in 
detail, a large body of literature suggested 
decreased prefrontal activation in patients with 
schizophrenia when compared to healthy con-
trols during working memory (hypofrontality) [6, 
103, 104, 112]. On the other hand, further studies 
proposed a more elaborated interpretation of the 
relationship between schizophrenia and dorsolat-
eral prefrontal abnormalities, positing that 
 prefrontal capacity in patients with schizophrenia 
reaches saturation at a lower level of working 
memory demand when patients are compared to 
normal controls [13, 32, 91, 118, 130, 132]. Thus, 
patients may have greater DLPFC activity than 
controls at low working memory demands 
because of the need to recruit a large amount of 
prefrontal resources. At a greater load of working 
memory, patients may have lower DLPFC 
response, because of the failure of performing the 
task when the load is too high for their working 
memory capacity [91].

Similarly, studies focusing on attentional con-
trol and selective attention suggest a decrease in 
activation in patients with schizophrenia in 
DLPFC [6, 22, 34, 35, 78, 80, 87, 107, 108, 119, 
149] and in cingulate cortex [17, 18]. On the 
other hand, there is evidence of hyperfrontality in 
patients with schizophrenia when compared to 
controls while performing attentional control 
tasks [78, 92, 148]. Again, an earlier saturation of 
capacity also during attentional processing may 
reconcile these apparently discrepant findings 
[22]. Apart of these interpretations, these studies 
testify the strong involvement of DLPFC in the 
pathophysiology of schizophrenia, suggesting 
that abnormalities in functional activation during 
both working memory and attentional control 
tasks are core features of this disorder.

As stated above, one of the key features of 
intermediate phenotypes is that they must be 
present also in healthy relatives of patients suffer-
ing from the disease. In this line of reasoning, 
further studies have investigated whether healthy 
siblings of patients with schizophrenia share with 
their affected relatives patterns of functional 
abnormalities during brain processing. For exam-
ple, Callicott et al. [30] demonstrated that, despite 
the absence of significant behavioral differences 
between groups, siblings had greater DLPFC 
activation than normal controls while performing 
the N-Back task, suggesting that siblings require 
the engagement of a greater amount of neuronal 
resources compared to controls in order to per-
form the working memory task at the same level 
of proficiency. This pattern is similar to those 
found in several previous studies ([24, 29, 45, 67, 
78, 90]; Manoach et al. 1999; [92, 122, 126, 134, 
148]) and consistent with the model of decreased 
prefrontal capacity during cognition in schizo-
phrenia described above [91].

Recent studies on schizophrenia have also 
focused on another key brain function, i.e., the 
processing of reward. This is a form of action- 
outcome learning about an organized behavior 
that is performed in order to obtain a positive 
experience [154]. Indeed, previous models have 
posited that reward processing may play a key 
role in the pathophysiology of schizophrenia 
[61], possibly because of the inability of patients 
in integrating feedback over extended learning. 
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In this context, several fMRI studies have demon-
strated abnormal lower activation of the ventral 
striatum in patients with schizophrenia during 
reward anticipation compared to healthy con-
trols, as well as a negative correlation between 
such striatal response and negative symptoms 
scores [41, 50, 75, 76, 97, 124, 156]. Consistent 
with a role of the neural network subtending 
reward in the pathophysiology of schizophrenia, 
a recent study using a multivariate approach [84] 
found that diagnosis of schizophrenia is predicted 
by the activation pattern of several key nodes of 
the reward system (frontal, temporal, and mid-
brain regions) (93 % accuracy rate). Activation in 
ventral striatum was associated with 88 % accu-
racy rate in the prediction analysis. Moreover, 
activity of ventral striatum also predicted nega-
tive symptoms scores. These results suggest that 
investigation of the brain network subserving 
reward processing is a promising target for the 
identification of novel neurobiological markers 
of schizophrenia. Accordingly, few recent studies 
comparing the brain activation of normal controls 
and relatives of patients with schizophrenia 
revealed that relatives have the same pattern of 
reduced ventral striatum activation characteriz-
ing patients [44, 66] and that such ventral striatal 
activation negatively correlates with subclinical 
negative symptoms [44].

Overall, these findings suggest that region- 
specific fMRI activity during different brain pro-
cesses is crucially associated with schizophrenia. 
In particular, DLPFC fMRI response during 
high-order cognitive processing is consistently 
altered in patients as well as in their healthy 
 siblings. Consistent findings have also high-
lighted the putative relevance of ventral striatal 
activity during reward processing for schizophre-
nia. This evidence strongly suggests that these 
fMRI correlates could be useful intermediate 
phenotypes for this brain disorder.

A growing body of evidence obtained using 
high-field MRI is also highlighting the crucial 
relevance for schizophrenia of anomalies in func-
tional connectivity between key regions for 
working memory and attention. In this context, 
evidence indicated lower cortical (prefrontal) and 
subcortical (especially thalamic) connectivity 

during cognitive processing in patients with 
schizophrenia and in subjects with genetic liabil-
ity for this disorder [42, 105, 140, 141, 155], 
although evidence of increased prefrontal con-
nectivity has also been found [152]. Moreover, 
other studies have revealed that connectivity 
abnormalities related to schizophrenia are also 
present in regions not directly participating to 
cognitive processing, such as nodes of the default 
mode network (DMN) [109, 127], which is com-
posed of a set of brain areas including the medial 
prefrontal cortex (mPFC), the posterior cingulate 
cortex, the inferior parietal lobule, the precu-
neus, and the medial temporal lobe [117]. This 
network has been implicated in self-reference 
[68] and introspection [110]. In particular, abnor-
malities in DMN connectivity have been found 
in both patients with schizophrenia and people at 
genetic risk for the disease, even if patterns of 
anomalies are not always consistent [38, 58, 82, 
99, 101, 116, 133, 152, 155]. A recent study [5] 
investigated with Independent Component 
Analysis the relationship between genetic risk 
for schizophrenia and connectivity strength in 
both DMN and nodes of cognition during atten-
tional control using the Variable Attentional 
Control (VAC) task [18] in patients with schizo-
phrenia, unaffected siblings of patients, and nor-
mal controls. Results revealed that patients with 
schizophrenia and healthy siblings, compared to 
healthy controls, had attenuated connectivity 
strength in left thalamus within an attentional 
control network (Fig. 22.2) as well as greater 
connectivity in right medial prefrontal cortex 
(PFC) within the DMN.

These results are in line with studies demon-
strating the key role of the thalamus in cognition 
[71, 139, 163] as well as with those indicating its 
abnormal activation in patients with schizophre-
nia and in their healthy siblings during cognitive 
processing (Braus et al. 2002; [70, 88, 90]; 
Salgado-Pineda et al. 2004). Furthermore, they 
are also consistent with the hypothesis that con-
nectivity dysfunctions are a core feature of 
schizophrenia, especially in the thalamic- 
prefrontal network [4, 102, 123, 150], such that 
they could be considered a reliable intermediate 
phenotype for schizophrenia.
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22.3  The Relationship 
Between fMRI Intermediate 
Phenotypes and Genetics 
of Schizophrenia

It is crucial to link intermediate phenotypes with 
biological pathogenic mechanisms of the disease. 
Shaping this relationship is relevant in order to 
shed light on the effects of such mechanisms on 
the physiology of the brain, as well as to unveil 
how pharmacological treatments modulating spe-
cific biological targets affect system-level pheno-
types key for brain disorders. With respect to 
schizophrenia, a large body of evidence suggests 
that risk for this brain disorder is predicted by 
multiple genetic variants [113], that dopamine 
plays a key role in its pathophysiology ([14, 16, 
26, 33, 65]; Weinberger 1987), and that genetic 
variability of an important determinant of dopa-
mine signaling as the D2 dopamine receptor 
(DRD2) is associated with diagnosis of schizo-
phrenia [113]. Importantly, D2 is target of all the 
antipsychotics to date and modulates prefrontal 
cognition (Seamans 2004 [121]). Its relevance in 
psychotic disorders is further testified by evidence 
of increased D2 density in striatum in patients 
[85]. Furthermore, both clinical and cognitive 

symptoms in patients with schizophrenia may be 
associated with abnormalities in D2 signaling [46, 
81, 144]. Thus, it is crucial to investigate the rela-
tionship between genetic variations affecting D2 
signaling and intermediate phenotypes as identi-
fied with high-field fMRI in order to add knowl-
edge to the relationship between genes effect and 
brain correlates of relevance to schizophrenia.

In this regard, it is important to note that there 
are two alternatively spliced isoforms of the D2 
receptor [138]: the D2 long (D2L) isoform is pri-
marily postsynaptic, while the D2 short (D2S) 
isoform is mainly presynaptic and acts as an 
autoreceptor. Previous evidence has indicated 
that an intronic DRD2 single-nucleotide poly-
morphism (SNP) (rs1076560) affects the D2S/
D2L ratio in both prefrontal and striatal regions, 
with GG subjects having higher D2S density than 
subjects carrying the T allele [162]. Importantly, 
this SNP also predicts in healthy subjects behav-
ioral performance as well as cortical and subcor-
tical activity during working memory and 
attention, with subjects homozygous for the gua-
nine (G) allele being more efficient than subjects 
carrying the timine (T) allele (i.e., GG subjects 
exhibited lower prefrontal and striatal activation 
and greater performance during working memory 

Fig. 22.2 Render 
depicting an independent 
component of brain 
functional connectivity 
correlated with attentional 
control processing, as found 
in Antonucci et al. [5]
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when compared to T carriers). Other findings 
indicate that this genetic variant interacts with 
diagnosis of schizophrenia in modulating cogni-
tive and neurobiological phenotypes. In particu-
lar, Bertolino et al. [15] replicated the association 
of rs1076560 with D2S/D2L ratio of expression 
in healthy subjects and found similar results in 
patients with schizophrenia. Furthermore, they 
reported an interaction between genotype and 
diagnosis on prefrontal activity and behavior dur-
ing working memory. In particular, T carrier 
healthy subjects had lower working memory per-
formance in the face of greater prefronto-striatal 
activation when compared to healthy GG sub-
jects. Differently, patients carrying the T allele 
had lower working memory accuracy but also 
lower prefronto-striatal activity relative to GG 
patients. The authors interpreted these results on 
the basis of a differential dopamine level in 
patients with schizophrenia and healthy subjects, 
such that suboptimal prefrontal processing dur-
ing working memory might be differentially elic-
ited in this group of individuals. Apart of possible 
interpretations, overall these findings strongly 
suggest a key relevance of functional variation in 
the D2 receptor gene in the modulation of crucial 
system-level phenotypes of schizophrenia, as 
measured with high-field fMRI.

D2 signaling is transducted in the neuron by 
different signaling pathways, which allow D2 
related molecular adjustments possibly relevant 
for pathophysiological aspects of schizophrenia. 
In one of these molecular cascades, D2 receptors 
interact with the serine/threonine kinase AKT1, 
which phosphorylates to inhibit the protein kinase 
glycogen synthase kinase (GSK-3β) in a cAMP-
independent pathway [51]. In particular, D2 stim-
ulation by dopamine inhibits AKT1 through 
dephosphorylation [8, 9]. This mechanism in turn 
modulates activity of another serine/threonine 
kinase, GSK-3β, which has beta- catenin as a cru-
cial substrate involved in gene expression [19, 20, 
51]. Importantly, both AKT1 and GSK-3β have 
been involved in schizophrenia. For example, 
AKT1 levels in peripheral lymphocytes and in the 
prefrontal cortex are reduced in schizophrenia 
patients [49]. Furthermore, the AKT1 coding gene 
(14q32.32) has been associated with diagnosis of 

schizophrenia [73, 98, 120, 131, 135]. Moreover, 
imaging genetic results revealed that the A allele 
of a synonymous SNP in the gene coding for 
AKT1 (rs1130233, G>A) has been associated 
with less efficient prefrontal activity during work-
ing memory. With regard to GSK-3β, evidence 
indicated lower phosphorylation of this kinase in 
postmortem prefrontal cortex of patients with 
schizophrenia [2, 49] as well as genetic associa-
tion of GSK-3β with diagnosis [86, 128]. Other 
studies have also indicated that GSK-3β genetic 
variation affects temporal lobe volumes in schizo-
phrenia patients [10]. Moreover, a recent fMRI 
study [19] tested the association of a polymor-
phism (rs12630592) in GSK-3β coding gene with 
prefrontal activity during cognitive processing 
and prefrontal cortical thickness in healthy 
humans. Results demonstrated that the TT geno-
type for rs12630592 was associated with attenu-
ated fMRI prefrontal activity during working 
memory and attentional control processing. 
Furthermore, TT genotype was associated with 
reduced prefrontal cortical thickness and with 
diagnosis of schizophrenia.

Given the complex genetic architecture of 
schizophrenia, other studies have also tested if 
the interaction between genetic variants relevant 
to D2 signaling affect brain phenotypes crucially 
associated with this brain disorder. In this con-
text, a recent study [20] investigated the interac-
tion between DRD2 rs1076560 and AKT1 
rs1130233 on multilevel correlates in healthy 
subjects and patients with schizophrenia. Results 
indicated that the interaction between the T allele 
of DRD2 rs1076560 and the A allele of AKT1 
rs1130233 was associated with reduced AKT1 
levels, reduced GSK-3β phosphorylation and 
altered cingulate cortex activation during atten-
tional control. Furthermore, in a sample of 
patients with schizophrenia, the authors found 
that the interaction between the two alleles was 
associated with better response after 8 weeks of 
treatment with a second-generation antipsy-
chotic. Moreover, Blasi et al. [21] investigated 
the interaction between functional genetic varia-
tions in genes coding for D2 (rs1076560) and 
5HT2A (rs6314) [19] coding genes, whose sig-
naling likely converges on common molecular 
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pathways [43]. Here [21] the authors demon-
strated that healthy subjects carrying the T allele 
for both genetic variants have greater prefrontal 
activity during working memory and attentional 
control tasks, as well as lower behavioral accu-
racy during N-Back. Furthermore, patients carry-
ing the T allele for both DRD2 rs1076560 and 
HTR2A rs6314 had lower clinical improvements 
after antipsychotic treatment, relative to the other 
genotypic groups. Other results add evidence to 
the complex interaction between genetic variants 
in modulating intermediate phenotypes for 
schizophrenia. In particular, Tan et al. [131] 
found an epistatic interaction between AKT1 
rs1130233 and COMT rs4680, a functional poly-
morphism located in the gene coding for the 
cathecol-O-methyltransferase, which acts as the 
main enzyme for the catabolism of dopamine in 
prefrontal cortex. Specifically, healthy individu-
als carrying both the AKT1 rs1130233 A allele 
(associated with decreased AKT1 expression) 
and the COMT rs4680 valine allele – which 
increases COMT activity compared to the met 
allele [39], possibly lowering synaptic dopamine 
tone – had lower prefrontal efficiency relative to 
all other AKT1-COMT genotypic configurations 
while performing a working memory task during 
fMRI.

Altogether, these results highlight the rele-
vance of high-field fMRI in elucidating how 
functional genetic variation of relevance for 
schizophrenia affects brain phenotypes crucially 
associated with this brain disorder. Furthermore, 
they are consistent with the notion that the genetic 
architecture of schizophrenia is heterogeneous 
and more likely associated with interactive mech-
anisms among several genetic variants. Therefore, 
the investigation of association between single 
genetic variants and brain intermediate pheno-
types of schizophrenia would probably have only 
a limited amount of information on the patho-
physiological mechanisms of the disease. 
Accordingly, recent advances in this field are 
starting to address the relationship between poly-
genic effects of multiple genetic variants and 
brain intermediate phenotypes. For example, 
Walton et al. [142] derived a polygenic risk score, 
based on more than 600 genetic variants associ-

ated with schizophrenia in a separate discovery 
sample, and demonstrated that increased poly-
genic risk for schizophrenia predicted DLPFC 
inefficiency during a working memory task, 
coherently with other reports [143, 151]. These 
results strengthen the notion that a polygenic 
approach is able to detect complex patterns of 
schizophrenia-related neural dysfunctions, which 
is in line with the complex genetic architecture 
underlying the disease. Consistent with this 
notion, novel and intriguing methodological con-
cepts are arising, which are pushing this field of 
research toward the investigation of the relation-
ship between genetic networks and brain func-
tional activity. This approach integrates to the 
analysis of a large amount of genetic and molecu-
lar information in order to identify biological 
ensembles implicated in brain disorders [57]. 
Using this perspective, Richiardi et al. [111] 
report findings suggesting that physiological rest-
ing state brain functional connectivity is linked 
with the coordinated activity of several genes 
possibly modulating ion channels and synaptic 
function. A logical following step of this investi-
gation will be the study of the relationship 
between gene networks and intermediate pheno-
types of relevance to schizophrenia.

22.4  fMRI as a Prevention Tool: 
The At-Risk Mental State 
for Psychosis and Brain 
Functional Imaging- 
Associated Features

High-field fMRI allows the detection of interme-
diate phenotypes for schizophrenia as well as the 
investigation of their association with individual 
genetic variability of relevance for this brain dis-
order. However, if risk for schizophrenia is genet-
ically mediated and affects neurodevelopmental 
mechanisms [147], it is likely that schizophrenia- 
specific brain functional features are present 
before the clinical onset of the disorder. Extending 
knowledge on brain functional anomalies during 
the period of life preceding full-blown schizo-
phrenia would be useful for clinical research and 
practice in order to early identify people at risk 
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for the illness and might allow the implementa-
tion of prevention and/or intervention strategies 
targeting these individuals [159, 160].

In this regard, schizophrenia is often preceded 
at the clinical level by a “prodromal phase,” 
defined as a critical period which could last from 
few days to around 5 years, characterized by a 
marked behavioral alteration and by a significant 
personal and social decline. Moreover, during the 
prodromal period, some psychotic-like symp-
toms may appear, which are usually different 
from those characterizing the acute phase of 
schizophrenia in terms of attenuated frequency, 
duration, and/or intensity. Because of this attenu-
ated symptomatology, none of these symptoms 
could fall into any diagnostic category [159–
161]. Current evidence has highlighted that some 
clinical variables could be predictive of the tran-
sition to psychosis. For example, high levels of 
unusual content of thoughts, high level of para-
noid thoughts, low personal, occupational and 
social functioning, history of drug addiction, and 
exposure to stressful life events seem to increase 
risk for conversion to acute psychosis [74]. 
Previous studies have used specific criteria in 
order to identify the subclinical population of 
“at-risk mental state” (ARMS), i.e., individuals 
between 15 and 30 years [40] who suffer from 
attenuated psychotic symptoms but cannot be 
diagnosed with psychosis yet [161]. Meta- 
analytic [52, 53] and longitudinal studies [31, 83, 
96, 160] on ARMS subjects suggest that the risk 
of transition to full-blown psychosis progres-
sively increases during the subsequent 3 years 
after their first evaluation.

A wide body of literature demonstrated that 
cognitive deficits in the domains of working 
memory, attention, executive functioning, verbal 
fluency, and social cognition are present in at-risk 
subjects [52], in whom they could be considered 
as primary symptoms [23] and independent from 
drug treatment and course of the disease [48]. 
Previous literature suggests that they could be 
also considered as an index of functional outcome 
and response to treatment [79]. Specifically, 
results in literature demonstrated that people at 
risk who subsequently convert to psychosis, com-
pared with those who do not convert, have more 

severe cognitive impairment in several cognitive 
domains [158], especially in verbal fluency and 
memory [60, 106]. However, the neural substrates 
of the cognitive deficits exhibited by ARMS sub-
jects have not been fully investigated. Furthermore, 
results published in this context are often weak, 
also due to the small sample sizes used.

fMRI studies performed to date have indicated 
that the brain functional abnormalities found in 
ARMS subjects are qualitatively similar, but less 
severe, than those exhibited by subjects at their 
first episode of psychosis (FEP, [56]) and that 
ARMS have patterns of brain activation which 
are intermediate between those displayed by full- 
blown psychotic patients and normal controls 
[27, 95]. For example, Morey et al. [95] found 
that the behavioral performances of ARMS  
subjects during a cognitive control task were 
lower than those of normal controls, but greater 
than those of FEP and chronic schizophrenia 
patients. Furthermore, fMRI activity during the 
task revealed that ARMS subjects, when com-
pared to normal controls, had lower BOLD 
response in the middle and the inferior frontal 
gyrus, while they had greater activation of these 
loci when compared to FEP and schizophrenia 
patients. Overall, these results suggest that both 
behavioral and imaging abnormalities are associ-
ated with the progression of the disease. 
Furthermore, they also suggest that brain func-
tional anomalies predate the onset of the illness 
and are associated with vulnerability to psycho-
sis, rather than with the diagnosis itself. On the 
other hand, other studies have indicated that 
ARMS subjects exhibit greater activation than 
normal controls in medial and inferior frontal 
regions [28, 54, 100]. Moreover, further work 
found patterns of both increased and decreased 
activation in ARMS subjects during cognitive 
processing in basal ganglia, precuneus, occipital, 
parietal, postcentral, and supramarginal gyrus 
compared to controls [1, 54, 55, 114, 157]. Also, 
other findings indicate that prefrontal, cingulate, 
and parietal cortex hypoactivation is associated 
with transition from ARM state to full psychosis 
[125, 153]. All together, these results suggest that 
ARMS are characterized by different brain func-
tional anomalies compared to healthy controls 
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and FEP on one hand. On the other hand, the lack 
of consistency of the results makes it difficult to 
clearly identify an unambiguous pathophysiolog-
ical pattern characterizing ARMS.

An emerging approach for the characteriza-
tion of potential markers of risk for psychosis is 
the analysis of brain functional networks. In this 
regard, Allen et al. [1] used dynamic causal 
modeling (DCM) techniques in order to investi-
gate effective frontotemporal connectivity dur-
ing a sentence completion task. Results of this 
study indicate an increase in activation of the 
cingulate cortex in ARMS subjects when com-
pared to healthy controls. Furthermore, there 
was a relationship between cingulate activity 
and frontotemporal connectivity, such that the 
more the activity of cingulate cortex in ARMS, 
the more the frontotemporal connectivity was 
similar between these subjects and controls. 
These results could suggest that ARMS subjects 
need compensatory activation of the cingulate 
cortex in order to maintain optimal levels of 
frontotemporal connectivity, thus revealing con-
nectivity anomalies associated with the prodro-
mal phase of psychosis. Similarly, Lord et al. 
[89] used a graph theory approach to investigate 
patterns of abnormal connectivity in ARMS dur-
ing a verbal fluency task. The anterior cingulate 
cortex (ACC) was the network hub of this analy-
sis. Results revealed that ARMS and normal 
controls did not differ in terms of global con-
nectivity and  efficiency of networks. However, 
ACC was less involved in contributing to task 
relevant functional connections in high symp-
tomatic compared to low symptomatic ARMS 
subjects and to normal controls, as suggested by 
the analysis of topological centrality. These 
results suggest that connectivity abnormalities 
predate the onset of full-blown psychosis and 
could be associated with psychosis risk. 
Furthermore, they also suggest that advanced 
neuroimaging techniques could have a predic-
tive value in order to detect anomalies associ-
ated with the risk for psychosis. In this regard, 
the strong and groundbreaking clinical potential 
of high-field fMRI for the early identification of 
at risk individuals should be well explored in the 
next future.

 Conclusions

All studies here reported support the notion 
that high-field fMRI is capable to detect neu-
robiological anomalies that are associated 
with schizophrenia, which has heterogeneous 
clinical correlates. Indeed, fMRI, more than 
behavioral and clinical tools, is providing 
brain phenotypes closer to the effect of the 
complex genetic architecture of this disease 
and, as such, is likely to characterize markers 
of its risk. These markers might in future 
provide clinical practice with useful infor-
mation about potential predictors of psycho-
sis, such that they might be used as targets 
for strategies of prevention in order to miti-
gate trajectories of development of schizo-
phrenia. However, the heterogeneity of 
findings and the lack of robust longitudinal 
studies comparing individuals who subse-
quently develop psychosis with subjects who 
do not call for stronger efforts in order to 
shed more light on the brain correlates of 
schizophrenia and of risk for this brain disor-
der. Such efforts might also help in softening 
the social burden associated with this devas-
tating brain illness, which is paradigmatic of 
the relevant impact of psychiatric diseases 
for the entire community.
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7 T MR: From Basic Research 
to Human Applications

Laura Biagi, Mirco Cosottini, and Michela Tosetti

The recent ultra-high field magnetic resonance 
(UHF MR, ≥7 T) scanners are demonstrating 
incredible potential, especially in the analysis of 
cerebral tissues. The technological achievements 
and the principles associated with the use of 7 T 
MRI systems are now being turned to applica-
tions on human, increasing both physiological 
and physiopathological knowledge as prelude to 
future clinical applications.

23.1  Ultra-High Field (UHF) MR

From the early days of magnetic resonance 
imaging, great interest was shown in obtaining 
ever stronger static magnetic fields since, accord-
ing to the principles of NMR, all physical quan-
tities are functions of the magnetic field applied 
B0. It was therefore not by chance that in 1981, 

the same year in which the first clinical MR 
scanner was introduced to the biomedical mar-
ket, Lauterbur and Budinger attempted to build 
the first superconductor magnet with a magnetic 
field of 6 T, the strongest magnetic field ever cre-
ated at that time for human applications. Neither 
the time nor technology was right for such an 
undertaking; however, it is not difficult to see 
how in the 30-years history of magnetic reso-
nance and its applications in medicine, there was 
an inexorable and very rapid increase in the 
strength of the static magnetic fields used in the 
medical context with 0.3–0.5 T systems seen  
in the early 1980s, 1–1.5 T in the early 1990s and 
the 3 T introduced between the late 1990s and the 
early 2000s. The same period also saw the devel-
opment of revolutionary technologies in terms of 
image acquisition such as phased array systems 
and parallel imaging techniques. The power of 
these new approaches allowed the promises of 
ultra-high field MR (≥7 T magnetic field, ultra- 
high field, UHF), which had been predicted 
20 years before, to be made possible, and led to 
the development of suitable tools for resolving 
many hypothetical and real problems which had 
been encountered in terms of the quality of 
images and safety.

In the late 1990s, 3 T systems were introduced 
to clinical practice. In the same period, in 1998, 
the first 8 T system for human applications was 
installed in Ohio State University, followed in 
1999 by the installation of a 7 T scanner in the 
Magnetic Resonance Research Center of the 
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University of Minnesota. Both these systems 
were for experimental purposes only and were 
assembled with great effort and dedication by 
research laboratories using components made 
on-site.

The incredible results obtained opened the 
road to the main manufacturers at that time, 
Siemens, General Electric and Philips, to develop 
ultra-high field magnetic resonance (UHF MR) 
technologies, which led to the first Siemens 7 T 
system being installed in Massachusetts General 
Hospital in Boston and, in rapid succession, a 
General Electric scanner at the Bethesda National 
Institute of Health (NIH). Today, around the 
world, there are more than 60 systems with ≥7 T 
magnetic fields installed and dedicated to the 
development and use in experimental protocols 
for human clinical research.

In retrospect, given the history of the discover-
ies in MR, the progress made towards the use of 
UHF technology would appear no less than logi-
cal (Fig. 23.1).

The trend forward high magnetic fields derives 
from the quite low sensitivity of MRI. This origi-
nates from the small difference in the population 
of two consecutive Zeeman energy levels caused 
by the difference in energy of these levels. The 
slight excess of spin in the fundamental state gen-
erates a small polarisation, which depends on the 
temperature and the magnetic field applied, and it 
is only from this small fraction of sample that the 
whole absorption signal is detected in correspon-
dence with the radio frequency associated with the 
nuclear transition. One direct method for increas-
ing the low sensitivity was identified as increasing 
the static magnetic field B0. In more detail, the MR 

Fig. 23.1 The evolution of MR images over time. In 
1974, the first image of a small animal was obtained by 
Lauterbur using a technique called zeugmatography at 
that time. The Mansfield’s group obtained the first human 
anatomical image in vivo, an axial cross section of a fin-
ger (1977). On 28 August 1980 in Aberdeen, the first 

clinical image of a cross section of the abdomen was 
obtained. In the late 1980s, the use of 1.5 T magnetic 
resonance began to spread around the world followed in 
the late 1990s by 3 T systems. In the 21st century the MR 
image acquired at 7 T  has an in-plane resolution of 
192 μm in plane

L. Biagi et al.



375

signal increases in quadratic mode with the 
strength of the static magnetic field, while the 
associated noise demonstrates linear dependence. 
Therefore, the use of MR 7 T equipment allows a 
significant increase in the signal- to- noise ratio 
(SNR) in comparison with lower fields. For exam-
ple, an image obtained with a clinical 1.5 T or even 
a 3 T system has a spatial resolution limit of about 
1 cubic millimetre, while the combination of the 
benefits of ultra- high field can lead to a resolution 
of some hundredths of microns with similar sig-
nal-to-noise ratio. The significant increase in SNR 
produces a great improvement of all the imaging 
parameters and can be used not only in terms of 
spatial resolution but also in terms of sensitivity to 
modifications of the composition of the tissue or in 
terms of temporal resolution for dynamic phenom-
ena or in terms of spectral resolution of signals. In 
addition, many other benefits could come out from 
the potential of new sources of mechanisms of 
contrast. Particularly in the brain, but also gener-
ally in the human body, there are potential sources 
of signal which cannot be fully explored using 
standard magnetic fields, because of low SNR, 
poor spatial resolution and/or their scarcity. It is 
the case of myelin, iron or metabolites which con-
tain nuclei that differ from hydrogen (13C, 23Na, 
31P) that can be in principle detected by MR. These 
further signal sources can be extremely useful for 
providing additional and complementary informa-
tion about molecular structure and/or the physio-
logical, metabolic and functional dynamics of 
physiopathological processes. Moreover, the 
improvement in SNR and consequently in the 
intrinsic sensitivity of MR experiment can make 
possible the study of spontaneous distribution of 
nuclei different from  proton that are normally 
found within structures of biological interest. For 
the same reason, it becomes possible to explore the 
distribution and the metabolic dynamics of molec-
ular probes that are artificially enriched with stable 
isotopes that are visible in MR.

Increasing the magnetic field however causes 
some physical and instrumental problems that must 
be considered and fully investigated so that the 
potential of an ultra-high field MR system can be 
fully exploited. The major issues are related to the 
signal losses associated with the effects of mag-

netic susceptibility and inhomogeneities of the 
static magnetic field B0, to the increase of chemical 
shift artefacts and to the variations in the relaxation 
times T1 and T2, which completely change the 
semeiotics of the images and the strategies of sig-
nal acquisition.

Moreover, the wavelength and dielectric effects 
of the radio frequency (RF) signal produce an 
uneven excitation and can cause an inhomoge-
neous distribution of radio frequency energy 
deposition on tissues. At 7 T, the resonance fre-
quency for hydrogen is 298 MHz. Raising the 
operating frequency leads to the so- called wave-
length effect: the radio frequency wavelength 
becomes comparable with the dimensions of the 
sample being investigated (limbs, brain and trunk) 
which per se brings stationary wavelength effects 
to the whole sample. The experiment becomes 
more complicated due to the dielectric properties 
of the sample irradiated by the radio frequency 
that further decreases the radiation wavelength 
(e.g. at 7 T, the wavelength in anatomical tissue 
with a high concentration of water is about 12 cm). 
This effect shows up as inconsistencies in the RF 
field transmitted (B1) distribution, which is known 
as dielectric resonance. This generates peculiar 
artefacts in images that present hypo- and hyper-
intense zones caused by the presence of peaks and 
dips in the RF magnetic field B1 and as a conse-
quence generates locally different flip angles. The 
inhomogeneities in the B1 magnetic field inevita-
bly translate into inhomogeneous depositing of 
energy on the patient and give rise to possible “hot 
spots” of energy deposited. Specific absorption 
rate (SAR) is the parameter that measures this 
energy and forms the basis for both national and 
international patient safety standards. Commercial 
UHF MR systems monitor this parameter and use 
acquisition thresholds to do not exceed the above-
mentioned standards. However, given the uneven 
distribution of the transmitted fields and the pos-
sible presence of “hot spots”, new methods for 
assessing variations in local magnetic field are 
mandatory. These may involve the simulation of 
electromagnetic fields and experimental measures 
[1], as well as the development of sensors for the 
real-time monitoring of SAR specifically for each 
individual patient (Fig. 23.2).

23 7 T MR: From Basic Research to Human Applications
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Fig. 23.2 The use of UHF MR in human needs a very 
careful safety assessment. In this context, calculating the 
specific absorption rate (SAR) becomes vitally important. 
SAR is a measure of the rate at which energy is absorbed by 
the tissue when exposed to radio frequency (RF) magnetic 
field per unit of mass. At ultra-high field, the distribution of 
the SAR within a patient becomes very uneven; this lack of 
uniformity is associated with the high-radio frequency (RF) 
output of the coil (298 MHz at 7 T). The calculation of RF 
fields and SAR is usually performed using full-wave elec-
tromagnetic simulators. In our case, we used the CST MW 
suite to simulate the volume transmitter in quadrature load-

ing it with anatomical models of the human body (Hugo, 
Virtual Family, Virtual Classroom). In all the models, the 
voxel discretization has a resolution of 1 mm3, whereas the 
dielectric properties of tissue are taken from literature. 
Figure (a) shows Ella’s head (female Virtual Family model) 
within the volume transmitter in quadrature. Figures (b) 
and (c) show the map of B1+ (magnitude, in [μT]) and the 
SAR [W/kg] on the axial section passing through the eyes. 
Lastly, simply to validate the simulator, Figures (d) and (e) 
show the map of B1+ measured on a volunteer with charac-
teristics similar to Ella [μT] and the appropriately scaled 
map of Ella [μT], respectively [11]
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In recent years, huge technological progress 
has been made in attempting to resolve the prob-
lem of inhomogeneities in the excitation and in the 
receiving of RF signals in terms of both hardware 
and software. Rewriting the pulse sequence for 
UHF to enable the use of less sensitive sequences 
and eliminate errors in the flip angles applied to 
prevent sequence “refocusing” has proved 
extremely difficult. As the use of multichannel 
coils for signal receiving revolutionised MRI by 
allowing increased SNR and reduction of acquisi-
tion times, the introduction of parallel transmis-
sion opened new scenarios for UHF, creating a 
fundamental turning point in the use of 
UHF. Parallel transmission uses and controls a 
multichannel array system for the signal transmis-
sion, adjusting independently phase and amplitude 
of signals sent to each channel, with the aim of 
producing uniform excitation inside the sample. 
This led to what is now known as “RF shimming” 
(radio frequency calibration). Recently, parallel 
transmission systems allow to manage the differ-
ent channels of signal transmission not only by 
adjusting the phases and amplitudes of signals but 
also by sending completely independent signals to 
single channels, increasing the spatial selectivity 
of the RF pulses. Thanks to this technological 
advance, it is possible to compensate specific B1 
inhomogeneities induced by specific geometry 
and dielectric properties of each single human 
body exanimated. Corrections of B1 are therefore 
“customised” and allow the quality of imaging to 
be improved while at the same time minimising 
the depositing of energy for each patient with his 
or her specific characteristics (gender, age, dimen-
sions such as weight and height, muscle mass and 
the presence of physiopathological signs).

As described above, some physical key UHF 
MR phenomena are not favourable for the appli-
cation of 7 T in a clinical context such as inhomo-
geneities in B1 and the corresponding distribution 
of SAR. Moreover, the shortening of the RF 
wavelength used at UHF can interfere more 
strongly with metal objects increasing the heat-
ing effect. For this reason, the presence of 
implanted metal objects remains the main cause 
of exclusion from UHF MR exams.

With knowledge of above-mentioned limits 
and the significant results expected from 

awareness of the physical phenomena of UHF 
MR, the encouraging results of experimental 
studies carried out on patients suffering from 
diseases of the central nervous system have 
recently started to arrive.

23.2  Applications of UHF MR

From its first introduction into clinical practice 
in the 1980s, MRI has become a key tool for 
studying the anatomy and function of the cen-
tral nervous system (CNS). At present, 7 T 
scanners around the world are used only for 
experimental purposes, and most of these 
experiments involve improving both hardware 
and software of the systems, in order to over-
come the technological limitations intrinsic in 
the ultra-high field.

Studies about the applications to diseases of 
the CNS are still limited and are aimed to assess 
the diagnostic-clinical benefits of UHF with 
respect to clinical scanner, as well as to investi-
gate safety aspects of application of UHF in 
humans (Fig. 23.3).

Fig. 23.3 Ex vivo 7 T cerebellum. Ex vivo imaging of 
the cerebellum at 7 T: a gross specimen from a human 
cadaver was fixed in a 10 % aqueous solution of formalde-
hyde, placed in a perfluoropolyether suspension and 
imaged with an IR sequence. The image resolution was 
about 100 microns and allows the appreciation of 
extremely fine details of the human anatomy such the  
cerebellar folia

23 7 T MR: From Basic Research to Human Applications
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The physical phenomena of UHF MR regulate 
the diagnostic possibilities obtainable with these 
scanners in a counteracting manner and provide 
benefits in some cases and disadvantages in oth-
ers. The limited diffusion of UHF, the high costs 
involved and the presence of artefacts in the 
images limit its use in experimental studies, but 
at the same time push the development of new 
signal treatment methods and technological 
development. The possibility of obtaining new 
contrasts acts as a stimulus for the development 
of a new imaging semeiotics of the CNS in both 
healthy and unhealthy subjects. This is a true 
challenge for future clinical applications.

In effect, with increase of the applied mag-
netic field, relaxation times vary, particularly 
lengthening T1 while shortening T2 and T2*. In 
some applications, such variations can be benefi-
cial, e.g. an increase in T1 which favours the sat-
uration of stationary spins or a decrease in T2 
which provides faster sequences. On the other 
hand, as relaxation times do not change uni-
formly in different parts of the CNS, contrasts 
between different structures can vary. Based on 
new signal treatment methods, new signal semi-
otics must be redefined and new imaging tech-
niques can be discovered [2, 3].

An increase in SNR allows spatial resolution 
(in the order of hundredths of micron) able to 
provide anatomical imaging never seen in vivo. 
The phenomena of magnetic susceptibility have 
pros and cons for the clinical application of 
UHF. On the one hand, they allow greater sensi-
tivity in detecting paramagnetic and diamagnetic 
substances such as haemosiderin in micro- 
haemorrhages, calcium in tumoural calcifications 
and iron in degenerated portions of the CNS, 
while on the other hand, they increase distortions 
in anatomical images and decrease diagnostic 
quality. Greater sensitivity to the effects of mag-
netic susceptibility however allows new types of 
contrast to be obtained (susceptibility-weighted 
imaging, phase mapping, susceptibility mapping) 
(Fig. 23.4) which allow to distinguish anatomical 
components with different susceptibilities within 

an anatomical structure such as the laminar 
aspect of the cerebral cortex.

At the same time, the increased sensitivity to 
deoxyhaemoglobin in the veins causes greater 
sensitivity to the blood oxygenation level- 
dependent (BOLD) effect. This effect exploits 
the magnetic properties of the blood and of hae-
moglobin in particular, as an endogenous source 
of contrast, and forms the basis of the classical 
detection techniques of cortical activation. The 
functional magnetic resonance imaging (fMRI) 
technique is considered as one of the main appli-
cations that benefits from the use of UHF, thanks 
to the two simultaneous advantages of increased 
SNR and increased sensitivity to the BOLD 
effect. The improvement of both these factors can 
be exploited to study cerebral function with 
greater spatial resolution and greater sensitivity. 
It has been demonstrated that an increase in the 
spatial resolution of UHF fMRI can allow the 
definition of the functional architecture of the 
cerebral cortex at columnar level. In addition, the 
increase in the sensitivity of fMRI at 7 T allows 
to obtain statistically significant functional maps 
of cerebral activation not only in group of sub-
jects but also for individual patients and individ-
ual events, opening new perspectives in the use of 
fMRI for clinical purposes.

The increase in the static magnetic field pro-
duces also an increase of the phenomenon of 
chemical shift, which can be also a negative 
effect, by worsening the chemical shift artefact 
typical of the fluid-fat interface. However, the 
increase of chemical shift forms the basis of a 
better spectral resolution of the frequency signal 
obtainable with UHF MR spectroscopy. The 
applicability of proton spectroscopy in a medical 
context is limited by the low concentration of 
most of the cerebral metabolites of interest com-
pared with the quantity of water present in the 
tissue (over 50 mM). As the SNR and chemical 
shift are proportional to the strength of the static 
magnetic field, 7 T MR systems allow the quanti-
fication of about 13 brain metabolites, and thanks 
to spectral editing techniques, the direct detection 
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of important neurotransmitters such as glutamate 
in few minutes (Fig. 23.5 MRS).

Thanks to an increase in the sensitivity of 
spectral resolution, the introduction of UHF sys-
tems also opens new horizons for the study of 
other nuclei such as 31P, and significant results 
have also been obtained with 13C, 23Na and 17O, 
which are key elements in the study of cerebral 
metabolism and metabolism energy balance.

7 T scanning offers huge benefits when investi-
gating structures and ultrastructures in vivo in 
human as in the field of neurometabolic studies 
and of cortical activation, improving our knowl-
edge about anatomy and normal physiology 
in vivo. It is also for this reason that part of the 
research carried out at the UHF MR centres is 
aimed at fine-tuning sequences, identifying new 

contrast and optimising acquisition protocols on 
healthy volunteers. Moreover, the use of UHF 
offers a great potential for improving the charac-
terisation of a wide spectrum of diseases of the 
CNS such as multiple sclerosis, neurodegenerative 
diseases, cerebral neoplasms and epilepsy.

The evaluation of multiple sclerosis at UHF 
allows to better clarify the underlying inflamma-
tory process. In particular, the high resolution com-
bined with the sensitivity to susceptibility of UHF 
allows to reveal the development of plaques along 
the perivenular white matter as a marker of MS in 
the differential diagnosis with other demyelinating 
disorders. Moreover, susceptibility- weighted imag-
ing seems to detect paramagnetic rims at the lesion 
edge reflecting the expanding inflammatory phe-
nomena of acute MS plaques [4].

Fig. 23.4 From the acquisition of signal (real and imagi-
nary component), the phase can be extracted, and there-
fore information can be obtained regarding the physical 
measurements associated with the static magnetic field 
which affect the precession frequency. In other words, it is 
possible to obtain a map of the magnetic susceptibility of 
the tissue being examined. The latter physical property 
has proven to be a new and powerful endogenic contrast 
agent that can detect significant tissue characteristics in 
clinical practice. Susceptibility is in fact directly propor-
tional to the presence of iron and inversely proportional to 

myelin density – two key parameters in the study of neu-
rodegenerative diseases for example. The extraction of 
susceptibility maps is performed starting from the signal 
(a) and the reconstruction of phase images (b) which are 
processed in order to isolate the contributions of phase 
from the large-scale ones caused by inhomogeneities of 
the static magnetic field. From these maps of local phase 
variations (c), frequency variation maps and therefore 
quantitative magnetic susceptibility maps QSM (d) can be 
reconstructed and applied in clinical protocol [12]
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As regards neurodegenerative diseases, most 
of the attention is focused on Alzheimer-type 
dementia, Parkinson’s disease and, to a smaller 
extent, amyotrophic lateral sclerosis.

The studies on Alzheimer’s are aimed at eval-
uating hippocampal formations at high resolution 
(Fig. 23.6) to measure substructures of the 
Ammon’s horn such as the reticular or lacuno-
sum moleculare layer sites of the initial phase of 
the neurodegenerative process. In comparison 

with normal subjects, these studies also regard 
hippocampal morphology in patients with mild 
cognitive impairment. Thanks to the combination 
of high resolution and sequences that are sensi-
tive to magnetic susceptibility, other studies are 
dedicated to detecting amyloid plaques that are 
the pathological substrate of the disease. Such 
consistent results in ex vivo animal experiments 
are however a matter of debate when applied to 
humans in vivo.
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Fig. 23.5 MR spectroscopy in vivo. Thanks to the use of 
UHF systems, and the subsequent increases in SNR and 
spectral resolution, signals from a larger number of cere-
bral metabolites can be detected and separated than with 
clinical magnetic fields. (a) Example of standard acquisi-
tion with stimulated echo acquisition mode (STEAM) 
short echo time sequence for detecting the greatest num-
ber of metabolites. (b) The technique of spectral simplifi-
cation, which allows the detection of metabolites of 

interest by eliminating the spectral components of multi-
plets. (c) The simulation of the quantum evolution of spins 
for optimising acquisition parameters (TE, TM) to detect 
particularly weak signals and/or signals that are spectrally 
overlapped with others (STEAM-MiTis, mixing time sub-
traction technique). The STEAM-MiTis technique is opti-
mised for detecting glutamate, an important 
neurotransmitter involved in numerous pathological pro-
cesses [13]
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In Parkinson’s disease, UHF MR has shown 
its additional value compared with clinical MR 
systems at conventional field strength, using tar-
geted sequences sensitive to susceptibility. For 
the first time in vivo, UHF MR has allowed the 
identification of components of the substantia 
nigra including that responsible for the disease 
[5]. The disappearance of the pars compacta of 
the substantia nigra, containing the nigrosome, 
demonstrates its degeneration, which is the path-
ological counterpart of dopaminergic deficit. 
Moreover, UHF MRI allows identifying patients 
in the initial phase of Parkinson’s disease with 
great diagnostic accuracy. These radiological 
signs are not specific of Parkinson’s disease but 
constitute a hallmark of nigrostriatal degenera-
tion common to other forms of atypical parkin-
sonisms. In addition, the possibility of obtaining 
quantitative maps of magnetic susceptibility will 
also provide more information about the patho-
genesis of the neurodegeneration seen in 
Parkinson’s disease.

In amyotrophic lateral sclerosis, high- 
resolution UHF imaging of the motor cortex has 
revealed an unusual accumulation of iron in the 
deeper layers of the cortex corresponding with 

what can be detected by an anatomopathological 
examination. This accumulation would seem to 
correspond with the severity of the disability [6]. 
In the field of motor neuron diseases, however, 
there are great expectations for high-resolution 
imaging of the spinal cord. This is currently 
under study to resolve hardware problems associ-
ated with the receiving of MR signals in an ana-
tomically complex region and to increase the 
sensitivity of MRI in identifying the ultrastruc-
ture of the spinal cord.

In the evaluation of cerebral neoplasia, con-
ventional MR, proton spectroscopy and 
advanced techniques such as diffusion and per-
fusion are currently the techniques used for neo-
plasia grading and for defining the bioptic target. 
The new contrasts that can be obtained with 
UHF (intratumoural susceptibility signals) seem 
to provide additional elements that are indica-
tive of greater aggressiveness such as the pres-
ence of micro- haemorrhages or venographic 
studies, which, thanks to the sensitivity of the 
UHF for deoxyhaemoglobin, have become an 
index of oxygen consumption. Specific patterns 
of neoplasia in differential diagnostics with 
radionecrosis or expansive lesions of another 
nature have not yet been studied, but there are 
great hopes for the demarcation of neoplastic 
tissue, which remains a challenge unresolved at 
conventional fields. Moreover, a great expec-
tancy is about the differential diagnosis and 
grading of gliomas. Sodium MR imaging greatly 
improved at 7 T for the increased SNR. Sodium 
signal has been shown to increase in brain 
tumours, and it seems to be a probe of tissue 
viability able to differentiate low- and high-
grade gliomas [7]. 1H-MR spectroscopy pro-
vides a benefit for measuring metabolic markers 
of tumours for the increased spectral resolution 
and metabolite sensitivity compared with con-
ventional magnetic field strength.

In epilepsy, the introduction of UHF allows to 
identify more epileptogenic lesions than those 
detectable with lower magnetic field strength, so 
that the number of patients with secondary focal 
epilepsy increases, reducing the incidence of 
patients with cryptogenic focal epilepsy. 7 T MR 

Fig. 23.6 Images acquired with the MR 7 T system with 
very high spatial resolution (200 μm in plane) by using a 
gradient-recalled echo (GRE) sequence targeted on the 
hippocampus regions. This portion of the brain plays an 
important role in long-term memory and in spatial naviga-
tion. Simultaneous research into high spatial resolution 
and contrast in the hippocampus is aimed at measuring 
fine substructures of the Ammon’s horn such as the reticu-
lar layers and incomplete molecular sites and locations of 
the initial phase of the neurodegenerative process of 
Alzheimer’s disease
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shows structural and biochemical abnormalities 
in greater detail to delineate seizure foci and 
probably could contribute to the surgical plan-
ning and to the improvement of patients outcome 
[8, 9].

Lastly, for all the experimental protocols on 
humans, many studies have been carried out 
about safety and tolerability of 7 T MR, provid-
ing encouraging results regarding the absence of 
significant side effects. Only annoying sensations 
have been reported, such as vertigo result, the 
most frequent at high magnetic fields [10].

Based on the laws of physics which govern 
it, UHF magnetic resonance has created great 
expectations and hopes for the creation of new 
semeiotics of many diseases of both the CNS in 
the first instance and in the future of many other 
regions of the body, e.g. the musculoskeletal 
system. In recent years, there have been numer-
ous efforts made to provide 7 T scanners with 
coils and sequences for application on human to 
thus gain greater physiological and physiopath-
ological knowledge as a prelude to future clini-
cal applications. Many problems have been 
resolved but many others still remain to be 
fixed, before the full potential of UHF could be 
exploited at all. Only through continuous 
research, multidisciplinary synergy and the 
comparison of expertise from different sectors 
(physics, chemistry, engineering and medicine), 
the effective diagnostic progress of UHF in 
comparison with conventional fields can be 
demonstrated in different diseases, a fundamen-
tal step for putting UHF MR at the service of 
medicine.
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