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Preface

This volume provides a comprehensive state-of-the-art overview of a series of
advanced trends and concepts that have recently been proposed in the area of green
information technologies engineering (green IT engineering) as well as of design
and development methodologies for models and complex system architectures and
their intelligent components. These new research directions have attracted much
attention in recent years and are considered to be very promising.

All the contributions included in the volume have their roots in the authors’
presentations, and vivid discussions that have followed the presentations, at a series
of workshop and seminars, held within the international TEMPUS-project GreenCo
project in the UK, Italy, Portugal, Sweden, and the Ukraine, during 2013–2015 and
at the 1st–5th Workshops on Green and Safe Computing (GreenSCom) held in
Russia, Slovakia, and the Ukraine.

The main purpose of this volume is to present a systematic exposition of
research on principles, models, components, and complex systems (software and
the PLC-based systems, and networks and IT-infrastructures) and a description of
industry- and society-oriented aspects of the green IT engineering. The green IT
engineering is a special kind of engineering based on energy-saving and efficient
information technologies. It is represented in a form of services focused on the
improvement of energy efficiency, safety, and environmental performance of
industrial processes and products.

The book aims at motivating researchers and engineers representing different IT
domains, and also graduate and Ph.D. students, and “postdocs,” to explore and pay
attention to an acute need for the promotion and propagation of green values in the
analysis and solutions of complex problems that are relevant to the society and
national economy.

A chapter-oriented structure has been adopted for this book following a “vertical
view” of the green IT, from hardware (CPU and FPGA) and software components
to complex industrial systems. The chapters are prepared according to a general
paradigm and unified scheme of content, and step by step describe elements of a
green IT engineering taxonomy by logically adding new values and proposals.
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In terms of the structure, the 15 chapters of the book are grouped into five parts:
(1) Methodology and Principles of Green IT Engineering for Complex Systems,
(2) Green Components and Programmable Systems, (3) Green Internet Computing,
Cloud and Communication Systems, (4) Modeling and Assessment of Green
Computer Systems and Infrastructures, and (5) Green PLC-Based Systems for
Industry Applications.

The chapters have been intended to provide an easy to follow, comprehensive
introduction to the topics that are addressed, including the most relevant references,
so that anyone interested in them can start the study by being able to easily find an
introduction to the topic through these references. At the same time, all of them
correspond to different aspects of the work in progress being carried out by various
research groups throughout the world and, therefore, provide information on the
state of the art of some of these topics, challenges, and perspectives.

Part I, “Methodology and Principles of Green IT Engineering for Complex
Systems,” includes three contributions. The first, “Concepts of Green IT
Engineering: Taxonomy, Principles and Implementation,” by V. Kharchenko and
O. Illiashenko, summarizes concepts and provides a taxonomy of the green IT
engineering. Main challenges and solutions regarding applications of energy-saving
IT-based components and systems as well as principles of development and
implementation for green computing are analyzed and discussed. The deliverables
of the TEMPUS-project GreenCo are described.

I. Shostak, M. Danova, and Y. Kuznetsova, in “Foresight-Research for Green IT
Engineering Development,” study the basic principles and development directions
of the green IT engineering, as well as ecological research in the software industry.
A generalized procedure for foresight project implementation is proposed to
determine scientific–technical development directions and perspectives of the green
IT engineering using the proposed information technology. The authors propose a
new approach to the construction of a foresight-type technology system model in
the form of a two-level hierarchical system consisting of the functional and
methodological levels. As a formal basis, methods of bibliometrics and sciento-
metrics (calculation of the number of publications, an analysis of citations),
multi-criterion decision-making problems (t-ordering, Pareto optimality), and patent
analysis (trace analysis of the dynamics of inventive activity) are chosen. The result
of the foresight-research implementation will be a number of priorities for the
development of the green IT engineering.

In “Green IT Engineering in the View of Resource-Based Approach,” J. Drozd,
A. Drozd and S. Antoshchuk consider the development of the green IT engineering
from the point of view of a resource-based approach which analyzes the integration
of an artificial world created by a human being into the natural world (NW). The
solution is based on the attainment of a certain throughput, trustworthiness, and the
investment in resources: models, methods, and means. The throughput is aimed at
receiving the maximum return from resources and the trustworthiness—at a har-
monization with the NW. Resources structured under parallelism and fuzziness
of the NW show in the development process three levels: replication, diversifica-
tion, and autonomy. They are serviced by methods improving the throughput,
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trustworthiness, and access to resources, respectively. Green technologies as a
model occupy the autonomy level. The models and methods used belong to the
level of diversification. Means are built with the replication of operational elements.
The authors discuss the methods of multiple effect and its focusing on the
parameters which are important for the green technology that is based on increasing
a level of resource development.

Part II, “Green Components and Programmable Systems,” includes three con-
tributions. In the first, “Green Logic: Models, Methods, Algorithms,” S. Tyurin and
A. Kamenskih investigate the green computing systems as energy-aware or
energy-efficient and naturally reliable computing systems. A combination of these
approaches gives many advantages for applied computing systems but estimations
for them should be done very carefully. Delay-insensitive circuits occupy an
important role in the design of the green hardware, but reliability improvement
techniques of delay-insensitive circuits should be further investigated. The authors
propose new indexes for estimating the efficiency of computing systems which can
help developers to perform complex estimations of computing systems operating in
a wide ranges of supply voltage and temperatures. The semi-modularity and the
synthesis technique of fault-tolerant delay-insensitive circuits is discussed in this
chapter.

In “Energy-Efficient Scheduling for Portable Computers as Bi-criteria
Optimization,” I. Turkin and A. Vdovitchenko consider the main problem of por-
table computers, that is a short duration of operation of the device in the standalone
mode, while ensuring the quality of service, i.e., a subjective user satisfaction.
There is no single way of measuring the subjective user satisfaction as the current
quality of service requirements are in conflict with the requirements to ensure
uptime portable computers. A power consumption model of a portable computer is
presented as a 3-level power graph. The developed model of the multitasking
system’s scheduling in a portable computer battery life is based on the assumption
that the problem under consideration belongs to the soft real-time class. The syn-
thesis of schedule’s multitasking system in a portable computer battery life is
carried out by solving a bicriteria optimization problem by deriving the
Pareto-optimal solutions. These criteria include the minimum penalty for the
decline in the quality of service and the maximum battery life with the current
profile of power consumption. For experimental investigation of the power con-
sumption, PCMark-7 and Microsoft Joulemeter were used. As a result of the
experiments, it has been found that during the operation on portable computers the
minimum and maximum energy levels differ by more than 2 times. A time tran-
sition to a low- or high-voltage processor, respectively, can lead to a twofold
increase in the battery life.

D. Maevsky, E. Maevskaya and E. Stetsuyk, in “Evaluating the RAM Energy
Consumption at the Stage of Software Development,” propose a new method of
absolute value estimation of the computer energy consumption while running
performing. The evaluation is done on the basis of the program source code and can
help to choose the optimal solution from the viewpoint of energy saving at the
software development stage. The method is based on the indication of energy
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consumption by the computer Random Access Memory (RAM) depending upon
how intensive the RAM is used by the software. The method for determining the
estimated computer power consumption based on assembler source code is pro-
posed based on the two proposed mathematical models which allow to create a
green software with the control of a degree of being “green” on all stages of its
development.

Part III “Green Internet Computing, Cloud and Communication Systems”
includes three contributions. In the first one, “Impact of the Internet Resources
Structure on Energy Consumption while Searching for Information,” by V.
Dubovoi and O. Moskvin, a new model of the effect of the Internet resources
structure impact on the energy efficiency of information search and the state of the
art of search engines energy consumption, characteristics of hypertext systems, and
search engines are presented. Moreover, a model of the relationship between the
hypertext characteristics and the number of information search steps is developed.
For this purpose, the impact of the hypertext structure on the number of steps while
searching for relevant and pertinent information and the impact of the number of
steps on the energy consumption are studied. As a result, approaches for the
optimization of hypertext structure in the conditions of uncertainty are formulated.
A simulation model makes it possible to test the adequacy of the developed model
of the effect of the structure of distributed hypertext systems on the energy effi-
ciency of information search.

A. Iqbal, C. Pattinson, and A.-L. Kor, in “Introducing Controlling Features in
Cloud Environment by Using SNMP,” discuss the deployment Simple Network
Management Protocol (SNMP) for the monitoring and control of a type 1 hyper-
visor (in a cloud environment). This is followed by the customization of the MIB
and net-snmp with Agent X to provide more SNMP management features. The
work provides results of a rigorous physical experimentation involving the SNMP
monitoring and management for the type I hypervisor Xen. The research results
allow load balancing in the cloud environment during peak hours leading to a
reduced power consumption helping the green IT cause.

In “Efficient Error Detection and Correction in Block Data Transmission,” N.G.
Bardis proposes a collection of techniques for correcting transmission burst errors
in data transmitted over signal channels suffering from strong electromagnetic
interference, such as those encountered in distributed and embedded systems.
Efficiency is achieved by separating the error detection from the correction process
and using different codes for each case. The proposed error control techniques are
based on simple mathematical operations and are suitable for implementation in the
FPGA devices. Therefore, it makes it possible to replace energy-demanding
retransmission operations, including the overheads they entail with energy-efficient
local error correction calculations. The techniques employed are shown to be more
efficient than the existing ones, according to criteria that are relevant to current
applications. These techniques reduce the need for error recovery by retransmission
and hence the environmental effect of data transmission in terms of energy con-
sumption and electromagnetic emissions.
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Part IV “Modeling and Assessment of Green Computer Systems and
Infrastructures” includes three contributions. In the first one, D. Basile, F.D.
Giandomenico, and S. Gnesi in “Model-Based Evaluation of Energy Saving
Systems” focus on a stochastic model-based approach as a support of the analysis of
energy-saving systems, in combination with other non-functional properties, such
as reliability, safety, and availability. The authors discuss general guidelines for
building a model-based framework to analyze critical cyber-physical systems in
which an efficient energy consumption is required, while assuring imposed levels of
resilience. Also, an overview of the most commonly employed methodologies and
tools for the model-based analysis is provided, and an extensive literature is pro-
vided as pointers to relevant research activities performed on this attractive topic
over the last decades. Finally, in order to illustrate the proposed framework, a case
study in the railway domain is shown. By adopting the Stochastic Activity Network
formalism, the framework is instantiated to analyze effective trade-offs between the
energy consumption and satisfaction of other dependability-related requirements.

In “MSS Models of Smart Grids with Multi-level Degradation and Recovery,”
E. Brezhnev, H. Fesenko, V. Kharchenko, V. Levashenko, and E. Zaitseva discuss
the digital substations (DS) of a smart grid that are complex multi-component
maintained systems consisting of a lot of hardware and software components.
Failures of the components cause functional and parametric degradation of the
substations. According to the DS structure, the reliability-block diagram, the
structure function, and the Direct Partial Logical Derivatives (DPLDs) for the
RMSS “electronic transformers—merging unit” are considered. The principal
condition of the DPLD application in reliability analysis is the representation of a
system under consideration by a structure function. The authors consider the cal-
culation of some of these measures and their criticality for the analysis of the
electronic transformers—merging unit. The structure function of this unit is based
on the operation conditions of this system (unit).

Ye. Bodyanskiy, O. Vynokurova, I. Pliss and D. Peleshko, in “Hybrid Adaptive
Systems of Computational Intelligence and Their On-line Learning for Green IT in
Energy Management Tasks,” consider a crucial problem of intelligent energy
management which arises in the context of an intensively developed science
direction, the Green IT. A hybrid neuro-neo-fuzzy system and its high-speed
learning algorithm are proposed. This system can be used for online prediction of
essentially nonstationary nonlinear chaotic and stochastic time series which
describe electrical load producing and consuming processes. The considered hybrid
adaptive system of computational intelligence has some advantages over the con-
ventional artificial neural networks and neuro-fuzzy systems. The proposed hybrid
neuro-neo-fuzzy prediction system provides a high-quality load prediction that is
very important for the power systems.

Part V “Green PLC-Based Systems for Industry Applications” includes three con-
tributions. The first one, Y. Kondratenko, O.V. Korobko and O.V. Kozlov, “PLC-
Based Systems for Data Acquisition and Supervisory Control of Environment-Friendly
Energy-Saving Technologies,” presents the development of PLC-based systems for
data acquisition and supervisory control of environment-friendly energy-saving
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complex high-tech technologies. The functional structure and main components of the
PLC-based SCADA systems for environment-friendly energy-saving technological
processes are given. The examples of SCADA applications in the design of the
PLC-based systems for the monitoring and automatic control of (a) ecopyrogenesis
(EPG) and (b) thermoacoustic technological processes are presented. The authors
consider the criteria of energy and economic efficiency of the EPG technological
process. The functional structures, software, and hardware implementations as well as
multi-level human–machine interfaces of the developed PLC-based systems for data
acquisition and supervisory control are shown. A considerable attention is given to
particular qualities of the computation of technological parameters of the ecopyroge-
nesis and thermoacoustic processes by the proposed SCADA systems. The developed
PLC-based SCADA systems provide: (1) a significant increase of values of the energy
and economic efficiency criteria of the EPG and TAD complexes, (2) a high precision
control of both technological processes, (3) monitoring of current technological
parameters using the indirect methods for the measurement of parameters and identi-
fication, and (4) automatic control with high values of quality indicators and optimal
parameters.

In “Assessment of Energy Consumption for Safety-Related PLC-Based Systems,”
V. Sklyar, O. Odarushchenko, E. Bulba, R. Horbenko, A. Ivasyuk, and D. Kotov
describe an approach to measure the energy consumption of programmable
components (MCU, FPGA, etc.) which are a core of the Programmable Logic
Controller (PLC). An analysis of dependence of energy consumption on the type of
programmable components as well as on features of software gives a road map for
the implementation of energy efficiency measures to make the PLCs “greener.”
A special toolset named GreenCo Controller has been designed, implemented, and
tested for the above-proposed solution. The architecture designed includes the fol-
lowing components: a commercially available motherboard (Arduino UNO) pro-
grammed with software to perform data processing with respect to the measurement
of energy consumption of the target board-shield (GreenCo board); a GreenCo board
on the basis of Microchip dsPIC30F3011 MCU programmed with different types of
application software as a subject of energy consumption investigation; a software
monitor for a PC desktop using the GUI of the GreenCo Controller mentioned.
“Green” features of the PLC are analyzed after that formal optimization problems
against the “energy consumption level/safety level” criterion. Such problems can be
solved using dynamic programming. The concept and design of the GreenCo
Controller are described. Some suggestions for a further research on the GreenCo
Controller are proposed as a conclusion.

Finally, in A. Shamraev, E. Shamraeva, A. Dovbnya, A. Kovalenko, O. Ilyunin,
“Green Microcontrollers in Control Systems for Magnetic Elements of Linear
Electron Accelerators,” a new approach to the design of industrial control systems
is presented which is based on the application of “green” microcontrollers (with a
low power consumption) used in complex real-time control systems. A wide range
of capabilities of modern microcontroller peripheral units makes it possible to
implement a system with a wide functionality based on a single microcontroller
chip. The authors describe the order of connection of microcontroller pins which
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reduces noise influence on the results of signal processing. As an example, the
proposed approach is considered in the context of development of a power supply
control system for magnetic elements of linear electron accelerators.

The papers selected for this book provide a broad and comprehensive overview
of some of the most up-to-date and relevant problems in the area of green IT
engineering and the approaches and techniques that relevant research groups within
this area propose, develop, advocate, and—finally—use for the solution of real
world problems. We would like to express our appreciation to all authors for their
contributions as well as to reviewers for their timely and interesting comments and
suggestions. We certainly look forward to working with all contributors again.

We also wish to thank Dr. Tom Ditzinger, Dr. Leontina di Cecco, and Mr.
Holger Schaepe from Springer for their dedication and help to implement and finish
this publication project on time maintaining the highest publication standards.

Kharkiv, Ukraine Vyacheslav Kharchenko
Mykolaiv, Ukraine Yuriy Kondratenko
Warsaw, Poland Janusz Kacprzyk
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Part I
Methodology and Principles of Green IT

Engineering for Complex Systems



Concepts of Green IT Engineering:
Taxonomy, Principles and Implementation

Vyacheslav Kharchenko and Oleg Illiashenko

Abstract Among the challenges faced by modern civilization, are the key chal-
lenges associated with the shortage of energy resources, environmental issues and
safety. Information technologies are an important factor of energy consumption,
safety and green culture. The paper describes concepts and taxonomy of green IT
engineering. Main principles of development and implementation, indicators and
values of green computing are analyzed. Description of EU project GreenCo is
provided.

Keywords Green IT engineering � Green computing � Sustainable development �
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1 Introduction

1.1 Duality of IT

Lack of energy and resources in general is caused by the growth of human con-
sumption and the development of intensive production. Technogenic activities of
mankind increase the load on the environment and increase the environmental risks.
These global processes occur in the background extra-dynamical developments of
IT technologies, which occupy a special place in the technological race, are in the
leading group. Therefore question naturally arises whether the IT linked with these
civilizational challenges or not, but if linked, how? ITs by providing a generally
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positive impact on the search for answers to those challenges pose specific prob-
lems which may significantly neutralize the positives in the end of the day, if not
overlap them at all. This can be defined as duality factor. It is due to the fact that
IT-systems are both the means and the object of energy saving.

Information technologies do not exist by themselves, and are implemented by
IT-systems which store, display, transform and transfer the information in the
interests of users or other systems. These IT-systems are a mandatory part of the
energy systems that provide the generation, transformation, and delivery of various
types of energy, primarily electricity.

For the following classes of systems the duality factor is particularly acute [1–3]:

– Energy-critical systems, where information technologies and IT-systems control
and consume energy;

– Instrumentation and control systems used in nuclear power plants are protection
means and can decrease and increase emergency risks;

– Aerospace (aviation, rocket and space), medical and other critical computer
based systems influence on safety and power consumption.

The duality of IT-systems causes necessity of comprehensive review of all
aspects (energy, environmental and safety—in the context of functional safety and
information security) in the relationship and interdependence.

1.2 Green Technologies and Principles
of Sustainable Development

Green technologies are part of a broader concept of sustainable development or
sustainability of our civilization [4–6]. Its formulation is given in the report “Our
Common Future” prepared by the World Commission on Environment and
Development Organization of the United Nations in 1987. At the UN conference in
Rio de Janeiro in 1992, representatives of 179 countries adopted the concept of
sustainable development in the 21st century as the principle of the survival of the
status and existence of an Earth civilization.

A development is called sustainable when it meets the needs of the present gen-
eration without infringements of the future generations to meet their own needs [7].

The concept of sustainable development is seen as a prerequisite for long-time
progress of mankind, followed by augmentation of the capital understood in the
broad sense and improving environmental conditions. This concept also implies a
purposeful movement of financial resources from rich to poor regions, a broad
exchange of environmental knowledge and information. Some experts believe that
the term “sustainable development” contains a contradiction, which consists in the
fact that, on the one hand, it highlights the need for constant development (in-
cluding the raising of the material level), and on the other—intended to limit this
development. This limitation is based on the provisions of the theory of evolution,
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which has a controversial position to a combination of the terms “sustainability”
and “development”.

However, this approach cannot be considered generally accepted. Rather, it
points to the complexity of the implementation of economic development, which is
not accompanied by an improvement of environmental conditions.

In works [8, 9] the principles of sustainable development are given:

– the principle of eco-efficiency, which implies the addition of traditional effi-
ciency formula as the “get more for less” by the mandatory additional element of
“decreasing impact on the environment and a competitive and quality product”;

– the principle of environmental justice, according to which the distribution of
resources between the living and future generations should be equal. Its actual
implementation is possible only by reducing consumption of resources by
present generations;

– the principle of environmental efficiency, which is the most radical and assumes
full termination of the negative impact on the environment.

The following areas [10] are important for sustainable development in the
context of green technology:

– the forward looking development and implementation of effective measures to
prevent environmental degradation, prevention of environmental and man-made
disasters are required;

– economic activity must become socially and environmentally friendly, and be
accompanied by a decrease in the differences in the level of people’s lives,
poverty and misery, strengthening the relationship of economy and ecology, the
formation of a single (balanced) ecologized system of economic development.
The projects that can either cause irreparable damage to the environment or lead
to poorly understood consequences should be abandoned;

– sustainable development must take into account all aspects of the safety of
individuals, region, country and others.

1.3 Green IT for Sustainable Development:
The Positives and Challenges

Green Information Technologies (green IT)—is one of the kinds of green tech-
nologies. Green IT can be considered in several aspects:

• as a tool for the implementation of the concept of sustainable development
(ecology, safety, energy efficiency);

• as an object for providing such sustainability.

IT and its components (software and hardware) are called sustainable when their
direct or indirect negative impact on the economy, society, and human environment

Concepts of Green IT Engineering: Taxonomy … 5



due to their development and use is minimal and/or has a positive impact on
sustainable development [11]. This definition incorporates several views. The key
here is the concept of sustainability, which covers all aspects of green IT.

In [12] the stability of the IT and software is seen as a generalization of the
quality model in which the traditional components are grouped based on the con-
cept of sustainable development.

In [13] a model of sustainable information technologies (software) seems a star
chart of the five elements. Thus green software is positioned only with environ-
mental sustainability, which reduces the scope of this term. In our view, a more
constructive model would be a metric radial diagram (kiviat radar or chart) in which
sustainability attributes are displayed on its axis in normalized form. In this case the
calculation of private and common metrics of IT’ sustainability or its components is
possible, which would allow comparing different technologies more objectively.

In addition to the above, sustainable development involves a number of eco-
nomical, technical, social and specific components associated with IT and software.
In one of the latest and most comprehensive monographs on green IT [14], they are
defined as technologies that combine three areas:

– «greening» of IT-systems itself (increasing their energy efficiency and reduce
the negative effects of their use for energy and resource component);

– support of environmental sustainability (environmental and safety components);
– an increase of awareness of the value of green culture, green business through IT

(social component).

The impact of information technologies on the implementation of control and
supervisory functions in the technical and organizational and technical systems on
resource-, energy-saving and the environmental component cannot be overesti-
mated because there are already exist and are widely used:

– green cars, running on electricity and controlled by onboard computers that can
interact with the transport of IT infrastructure;

– power plants running on green energy and controlled by embedded computer
means which ensure their effectiveness and safety;

– smart grids, which has a computer monitoring of settings, the correction of
functions and operational reconfiguration of systems.

– smart green buildings, smart offices, smart universities, smart cities, in which all
the business processes of life support and control systems are implemented by
all the deeper penetration of information technologies and materials, including
such modern IT as cloud computing, Internet things (IoT) and others. The next
step will be the green regions and countries.

The dynamic development of information technologies and components leads to
a number of problems related to the fact that:

– they are more powerful consumers of electricity. For their manufacture, first of
all, for the hardware components (chips, circuit boards, computers, peripheral
devices) the expensive and non-harmful materials are required;

6 V. Kharchenko and O. Illiashenko



– IT-systems directly or indirectly have a negative impact on the environment by
increasing the CO2 emissions associated with their development and application.
Disposal of old equipment is expensive. The problem of e-waste becomes global
in nature and requires coherent and comprehensive legal, economic and tech-
nological solutions, without which it will increase risks for sustainable
development;

– stiff competition and a huge market cause unreasonably fast refresh of mass
application and entertainment software that requires greater resources for their
creation, use and recycling;

– many hours of daily work of IT professionals and specialists leads to serious
diseases and changes the psyche of people.

Thus, we can conclude that green ITs are becoming more voluminous and
important component of sustainable development, so they can be considered in two
sections: as an object of analysis (how to ensure the sustainability of IT as a
component of sustainable development of technology in general, and civilization as
a whole) and as an object of the development and application (for sustainable
development) within the framework of this concept.

The purpose of this work is to systematize concepts related to green IT engi-
neering and to discuss some aspects of its development and implementation.

The work is structured in a following manner: Sect. 2 describes main concepts,
definitions of green engineering and green IT. The taxonomy of green computing is
provided. Section 3 contains description of values and principles of green IT
implementation as well as risks associated with introduction of green ITs. Section 4
briefly described joint initiative on educational aspect of green IT engineering
GreenCo project funded by EU.

2 Concepts and Taxonomy of Green IT Engineering

2.1 Taxonomy of Green Computing

ITs can be described and viewed in the context of sustainable development both in
the narrow and broad sense. This section contains refinement of research done in
[15]. In a narrow sense they are energy-saving and energy-efficient ITs and systems,
and in broad one they take into account environment, safety, security and sus-
tainable development in general. Thus, main entities in the field of sustainability
and green IT, as an “IT Sustainability Set” or ITSS, could be described by the
Cartesian product of two subsets:

• Sustainability Development Set (SDS) of: energy and resource (EnF), ecology
(EcF), safety (SF) и social and economic (CF);

• Two-element set (Means-Object Set—MOS):
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ITSS ¼ SDS �MOS ¼ EnF;EcF; SF;CFð Þ � Means;Objectð Þ ð1Þ

Table 1 discloses this multiplication in a form of matrix. Each cell contains a
particular task of green IT. String “Means” is not parted to the components because
when IT is used as a tool, the combinations of components are used as a rule.
Strictly speaking both net and infrastructure means (or tools) include hardware and
software.

Here HW relates to hardware, SW to software, NW to netware, IS to information
system, and IT to information technology. One more string was added to section
“Object, IT-components”, which brings together all the components. This matrix
allows conducting preliminary analysis of green IT directions and corresponding
facts. It generalizes the similar matrices proposed by the project participants
TEMPUS GreenCo in [2, 3]. The analysis performed allows developing of taxo-
nomic scheme of green information technologies. Here we confine our analysis to
the taxonomy of green IT in the narrow sense: define the hierarchy, clarify the basic
concepts and logical connections between them.

2.2 Main Definitions of Green Computing

Green engineering is a special kind of engineering which is based on green tech-
nologies as it is often understood. It could be presented in a form of services which
tend to improve energy efficiency, safety, security and environmental performance
of processes and products in industry.

Green IT is an adaptation of ITs development practice and their application in
order use ITs in a more effective manner. It forms a vector of development.

Green computing is special kind of computing. It is necessary to understand the
nature and evolution of computing paradigm in general in order to define the
concept of green computing precisely. It could be truly said that today there is a
concept of computing in a narrow, broad and global sense:

Table 1 Green IT tasks in sustainability context

Set, MOS Sets of sustainability factors, SDS

EnF EcF SF CF

Means Means * EnF Means * EcF Means * SF Means * CF

Object, IT-components HW EnF * HW EcF * HW SF * HW CF * HW

SW EnF * SW EcF * SW SF * SW CF * SW

NW EnF * NW EcF * NW SF * NW CF * NW

IS EnF * IS EcF * IS SF * IS CF * IS

IT EnF * IT EcF * IT SF * IT CF * IT
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• in a narrow sense it is calculations (the set of transformations that are performed
with application of a finite number of pre-defined rules) that runs on a computer
or in a computer system;

• in a broad sense it is a collection of scientific engineering methods and activities
aimed at the development and application of computer technology, including
hardware and software in different areas for the purpose of information and
automation;

• in a global sense, computing or noocomputing is part of the noosphere, a theory
which has developed a great scientist Vernadsky [9]. Nowadays due to glob-
alization process the noocomputing should play a key role. Its formation can be
completed within this decade [10].

Definition of green communications in a similar manner is projected onto a
computer networks and telecommunications and can be considered as a component
of green computing.

Green information technology (green IT) is a set of processes, methods and tools
for data collection, storage, processing, supply, distribution of information and
methods of their implementation, aimed at improving energy efficiency, safety and
environmental technologies themselves and the systems in which they are applied,
as well as dissemination of the relevant values in the society.

Green IT engineering is a kind of engineering based on the development and
application of green IT in different types of human activity. Therefore, it is possible
to distinguish and properly interpret the green computer engineering and green
software.

Based on discussed concepts the following components of green IT engineering
can be determined:

• green hardware which minimizes power consumption and the risk of dangerous
failures in safety-critical systems. Thus we can speak about green chips, green
microprocessors, green hardware modules, etc.;

• green software which minimizes the information and energy systems. They are
based on the code which is optimized on the energy metrics.

IT-systems (infrastructures), based on green hardware and/or green software
may be called green IT-systems (infrastructures).

Green cloud computing can be defined as technology that can provide potential
benefits for the environment and energy savings in the provision of services via the
Internet or other distributed computing technologies.

Greenware as the whole is a combination of green hardware and green software,
and services that allow the user to minimize the effect of using a computer or
computer system on the environment and the cost of expenses for their use and
maintenance.

IT greening (or greenwashing by Murugesan and Gangadharan [14]) and green
IT reengineering are terms in the sense of the process and they are particularly
important when it comes to developing of energy efficient software, as well as
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modernization of existing IT-systems of different nature in the interests of reducing
power consumption, etc.

Green IT culture forms the values and norms of behavior related and directed on
preservation and enhancement of all components of the environment, resources,
energy, safety and security by improving the development and implementation of
green technologies and information systems, as well as methods of professional and
social activities, IT specialists in forming, development, dissemination and adoption
of these values and norms.

Green IT business aims at developing and implementation of IT and green
technologies, which affirmed the value of green culture, implementing a business
organization that minimizes the use of energy and other resources, and direct or
indirect CO2 emissions in creating products and services.

Green IT policy—is a set of goals and activities which regulate the achievement
of rational results in the field of green IT, specific indicators on energy efficiency
and resource conservation.

2.3 Green Computing Metrics

Energy saving and energy efficiency are the main characteristics of green com-
puting. The first one is determined by the consumption of energy, and the second—
how efficiently the energy is used. It is about power being measured by capacity Pe.

Thus energy Ee is the complex indicator that can be calculated as the ratio of
capacity to be achieved, precision, and other characteristics, or their growth ΔP
using technology or IT-systems per watt Pe or its changes like:

Ee ¼ P=Pe or Ee ¼ DP=DPe ð2Þ

Energy saving has a broad meaning and indicates not only the quantitative value of
energy savings by using green IT, but also on a set of measures aimed at reducing
consumption.

In order to estimate the share of energy Pe, which is consumed by equipment of
such system with respect to the total energy Ps of technical complex, enterprise, or
any object that is embedded in the software and hardware the simple index MEI
(power IT-system metric) is used:

PIM ¼ Pe=Ps ð3Þ

When talking about data centers (computing clusters, cloud infrastructures) one
should use used metric PUE (power usage effectiveness):

PUE ¼ Ps=Pe ð4Þ
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The following metrics could also be used [16–19]:

• Green energy co-efficient (GEC) which defines the part of the energy Per, which
is derived from renewable sources:

GEC ¼ Peg=Pe ð5Þ

• Energy reuse factor (ERF) determines the fraction of energy (heat primarily),
released during the calculations and work of data centers as a whole, beneficial
use in the future Per (e.g. for heating, greenhouses, etc.):

EPF ¼ Per=Pe ð6Þ

Carbon usage effectiveness takes into account the impact of data centers and
similar systems on the environment, the measured CO2 emissions, and is deter-
mined by the ratio of emissions CE caused by a common data center power Ps to the
volume of energy consumed for processing information Pe [16]:

CUE ¼ CE=Pe ð7Þ

For the IT system which components and processes associated with the develop-
ment and application, the particular indicators, which are sometimes called green
metrics [17] could be calculated. They are described more detailed in [18, 19] and
in broad sense are based on so called GAMES-approach (Green Active
Management of Energy in IT Service Centres). Such metrics indicate:

– the proportion of processes aimed at reducing the use of resources, including
reducing energy consumption and improving energy efficiency;

– assessment of the relative influence of each of these processes and project
activities on resources, energy consumption and energy efficiency;

– degree of improvement in resource characteristics of the products obtained at
different stages, etc.

2.4 A Taxonomy of Green IT Engineering

Figure 1 shows taxonomical scheme which describes the links between main
concepts of green computing and green IT engineering. In the left part of the
scheme four groups of concepts related to the following issues are identified:

• Sustainability and its components (environmental, safety, and resource);
• Engineering, technology and systems;
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• Culture, including green culture;
• Business, including green business.

On the right side, in addition to the above terms the logical connections between
them are specified:

• Green computing, noocomputing (noosphere computing);
• Green IT and green IT engineering;
• Green IT components (processes, properties, metrics) and green IT-systems;
• Green IT culture and green IT business.

The work done by Kern et al. [20] summarizes up the aspects that are relevant
while creating a label for sustainable software products. They proposed especially
criteria and suitable representations for a sustainability label or rather an eco-label
and the model proposed in [21] (named as the GREENSOFT Model which is a
conceptual reference model for “green and sustainable software”, which has the
objective to support software developers, administrators, and software users in
creating, maintaining, and using software in a more sustainable way) could be
possible used jointly within the framework of proposed taxonomy. Although this
model tries to look deep in the process of software development and maintenance, it
is limited to software only and should be expanded to cover the hardware of IT,
because software cannot be green without green hardware.

Fig. 1 Green computing taxonomy scheme
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3 Values and Principles of Green IT Implementation

3.1 The Model of Green IT Values

Information technology and IT-systems create new values by saving human time,
by in providing of assistance in making the best decisions in improvement of the
quality of products and services, which are understood in the broadest sense of the
word.

They are measured by financial indicators such as return on investment (ROI),
total cost of ownership (TCO), net present value (NPV), internal rate of return
(IRR), etc. [22]. Green IT may allow creation of new social and economic values; it
is becoming the norm, which has an impact on human behavior and new hopes. The
development of Green IT and IT-systems is the core of a stable environment in the
formation of the sustainable environment. Model of green IT values was proposed
by Chou [23] and it’s based on the principle of so called “value chain”, implying
the need to analyze each step in any business process in terms of its values what
was described by Porter [24].

The value chain includes four components: awareness, translation, comprehen-
sion, Green IT values. Analysis of the elements of the model and organizational
measures for their implementation in the work of D. Chou allows us to conclude
that the model of values focused primarily on project managers and IT companies in
general.

3.2 Risks of Introduction of Green IT
in the Context of the Model Values

The implementation of the described model of values involves a number of risks.
Let us specify the background to the analysis of risks in the practice of green IT:

– there are many risks and uncertainties, which can affect and interfere with the
practical implementation of green IT and lead to a deviation in the way of
increasing the sustainability of development;

– the possible risks that may occur, should be identified and monitored;
– considering that the practice of introducing of green IT becomes more com-

plicated, a variety of measures is needed to include;
– IT companies must follow the law and monitor developed products and complex

for their technical support regularly;
– the government must promote the development of social interest in the

achievement of sustainable development.

The risk is known to be defined as a combination or multiplication of the
probability P (Xi) of an event Xi with its severity events (caused damage) L (Xi):
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Risk Xið Þ ¼ P Xið Þ � L Xið Þ ð8Þ

If necessary calculation the risk for n events (the risk components), the overall risk
can be calculated:

Risk Xð Þ ¼ Risk X1ð ÞþRisk X2ð Þþ � � � þRisk Xnð Þ ð9Þ

Analysis of risk factors based on model of the value of green IT in [23] allows us to
conclude that these risks are addressed to a greater degree to managers of the
companies that develop green IT-systems. For engineering practice, they can be
summarized to the following events:

– the expected benefits will not be achieved in full or require additional expenses
for its achievement (risk 1);

– the expected effect on energy savings (resources), and decreasing the impact on
the environment or safety/security will not be achieved at all (risk 2);

– a positive effect on green characteristics will be followed by a significant or
unacceptable deterioration of other technical characteristics (risk 3);

– a positive effect on green characteristics at the particular stage of the life cycle
can be absorbed by the negative effect of the introduction of technology or
system on another stage of life cycle (risk 4).

These risks need to be analyzed and designed in the early stages, and then
refined as the development and implementation of green IT and IT-systems.

3.3 Principles of Green IT-Systems Implementation

In order to mitigate mentioned risks it is important to implement three main prin-
ciples of Green IT-systems development—“principles of three balances”:

3.3.1 The Principle of Balance Based on the Life Cycle
Stages of Green IT-Systems

The effect, which is planned to be achieved by implementing green IT, should be
calculated taking into account all stages of the life cycle: from the development of
technology (systems), its implementation, use and disposal. Thus all the positives
and negatives at these stages should be taken into account and evaluated by the
integral effect in terms of reducing energy consumption, use of resources, the
impact on safety and the environment. Negative effects may be related primarily to
the disposal stage. When analyzing it was found that for such stage the materials
whose disposal poses additional risks and costs could be used.

It is therefore necessary, on the one hand, to conduct a thorough economic and
environmental analysis to provide an integral green effect and make the risks
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acceptable. IT-systems which provide recycling should be energy efficient them-
selves and the costs of their creation and use should be considered in the overall
ecological and economic calculations.

3.3.2 The Principle of Balance on the Green Characteristics
and Other Technical Characteristics of IT-Systems

The effect that is achieved through the green characteristics should be accompanied
with suitable changes in the values of other characteristics—by their improvement,
which is usually difficult to achieve, maintain or their acceptable decrease.

Acceptability reduction must be justified in terms of cost and /or safety char-
acteristics depending on the type of system.

Reduction of power consumption for energy-critical systems can be achieved by
various methods, including through the work of embedded micro-processor or
FPGA-based solutions at lower voltages. This leads to increased risk of failures due
to unstable operation in such modes. Thus, the power reduction can lead to a
reduction of reliability metrics.

On the other hand, there are large and complex dependencies. For example, in
the case of redundant (in the simplest case of duplicate systems) the risks of an
unstable operation at low voltage channels and the related increase in the intensity
of failures can be compensated by the redundancy in a situation when error con-
ditions are not superimposed.

In addition, the work on the low voltage leads to a decrease in heating circuits,
and thus reduces the likelihood of sustained failures. Consequently, the design
decisions should provide the desired balance of all properties. Even more inter-
esting and complex problems arise when power and reliability is optimized in
conjunction with the performance. It is necessary to take into consideration the
effect of various system operating frequencies on power consumption and failure
operation.

3.3.3 The Principle of the Balance of the Methods and Measures
Aimed at the Development and Implementation of Green IT
and IT-Systems

The effect of introducing such technologies is possible only with a systematic
approach to their development. In fact, green IT and IT-systems should be created
using the principles of green computing.

Software and hardware IT-systems, which are introduced for their greening,
should consume less energy than it saves during their implementation. For example,
to reduce energy consumption and the level of internal interference by reducing the
total number of simultaneous triggering elements the management tools which
ensure the possibility of diversity of project parts of FPGA (e.g. independent
channels of measurement parameters) could be used.
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It is obvious that the final positive effect is only possible under condition that the
energy, which will be consumed by additional timing control input, is smaller than
the difference between the energy consumed by the source and upgradable devices.

A similar problem arises when in the solvers for management of sending
(uploading) of tasks in the cloud on energy efficiency criteria is embedded in the
mobile solutions. This requires accurate measurement of the energy consumed by
the solver to understand the final effect.

Thus, this principle can be analyzed in the context of well-known problems of
technical diagnostic (“who will guard the guards?”—which tools will control the
means of control …), redundancy theory (“who will provide surgery treatment to
the surgeons?”—which tools will be provide redundancy and reconfigure of the
tools that support redundancy and reconfiguration), etc. In this case, this problem
could be stated as the problem of who will green the “greeners”, i.e. which tools
will provide reducing of power consumption (energy efficiency) of power con-
sumption tools of the initial system?

It should be noted that the problem of “guards” and “surgeons” also have
precisely expressed energy component.

4 Educational Aspect of Green IT Engineering:
TEMPUS GreenCo Project

Nowadays there are no a lot of teaching programmes of BSc, MSc and PhD level in
green IT in Ukraine and other countries. There is a big need to fill in this
gap. Concept, main activities, tasks and structure of project on Green Computing
and Communication (shortly GreenCo), were mainly developed at department of
computer systems and networks of National Aerospace University KhAI together
with colleagues from Newcastle University. Detailed description of consortia, news,
meetings could be found on the official website of the project [25]. Detailed evo-
lution of another joint TEMPUS projects is described in [26]. GreenCo project is
financed under Erasmus (formerly Tempus) programme beginning 2012 year and
its specific outcomes are:

1. To introduce a green computing and communications programme for master
students in universities;

2. To introduce a green computing and communications programme for doctoral
students in universities;

3. To facilitate intensive capacity building measures for IT tutors;
4. To establish two PhD incubators in Ukraine and Russian Federation on green

computing and communications.

Main activity of such TEMPUS-funded project is development of teaching
courses, their dissemination for MSc, PhD and LLL (long-life learning) level.
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In frame of TEMPUS GreenCo project the teaching courses on the following
directions was developed:

• MSc courses which form a conceptual base of green ITs and provide review of
existed technologies in the field of energy-saving computing, network decisions
and decisions for automated process control system and robotic systems. They
are intended for IT bachelor graduates to gain an understanding of the green
computing methodologies and paradigms, energy efficient system level software
such as compilers, hypervisors, monitoring and profiling tools, workload
managers, and programming environments, energy aware large scale distributed
systems, such as grids and clouds. They are suitable for those aspiring to be
software developers, software architecture designers, FPGA developers, experts
on distributed infrastructures.

• PhD courses which include materials of research and development of
“hot-topic” directions in green IT on the level of microcircuits, systems, net-
works and infrastructures. Moreover the normative regulation issues in the field
of green IT and related fields are reviewed.

• Long-life learning (LLL) courses are aimed at practical aspects – engineering
techniques and tools for development and management of green IT-systems.

5 Conclusion

Information technologies perform increasingly significant social functions, because
of the following:

• the range of services provided to users of all ages and professions is constantly
increasing;

• they protect people’s health by implementing monitoring functions in embedded
medical devices, as well as storage, processing and transmission functions of
patient data;

• they manage traffic and control traffic safety;
• support banking operations and payment of goods and services, etc.

Recently the term “pervasive” network, which is based on sensor technology, is
appeared. Now we can talk about the pervasive information technologies in general,
because they not only affect all aspects of society, but also make it with a more
profound impact. At the same time such an impact and pervasiveness become not
only natural, but also invisible—virtual.

Given the duality of IT-systems in terms of their impact on safety, security,
environment and energy resources, professionals and active users of information
technologies should support and promote green culture—a culture of careful atti-
tude to the environment, nature and created resources.
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Green IT culture, being part of a common green culture and culture in general,
plays a particular, an increasingly important role. This is due to the following
reasons:

• the number of IT professionals a variety of professional associations as the
elements of civil society is growing rapidly increasing their impact on society
(this factor is objective and long-term);

• IT-professionals are one of the most progressive parts of the not only engineers,
but of the society as a whole due to the rapid progress of information tech-
nologies, their integration with other subject areas, including security, the
environment and nature management;

• IT engineering and IT business are important components of globalization,
which creates conditions for increasing the influence of professionals working in
this area, to all the problems of civilization, including in the area of green
technology and green culture;

• since people get acquainted with information technology at an early age, their
impact on children and young people especially, and their role and capacity to
dissemination of the culture of green values are crucial.

Thus, we can say that information technologies are, on the one hand, an
important and powerful tool for education and the promotion of green culture, and
IT professionals can become its vanguard. On the other hand, this part of society
and technology which it uses are subject to form and develop of their own specific
cultural values related to saving energy and resources related to creation of products
and implemented processes.
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Foresight-Research for Green IT
Engineering Development

Igor Shostak, Mariia Danova and Yuliia Kuznetsova

Abstract It is given the basic principles and directions of Green IT Engineering
development, as well as the principles of ecological research in the software
industry. It is performed the generalized procedure for foresight-project imple-
mentation to determine scientific-technical development Green IT Engineering
perspective directions using the proposed information technology. It is proposed the
approach to construction of foresight technology system model in the form of the
two-level hierarchical system consisting of the functional and methodical levels. As
a formal basis, methods of bibliometrics and scientometrics (calculating the number
of publications, analysis of citing), multi-criterion decision-making problems
(t-ordering, Pareto optimality) and patent analysis (trace analysis of the dynamics of
inventive activity) are chosen. The result of the foresight-research implementation
will be a number of priorities for Green IT Engineering development. In future
members of foresight-projects will implement the theoretical development in the
form of interactive decision-making support system.

Keywords Green IT engineering � Foresight-research � t-ordering � Pareto
optimality � Priority directions development

1 Introduction

In the era of globalization, one of the fundamental priorities of scientific-technical
and innovation policies in most countries include ensuring global leadership in
high-tech industries and innovative technologies. At that, the efforts of the states are
aimed both to promoting research and development activities in the advanced fields
of science and technologies and setting national priorities for scientific and tech-
nical development. Practically all developed countries periodically create special
programs that set priority development areas of science and technology. The
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methods used in development process of these programs proved to be the most
effective tool of choosing the priorities in the field of science and technologies.

The concept of “foresight” arose in the 1950s in the “Rand” American
Corporation that solved the problems of determining the perspective military
technologies. In view of insufficiency of traditional predictive methods (quantitative
models, extrapolation of current trends, etc.), “Rand” experts developed Delphi
method [1], which became a basis of most foresight-researches. During the 1960s
large-scale operations on predicting were carried out by Naval and Air-Force
establishments of the USA. Since the 1980 the foresight has already been used in
the European countries [1]. The foresight reached its peak as an analysis method in
the mid-nineties within national programs of technological prediction, which still
remain the main scope of application of foresights. For today, the foresight is used
as a system instrument for future development that allows one to consider changes
in all areas of society, namely science and technologies, economy, social and public
relations, culture.

1.1 Background of the Work

Today, in most countries of the world (USA, Japan, Great Britain, France, Sweden,
Russia and others) and in Ukraine, in particular, the foresight technology proved to
be the most effective tool for selection of priority directions in the field of science
and technology.

In Japan since 1971 the foresight results determine the development forecast of
science and technologies in the country for the next 30 years [2]. Thus, the results
are “adjusted” each 5 years. The main stages of foresight in Japan included the
analysis of trends in the world of science and technology; making the list of
perspective “subjects” of economic, scientific, technical and social development;
two-round survey of experts according to the Delphi method; ranging the chosen
subjects according to the extent of their innovative importance; making the list of
national scientific and technical priorities as well as critical technologies.

In the USA in recent years the main efforts at the federal level were aimed to
drawing up a list of technologies that are critical to the national economy. Due to
the fact that the researches are not general one of the most difficult challenges facing
the US government in the analysis of foresight research was bringing together the
different lists of critical technologies and identifying similarities between them, as
different researches used techniques different in the level and quality (survey of
experts, expert panels, technology road maps), which were often formal and were
not the result of original research [3].

In Great Britain there were carried out three foresight-programs organized by the
Government [4]. “Foresight-1” (1994–1999) program took into account only the
technological and market prospects. “Foresight-2” (1999–2002) and “Foresight-3”
(2002–2004) are characterized by the integration of technological, market and
social problems, as well as the involvement of a wide range of participants. The
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Government committee heads the program that includes representatives of 17
ministries and departments. Each program consists of three interconnected stages,
namely the analysis, distribution of information and application of results, prepa-
ration for the following program. As a result the state priorities are set in scientific
and technical programs, in staff training and methods of state regulation. The
budgetary priorities are formed based on five-year plans and since the 1990—with
regard to long-term (15–30 years) forecast priorities of foresight and scenarios. The
main mechanism of implementation is a LINK program of promotion of the
cooperation and the methods are Delphi, expert panels, scanning of technologies
and scenarios.

In Germany, two rounds of Delphi were carried out in 1993 and 1998 [5], the
results of which were used in the formation of national research and development
policy. Their initiator was the Federal Ministry of Education, Science, Research and
Technology, and Institute of systems and innovative researches Fraunkhofer carried
them out in Karlsruhe. The general objective of these researches was not predicting
the future, but preparing possible scenarios and gathering information for
decision-making, as well as preparing the scientific basis for national debates on the
development of the country future. The result of foresight studies in close coop-
eration with Japanese colleagues (“Delphi-93” and “Delphi-98”) has become its
own unique program FUTUR (another name—“The German Research Dialogue”)
that allows one to create a strategic vision for the Ministry of Education and science
for the next 20 years.

Implementation of technological foresight in France in 1999–2000 was carried
out in four stages [6]. A distinctive feature of the French foresight involves its
organization in two mutually parallel directions. The first of them was implemented
by the Ministry of Higher Education and Research, and was carried out by Delphi
method through most experts (about 3.5 thousand). Its strategic objective laid in
studying important technological development in various areas that would interest
economy and society. The second direction was in charge of the Ministry of
Industry and its objective laid in studying the technologies that were critical for the
French industry in the next 30 years. As a methodological basis of the research,
there were used bibliometric and patent analysis, as well as expert evaluation.

The history of foresight-researches in Russia is nearly 15 years. Over the years,
various departments and research groups implemented projects aimed at deter-
mining the prospects for the development of various scientific and technological
areas, sectors of economy and regions. However, the long-term forecast of scientific
and technological development in the Russian Federation for the period to 2025
prepared by the Ministry of Education and Science of the Russian Federation in
2007–2008 [7] became the most large-scale and rather complex research. The
forecast was developed within the Federal target program called “Research and
Development in the Priority Directions of Development of Scientific and
Technological Complex of Russia for 2007 – 2012” with the application of the
methods, namely “critical technologies”, “expert panels”, “scenarios”, as well as
with the direct support of Federal agency on science and innovations.

Foresight-Research for Green IT Engineering Development 23



The forecasting and analytical research carried out in Ukraine, within the State
Program on Forecasting of scientific and technological innovation and development
approved by Cabinet of Ministers involved more than 700 experts. The Ukrainian
foresight methodology [8], which objective was forming state
scientific-technological and innovative priorities provides implementation for a set
of stages, by questioning a group of experts based on the Delphi method [9]:

– the first stage involves solving the problem of selecting of experts to participate
in the foresight-research; when forming the group of experts the method of
“snowball” is used;

– the second stage, using of expert surveys, as well as “benchmarking” (com-
parison with other countries or regions) involves forming a preliminary list of
subject directions and the criteria for their evaluation of the main objectives of
the country (scientific-technical development) STD;

– the third stage involves estimating by experts the obtained subject directions by
the set of criteria. This procedure is carried out by means of Delphi method that
assumes survey (questioning) of experts and organization of feedback (through
carrying out three rounds of survey). Results of research include the evaluation
summary for each topic, as well as analytical reviews of the subject directions;

– the final stage involves coordinating and approving the lists of subject directions
of the country STD obtained in the previous stage.

1.2 Work Related Analysis

Recently a number of publications devoted to research of theoretical and practical
aspects of the foresight (the technology of future development) is increasing [9–12].
The foresight was started to be used since the beginning of the 1990s by the
governments of the U.S., United Kingdom, Germany, Japan and Australia, and by
2000 the number of such countries exceeded 30. At present this technology has
been adopted not only in Western Europe, U.S. and Japan, but also in a number of
developing countries and countries with economies in transition (Poland, Czech
Republic, Russia, Belarus, Ukraine, etc.) [1–12].

The foresight is the systematic process that is aimed at identifying new strategic
directions of scientific and technological achievements, which in the long run will
have a serious impact on the economic and social development of the country [1].
The foresight technology has the following main characteristics: the foresight is a
systematic process; the central place in this process is taken by scientific and
technological directions; priorities are considered with regard to their influence on
social and economic development of the country; time horizon is considered in the
average and long terms.

In the framework of foresight there is a question about an assessment of possible
prospects of innovative development connected with the progress in science and
technologies, as well as about possible technological horizons that can be reached
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in case of investment of certain funds and organization of systematic work, and
probable effects for economy and society.

In practice, there are various types of the foresight [1, 13] as each foresight-
project differs from others in various parameters: the contents, depth of analysis,
scales, time frames, territory of coverage, number of participants, available
resources, etc. Because of the analysis of the foresight in different world countries,
it is possible to allocate its basic structural elements (Fig. 1).

Analysis of the publications from domestic and foreign sources [1–15] devoted
to the study of theoretical and practical aspects in foresight methodology applica-
tion showed that there was a need for further study of the problem related to the
automation of foresight technology. The authors analyzed the way of automation
for each stage in the national foresight-project [8, 14]. As a result of the analysis it
was offered information technology support of foresight projects in Ukraine [15],
based on the specialized techniques for selecting the priorities [8]. The adoption of
specified technology will allow increasing the efficiency of national
foresight-projects due to their complete computerization based on formal methods.

1.3 Goals and Approach

A goal of the paper is to consider the generalized procedure for foresight-project
implementation to determine STD Green IT Engineering perspective directions
using the proposed information technology. The result of the foresight-research
implementation will be a number of priorities for Green IT Engineering develop-
ment. As a formal basis, methods of bibliometrics and scientometrics (calculating
the number of publications, analysis of citing), multi-criterion decision-making

Fig. 1 Structural elements of technology foresight
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problems (t-ordering, Pareto optimality) and patent analysis (trace analysis of the
dynamics of inventive activity) are chosen. The complex automation approach of
foresight-projects is expounded. In future members of foresight-projects will
implement the theoretical development in the form of interactive decision-making
support system.

The technology of carrying out the foresight-research consists of the following
steps:

1. Formation of expert panels, i.e., number and structure of expert members par-
ticipating in forecasting based on the evaluation of their competence level is
formed.

2. Forming the initial list of the Green IT Engineering directions. It is necessary to
analyze the status and prospects of Green IT Engineering development using
methods of bibliometrics (calculating the number of publications), scientomet-
rics (analysis of citing) and patent analysis (trace analysis of the dynamics of
inventive activity). Then, for the obtained lists of trends of the Green IT
Engineering development it is calculated value of criteria for their assessment
provided by technique of foresight-researches. Thus, all “leading” directions
have quantitative assessments for each of the criteria, which will help to
determine the number of priority.

3. Selection of priority directions for Green IT Engineering development. Initial
data for the selecting of priorities is a list of directions of Green IT Engineering,
as well as a set of values of criteria assessment for each direction. The procedure
for the selection of priority directions of Green IT Engineering development is
in ranking these directions criteria using the Pareto optimality principle and
t-ordering method.

4. Coordination and approval of Green IT Engineering priority directions. In
accordance with the current technique the strictly regulated procedure for
coordination and approval of priorities is carried out.

2 Research of Foresight Technology Structure
as a Complex System

For computer implementation of foresight technology it is necessary to formalize it,
by development of the model, with a known level of adequacy reflecting all stages
of the foresight-research. The foresight technology consists of a set of interacting
components—subprocesses (foresight-research stages) and possesses the following
row of the main properties:

– hierarchies—actions of subsystems of the top level depend on the actual exe-
cution by the bottom levels of their functions;

– discretizations—correlation between elements of system (subprocesses) is car-
ried out sequentially;

26 I. Shostak et al.



– determinancies—all transitions between elements of system are strictly defined,
i.e. transition to the next happens on condition of successful execution of the
previous subprocess.

To select a special mathematical apparatus that would consider the selected main
characteristics of foresight-researches, it is appropriate to conduct modelling which
will allow to receive an holistic, systemic view model, allowing to reveal corre-
lations of elements foresight technology, possible states of each element and the
relation between them.

Foresight technology representable in the form of multilevel structure described
from positions of systems theory [16]. This structure should reflect the most
important characteristics of the simulated system, namely:

– that the foresight technology consists of interrelated subsystems, which have a
right to make decisions;

– that these subsystems form a hierarchy.

On the assumption of that, theoretical-system model of foresight technology
represented in terms of functional-method relations, in which a function is under-
stood as subject needs for receiving some result, and a method—some process by
which this result is obtained. In this case, the upper level of foresight technology is
set by the functional part and the lower—the methodical.

On the functional level displayed the main purpose of the foresight technology
(analysis of the existing situation (the selecting of priorities, the search for critical
technologies), prediction of tendencies (described of development scenarios), etc.),
which in turn can be decomposed into sub-goals (stages), depending on the type of
foresight (national, corporate, scientific and technical, social, etc.). The methodical
level reflects the transition way from the input to the output elements and contains
as methods of achieving the purpose (set of methods for foresight technology), and
conversion technology from input to output elements (certain methods and order for
their implementation).

The provided description of foresight technology is initial for its formalized
description on the set-theoretic level, at that the general problem statement of
synthesis the models of computer implementation of foresight technology, given on
the set-theoretic level of description, is similar in its structure and content to the
general problems statement of decision-making problems in the conditions of a
multicriteriality. A formal set-theoretic description is carried out using the following
model:

U ¼ H;G;K;Xh i; ð1Þ

where: U ¼ fugg; g ¼ 1;m—the set of types in foresight technology;

H ¼ fhig; i ¼ 1; k—set of goals in foresight technology that indicate a given state
of foresight technology; G � G0 [G1—set of initial G0 and final G1 states of
foresight technology, at that G0 \G1 6¼ £; K ¼ fkqg; q ¼ 1; z—set of stage in
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foresight technology; X ¼ fxjg; j ¼ 1; n—plural sets of methods foresight
technology.

For the description of dynamic properties by means of system model, we will
enter the following concepts:

1. Time T is a linear ordered by the relation “� ” a set of time points t:

T = hTo ¼ ftg; �i : t 2 ½t0; t�; ð2Þ

where: t0—initial time point in the interval [t0, t];

2. The instantaneous state of foresight technology Ф for a period of time T:

UT � U� T : UT ¼ fUtg ^PTðUTÞ ¼ ftg � T; ð3Þ

where:PTðUTÞ—projection of a set of the instantaneous statuses UT to a set of time
points T.

PTðUTÞ is understood as a set of those elements from T which are projections of
elements from (UT) on T. For a couples Ut ¼ ðU; tÞ projection element UT on the
set T serves the element t. Instant state of foresight technology stage U 2 UT—
making in a time point t some event (e.g. appearance of data at the input or output
of stage foresight technology), relating to this stage.

The initial GT
0 and final GT

1 states of foresight technology represent the sets,
including prehistory of its instantaneous states for the period of time T to some
initial and final time points.

Using the introduced concepts, build the functional part UUT of a system model
of the foresight technology as follows:

UU � PðGT
0 � hTi � GT

1 Þ: ð4Þ

In the particular case UU can be given mapping

UU : ðGT
0 �HTÞ ! GT

1 ; ð5Þ

where: GT
0 ;G

T
1—initial and final states of foresight technology for the time period T;

HT—set of foresight technology goals for the time period T.
Mapping (5) shows, that the final status of any of the stages of foresight—a

function of its initial state and specified goal of this stage, specifying these states.
Methodical part of the model UM is intended to describe the possibilities on any

stage in foresight technology to reach certain values of the output value for the fixed
initial state and a specified goal, i.e. reflects a transition way from input elements to
output:
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UM : ðH� KÞ ! X; ð6Þ

where: H ¼ fhig; i ¼ 1; k—set of foresight technology goals that indicate a given
foresight technology state; K ¼ fkqg; q ¼ 1; z—set of foresight technology stage;
X ¼ fxjg; j ¼ 1; n—plural sets of foresight technology methods.

As a result, the system model (SM) of foresight technology will be the following:

U ¼ ðUU � UM Þ
UU : ðGT

0 �HTÞ ! GT
1 ;

UM : ðH� KÞ ! X

ð7Þ

where: UU; UM—functional and methodical parts of foresight technology SM;
GT

0 ;G
T
1—initial and final states of foresight technology for the time period T;

HT—set of foresight technology goals for the time period T.
Foresight technology SM is shown in Fig. 2. On the input of stage foresight

technology when he is in some initial state, incoming input action in the form of
given purpose, which upon reaching of it this stage should go to the desired finite
state.

3 Approach to Complex Automation of Foresight-Projects
Defining Scientific and Technological Priorities in Green
IT Engineering

Results of conducted foresight—researches in majority developed countries of the
world showed that one of the priority directions development are energy efficiency
and energy saving, as well as decrease in negative influence on environment and
improvement of an ecological condition of the planet. The volume of energy
consumption is not only important indicator of economic development, but also
scales of environment pollution, including of atmospheric air pollution. A main

Fig. 2 Structural diagram of
foresight technology system
model
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objective of Green Engineering [17] is decrease in negative influence on environ-
ment at the help of science and equipment [18–20]. In [21] 12 basis principles of
Green Engineering are given:

1. Designers need to strive to ensure that all material and energy inputs and
outputs are as inherently nonhazardous as possible.

2. It is better to prevent waste than to treat or clean up waste after it is formed.
3. Separation and purification operations should be designed to minimize energy

consumption and materials use.
4. Products, processes, and systems should be designed to maximize mass,

energy, space, and time efficiency.
5. Products, processes, and systems should be “output pulled” rather than “input

pushed” through the use of energy and materials.
6. Embedded entropy and complexity must be viewed as an investment when

making design choices on recycle, reuse, or beneficial disposition.
7. Targeted durability, not immortality, should be a design goal.
8. Design for unnecessary capacity or capability (e.g., “one size fits all”) solutions

should be considered a design flaw.
9. Material diversity in multicomponent products should be minimized to promote

disassembly and value retention.
10. Design of products, processes, and systems must include integration and

interconnectivity with available energy and materials flows.
11. Products, processes, and systems should be designed for performance in a

commercial “afterlife”.
12. Material and energy inputs should be renewable rather than depleting.

Thus, in order to harmonize economic, social and environmental factors
affecting the sustainable current state of society and the satisfaction of its potential
needs it is appropriate to study the processes of ecosystems that are software
products. Application of ecological researches in the software industry shows that
their distribution goes on the basis of three principles [20–22]:

– eco-efficiency—assumes a combination of the efficiency purposes in traditional
sense with the ecological purposes and the direction of their achievement on
improvement of life quality and reduction of environment influence, i.e. where
and how the software has to be applied to reduce use of natural resources and to
lower an adverse effect on environment;

– eco-equity—assumes distribution of resources between the living and future
generations taking into account the concept of a sustainable development [23];

– eco-effectives—assumes creation of “pure” (waste-free) systems and technolo-
gies in which waste of one processes is sources for other processes and finally
their application with advantage is carried out. An applying of the principle is
directing on solution of the pollution problems by reducing waste.

As the directions for foresight-research of Green IT Engineering STD definition
is expediently to use the following directions [23–25]:
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– Efficiency improvements of the software and algorithms (“green” software
development):

energy-saving green software—software, that focuses on the principles of
software using, ensuring reduction of harmful effects (direct or indirect) on the
environment;
green software engineering—software development with the least harmful
effects on the environment;
software ecosystem—an artificial complex that includes the software, environ-
ment of its development, operation, maintenance and disposal, which are con-
nected by sharing software and intelligence.

– Effective power supplies development (with high efficiency);
– Green telecommunications development;
– Use of the lowered supply voltage, voltage control and synchronization fre-

quency of the equipment;
– Virtual calculations development and use of Plug computers.

3.1 Formation of Expert Panels

Expert members participating in forecasting—the key parameter defining quality of
future forecast. Thus, for high-quality examination it is necessary to solve the
following problems:

1. to assess the competence level of expert’s;
2. to determine the number of expert’s;
3. to form the final list of expert members participating in forecasting.

Denote by Q the experts set, then to evaluate the competence level of each i-th
expert (i = 1, …, m) will use the generalized indicator of the competence level (Ki)
given in [26], which takes into account both the professional activity, and personal
qualities of experts:

Ki ¼ 1
4

X4
j¼1

Kij; ð8Þ

where Ki1—coefficient reflecting the level of professional training and knowledge
of the ith expert (it takes into account the levels of qualification such as “Doctor of
Science”, “PhD” etc., and is measured in points 0:5�Ki1 � 1);

Ki2—coefficient reflecting the level of the basic coherence of ith expert when
decision making (it takes into account factors such as intuition, production expe-
rience, theoretical analysis etc., and is measured in points 0:05�Ki2 � 1);

Ki3—coefficient reflecting the personal qualities of the ith expert and on the basis
of self-assessment is calculated (0�Ki3 � 1):
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Ki3 ¼ 1
n

Xn
j¼1

Ki3j ; ð9Þ

where Ki3j—coefficient reflecting a self-assessment of the ith expert in existence of
his jth personal qualities; n—number of expert personal qualities;

Ki4—coefficient reflecting the personal qualities of the ith expert and by col-
leagues experts is calculated (0�Ki4 � 1):

Ki4 ¼ 1
n �m

Xm
l¼1

Xn
j¼1

Ki4jl ; ð10Þ

where Ki4j1—coefficient given lth expert about existence of jth-personal qualities in
the ith expert; n—number of expert personal qualities; m—number of experts
participating in the assessment of the ith expert.

As a criterion for assessment of the required number of experts, the following
formula is used:

Nmin ¼ 0:5ð3=eþ 5Þ; ð11Þ

where Nmin—the minimum required number of experts; e—parameter setting a
minimum level of an error expertize (0\e� 1).

In case of an admissible error expertise in 5 % (e = 0.05) the number of experts
should be at least 32. According to [26] the necessary number of experts for the
assessment must be at least 7–9 people, therefore, the number of experts involved in
forecasting, is in limits 7�N� 32.

To receive the final list of all experts who passed certification is range on the
competence level (value of the generalized indicator Ki) and according to the
relation (11) the list of the expert members is formed.

3.2 The Initial List Formation of the Subject Directions
in Terms of Green IT Engineering

Within this stage, there is a formation of the initial list of the directions, for its
subsequent assessment, and values of criteria of their assessment are calculated.

We will break the task set above into a row of subtasks:

1. to form the initial list of subject directions (SD), for their subsequent
assessment;

2. to calculate the values of the quantitative criteria assessment on each of the
directions;

3. to get the values of qualitative criteria of an assessment on each of the
directions.
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It is necessary for the solution of first formulated subtasks to use methods of
bibliometrics, scientometrics and patent analysis to form the initial list of SD. For
solution of two remaining tasks, it is necessary to calculate values criteria from
system criteria assessment for each SD. As a result, more perfect lists of STD SD,
each of which has the quantitative assessment based on the received values of
criteria of their assessment that further will allow defining a row of the priority is
formed.

Formation of the list of SD will made by methods of bibliometrics, sciento-
metrics and patent analysis.

Bibliometric Analysis. “Calculation the number of publications” method con-
sists in the following: need to made the quantitative assessment of the document
flow that organized within one of the accepted classifications i.e. the analysis of
amount of abstracting scientific documents number from different knowledge
domains is carried out. Thus, it is selected the areas of science and separate sections,
which take the leading place in structure of scientific knowledge on the number of
scientific publications. After that, it is compared the amount of publications on
separate branches to select the “leading” branches of knowledge (as a percentage of
total quantity of the abstracting publications for this period).

Scientometrics Analysis. The analysis of citing is carried out by research of
bibliographic links in publications of scientific periodical press databases (Web
of Science, SCOPUS, the Russian index of scientific citing, National library of
Ukraine of V. I. Vernadsky and etc.) for the quoting of the publications detection
that form a certain direction of science (the direction of science, number of links
[self-citing is excluded], total quantity of publications in the direction). The leading
scientific directions is selected upon results analysis of citing.

Patent Analysis. In the patent analysis, for obtaining the quantitative charac-
teristics of the certain directions of science and technique development, statistical
techniques of patent information arrays processing are used. These include the trace
analysis of the dynamics of inventive activity in each scientific and technical
direction, which consists of the cumulative rows patenting construction character-
ized by increase of summary number of the patents relating to this direction.
Intensity of the researched direction development is define by a slope ratio of curve
dynamics of patenting to a timebase. On its basis, calculate the coefficient of
ponderability for the researched SD, which is accepted as the quantitative index of
the researched direction prospects:

Di ¼ tgaiPn
i¼1 tgai

; ð12Þ

where Di—ponderability coefficient of ith SD, and
P

Di ¼ 1; tgai—a slope ratio of
tangent line to a curves of the dynamics of inventive activity of ith SD;

P
tgai—

sum of slope ratios tangent lines to curves of the dynamics of inventive activity of
all SD.

The ranged list of SD for further calculation of criteria values of their assessment
we will receive because of the first delivered subtasks solution.
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In the procedure of initial lists SD formation the following step is the solution of
the second and third subtasks, namely—calculation the values of the criteria
assessment on each SD. The specified criteria, according to their values, divide into
the quantitative and qualitative, received by expert estimation.

The quantitative criteria (expressed by the quantitative values) are—financing
(Kf); presence of scientific experts (Kse); productivity of scientific and technical
activities (Ksta); existence of production capacities (Kpc) and existence of experi-
mental and production basis (Kepb).

The qualitative criteria is received by expert estimation include applicability
(Ka), presence of the potential investor (Kpi), output perspective to the world market
(Kwm), and presence of the scientific leader belong (Ksl).

For determination of values on each of qualitative criteria experts need to fill in
the polling questionnaire. For processing of group expert estimates it is necessary to
check a level of coherence of experts judgments, and then the generalized (ag-
gregated) group assessment for each SD by each of criteria is determined.

As exponents of coherence of experts judgments apply the variation coefficient
characterizing the relative dispersion of result:

Vj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPmj
i¼1

ðxij�xjÞ2
mj�1

r

xj
� 100 %; ð13Þ

where Vj—variation coefficient of estimates on jth SD; mj—amount of the experts
estimating jth SD; xij—an assessment the ith expert of jth SD in points; xj—average
value an assessment of SD in points:

xj ¼
Pmj

i¼1 xij
mj

: ð14Þ

The coherent a consensus of experts when value of coefficient variation is less. If
coherence of experts judgments is absent, repeated questioning is carried out. To
experts, except polling questionnaires, additional information on a subject of
expertize is sending and they, as a rule, adjust the estimates. The corrected infor-
mation comes to analytical group for coherence check again.

For calculation of the aggregated group assessment, we will use method of
average ball estimates. Taking into account the weight coefficients of the experts,
group evaluation of jth SD is calculated as a weighted average:

xCBj ¼
Xmj

i¼1

ðKi � xijÞ; ð15Þ

where Кi—weight factors of experts competence; mj—amount of the experts jth TD
estimating; xij—an assessment in points by ith expert of jth SD.
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3.3 Selection of Priority Directions in Terms
of Green IT Engineering

At this stage, it is necessary to select the STD of priority directions by an assess-
ment among themselves of SD received at the previous stage i.e. to evaluate SD on
values of their criteria. The assessment of SD occurs by principle of Pareto opti-
mality and a method of t-ordering (for narrowing of Pareto area). Priority directions
are SD, whose vector estimates make the Pareto set. We will consider in detail each
of methods.

The mathematical model of the task about a choice most of the priority directions
of STD can be presented in the form

Bf ¼ hX; f1; f2; . . .; fmi;

where X—a set of SD; fj—the numerical function defined on a set X, at that fj(x) is
assessment a SD x 2 X on jth criterion assessment (j = 1, m).

The purpose of the given problem solution is consisted of getting the directions
having as much as possible highest marks by each criterion i.e. in allocation of
Pareto set [8, 15]. All criteria functions fj reflect usefulness of SD x 2 X from the
viewpoint of different criteria assessment and shall be commensurable, i.e. values of
each criteria function change in the same limits [a, b]:

8x 2 X : 0� a� fjðxÞ� b; j ¼ 1;m: ð16Þ

At that the least preferable SD on any of private criteria fj(x) will receive a mark
a and the most preferable—a mark b (a = 0, b = 1).

The numerical functions fj(x) (j = 1, m), stated above, is formed the vector cri-
terion f ¼ ðf1ðxÞ; f2ðxÞ; . . .; fmðxÞÞ 2 Rm, where Rm—field of m-dimensional vec-
tors. For any of SD x 2 X a set of its marks by all criteria, i.e. the set
ðf1ðxÞ; f2ðxÞ; . . .; fmðxÞÞ is a vector mark of SD x. All possible vector marks
will formed a set of possible marks Y ¼ fðXÞ ¼ fy 2 Rmjy ¼
fðxÞ in case of some x 2 Xg:

The domination relation by Pareto is determined as follows: SD xi dominates
according to Pareto of TD xj, if the vector mark fðxiÞ ¼ ðf1ðxiÞ; . . .; fmðxiÞÞ of SD xi
dominates according to Pareto a vector mark fðxjÞ ¼ ðf1ðxjÞ; . . .; fmðxjÞÞ of SD xj,
i.e. if the inequality fðxiÞ	 fðxjÞ is executed, consequently xi 	 xj. The domination
condition on Pareto in informative means, that SD xi isn’t worse, than SD xj on any
of the considered criteria, and at least, on one of these criteria xi is better than xj.

So, according to values criteria functions of SD we will receive their vector
marks. For searching of a set of Pareto-optimal vectors P(Y) we compare them
among themselves by the rule described above. If the received couples are
incomparable on Pareto relation, then setting up the task of narrowing of the initial
set by means of a t-ordering method, for choice of several SD as final output.
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Setting up the task for choice of several SD as final output by means of nar-
rowing of Pareto set. One of such methods is the method of t-ordering [8, 15] using
ordinal information of the person making decision (PDM) on the relative signifi-
cance of criteria.

As the initial information for a method of t-ordering the set S of expressions
PDM about the relative importance of criteria assessment of a look is accepted:

S ¼ ffk ¼ fj; . . .; fq [ fpg; ð17Þ

which needs to be expanded due to adding of the new transitive expressions which
are consequences of the already available.

Taking into account the received set (17) when comparing two vector marks of
SD the preference relation on a t-ordering method is built:

fðxzÞt 
 fðxwÞ $ 9f 00ðxwÞ 2 fðxwÞI : fðxzÞ

p

�
f 00ðxwÞ

� �

fðxzÞt 

p

�
fðxwÞ $ 8j 2 f½1 : m� : fjðxzÞ	 f jðxwÞ�

; ð18Þ

where f(xZ), f(xW)—SD vector estimates (f(xZ) = (f1(xZ), …, fm(xz));
f(xW) = (f1(xW), …, fm(xW)));
f(xW)I—set f(xW)—the improved vectors (fk ¼ fj; fq [ fp).
Thus, basic data of the task are a set (16) of ordinal informations on the relative

importance of criteria and a set of vectors, incomparable on Pareto. Selecting a
couple of vectors f(xi) and f(xj) for comparing of their vector estimates. The vector f
(xi) is fixed, and on a vector f(xj) we receive sets of the improved vectors f(xj)I
according to (18). After conversions we receive the vectors, comparable according
to Pareto. As a result we receive a set of Pareto-optimal vectors, and so—the
priority directions of STD.

4 Results and Analysis

As initial data in the foresight-research for the selection of priority directions of
STD Green IT Engineering in Ukraine are used statistical data for 2010–
2015 years.

For an objective analysis of each direction of Green IT Engineering in the
beginning of foresight-research the following assumptions of sufficiency were
entered: information from the selected sources; specified time intervals; values of
the basic criteria calculation for their assessment.

The result of the foresight-research implementation has become a number of
Green IT Engineering priorities in Ukraine.

Course of foresight-research according to the developed applied IT [15], based
on the foresight-research system model implementation and decision-making
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support methods for STD priorities selection that are proposed in the previous
sections, consists of five main parts (stages) (Fig. 3): SM configuration; formation
of expert panels; formation of the initial list of Green IT Engineering directions;
selection the priority directions of Green IT Engineering; coordination and approval
of the Green IT Engineering priority directions.

The first stage provides the configuration of foresight-researches and consists of
the procedures of selection the type and objectives of foresight-research. At the
second stage it is carried out operations such as calculations of required number of
experts for research and generalized indicator in level of competence for each
expert based on the coefficients reflecting both training and personal qualities of the
expert. Further experts are ranged on value of the generalized indicator level of their
competence and it is formed the final list of experts taking into account the number
of expert group.

Thus, in the context of foresight-research there were attested 12 candidates in
experts, 7 of them were selected for further involvement in expertize that enters the
calculated earlier allowable range.

Within the third stage there is a formation of the initial list of the SD and
calculating the values of criteria for their assessment. The initial data of this stage,
in view of the assumptions about sufficiency made at the beginning of the research,
are the following directions of Green IT Engineering development [23–25]:

Fig. 3 The structure of applied information technology for foresight-researches of priority
directions selection of STD Green IT Engineering
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1. Energy-saving green software.
2. Green software engineering.
3. Software ecosystem.
4. Development of green telecommunications.

To form the initial list of SD it is used the methods of counting the number of
publications to analyze of the Ukrainian documentary flow in the Green IT
Engineering directions. The results of this analysis for the 5-year time period
(2010–2015 years) are shown in Table 1.

Thus, according to the results of the bibliometric analyze in the initial list for
identifying the priorities of the Green IT Engineering included those that received
the highest marks—namely, energy-saving green software, green software engi-
neering and development of green telecommunications.

The next step is calculation of criteria values provided by the developed IT [15],
for each initial direction, taking into account the assumptions made by us (Table 2).

At the fourth stage there is processing of the results obtained at the previous
stage taking into account ordinal information from decision-making person
(DMP) on the relative importance of assessment criteria of the SD. Comparison of
the approved SD by means of the principle of Pareto-optimality is carried out. If
comparison of the SDs across Pareto is impossible, we apply the t-ordering method
considering ordinal information of the DMP on the relative importance of assess-
ment criteria for the SDs. As a result we obtain the ranged list of priority directions
of STD Green IT Engineering.

Table 1 Distribution of scientific publications in the Green IT Engineering directions for 2010–
2015 years

№ Direction Number of scientific
papers (articles, abstracts
and books) (pcs)

Specific weight in the
total number of
publications (%)

1. Energy-saving green software 87 28

2. Green software engineering 112 36

3. Software ecosystem 51 16

4. Development of green
telecommunications

64 20

Total 314 100

Table 2 Values of main coefficients for Green IT Engineering directions

№ Direction Kse Ka Kwm Ksl

1. Energy-saving green software 0.31 25.34 9.78 10.89

2. Green software engineering 0.44 29.36 8.56 11.3

3. Development of green telecommunications 0.17 20.11 5.09 7.23
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To find the set of Pareto-optimal vectors P(Y) obtaining the vector estimates
SDs, the method described in Sect. 3.3:

y1 ¼ ð0:01; 0:86; 0:33; 0:38Þ
y2 ¼ ð0:01; 1:00; 0:29; 0:38Þ;
y3 ¼ ð0:00; 0:68; 0:17; 0:24Þ

where y1—vector estimate of “Energy-saving green software” direction; y2—vector
estimate of “Green software engineering” direction; y3—vector estimate of
“Development of green telecommunications” direction.

As a result, we obtain the following set of Pareto-optimal vectors P(Y) =
{y1, y2}.

Based on the received result it is possible to draw a conclusion that priority
directions of development Green IT Engineering, from selected by us, are—
energy-saving green software and green software engineering.

5 Conclusion

According to the analysis of domestic and foreign publications on results of the
carried-out foresight-research in most countries of the world (Japan, USA, France,
Germany, etc.)—one of the development priority directions of the country is the
sustainable growth through green innovation, which treats also Green IT
Engineering, which has a set of the main purpose of reducing the negative impact
on the environment through science and technology.

In order to harmonize economic, social and environmental factors affecting the
sustainable current state of society and the satisfaction of its potential needs it is
appropriate to carrying out the foresight-research on selection the priorities of the
STD Green IT Engineering in Ukraine.

The problem description and formal statement of synthesis model problem of
foresight-technology computer implementing are produced in the paper. The
foresight-research implementation system model based on event-driven approach to
decision-making, which, unlike the existing ones, allows to display the complex
nature of foresight and provides a transition from heuristic procedures for their
formal description for further information of foresight technology is created.

The complex automation approach of foresight-projects in Ukraine is expoun-
ded. Within the solution of the problem of the “Formation of Expert Panels” stage
automation, it is proposed to perform selection of experts involved in the assess-
ment on the basis of evaluation of their competence level by means of the gener-
alized indicator of the competence level of each expert. For the conducted research
on determination of the priority directions of Green IT Engineering development 7
experts are selected that enters the calculated allowable range.
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In order to form the initial list of Green IT Engineering areas, technologies of
bibliometrics, scientometrics and patent analysis are proposed to be used, which
ensures objectivity of initial data of the foresight-research. In the current
foresight-research the formation of the initial list of SD produced by using bib-
liometric analysis for the 5-year time period (2010–2015 years). As a result of this
analysis, the initial list, for the subsequent determination of priority directions of
Green IT Engineering development, includes SD’s with the highest number of
scientific publications in the analyzed period—namely, energy-saving green soft-
ware (87 pcs.), green software engineering (112 pcs.) and development of green
telecommunications (64 pcs.).

At the stage of priority directions selection for Green IT Engineering develop-
ment it is offered to use the t-ordering method and the Pareto-optimality principle
that give the chance to increase adequacy of an expert assessment in directions
selecting of Green IT Engineering development. According to results of the
foresight-research priority directions of Green IT Engineering development in
Ukraine are the energy-saving green software and the green software engineering
since their vector estimates make Pareto set and have values y1 ¼ ð0:01; 0:86;
0:33; 0:38Þ and y2 ¼ ð0:01; 1:00; 0:29; 0:38Þ respectively.

Proceeding from the received results of the foresight-research which is carried
out by authors it is possible to claim that the specified sector in Ukraine is growing
rapidly, however has no sufficient state support. In this connection, it is appropriate
to carry out a national Green Foresight-Research which will allow to reveal the
leading Green IT Engineering directions for further public financing of scientific
researches in the selected priority directions, thereby having increased competi-
tiveness of the state.
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Green IT Engineering in the View
of Resource-Based Approach

Julia Drozd, Alex Drozd and Svetlana Antoshchuk

Abstract State-of-Art and development of Green IT engineering in the view of
resource-based approach which analyzes integration of the artificial world created
by human into the natural world (NW) are considered. The challenges solved in
integration process include problems of the green technologies. The solution is
based on achievement of a certain throughput, trustworthiness and investment of
resources: models, methods and means. Throughput is aimed at receiving the
maximum return from resources, and trustworthiness—at harmonization with the
NW. Resources structured under parallelism and fuzziness of the NW show in
development three levels: replication, diversification and autonomy. They are ser-
viced by methods improving throughput, trustworthiness and access to resources,
respectively. Green technologies as model occupy autonomy level. The used
models and methods belong to the level of diversification. Means are built with
replication of operational elements. The methods of multiply effect and its focusing
on parameters important for green technology are offered. These methods are based
on increasing a level of resource development.
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1 Introduction

1.1 Motivation

The Computer World (CW) for a short time of the existence became one of the most
powerful factors defining development of human society. It explains why the
modern level of CW development and its prospects are an important object of
research. The fact of such researches testifies that the human creates the CW
unconsciously, without controlling this process. As a rule, the human researches the
CW development history which already came true in his execution. Many obser-
vations and generalizations concerning development of IT-technologies are known:
Moore’s Law (the number of transistors in a dense integrated circuit doubles
approximately every two years), Rock’s law or Moore’s second law, which says
that the cost of a semiconductor chip fabrication plant doubles every four years,
Machrone’s Law (The PC you want always costs $5000), Metcalfe’s Law
(Communications networks increase in value as they add members), Wirth’s Law
(Software is slowing faster than hardware is accelerating) [1]. They allow predicting
the next achievements based on data accumulated on prior stages of development.
The following stages adjust the quantitative estimates of predictions, but save the
general regularities, proving their existence.

We offer the concept of the resource-based approach allowing to coordinate
many observations on a unified basis by researching process of integration of the
artificial world created by the human into the natural world (NW) [2]. To be
integrated into the NW, it is necessary to understand and accept rules of this process
and also to learn to play by these rules. On this way we see two main hindrances:
the NW is too various, and human life is short. However, the CW repeats devel-
opment of the NW, but in a short space of time which allows the human to
understand better these rules and to be trained in them, comparing these patterns.
The challenges solved in integration process include problems of the CW and the
green technologies developed in it [3].

As a first approximation, we can consider that a problem will be solved in case
of execution of three conditions: achievement of a certain throughput for execution
of all amount of works for limited time; receiving authentic results; investment of
resources, which provide the above throughput and trustworthiness.

Resources comprise all the necessary for problem solving: models, methods and
means. The models are human understandings of the NW and its components.
Methods serve for conversion and an assessment of resources. Models and methods
form an informational part of the resources but means belong to the technological
one.

Means are the material carriers of informational resources. Models and methods
are recorded and kept in structure and described by the process of functioning the
means. For example, the model of the coming winter is coded in onion structure,
and the law of universal gravitation (i.e. the method of interaction of resources) is
described in the process of falling an apple from the tree. In order to read these
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records, we are to be prepared i.e. to get access to the resources of certain levels of
development.

1.2 Related Works

The known works related to the development of resources in Green IT engineering
can be partitioned into two groups which show:

• features of the modern green hardware;
• models, methods and means in development.

The analysis of the green hardware decisions used in the organization and
functioning of controllers, processors and FPGA projects shows a number of
features.

1. As a rule, these decisions exploit only one idea of undervoltage of a supply up to
its switching off for temporarily inactive elements of structure [4].

2. This idea is often presented in the distorted look as lowering of clock frequency
based on a formula of a dynamic component of power consuming: IDYN = CV2f,
where C is loading capacitance; V—supply voltage; f—clock frequency [4].

However frequency only specifies the instantaneous character of this assessment
brought to a unit of time. Lowering of frequency not only reduces amount of the
consumed energy but also in so many time reduces amount of the executed clock
cycles. Thus, the solution of the computing task for a certain amount of clock cycles
on the lowered clock frequency doesn’t change amount of the consumed energy but
only decelerates receiving of results. Power consumption will be decreased in case
of reduction of supply voltage (in square dependence). Lowering of clock fre-
quency is a compelled action caused by supply undervoltage. Really, reduction of
supply voltage decelerates execution of computation in clock cycle. It requires
increase in its duration, i.e. lowering of frequency.

3. Different types of a diversity of both structures and operation modes integrated
into green technologies are the cornerstone of energy saving decisions.

These features can be shown on the example of STM8L microcontrollers [5].
Microcontrollers of this family use two internal voltage controllers of a core

supply: MVR and LPVR: at the level of 1.8 V (the main mode, current to 25 mA)
and 1.55 B (for the modes of the under energy consumption with current to
0.2 mA). Some types of clock pulse sources are used for clocking of the micro-
controller and its periphery: external high speed oscillator 1 … 16 MHz and the
generator to 16 MHz, internal high speed oscillator of HSI of 16 MHz, external and
internal low-speed oscillators of 32.768 and 38 kHz. In the same family of
microcontrollers, two types of memory are used: 8-bit RAM and 32-bit Flash-
memory which supports the IDDQ mode of low energy consumption (in an inactive
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state). In this case the program is read from 8-bit RAM of memory with decline in
the throughput.

A line of STM8L15x/162 microcontrollers provides 5 modes of energy saving:

• Wait—CPU is stopped, peripheral devices work;
• Low power run—the program is executed from RAM with clocking by slow

oscillators (LSI, LSE), the selected peripheral devices are active;
• Low power wait—CPU is stopped, the selected peripheral devices are active;
• Active-halt—CPU is stopped, AWU, WDT and RTC continue to work if are

switched on;
• Halt—clocking of CPU and peripheral devices is stopped.

The energy saving technologies: Cool‘n’Quiet AMD and Enhanced SpeedStep
Intel (checked on mobile processor systems) offer systematic lowering of frequency
and supply voltage in process of falling of computing loading. It is shown in a series
of Athlon 64, Opteron, Phenom, Phenom II and Pentium 4-M, Pentium M pro-
cessors. Each model of the Athlon 64 processor contains the table of the possible
states characterized by a combination of frequency and supply voltage. Phenom and
Phenom II processors can change the frequency of each core irrespective of others
[6, 7]. The 8-core Exynos S Octa processor is completed on the big.LITTLE ARM
technology with two types of cores: 4 cores of Cortex-A7 with low energy con-
sumption and 4 cores of Cortex-A15 with high performance. This provides energy
saving at the level of 70 % [8].

The carried-out analysis allows to conclude the following.

• Green technologies show aspiration to lowering of dependence of hardware in
its functionality from energy consumption in the direction of raising mobility of
computer systems.

• The main feature of green hardware is variety of units and modes of their
functioning at the system level.

The works related to the development of models, methods and means are con-
sidered in the course of resource-based approach presentation.

1.3 Goal and Structure

The purpose of this research consists in estimating a current state of green IT
engineering and in showing the prospects of its development. The technologies
created by the human permanently take exam concerning their compliance to the
NW. Green technologies can be considered as one of approaches to integration of
the artificial world into the NW. Therefore the assessment of a current state of green
IT engineering and prospects of its development is executed from a line item of the
integration process analyzed with use of resource-based approach.
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The main concepts of resource-based approach and development of resources are
considered in Sect. 2. Conceptual framework includes levels and multistage model
of resource development shown for models, methods and means of the CW. We
consider models of numerical data, of a result of computation and an arithmetical
operation. Methods are analyzed for on-line testing area. Development of means is
tracked on the example of personal computers (PC). Section 3 considers prospects
of green technologies development with the accounting of features of resource
integration into the NW. Methods of the multiple effect and its focusing on
parameters most important for green technologies are offered and evaluated.

2 Development of Resources

2.1 The Main Concepts of Resource-Based Approach

The solution of a problem is characterized by two components: process and result.
As a first approximation, throughput and investment of resources were considered
in relation to process, and trustworthiness—to result of the solution. However,
throughput and trustworthiness show more general character in a solution.
Throughput is the efficiency in use of resources in the course of a solution and the
efficiency of resources in the received result. Trustworthiness is a level of adequacy
of process or the result in relation to the NW. Naturalness of process and result
determines their applicability in practice. Thus, throughput is aimed at receiving the
maximum return from resources, and trustworthiness—on harmonization with the
NW. We know many cases when high throughput did the considerable harm to
mankind and the NW, for example, during military operations or technogenic
accidents.

Conditions of a solution determine its key parameters in process and result:
throughput, trustworthiness and turnover of resources: consuming and receiving of
resources.

Resources are represented organizationally and functionally as system of ele-
ments and as an element of system, respectively. All resources are elements of the
NW. Therefore they and their elements develop from simple to real in the path of
structuring under features of the NW. The most evident features in the CW are
parallelism and fuzziness. Simple resources are exact and sequential. They appear
in accordance with the initial understandings and opportunities of a human. Real
forms are parallel and approximate according to features of the NW.

In the resource development occurring under the influence of parallelism and
fuzziness, the resource-based approach identifies a number of levels: replication
(stamping of clones, identical operational elements), diversification (transformation
of clones and identical elements in an individual and the version) and autonomy. In
the hierarchy, they occupy the low, L, the middle, M and the high, H levels
respectively. Each preceding level serves for the next one. In all the levels, from
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L to H, the goal is surviving (integration into the NW) which is provided by
different methods: increasing throughput, trustworthiness and access to resources
(self-sufficiency), respectively.

Levels of resource development are shown in Fig. 1.
Replication is the simplest method of parallelism distribution and the most

resource-demanding. In the wildlife the replication exists under the slogan: “It is
more to give birth, than will die” and is an extensive method of resource capture at a
stage of filling the ecological, technological, market and other resource niches
where the throughput becomes a decisive parameter. This way is necessary but
limited. It leads to closing of a resource niche. The cholera bacterium replication
leads to dehydration of organism which will pass away together with the cholera
bacterium. Replication of herbivorous animals and predators results in pauperiza-
tion of their nutrient medium. They only survive under the conditions of the
resource balance, i.e. the restriction of replication. In case of the unfilled resource
niche the best conditions for a surviving are created by replication.

The stimulus for diversification of resources (known as transition of quantity to
quality) is filled resource niche, when the further escalating of throughput becomes
ineffective and leads (for example in economy) to the crises of overproduction.
Under these conditions the survival demands the development of individuality in
clones. The operational elements should be transformed into versions. Such
transformation is directed to increase of trustworthiness in safety: during epidemics
clones are doomed to extinction, but the versions have chances to survive due to the
particularities. The majority system choosing the result by voting from the outputs
of its several replicated channels is as fault tolerant and the results are authentic as
these channels are different.

For integration 
into the NW

Replication
of the operational elements 
for increase throughput

Diversification
with transformation of the opera-
tional elements into versions
for increase trustworthiness

Self-sufficiency with 
lowering of dependence in 

energy (Green) 
control (Artificial Intelligence) 
memory (Virtualization) 
throughput (… Globalization)

for improving of access to resources

Autonomy

H

L

The resource 
niche is not filled

The resource 
niche is already
filled

M

Fig. 1 Levels of resource development
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Self-sufficiency can be reached by enhancement of access to resources, including
enrichment by resources of an inner pattern. In the NW the aspiration to autonomy
is watched in creation of the geological, ecological, biological and other isolated
systems showing self-sufficiency in many respects.

In the CW the aspiration to autonomy is shown in the following developments:
the object-oriented approaches selecting objects and allocating with their certain
independence; the virtual computing resources for lowering of dependence on
throughput and memory size; artificial intelligence for increase of system inde-
pendence level in control. Development of the green technologies aimed at
reduction of energy dependence is also an example of aspiration to autonomy.

Multi-level development of resources reflects model of multistage development
of the NW when the sequence of stages is created, and everyone previous is the
base for all following. The multistage model describes also the relations operating
between types of resources. The first stage is made by models. The methods
forming the second stage of resources development are built on base of models. The
means will be created at the third stage in case of the presence of the first two
stages. Existence, development and knowledge also form the multistage model.

Examples of multistage models are shown in Fig. 2.

2.2 Development of Models

We can consider development of models on the examples of numerical data, result
of computation and arithmetical operation.

In the NW everything exists and is evaluated in tolerances. For example, the
linear sizes of the desktop have no exact values. Really, its boundary points at the
level of elementary particles show the wave nature, i.e. don’t possess
spatio-temporal coordinates. Besides, any estimates are restricted in accuracy to an
instrumental error. Therefore the human obtains approximate numeric data which
describe results of measurements in the NW. However, the human thinks by using
the exact data, i.e. integers by the nature which include the numbers of set items.
For this reason, the human often appears under the influence of a model of exact
data when all numbers irrespective of their real nature are considered as exact data.
Coding of numeric data is their numbering. That is why only exact data can be
written in the computer. It increases influence of the exact data model on the

Replication

Diversification

Autonomy

Models

Methods

Means

Fig. 2 Multistage models
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researches conducted in the CW. Therefore, the human, adapting for features of the
NW, has no other alternative except enhancement of numeric data model by
developing it in the direction of increase in level of parallelism and fuzziness. For
exact numbers, their size of n uniquely determines the precision of n and volume of
the range 2n in data representation, rigidly connecting these characteristics among
themselves.

Different requirements imposed by the human to the range and the precision of
numbers are caused by features of the NW. They are shown in aspiration to solve
problems in case of short precision and the increased range, for example, compu-
tation of the sum of numbers 800 and 100 which are in the range 0 … 1000, using a
8-b codeword with the range 0 … 255. The ratio of volumes of these ranges
determines the scaling factor k = 4. The initial numbers are normalized by division
into k: 800/4 = 200 and 100/4 = 25. Addition of the normalized numbers 200 and
25 in a 8-b codeword determines result 225 which can be transformed by multi-
plication by k to the problem range: 225 � 4 = 900, where 225 is mantissa m in a
normal form of number representation: m � k.

The described example shows development of the CW which led to represen-
tation of number in a floating-point format in the form of the product m � BE

containing two independent (i.e. existing in parallel) components: a mantissa m and
the scaling factor k = BE with use of an exponent E and numerical notation base
B. Sizes of a mantissa m and an exponent E independent from each other determine
respectively a precision and volume of the range in representation of data. Thus, the
model of number passed a path of development from the single-component exact
form to the approximate diverse representation parallelized to two components:
mantissa and exponent. The floating-point formats supporting such approximate
parallel representation of data gained the greatest distribution in the CW. Now they
are extended for use in decimal arithmetic [9].

The result of computing operation also gained development from correct exact
number to the authentic approximate one with parallelizing of its structure on two
diverse types of bits: most significant bits (MSB) and least significant bits
(LSB) [10]. Faults of digital circuits cause in these bits also two diverse types of
errors which are essential and inessential for trustworthiness of result, respectively.
Therefore in case of an inessential error, the erroneous result is authentic.

In development of arithmetical operation model it is necessary to mark a key role
of multiplication which is present at the record of approximate number in the
floating-point formats. That’s why multiplication in this or that look is present at all
operations with mantissas, and their results will inherit properties of product. In
particular, the result of two-operand operations as product doubles size in com-
parison with size of an operand.

Operations with single precision (in relation to the operand size) belong to
homogeneous in which the floating-point operands and floating-point result are all
of the same format [9]. In the conditions of single precision the complete arith-
metical operation becomes redundant and gains development in the form of the
truncated one saving single precision at the smaller volume of computation [11, 12].
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Paralleling of circuits to the level of simultaneous units (the parallel adders and
shifters, iterative array multipliers (IAM) and dividers) executing data processing in
parallel codes brings the volume of computation and hardware of its implementa-
tion into accord. As a result, the truncated operation implemented with smaller
expenses becomes the main method for processing of mantissas.

The natural path of the arithmetical operation development from the completed
form to truncated one is shown in Fig. 3.

A model of arithmetic operation increased the level of both parallelism in array
circuits and fuzziness in single precision.

2.3 Development of Methods

We consider methods on the example of on-line testing which is aimed at increase
of trustworthiness, playing a key role in safety of systems in area of critical
application. Unfortunately only negative events testify to an energy saving direc-
tivity of on-line testing. The Chernobyl catastrophe, accident on Sayano-
Shushenskaya hydroelectric power station led to a real loss of energy as a result
of a stop of its generation.

Development of on-line testing can be divided into three main stages: the initial
stage of the borrowing of methods and means from the theory and practice of
error-correcting data transmission on the distance; formation stage characterized by
the distributing of on-line testing on own means within the exact data processing;
modern stage distributing on-line testing for approximate calculations.

The formation stage is the longest. It passed in development of the theory and
practice of designing the self-checking digital circuits. If the circuit is both fault-
secure and self-testing it is said to be totally self-checking for a given set of faults.
Fault-secure circuit defines information redundancy which is necessary for detection
of single faults from a given set with the first error. Self-testing of circuit defines the
condition of detection of the first fault before the occurrence of the second one. It is
based on the existence of at least one input word, where a fault is detected, and the
high probability of passing all input words in time interval between neighboring
faults. Self-checking circuits have been developed for almost all types of digital

Complete             
operation

Truncated
operation

Fuzziness
Single

precision

Simultaneous        
units

Parallelism
Features 
of NW

Fig. 3 The natural path of the arithmetic operation development
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units: combinational circuits and machine with memory, control and synchroniza-
tion circuits, as well as arithmetic units that have made a significant contribution to
the development of on-line testing with real practical application [13].

The reasons of the on-line testing transition to the modern stage of development
and also features of this stage can be revealed with the help of the resource-based
approach. Development of on-line testing is based on improvement of models for
numerical data, an arithmetical operation and their respective objects and online
testing purpose.

According to the definitions of totally self-checking circuits, on-line testing and
testing are aimed at assessing means of solving the problem by detection of faults in
a digital circuit. In conditions of approximate calculations, on-line testing demon-
strates its own purpose: to evaluate the trustworthiness of the calculated results. In
the case of exact data processing, these purposes are the same, because detected
error indicates at once a fault in the circuit and non-trustworthiness of erroneous
result. For approximate calculations the purposes are diversified, because the
erroneous result is authentic in case of inessential error.

The on-line testing method shows trustworthiness in checking the result detecting
essential errors and skipping inessential ones by the following formula [14]:

D ¼ PEPD þ 1� PEð Þ 1� PDð Þ; ð1Þ

where
PE is a probability of an essential error;
PD is a probability of error detection.

The probabilities PE and PD characterize the object and method of on-line
testing, respectively. In the case of exact data all errors are essential, i.e. PE = 1,
and trustworthiness D = PD does not depend on the object of on-line testing. In
conditions of approximate calculations, the trustworthiness D considers two
parameters: PE and PD. This makes the assessment of the trustworthiness D more
adequate to the fuzzy NW.

The features of approximate calculations significantly reduce the probability PE.
A low half of the result calculated in homogeneous operations will be discarded.
This twice reduces PE. Only the truncated operations reduce the probability PE to a
lesser degree. However denormalisation and normalization of mantissas addition-
ally reduce the probability PE in results of all previous and following operations,
accordingly [14].

On-line testing methods developed in the framework of the theory of the totally
self-checking circuits have become traditional. They are based on model of the
exact data, the adequacy of which can be shown with the use of a square with unit
size [14]. The horizontal side of the square contains a sum of probabilities PE and
PN = 1 − PE. The vertical side shows a sum of error detection probability PD and
probability PS = 1 − PD of error skipping. The case typed for traditional methods
with the high probability PD and a low probability PE following from execution of a
complete arithmetical operation is shown in Fig. 4.
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Areas PED = PE PD and PNS = (1 − PE) (1 − PD) of the square parts 1 and 4
which are the components of trustworthiness D point to its low level. Thus, the
trustworthiness of the on-line testing methods can’t be correctly estimated within
model of exact data.

The fuzziness of on-line testing methods is determined by the presence of an
area of inessential errors, which occupies the largest part 2 of the square and shows
the new property of the methods to make a mistake, rejecting erroneous, but
authentic results. In addition, approximate character of on-line testing methods
follows from the fuzzy threshold between essential and inessential errors. The
methods are fuzzy also in the substitution of concepts referring the result to
non-authentic or authentic on the basis of error detection or skipping, but the actual
symptom is that the error is essential or inessential. The on-line testing methods
always have been approximate for the approximate data processing. However, our
understanding of these methods as approximate opens up new opportunities for
their development in path of improving the adequacy to the NW.

The trustworthiness D of the methods can be increased by three ways: an
increase of the probability PE; a decrease of the probability PD; the detection of the
essential and inessential errors with different probabilities PD−E and PD−N, where
PD–E > PD−N. Analysis of formula (1) shows that high trustworthiness D > 0.5 can
be achieved, if both parameters are on one side of 0.5. This defines two ways of
increasing the trustworthiness of the methods developed for both cases: PE > 0.5
and PE < 0.5. These ways are shown in Fig. 5.

The first way allows to develop traditional on-line testing methods with high
detection probability PD > 0.5, including, first of all, wide spread residue checking
(Fig. 5a). The trustworthiness D is improved by the increasing the part 1 of the
square (the probability PED). Implementation of this way is based on use of trun-
cated arithmetical operations as only they allow to provide probability PE > 0.5.
The on-line testing methods are developed for all truncated arithmetic operations
[15, 16]. The second way improves trustworthiness D by reducing of probability PD

for increase of the part 4 in probability PNS (Fig. 5b). The main requirement to
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implementation of the second way consists in saving a set of faults which will be
detected when lowering probability PE. It can be executed using natural information
redundancy of results in arithmetic operations. The on-line testing methods using a
part of this redundancy, which provides the simple error detection and procedure of
its design are offered for IAM and squarer. The on-line testing methods checking
the approximated result by simplified operation create information redundancy by
limiting a set of considered input words of the circuit [16].

In case of third way, the formula (1) assumes the following form:

D ¼ PEPD�E þ 1� PEð Þ 1� PD�Nð Þ;

where PD−E and PD−N are the detection probabilities of essential and inessential
errors, respectively; PD−E > PD−N.

The third way is shown in Fig. 6, where PS−E = 1 − PD−E and PS−N = 1 − PD−N.
This way is executed in on-line testing methods, which estimate size of result

and its error, as the following: logarithm checking; checking by inequalities;
checking by segments [16].
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Fig. 5 Two ways to increase trustworthiness: a PE > 0.5, b PE < 0.5
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The assessment of on-line testing method trustworthiness and ways of its
increase allow to estimate development of data model from exact numbers to
approximate form, addressing to the Table 1.

2.4 Development of Means

Development of means can be considered on the example of the PC showing
successful integration into the NW. External manifestations of successful devel-
opment are wide demand, mass production and distribution. The internal content of
successful integration is increase of level of both parallelism and fuzziness in the
hardware support of approximate calculations. The PC have passed a way from
co-processors of non-obligatory delivery (Intel 8087/287/387) to several floating
point pipelines in the structure of the Pentium CPU and to many thousand floating
point pipelines in the graphic processor with its use for execution of parallel cal-
culations according to the technology CUDA [17].

This natural path of development of the PC is shown in Fig. 7.

3 Prospects of Green Technologies Development

3.1 The Place of Green IT Technologies
in Integration Process

Resource-based approach shows that green technologies take different positions in
hierarchy of levels of resource development:

Table 1 Development of data model

Model of exact data Model of approximate data

Existing on-line testing is applicable to any
type of data

Existing on-line testing is applicable to the
exact data only

A purpose of on-line testing is to estimate
reliability of computing circuits

A purpose of on-line testing is to estimate
trustworthiness of calculated results

All processed numbers are considered as the
exact data

Processed numbers are in most cases
approximate data

All errors are essential for trustworthiness of
calculated results

Basically, the errors are inessential for
trustworthiness of calculated results

Traditional on-line testing methods have high
trustworthiness: detect almost all errors and
faults

Traditional on-line testing methods have low
trustworthiness: mainly detect inessential
errors

Only one way for increasing the
trustworthiness of on-line testing methods: to
increase probability of error detection

Three ways to increase the trustworthiness of
on-line testing methods by distinguishing
essential and inessential errors
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• Level H of autonomy as the model developing self-sufficiency in energy con-
sumption by an evolutionary method;

• Level M of diversification in the used models and methods profiling resources
under features of the solved problem;

• Level L of replication in design of the means with array circuits of digital units.

The evolutionary method is based on such gradual changes which allow the NW
to adapt for them. Therefore this method initially contains vulnerability to which it
is subject from the sharp changes caused by a cataclysm. The cataclysm of the
Permian Period which occurred 250 million years ago destroyed 90 % of wildlife.
Disappearance of dinosaurs and mammoths is also explained with sharp changes in
the NW.

Development of the method in the direction of autonomy creates immunity for
overcoming of such vulnerability in a type of the resources counteracting it. The
multistage model of the NW is built. The first stage is flora which is completely
busy with energy storage of the sun in vegetable adipose, proteins and carbohy-
drates. The second stage is herbivorous animals which are busy by conversion of
the resources received from plants to animal adipose, proteins and carbohydrates.
The third stage is creophagous which build themselves of ready materials of an
animal origin. It gives them a certain energy independence. They for the first time
release themselves for games, training and research of different scenarios of the NW
development.

The first step to mitigation of sharp changes is their prediction at early stages.
However how many attention the mankind pays to prediction? Human life is
generally spent for physiological processes, training, a labor duty, a relaxation,
the family and public relations. Therefore it is important that the human creates the
following step: the artificial world, the CW, human-machine complexes of the
continuous action which execute basic functions without distraction on a dream and
food. They include the safety-related instrumentation and control systems directly
aimed at prediction, anticipation and mitigation of the sharp changes happening
owing to accidents, catastrophes and cataclysms.
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Many thousand 
floating-point 
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(technology 
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Fig. 7 Development of the PC
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The stages of evolutionary method development are shown in Fig. 8.
The evolutionary method creates protection against cataclysms on the basis of

energy release which at the current stage is represented by development of green
technologies.

Models and methods used in green technology are diversified being imple-
mented in structure of hardware and the modes of its functioning.

The diversity implemented in hardware generally is formed at the system level
by three version types of elements: the elements which ensure functioning of other
elements at several levels of supply voltage and clock frequency corresponding to
these levels; the elements, every one of which works at the its voltage level of a
supply and the corresponding frequency; the elements which support operation on
several voltage levels of a supply and the appropriate clock frequency.

The diversity implemented in operation modes of hardware is shown in setting: a
certain configuration of the elements switched on and off; levels of switch-off of
elements; voltage levels of a supply and appropriate clock frequency.

Thus, green technologies generally develop in the path of resource profiling
under features of the solved task by diversification of both models and methods
implemented in hardware and modes of its functioning at the system level. As a
rule, process of profiling is effective on the first step. The following steps lead to
increase of expenses and lowering of return up to their alignment. Design of means
is executed by replication of identical operational elements in array circuits of
single-cycle digital units. Features of replication in green hardware are considered
further. Replication of means determines the low level L in implementation of
models and methods into green technologies.
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Fig. 8 Stages of evolutionary method development
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3.2 Assessment of Methods in Development

For enhancement of a resource basis of green technologies, it is expedient to
estimate development of methods in the solution of certain problems. Conditions of
a solution determine its key parameters in process and result: throughput, trust-
worthiness and turn of resources (consuming and receiving of resources).

Development of methods can be analysed with use of relative indexes of the
basic parameters of a solution in comparison with the underlying methods pos-
sessing the conventional high levels of parameters. The relative index of devel-
opment of a method in throughput is estimated as KTP = P/PB, where P and PB—
throughput of the offered and underlying method, respectively. As a rule, trust-
worthiness of result is estimated with use of complementary values. This defines its
relative index as KTW = (1 − WB)/(1 − W), where WB and W—trustworthiness for
the underlying and offered method, respectively. The relative index of resource
consumption is determined by the formula: KRC = CB/C, where CB and C—the cost
of the invested resources for the underlying and offered method, respectively.
Development of methods can be estimated with use of the integrated assessment
considering all basic parameters of a solution: KIA = KTP � KTW � KRC.

3.3 Traditional Methods and Methods of the New Nature

Development of methods is aimed at improving of solution parameters. The most
simply separate parameters can be improved at the level of replication. Stamping
additional elements, we can increase throughput, reduce power consumption on the
reduced values of supply voltage and clock rate or increase trustworthiness by
duplicating of computation. The part of elements can be reoriented for increase of
trustworthiness instead of throughput or on the contrary. Such practice led to
rooting in human consciousness of a method “Robbing Peter to pay Paul” rear-
ranging a patch from less significant hole on more significant one. Thereby,
improving of parameters traditionally associates with need of deterioration of
others. The traditional question asked at project presentations is: “What has been
lost in exchange for improvements?”.

Replication, the unfilled resource niche, increase of throughput for integration
into the NW, the “Robbing Peter to pay Paul” method—all this is manifestations of
the same phenomenon when still there is no conflict to the NW, i.e. boundaries,
constraint-driven of the NW, aren’t reached yet. Therefore each manifestation
testifies to existence of all other manifestations.

The first response to completion of filling of a niche is attempts of its extension.
Example of successful extension of a resource niche is long-term increase of
throughput and memory size of computer systems. It saves development of the
software at the level of replication by compilation of the replicated excess modules
[18].
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Level M of diversification is also characterized by a number of manifestations,
including the filled resource niche, increase of trustworthiness for integration into
the NW and methods of the new nature. They show the multiple effect of simul-
taneous improving of several parameters without loss in others. Improving is
reached thanks to development of resources. For example, development of the PC
which succeeded in increase of parallelism level in approximate calculations rep-
resented in Fig. 7 shows the multiple effect of the considerable improving of key
parameters. In the last 20 years, the PC have increased throughput by raising clock
rate from KHz up to GHz. Concurrently they increased the memory size from Mb
up to Tb, i.e. key parameters at once increased a million times. Besides, a number of
other factors including the price are improved without any loss. What nature of such
considerable improving is?

We shall distinguish the price of the invested resources and value of the received
resources. Price of the resource is made up of its prime cost and profit, the size of
which is determined by the difference between the value and the prime cost at the
time of pricing. The price remains fixed for the majority of the paid resources. The
value is formed by features of the resource which are shown in its internal orga-
nization and functioning and are evaluated in relation to features of other resources.
At the time of pricing, the features for which the resource is created are generally
considered. Thus a set of all features of the resource is not less infinitely, than a lot
of other resources surrounding it. The value of the resource is increasing with new
manifestations of features with respect to the appearing resources. This explains the
ever-growing value of art works and other rarities, as well as models and methods
in relation to the extending set of other resources. Transition to the level of
diversification stimulates development of features of resources in the direction of
integration into the NW and creates conditions for development of the multiple
effect methods. These methods characterized by an integral index KIA > 1 reduce
the mutual contradictions (typical for key parameters in traditional methods)
according to growth of KIA.

3.4 Development of Methods of the Multiple
Effect and its Focusing

Basis for development of the multiple effect methods is the natural path of increase
in level of both parallelism and fuzziness from replication of resources to their
diversification in setting and the solution of problems that is objective process. How
methods of the multiple effect can be developed? As a rule, the multiple effect
methods are developed blindly and unconsciously but they can be generated
according to the plan.

The case of development as “blindly” can be considered on the example of
arithmetical operation improvement shown in Fig. 3.
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For n-bit mantissas of operands, truncated multiplication is executed by an
exception from processing of k = n − log2 n low columns in a matrix of product
conjunctions. It reduces quantity of operational elements (full adders) of the IAM
from CB = n2 − 2n to C = n2 − 2n − k (k − 1)/2. Operation time can be estimated
as proportional to size of the calculated result which decreases in case of truncated
product from TB = 2n to T = 2n − k in comparison with complete product. It
determines the relative indexes of resource investment at a design stage and
throughput as KRC = CB/C and KTP = TB/T, respectively. Growth of trustworthiness
can be estimated by increase of reliability in the truncated circuit at a design stage
from WB ¼ pCB to W = p C where p is reliability of an operational element.
Trustworthiness can be presented in the form WB = 1 − CB (1 − p) and
W = 1 − C (1 − p) taking into account p → 1. It determines the relative index of
trustworthiness as KTW = CB/C or KTW = KRC. Development of arithmetical oper-
ation shows the multiple effect evaluated integrally as KIA = 2n (CB/C)

2/(2n − k).
For n = 16 and n = 32, parameters will be improved by KIA = 3.2 and KIA = 4.3
times, respectively. Improving of parameters was for the first time marked for each
of them separately, without generalization in the multiple effect [19, 20]. The
experimental confirmation of the multiple effect in a significant area, power and
delay improvement is described in [12].

The multiple effect can be focused on improving of the most important
parameters at the expense of others by method “Robbing Peter to pay Paul”. It
creates conditions for overcoming of earlier reached boundaries of possible deci-
sions and essential extension of a set of the solved problems.

Focusing of the multiple effect in the truncated operation allows to use sim-
plification of the circuit and reduction of operation time for increase of throughput
or lowering of power consumption. Reduction of circuit complexity allows pro-
cessing input data in parallel on two IAM with truncated calculations instead of one
executing full operation. Lowering of operation time allows increasing clock fre-
quency and respectively throughput of circuit. Duplicating of the IAM increases
throughput specified to complexity of the initial circuit by KRC times, and reduction
of operation time—by KTP times that as a result gives a throughput benefit
KRP = KRC KTP times. For example, for n = 16 and n = 32 throughput increases
respectively over 2.3 and 2.7 times. Power consumption is in square dependence on
supply voltage, reduction of which increases operation time and require the
appropriate lowering of clock frequency. Duplicating of the circuit allows
increasing operation time by KRP times in case of saving the initial throughput.

Undervoltage increases operation time at first linearly, and then with square
dependence. Let the operation time increases by H < KRP times linearly, and then in
square. Then power consumption can be reduced by H2 times on the linear section
and KRP/H times on square one that as a result gives a scoring in power con-
sumption KRP H times. For example, in case of H = 2 and H = KRP (for n = 32),
we can expect additional lowering of power consumption over 5.4 and 7.3 times,
respectively.
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The multiple effect methods developed unconsciously can be shown on the
example of multiplication in the context of its key role in processing of the
approximate data peculiar to the NW. Features of the multiplication which is
present at the record of approximate data in floating-point formats will be trans-
ferred to other operations with mantissas, These operations (as well as multipli-
cation) are executed in digital circuits with dominance of the “0” values of signals.
The domination of zero increases with improving level of the circuit parallelism and
consequently throughput. It leads to the masking of stuck-at “0” faults and shorts,
and thus naturally improves the trustworthiness of results. At the same time, it
reduces the amount of switching events (transition), which is the maximum for the
same number of the “0” and the “1”. It leads to lower power consumption in the
dynamic component, i.e. it increases the rate of resource saving.

We researched domination of zero on the example of a single-cycle arithmetical
shifter of mantissas (AS) which is widely applied to a denormalization of operands
in floating-point adder. The AS executes right shift with the normalized N-bit
mantissa A and calculates N-bit mantissa of result with single precision. Shift is
performed under control of R-bit code of shift size B = 0, …, 2R − 1. This oper-
ation is a special case of multiplication by 2−B. The program model creates
R versions 1, 2, …, R of the AS circuit with different level of the circuit parallelism,
using 2, 4, …, 2R of gate levels. Increase of parallelism level from version R to
version 1 increases AS throughput by R times. For R = 5, the circuit becomes
complicated by Quine from CB = 1581 to C = 7595 that characterizes investment
of resources in the course of circuit design. Domination of zero grows in circuit
points from 58.4 % to 97.6 %. It increases trustworthiness of the result, calculated
in case of stuck-at fault insertion, from WB = 80 % to W = 86 %. The number of
transitions decreases from 42.8 % to 3.5 % that characterizes power consuming, i.e.
investment of resources in the course of circuit use. The relative indexes of
parameters improving accept the following values: KTP = 5, KTW = 1.4, KRC = 2.5,
where KRC = KRC D � KRC U, KRC D = 0.2 and KRC U = 12.2 are relative indexes of
resource consuming in case of design and operation of the circuit. An integral
assessment KIA = 18 testify to the multiple effect. This example shows the devel-
opment of the multiple effect methods and green technologies with unconscious
assistance of human, and it proves objective nature of such development.

Ordering of parallelism types according to their level opens possibilities of
plan development of the multiple effect methods. It is enough to take a step to the
following level. We suggest taking a step from the matrix parallelism reflecting
replication level to the pipeline which corresponds to diversification. Now digital
components of computer systems are built in the form of pipelines. But their
sections are single-cycle units with matrix parallelism for data processing in parallel
codes. But these codes will be processed sequentially from LSB to MSB. This
shows dependence of matrix parallelism by data. The single-cycle n-bit IAM in
version of the fastest circuit executes operation for 2n − 2 time delays of full adders
[21], i.e. their such quantity is connected sequentially, and each of almost n2 of full
adders is used with coefficient KU = (2n − 2)−1. For n = 32, more than 103 full
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adders are used only with KU = 1.6 %. With transition to 64-b platform, KU

deteriorates twice and becomes less than 1 % of operation time.
Besides, parasitic transitions of signals owing to different delay of their propa-

gation (critical races) additionally increase power consumption. It is known, that
8-b ripple-carry adder with uniformly distributed set of random input pattern will
typically consume an extra 30 % in energy [4]. Research of the IAM on program
model shows that execution of one multiplication changes values of signals in 30 %
of the digital circuit points. This necessary number of transitions increases 3, 3.5, 4,
4.5 times for the 8-b, 10-b, 12-b, 14-b multiplier, respectively, i.e. the number of
parasitic transitions grows for 50 % with increase in the size of an operand by two
bits.

To increase the level of parallelism it is advisable to use the bitwise pipelined
organization of computation and minimize the matrix parallelism of pipelined
sections, bringing it to single operational element, which processes the numbers
bit-by-bit. Such a parallelization in serial codes can be implemented in the form of a
multi-threaded processing. In this situation, the matrix parallelism is used at macro
level of the system but in the best form, as a set of independent pipelines which
operate simultaneously, i.e. there is no dependency on data. In this case, the
pipeline becomes the bitwise unit with data processing in sequential codes.
Throughput increases together with parallelism level: all bits will be processed at
the same time on different sections of the pipeline. Complexity of the unit decreases
from square dependence on size of operands to the linear. Propagation delays of
signals will be aligned. It eliminates losses of energy in critical races. Besides, the
quantity of inputs and outputs of the multiplier repeatedly decreases, raising a level
of its self-sufficiency (independence from external units) in the path to the level of
autonomy in resources.

The bitwise pipeline executes multiplication for 2n clock cycles. Duration of one
clock cycle is defined by a summary time delay of an operational element and the
register of the pipeline. The IAM executes operation for one clock cycle, duration
of which is determined by the amount of delays of 2n − 2 operational elements and
the register. The relative index of throughput in comparison with the IAM can be
evaluated as KTP = (z + 1)−1, where z is a ratio of time delays of the register and an
operational element. Complexity CB = n2 and C = 5n of iterative array and bitwise
pipeline multipliers defines the relative index of the resources used at a design stage
as KRC = n/5. Relative index of the trustworthiness determined by reliability of the
circuit is evaluated in view of complexity as KTW = KRC. The integral assessment
KIA = (n/5)2/(z + 1) characterizes bitwise pipelining as a method of the multiple
effect.

The multithreaded system opens a resource niche for replication of bitwise
pipelines and focusing of the multiple effect on improving of the parameters
important for enhancement of green technologies using a method “Robbing Peter to
pay Paul”.

Focusing of the multiple effect on power saving can be executed by use of a
scoring in the ratio of throughput to complexity for lowering of clock frequency. It
allows reducing power consumption by lowering of the supply voltage. This is
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followed by deceleration of computation and convergence of levels of the “0” and
“1”. Such focusing of the multiple effect can be executed within lowering of clock
frequency and requirements to noise immunity. In case of saving the ratio of
throughput to complexity reached in the IAM, the multithreaded system can work at
the frequency reduced by KRP = KRC KTP times. This allows the appropriate
undervoltage of a supply. For example, in case z = 2, clock frequency can be
reduced by n/15 times that determines KRP = 2.1 for n = 32 and allows to lower
energy consumption by 4.4 times for its square dependence on supply voltage.

The multiple effect can be focused on the trustworthiness at a design stage or
during functioning by methods and means of on-line testing. In the first case,
trustworthiness of results increases with growth of reliability due to simplification
of the multiplier circuit. In case of saving throughput reached in the IAM, com-
plexity C/KTP of multithreaded system defines the relative index of trustworthiness
as KRP. In the second case, trustworthiness increases by elimination of
non-authentic results with probability equal to trustworthiness of a method of
on-line testing.

The IAM and the bitwise pipeline multiplier were designed in the CAD Altera
Quartus II v.13 and implemented for the operand size n = 16, 24, 32 and 40 in
EP2C35F672C6 Altera Cyclone II FPGA chip [22].

The experimental results show multiply effect KIA > 1 for n > 32, where the
pipeline method becomes more efficient than the matrix one. However, the
experimental estimation many times loses to the expected one. This effect can be
explained by that the FPGA design of the IAM is based on the method of result
preparing, which pertains to the level H of the resource development [16, 23]. The
method provides a fast propagation of the carry and sum in the IAM owing to use of
the conditional carry technique and prepared circuits of carry propagation between
the adjacent logical elements. It repeatedly reduces time of computation in the IAM.
This fact shows the significant role of the method of result preparing in efficient
design of the digital circuits.

4 Conclusions

All history of development of the CW and green technologies is an illustration of
successful integration of the artificial world created by the human to the NW. The
challenges solved in integration process include problems of the CW and the green
technologies developed in it. The solution (process and result) is based on
achievement of a certain throughput and trustworthiness (both in process and in the
obtained results) and also on investment and receiving of resources which are
models, methods and means. Throughput is aimed at receiving the maximum return
from resources, and trustworthiness characterizes a harmonization level with the
NW. Resources develop from simple forms to real by structuring under the NW
features among which parallelism and fuzziness are the most shown in the CW.
Development of resources shows three levels: replication, diversification and
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autonomy. They are serviced by different methods which are aimed at improving of
throughput, trustworthiness and access to resources, respectively.

Models, methods and means reflect a multistage model of development where
each preceding stage serves for the next one. Replication, diversification and
autonomy are also stages of a multistage model. Green technologies as model
occupy autonomy level on the way to energetic self-sufficiency. The used models
and methods belong to the level of diversification of both hardware and operation
modes by their profiling to features of the problem. Means are built with replication
of operational elements.

Conditions of a solution determine its parameters: throughput, trustworthiness
and turnover of resources. Traditional methods improve parameters due to deteri-
oration of others by the principle of “Robbing Peter to pay Paul”. They reflect
replication level of resource development in case of the unfilled resource niche.

Transition to diversification opens methods of the new nature. They provide the
multiple effect in improving of a number of parameters without loss in others only
due to development of resources. Basis for development of the multiple effect
methods is the natural way in increasing a level of parallelism and fuzziness. But
now, as a rule, these methods develop blindly or unconsciously. Execution of the
truncated operation almost twice simplifies the circuit of the IAM of mantissas and
reduces time of computation. However these types of improving were for the first
time noted by different researchers. Domination of zero values in the parallel and
approximate computer world provides development to many methods of the mul-
tiple effect. However their multiple effect remains in the aspiration shadow to
increase only of throughput.

Evaluating a resource level of development, we can generate methods of the
multiple effect in case of approximation to the following level, for example,
strengthening the pipeline principle of approximate data processing. The reached
multiple effect opens resource niches for replication with focusing on the most
important parameters with use of a method “Robbing Peter to pay Paul”. For green
technologies, such parameters are trustworthiness as a safety basis, and an energy
component of consuming and creation of resources.
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Part II
Components and Programmable Systems



Green Logic: Models, Methods,
Algorithms

Sergey Tyurin and Anton Kamenskih

Abstract The green computing systems should be not only energy-aware or
energy-efficient but also naturally reliable computing systems. Combination of these
approaches gives many advantages for applied computing systems. However, esti-
mations for them should be done very carefully. Delay insensitive circuits occupy
important role in designing of green hardware, but reliability improvement tech-
niques of delay-insensitive circuits should be further researched. In this chapter, the
new indexes of estimating efficiency of computing systems are proposed. These
indexes help developers in complex estimation of computing systems operating in
wide supply voltage range and temperatures. The semi-modularity for fault-tolerant
circuits is analyzed. The synthesis technique of fault-tolerant delay-insensitive cir-
cuits is proposed. The technique helps to researchers and developers of Green
Hardware in optimization energy consumption, complexity, reliability and
performance.

Keywords Green computing � Energy-efficiency � Energy-modulated computing �
Reliability � Fault-tolerance � Delay insensitive � Self-timed � Energy-reliability

1 Introduction

An interesting way to enhance energy-efficiency of digital devices without using of
“hibernation” or “disconnection” of blocks that are not operating is to reduce
voltage supply. At the same time, it can be used not only to reduce energy-
consumption when reducing supply voltage but also to provide possibilities of
dynamic changing for energy-consumption and performance (energy-modulation)
[1]. Modern digital devices work under supply voltages close to 1 V but some

S. Tyurin (&) � A. Kamenskih
Perm National Research Polytechnic University, 29 Komsomolsky Avenue, Perm, Russia
e-mail: Tyurinsergfeo@yandex.ru

A. Kamenskih
e-mail: Kamenskikh.anton@gmail.com

© Springer International Publishing Switzerland 2017
V. Kharchenko et al. (eds.), Green IT Engineering: Concepts, Models,
Complex Systems Architectures, Studies in Systems, Decision and Control 74,
DOI 10.1007/978-3-319-44162-7_4

69



already use less than 0.5 V, what is very close to transistor thresholds. The
development of energy-modulated computing systems is important not only in
fields such as mobile devices or PC but also in energy-critical systems such as
aerospace microelectronics [2] or remote computing systems with limited power
generation (for example, distributed control systems) [3]. Energy-modulated com-
puting systems, unlike systems with “hibernation”, can perform planned tasks
slower and with less energy-consumed when there is a reduction in the voltage
supply. Apart from energy-consumption optimization, this can also be used for an
emergency shutdown or another necessary task in case of a supply fault.

The systematic development of technologies results in the need for qualitative
change in design approaches. This became a reason for the intensive development
of an asynchronous approach. It will be actively forcing out usual synchronous
decisions according to the forecast of ITRS [4]. The synchronous computing system
is always limited by frequency of clock signal. Therefore, energy-modulation
cannot be done in real-time. This restriction is not present in asynchronous com-
puting systems. Nowadays, asynchronous approach actively is being developed in
the direction of Green computing systems, development of computer-aided design
systems and high-reliable computing systems.

The reduction of supply voltage results in the intensive decrease of performance
and increase of failure rate. Therefore, designers and developers of energy-
modulated computing systems should carefully evaluate the efficiency of a system
considering all-important parameters: energy-consumption, performance, reliabil-
ity, complexity and their auxiliary parameters such as noise stability. It is especially
necessary for energy-critical and highly reliable computing systems. The complex
approach of “energy-reliability” is proposed to help to evaluate and compare
computing systems for energy-critical applications. This approach integrates
requirements for energy-efficiency and reliability. It has influence not only on
evaluations of devices’ parameters but also on designing techniques.

Delay-insensitive circuits (self-timed circuits according to Russian terminology)
are a basic solution in designs of energy-modulated computing systems. The self-
timed circuits engineering (STCE) became a perspective approach in view of
requirements of compensation of negative effects that are related with energy-
saving techniques. Self-timed circuit (STC) as asynchronous circuit is operating
with real delays and can be easily implemented for energy-modulation. Moreover,
strictly self-timed circuits (SSTC) have stable work under ultra-low-supply-voltage
(ULSV) and ave self-checking possibilities [5, 6]. All these properties allow con-
trolling energy-consumption and performance when changing supply voltage
dynamically.

It should be noted that self-timed (delay insensitive) logic could not be imple-
mented in synchronous hardware. An asynchronous device has limited opportunities
in hardware realization. Some designs were oriented on Uncommitted logic Array
(ULA). At the same time, there are the asynchronous FPGA architectures [7, 8]
oriented on specific self-timed designs. In general, asynchronous FPGA is much less
available than synchronous. In addition, not all self-timed implementations and
sub-classes will be suitable for « Green » or highly reliable computing systems [9].
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The scientific groups of A. Yakovlev from Newcastle University,
Y. Stepchenkov from IPI RAN (Institute of information problem at Russian
Scientific Academy), S. C. Smith from University of Arkansas and others are
researching and developing this field continuing the fundamental works started by
Muller [10] and Varshavksy [11]. These groups focus on the development of
self-timed designing theory and designing of self-timed computing systems.
However, reliability problems of self-timed devices in their works were presented
only in general. To successfully compete with the synchronous approach, the
asynchronous approach should have the same opportunities in circuits’ synthesis.
Insufficient research of self-timed circuits’ reliability problems resulted in
self-timed circuits not taking a worthy place in microelectronics for critical appli-
cations. This is why the authors decided to research self-timed circuits in terms of
reliability and then connect results with existing practices in the designing
of « Green » computing systems. For this purpose, authors propose an approach
based on STCE that provides optimal combination of energy-consumption, per-
formance and reliability.

It should be noted that features of self-timed approach make actively
fault-tolerant techniques (self-repair, reconfiguration) more perspective than pas-
sively fault-tolerant techniques, but some computing systems require exactly pas-
sively fault-tolerant circuits.

A goal of the paper is to improve existing analysis and synthesis techniques of
green hardware via research and development of delay-insensitive approach in
combination with reliability theory. The second part of the paper is devoted to
development of optimization indexes that will help in synthesis of green computing
systems. The third part of the paper presents the complex analysis and the synthesis
technique of fault-tolerant delay-insensitive circuits.

2 Principles of Energy-Reliable Computing

When considering the calculation process, the three main characteristics can be
allocated [12]. They are performance, validity and the used resources including
energy, time, equipment etc. [13]. Performance shows the volume of calculations
that can be done within a unit of time. Validity is the property showing that the
calculation process result is in tolerance limit. We should remember that if the result
is not valid, then it cannot be used.

The traditional definition of energy-efficiency is complex index that shows how
rationally the task is performed in terms of energy-consumption. In general, this
index considers such parameters as energy consumption and performance, and other
parameters are excluded as insignificant. When using the energy-modulation
technique, failure rate cannot be excluded as insignificant because it has important
influence on energy-efficiency. The failure rate increases very intensively with
decreasing supply voltage close to 0.5 V. Thus, results will be valid less and less,
and resource expenses can exceed the saved amount of energy.
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It is known from the reliability theory that failure rate depends on temperature,
supply voltage and other environment parameters. Reduction of the supply voltage
increases failure rate but decreases heat dissipation that results in temperature
decreasing, which in turn decreases failure rate. Therefore, all parameters of
a «Green» device take important role in estimations of energy efficiency. It is the
main principle of the proposed energy-reliability approach.

Summarizing, the result of calculation is not valid in case of failure. Therefore, it
should be recalculated, and the efficiency of resources use is equal to zero in this
work cycle. Thus, reliability (reliability probability, validity, fault tolerance etc.)
have a great influence on energy-efficiency and should be taken into account
in « Green » and energy-critical computing systems.

2.1 Energy-Reliability Optimization

It is well known that decrease of the supply voltage causes energy-consumption and
performance decreasing, but the influence of decrease of the supply voltage at
reliability is investigated not so well. Let us do a short review of dependences in
digital circuit parameters (energy-consumption, performance, reliability, complex-
ity). It should be noted that features of self-timed circuits often do not allow using
well-known formulas.

The circuit complexity will be estimated in number of transistors. Self-timed
circuits have two data channels, indicators and other gates that can have different
number of transistors depending on design technique. Therefore, comparison
should be done at the lowest level of transistors number then it will be correct. For
example, Muller’s C-gate in static realization has 12 transistors and 8 in semi-static.

The reliability probability calculation is given in exponential model of distri-
bution of time before failure, formula (1). The failure rate is presented as a function
of environment conditions (ε) that includes supply voltage and temperature:

PðtÞ ¼ e�nkðeÞt; ð1Þ

where t—time in hours, n—number of transistors, λ(ε)—failure rate.
The frequency is still main performance parameter in spite of the fact that it is

not constant in self-timed circuits. Self-timed circuits use architecture with “request
and answer” that means one period is equal to time of a single operation. Thus, it
excludes empty switching (periods without operation) that reduces energy-
consumption.

However, to estimate energy-consumption, it is necessary to present the energy
consumption (power) divided by frequency (PDF), formula (2) [13]. The index (2)
shows energy-consumption of operation that gives objective characteristic to the
energy-efficiency in both synchronous and self-timed circuits. The frequency of
request signal is accepted for operation frequency in self-timed circuits:
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WF ¼ I � U
F

ð2Þ

The following picture is received summarizing simulation results in CAD
MultiSim. The function of PDF has linear relation with frequency. The more per-
formance is required the more energy is spent for each calculation step, Fig. 1.

The decrease in the voltage supply from 5 to 3.5 V reduces energy-consumption
on operation almost two times, but it results in the increase of failure rate that
reduces reliability probability. In [14, 15] the impact of supply voltage and tem-
perature on failure rate is researched. The research results and simulation data allow
the extrapolation of simulation results received for self-timed circuits. It should be
noted that extrapolation for higher supply voltage than that used in [14, 15] is a
linear part of function while the exponential growth of failure rate is observed at
values close to 0 V. Thus, ε increases the failure rate by ten per each 0.5 V drop in
the interval from 5 to 3.5 V, Fig. 2.

The combination of previous indexes will give the indexes of energy-reliability.
The gradient of energy-reliability is index that shows the reduction rate of PDF per
unit of reliability probability, formula (3). The slower reduction of reliability
probability leads to the better gradient of energy-reliability. In addition, ΔWF

increases energy-reliability because decreasing of energy-consumption gives a
positive effect while decreasing of reliability probability gives negative. This index
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shows the potential of circuit in energy-modulation in view of reliability loss that
helps to estimate efficiency of designing techniques:

E0
P ¼ dWFðuÞ

dPðu; tÞ ð3Þ

To exclude obviously losing decisions, the index (4) is proposed. It shows the
reliability of energy using in moment t. This index helps to find optimal operation
mode in which fault-tolerant circuit can use less energy than not redundant one.
Both indexes can be used to compare self-timed circuits with synchronous. The
energy-reliability has inverse relation of reliability. It means that the lower values
correspond to the better conditions, Fig. 3.

EðUÞ ¼ WF
1

PðtÞ ð4Þ

The simulation shows that in terms of energy-reliability the energy-modulation
is efficient only in small range of voltage changing. Thus, the rapid increase of
failure rate has to be compensated to allow using of energy-modulation in com-
puting systems for highly reliable applications. The fault-tolerant designing tech-
niques increase reliability probability, but energy consumption is also increased.
The self-repair and reconfiguration techniques are less redundant but mostly are
oriented to irreversible faults. In next part, it will be shown how redundancy
influences on energy-reliability.

2.2 Influence of Redundancy on Energy-Reliability

The reciprocal influence of reliability and energy-efficiency was described in pre-
vious part of this chapter. Now we should investigate how redundancy influences
on energy-reliability. Can redundancy improve it or all advantages will be elimi-
nated by increase of energy consumption?
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The different redundancy techniques have different influence on
energy-consumption. The comparison of circuits with no redundancy, with
redundancy at transistor-level and n-of-m redundancy is presented here. The
redundancy techniques in more complete description are considered in part 3.

All simulation data (Table 1) are received for equal circuits that use different
fault-tolerant designing techniques. NR—not redundant (initial) circuit, TR—trip-
lication redundancy (2-of-3 voting), RG—redundant gates (transistor-level redun-
dancy), Fig. 4.

The TLR on average improves gradient of energy-reliability 2.3 times in com-
parison with 2-of-3 redundancy and 5.7 times in comparison with the not redundant
circuit. In this example, the advantage is caused by the very good dynamics of TLR
reliability probability.

When considering static parameters of reliability probability and energy-
consumption, the TLR is better than 2-of-3 redundancy in terms of energy-
reliability in all range of supply voltage changing, but it worse than not redundant
circuit in initial range from 5 to 4.5 V, Fig. 5.

From the Fig. 5, it is visible that 2-of-3 redundancy is worse than not redundant
circuit. It happens because 2-of-3 redundancy gives improvement of reliability
probability only in small range, and this type of redundancy significantly increase
energy consumption. It means that only specific redundancy techniques can make
energy-modulation perspective for highly reliable or energy-critical computing
systems. Redundancy at transistor-level corresponds with this characteristic because
it is better in terms of reliability than not redundant circuit in all time range.
Moreover, TLR slightly increases PDF. However, it is correct only for “deep”
reservation if redundancy was added at high-level (for example, three microkernels

Table 1 Energy-reliability calculation results

ΔRP ΔPDF E’

ΔV NR TR RG NR TR RG NR TR RG

0.5 −0.053 −0.036 −0.009 −30.7 −65.7 −33.1 577 1809 3801

1 −0.150 −0.168 −0.027 −32.1 −77.0 −36.8 214 460 1384

1.5 −0.331 −0.485 −0.080 −25.2 −84.4 −24.3 76 174 306
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with 2-of-3 voting) then redundant circuit will be better at some interval. The range
where function has the lowest values shows efficient operation mode in terms of
energy-reliability, but it is necessary to remember about performance decreasing.

3 The Synthesis Technique of a Fault-Tolerant
Delay-Insensitive Circuit

The synthesis task is formalized as following: The number of possible faults k and
the maximum of sequentially connected transistors q is given. A logic circuit is set
as in DNF for variables x that defines pull-up network (with dual-rail inputs):

fdþ ¼ _m
i¼1

&
ndþ

j¼1
ð�xijÞ ð5Þ

Where υd+—number of disjunction arguments, nd+—number of conjunction
arguments. The dual function for pull-down network:

�fdþ ¼ �fd� _md�
i¼1

&
nd�

j¼1
ðxijÞ ð6Þ

To receive: A passively fault-tolerant self-timed circuit (FTSTC) using com-
bined redundancy with optimization task:

Task 1: To find ω = {id.h}, Lω → min with P(t)ω ≥ P(t)set
Task 2: To find ω = {id.h}, P(t)ω → max with Lset ≥ Lω

Where ω is a vector of circuit’s sections with redundancy, d—is the number of
circuit section, h—the number of redundancy type.

The design of self-timed circuits is integrated with problems of analysis. The
lack of signals competitions should be proved. With increasing of gates number and
circuit’s parallelism, the analysis becomes a difficult computing task. The both
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parameters are increased by multiple in a redundant circuit in comparison with not
redundant one. Moreover, requirements to reliability (redundancy, fault-tolerance
etc.) conflict with requirements taking into account self-timed theory
(semi-modularity).

3.1 About Non Semi-Modularity of Passively
Fault-Tolerant Circuits

Let us see why an n-of-m redundant circuit cannot be semi-modular. Muller’s
C-gate is a basic element of all delay insensitive circuits. The logic function
(output) of this gate holds the value of arguments. For example, when all inputs are
asserted then a gate will be asserted otherwise a gate hold current value. The gate
will be deasserted if all inputs will be deasserted. Asynchronous process can be
described as inverters within restrictions of Muller’s model, Fig. 6.

It is easy to see that such process is hazard-free because each gate waits for other
gates. Moreover, this circuit is semi-modular [16].

Definition 1 A logic circuit F(x1, x2…xn) is semi-modular if its unstable variables
cannot become stable without changing their value.

In [17] semi-modularity is described as a property inherited from mathematics. It
can be simply defined using grid with cells (gates). Each cell has switching counter.
When gate activated, the value of counter is increased by one. When gate is
deactivated due to change of input set, the value of counter is decreased. When
circuit is operating, and if no cells in the grid are decreasing their value then circuit
is semimodular.

In practice, semimodularity of circuits depends on their initial state. That is
why all programs for analysis are working with the pair—logic equations of circuit

Fig. 6 Synchronization of
processes using Muller’s
C-gate
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F(x1, x2…xn) and initial state A = {x1, x2…xn}, A belongs to set of work states or
null (spacers).

Strictly self-timed circuits are designed with architecture that is more complex. It
uses the indicators of transition process completion and the special state between
data states, Fig. 7.

An attention should be paid to the fact that a circuit will not be semi-modular
without indication of both inputs and outputs.

Definition 2 A logic circuit F (x1, x2…xn) is passively fault-tolerant if in the case
of internal fault Q (x1-n) it saves initial function without using reconfiguration or
repair.

For example, inverter F(x) has logic function NOT x. Fault-tolerant inverter FT
(x) has logic function FTðx1�4Þ ¼ x1x2 _ x3x4. In the case of stuck at one fault
Q1(xn) for one input the logic function F(x) will be stuck-at null F(Q1(x)) = 0 and
the logic function FT(x) will be FTðQ1ðx2Þ; x1;3;4Þ ¼ x11 _ x3x4 ¼ x.

Proposition 1 Let FT (x1, x2…xn) be a passively fault-tolerant delay insensitive
circuit designed using redundancy at gate-level (or higher). Then it is not a semi
modular.

Proof High-level synthesis uses logic equations of gates from special libraries to
design circuit. Muller’s model of asynchronous circuit has restriction “one
equation – one gate”. If gate have stuck-at fault then its value cannot be changed.
Therefore, semi-modularity property cannot be executed (Definition 1). It is normal
situation for fault-tolerant circuit because of redundancy FT(Q(x1-n), x1, x2…
xn) ≠ const, but it is mistake in terms of Muller’s model.

Fig. 7 Synchronization in
strictly self-timed circuits,
where i—an indicator’s logic
function
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Proposition 1 does not allow using existing CAD techniques to analyze a
fault-tolerant circuit on semi-modularity. Therefore, it cannot be proved that a
fault-tolerant circuit belongs to strictly self-timed circuits.

Definition 3 A logic circuit F(x1, x2…xn) is delay-insensitive (self-timed) if its
diagram of transitions (changes) does not contain: 1) deadlock states 2) logic and
functional hazards.

Proposition 2 If all local functions of circuit F(x1, x2…xn) are semi-modular and
the behavior in bundle is delay-insensitive then it is hazard-free and delay-
insensitive.

Proof To prove proposition 2, the concept of local semi-modularity will be used. It
is the same semi-modularity but for a limited group of elements (gates). It is easy to
separate circuits on N sections in the context of fault-tolerant design. The first
section contains only initial not redundant circuit. The second section contains
subsections with number of redundant channels. The third section contains ancillary
equipment. It is easy to see that Sects. 1–2 are simple self-timed circuits that can be
analyzed with the identical signals discipline by existing CAD. The problem of
analysis appears when all sections are connected, and completion of transition
process in one of them is ignored. Thus, strict compliance of signals discipline is
required in Sect. 3. It should be delay-insensitive and analyzed depending on sig-
nals discipline of Sects. 1–2. When performing these conditions, the «safety» of
calculations is guaranteed in CMOS technologies despite of semi-modularity losses.
Thus, compromise between restrictions of reliability and delay-insensitiveness is
provided.

3.2 Redundancy at the Transistor-Level

The redundant gates can be used to provide passive fault-tolerance except n-of-m
redundancy. It is special fault-tolerant gate designed with redundancy at
transistor-level. According to the analysis of problems and complexity (the problem
of “control of control”), transistor-level redundancy becomes interesting solution
because it hides all redundancy from top-level allowing analysis of a circuit on
semi-modularity. Transistor-level redundancy (TLR) makes a circuit fault-tolerant,
and if it was designed as a delay-insensitive, it will save this property.

TLR uses functionally full tolerant (FFT) functions to provide fault-tolerance of
every single transistor. The FFT-functions can be different depending on the
quantity of admissible faults k. For saving operability in case of stuck-at fault, TLR
adds some redundant transistors in pull-up and pull-down networks. Therefore,
these networks are called redundant transistor networks (RTN), and logic gates
designed with TLR are called redundant gates (RG). Figure 8 shows different RGN
for k = 1.
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ðaÞ f1:1 ¼ ðxi _ xiÞðxi _ xiÞ ð7Þ

ðbÞ f1:2 ¼ xixi _ xixi ð8Þ
Let us tell a little more details about FFT-functions. Each FFT-function has full

form and set of residual forms. For example, in case of stuck-at fault FFT-function
(8) has two residual basis. The first, f1.2 = x1x2 v x30 = x1x2 and the second,
f1.2 = x1x2 v x31 = x1x2 v x3. Thus, the fault-tolerance is provided by the existence
of residual base, and FFT-functions are different in reliability probability. However,
the implementation of these functions also occupies different space on a crystal.

Let us compare the reliability probability (P) and complexity (L) of RTN shown
in Fig. 6 with 2-of-3 redundancy (TR). The example of TR is shown in Fig. 9.

It can be seen that RTN multiply an initial circuit complexity (Li) by four
(LRTN = 4Li), but it does not need any additional equipment. In general, an initial
circuit complexity will be multiplied by k2 + 2k + 1. One main channel and two
redundant are used in 2-of-3 redundancy, but also the complexity of “shadow”
equipment (LSE) such as major-gate and latches (or flip-flops) should be taken into
account (LTR = 3Li + LSE). In general, an initial circuit complexity will be multi-
plied by 2k + 1 and plus LSE. If LSE > Li then complexity of RTN less than
complexity of TR otherwise RTN more redundant.

The reliability probability is defined in exponential model of distribution of time
before failure. A RG is operational if it is not less than k2 + k+1 transistors are

Fig. 8 Redundant transistor networks for saving functions in case of single stuck-at fault

Fig. 9 The fault-tolerant
self-timed register cell using
2-of-3 redundancy
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operational in each RTN. For example, if k = 1 then not less than three transistors
should operate in each RTN. Thus reliability probability of RG for k = 1 will be
equal to (9):

PðtÞRTN1 ¼ ½e�4�k�t þ 4 � e�3�k�tð1� e�k�tÞ�Li ð9Þ

A circuit with 2-of-3 redundancy is operational if not less than two channels is
operational. Thus reliability probability of TR for k = 1 will be equal to (10):

P3 ¼ ð3 � e�2�Li�k�t � 2 � e�3�Li�k�tÞ � e�Lse�k�t ð10Þ

For example, comparison of reliability probability for fault-tolerant self-timed
full-adders is shown in Fig. 10.

The TLR has possibilities in reservation of power supply. However, taking into
account reliability of power supply would not have essential effect on the ratio of
reliability probability. The redundant power supplies can be used for channels but
not for shadow equipment in n-of-m redundancy. Therefore, often the reliability of
n-of-m redundancy is improved using redundant shadow equipment, but it increases
complexity and energy consumption. In this case, the reliability probability will be
equal to (11):

P3 ¼ ð3 � e�2�Li�k�t � 2 � e�3�Li�k�tÞ � ð3e�2Lse�k�t � 2e�3Lse�k�tÞ ð11Þ

The simulation results shows that energy-consumption of circuits with redun-
dancy at transistor-level is less than in n-of-m redundant circuits. The
energy-consumption was measured with circuit’s autonomous operation frequency

Fig. 10 Comparison of
self-timed full-adders
reliability probability
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and only for the target circuit. Therefore, it does not consider energy-consumption
of ancillary and measuring equipment, Fig. 11.

In conclusion, transistor-level redundancy is actually used only as alternative to
deep n-of-m redundancy in view of complexity. Rapid growth relatively numbers of
possible faults is compensated by the lack of “shadow” equipment such as
major-gate. The transition to lowest possible level of single transistor gives best
increase of reliability probability. In addition, it is not unimportant that
energy-efficiency of TLR is much better than n-of-m redundancy.

3.3 The Synthesis Technique of a Fault-Tolerant
Self-timed Circuit

When synthesizing FTSTC, the technique uses three possible redundancy type. The
first type is transistor-level redundancy (TLR) if it is allowed by combination of
q and k parameters. In case of transistor-level redundancy impossibility, the next
step is decomposition (dTLR) of initial circuit to satisfy restrictions q and k. This
step should be done very carefully because decomposition can make circuit worse
than initial circuit in all parameters. The distributive property and other properties
of logic function (like De Morgan’s law) are used to decompose circuit, but
semi-modularity property can demand to decompose circuit several times before
correct semi-modular (SM) circuit will be found. We will designate the set of
decomposition circuit versions (V) and the set of remained decomposition circuit
versions (VR).

The last used approach is n-of-m redundancy (MR) using FCT-functions. This
type of redundancy is used to limit the second type. If circuit’s parameters became
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worse than in n-of-m redundancy in case of decomposition, the transistor-level
redundancy is prohibited, Fig. 12.

The synthesis algorithm presented on Fig. 12 is used when the complexity of
reserved elements is less than 50 transistors in other case the gradient method is
used. The algorithm’s execution procedure is based on the analysis of fault-tolerant
designing techniques in context of self-timed circuits. It does not contain

Fig. 12 The synthesis algorithm of a fault-tolerant self-timed circuit
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optimization and just synthesize fault-tolerant self-timed circuits because transistor-
level redundancy guarantees the maximum increment of reliability probability
for strictly delay-insensitive circuits [18]. Thus, TLR should be used if it is
possible for the optimization task 2. Gradient method is used if TLR cannot be
implemented for some reasons or optimization task sets the minimum complexity.

The gradient method uses the same types of redundancy, but redundant elements
are added gradually in sections with best reliability increment. The first step is
calculation of initial table of circuit parameters. The next step is to compare
parameters of circuit sections with preset-level. The last step is to gradually increase
redundancy of circuit sections until circuit parameters will correspond to the
required level. For this purpose, the gradient (12) is calculated for all types of
redundancy and all sections. Then, a section and type of redundancy with max
gradient is selected. The gradient (12) can be modified in order to take into account
energy-reliability and performance.

d j
i ¼

Pjþ 1
x:i ðtÞ � Pj

x:iðtÞ
Lx:i � Pjþ 1

x:i ðtÞ
ð12Þ

where P—reliability probability, L—complexity, j—iteration number.
To compare efficiency of a circuit in difficult situations, the set of Pareto is used.

For example, we have two solutions F1(x1, x2…xn) and F2(x1, x2…xn) both has the
same reliability, but F1(x1, x2…xn) is better in performance, and F2(x1, x2…xn) is
better in complexity. In this case, designer should choose better solution.

In [19] the program of reliability calculation was developed to help designers of
fault-tolerant logic circuits. In general, the gradient of energy-reliability is used but
developed CAD allows changing it. Moreover, it allows adding new redundancy
techniques. Pareto set is used, and designer should choose type of redundancy
independently if influence of redundancy on other parameters is not equal for
different redundancy types. The synthesis technique uses many assessments dis-
cussed in [19, 20].

4 Conclusions

Self-timed approach is perspective solution for the problems of microelectronics for
aerospace field of application and other similar fields because self-timed circuits are
stable to environmental variations (Voltage droop or increasing temperature). In
addition, it is perspective in the microelectronics designing for remote,
energy-critical, energy-aware, energy-modulated and green computing systems.

The comparison of green computing systems should take into account all
parameters including their dynamic components. Thus, complex indexes of
energy-reliability were proposed in addition to existing. Energy-reliability gives the
possibility of accurate estimation of the efficiency of computing systems. Moreover,
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it helps to compare different synthesis techniques of fault-tolerant circuits (or highly
reliable).

The development of green approach in the field of reliability theory allows using
of good practices in computing systems with reliability restrictions. In addition,
taking into account the reliability improves estimations of quality of green com-
puting systems. Thus, while doing research, the synergy effect appears.

It should be noted that not only the research and development of theory is
needed for dissemination the good practices of Green IT in industries but also the
development of educational courses [13].

In this chapter, the solution of the actual practical task (research and develop-
ment of passively fault-tolerant self-timed circuits) is presented. The features of
self-timed circuits in terms of fault-tolerant design were investigated. The theoret-
ical model was expanded to allow analysis of fault-tolerant self-timed circuits. The
synthesis technique of fault-tolerant self-timed circuit was proposed. The proposed
technique uses new redundancy types including the combined redundancy that
significantly increases the energy-efficiency of highly reliable computing systems.

The features of strictly self-timed circuits make reconfiguration and self-repair
techniques more preferable. Therefore, in future we plan to develop a technique of
dynamic diagnostics of faults using the features of strictly self-timed circuits. In
case of self-repair, the indicators of completion of transition process receive
additional function of faults diagnostics. It has both advantages and disadvantages.
As advantage, it does not need any additional equipment and time to reconfigu-
ration if the “hot” redundancy is used. However, the validity of calculation process
will not be equal to indices of passively fault-tolerant circuits.

The developed TLR is very perspective in context of energy-reliability, but it has
problems with performance and noise-stability. The TLR already has better char-
acteristics than “deep” 2-of-3 redundancy. However, the modern norms of design
can make TLR even better.
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Energy-Efficient Scheduling for Portable
Computers as Bi-Criteria Optimization
Problem

Igor Turkin and Aleksandr Vdovitchenko

Abstract Many of today’s portable computers are not inferior to the computing
power of a desktop computer. The main problem of portable computers is short
duration of activity of the device in standalone mode, while ensuring the quality of
service, i.e., subjective user satisfaction. There is no single way of measuring
subjective user satisfaction as the current quality of the service requirements con-
flicts with the requirements to ensure uptime portable computers. Power con-
sumption model of the portable computer is presented as 3-level power graph. The
developed model of the multitasking system’s scheduling in a portable computer
battery life is based on the assumption that the problem under consideration belongs
to the soft real-time subject. Synthesis of schedules multitasking system in a por-
table computer battery life is carried out by solving the bi-criteria optimization
problem with the release of the Pareto-optimal solutions. These criteria includes
minimum penalty for the decline in the quality of service and maximum battery life
with the current profile of power consumption. For experimental investigation of
the power consumption PCMark-7 and Microsoft Joulemeter were used. As a result
of experiments it is found that during operation on portable computers minimum
and maximum energy levels differ by more than 2 times. A time transition to a low
or high voltage processor, respectively, can lead to a twofold increase in battery life.
The latter is, of course, the most optimistic estimate, since an increase in battery life
portable computers only 10–20 % will give the user quite noticeable and necessary
advantages.
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1 Introduction

1.1 Motivation

The rates of desktop computers sales stopped to grow a few years ago, the demand
has shifted to mobile devices. Portable computers include both laptops (also known
as notebooks) and netbook computers (smaller, less powerful laptops), but excludes
mobile computing devices such as smart phones and tablets. According to the report
on the energy consumption by consumer electronics in the United States in 2013,
presented by Fraunhofer USA Center for Sustainable Energy Systems, on average a
device consumes from the power network 53 kWh a year [1], but the assessment of
average battery of these computers uptime were not fulfilled.

For mobile devices, the task of creating software (SW), which uses resources of
computing platform sparingly is particularly relevant because such an important
parameter as the runtime of the device from an independent power source and as a
result the consumption of battery life depends on the work of the software. Fast
discharging of the battery during the usage time of a mobile computing device
without connecting to the power supply in addition to the inconvenience of use has
one problem—recycling of batteries after the battery life. Reducing the total power
consumption of mobile devices leads not only to increase battery of mobile devices
uptime, but also to extend the life of the battery, which in turn reduces the overall
costs of the recycling of the battery as a whole. The last thing contributes directly to
the implementation of the concept of sustainable human development.

1.2 Goal and Approach

A goal of the paper is carrying out the analysis of the known approaches to energy
saving of the PC, in particular based on DVSF. We investigate the peculiarities of
the task solution influence on the power consumption of the PC. The results of this
analysis will allow to use the modes of the energy consumption of OS efficiently,
according to the solving problem.

Stages of the research are the following:

1. The analysis of the existing approaches to a management of mobile devices’
energy consumption;

2. The analysis of planning the tasks in the real-time systems;
3. The determination of features of the energy consumption’s process for PC
4. Providing the experiment to research the influence of the current supply schemes

in OS Windows, on the task solution and energy consumption;
5. The analysis of the experiment results.
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2 Related Work

Methods and means of preventing the fast discharging of the battery during oper-
ation without connection to the power supply fulfill a control of processor and
system bus, peripherals, charge and discharge of the battery to compromise the
current requirements for productivity of the computing system and the amount of
the energy consumption.

The SmartReflex™ of Texas Instruments (TI) Company—the technology
management of energy consumption, which combines intelligent and adaptive
silicon, circuit design and software to solve power and performance management
challenges at smaller process nodes [2]:

SmartReflex 2 power and performance technologies:

– dynamically adjusts transistor performance versus leakage;
– dynamically lowers voltages for idle memory banks;
– automates the application of SmartReflex™ technologies in the design

process [2].

SpeedStep, PowerNow!, Cool’n’Quiet—are energy-saving technologies from
Intel and AMD based on dynamic frequency and voltage of the processor [3–5]. At
the basis of these energy-saving technologies there is a method of dynamic voltage
scaling (DVS) [6]. The applied voltage determines the frequency of the processor
(the delay between the execution of instructions), and thus affects the energy
consumption. At the same time this switching voltage is energy intensive and quite
lengthy (expensive) transition processes. Accordingly, the identification of the
optimum frequency of the processor for performing the incoming tasks is an urgent
problem. DVS’ algorithms are schedulers of voltage in real time, which uses a
known dependence of the power consumption of the processor on the operating
parameters [7, 8]:

P ¼ ACV2fþ sAVIshortfþVIleak; ð1Þ

where the first item measures the dynamic power consumption caused by the charge
and discharge of the capacitive load at the output of each key, which is equal to the
product of the capacity—C, the square of supply voltage—V, the processor’s
frequency—f, and the coefficient A, which characterizes the activity of the keys in
the system;

the second item is the power expended as a result of short-circuit current, which
takes place at the time of switching the logical element;

the third item are losses due to current leakage.
In general case methods based on the minimization of a function value are used

[9]. At these methods each task determines a value that is considered in the case of
the mission failure before the time target. Accordingly, the optimization is the
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minimization of the loss function. We divided the known algorithms of energy-
saving planning into 3 groups according to criterion of optimization.

Minimizing the mean time of response. Pruhs et al. [10] proposed an effective
Off-line scheduling algorithm that minimizes the mean time for a restriction on the
amount of energy. They noted that for any locally optimal plan each work must be
carried out in proportion to the amount of unfinished work which will be detained,
if the work remains unfulfilled. Albers and Fujiwara proposed the online-version of
the scheduling algorithm and analyzed its work in batch jobs’ condition [11]. They
also formulated its effective autonomous implementation by dynamic program-
ming. Bansalet al. [12] examined the algorithm when processing power is pro-
portional to the volume of uncompleted tasks.

Minimizing the amount of energy or energy efficiency under constraints on
time of response or throughput [13].

Minimizing the weighted sum of the execution time and expended energy is
more general formulation. This category includes algorithms of interactive dynamic
control on basis of Shortest Remaining Processing Time (SRPT), or Highest
Density First (HDF) [14].

In one of the first articles on the efficient power management [15] an
Online-algorithm of energy-saving control of device with several states: Sleep,
Stand-by, Idle, Active is proposed. It has been proved that the stochastic teachings
in Online mode have advantages over deterministic strategies. In the article [16] this
approach is developed with the help of simultaneous considering of two different
mechanisms of energy saving mobile devices. The first mechanism consists in that
the unloaded system can be placed in a sleep state, which will require a fixed
amount of power to return into the active state. The second mechanism consists in
the management of the speed of the processor. The problem is to plan the jobs
which are entering the system in the way to minimize total power consumption and
guarantee the execution of all operations in given period. The dynamic scheduling
algorithm which is proposed by authors with taking into account the possibility of
the sleep states solves the problem just partly because of its algorithmic complexity.

At the level of the operating system (OS), the following solutions assigned for
use in mobile devices are known [17].

Zeng et al. [18, 19] proposed the framework ECOsystem for control of energy as
a resource of the first level in the OS battery powered devices. Authors think that
the software applications play a key role in the possibility of a fair distribution of
energy, so ECOsystem provides an interface to determine the uptime battery’s and
application priority. The authors divided the management of energy at the level of
the OS for 2 dimensions: the set of system devices that can consume energy at the
same time, and the applications that can use the system devices. The authors
introduced a new unit called «currency», which characterizes the right of an
application to consume a certain amount of energy for a fixed period of time. When
the user sets the target of battery life and priorities of ECOsystem application
converts the data to the appropriate number of «currency» and determines how
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many «currency» should be allocated to each application in each time frame. The
system was implemented as a modified Linux kernel and got a positive experi-
mental estimate.

Neugebauer and McAuley [20] developed the resource-based OS Nemesis to
ensure the quality of service of real-time applications. Nemesis provides control and
accounting of the electrical energy usage of all system resources: processor,
memory, disk and network devices. To be able to calculate the use of resources for
each process, the OS has been vertically structured: most of the system’s functions,
protocol stacks and drivers of devices are implemented in user-level of shared
libraries which are called by application. This design allows you to record the
energy consumption of individual applications. If the current energy consumption
can lead to disparity of the user’s expectations, the system informs the application,
after that the application should adapt its behavior. Otherwise, the OS will cancel of
the background tasks.

Sachs et al. [21] have created an Illinois project GRACE (Global Resource
Adaptation through CoopEration), then they developed it in GRACE-2 [22], in
which they proposed to save energy by means of coordinated adaptation at three
levels of the system according to changes in demand. These three levels are:

– the global adaptation which takes into account all the applications run inside the
system, and all the system levels; this adaptation is realized in case of significant
changes in the system, such as launch or shutdown of the application;

– the adaptation of the application, which is held after the end of the time quantum
which is allotted to the application;

– the internal adaptation is responsible for the adaptation to the real state of
resources.

The ideas of GRACE-2 had been implemented as a part of the Linux kernel, and
proved the possibility of saving up to 33 % energy.

Rajkumar et al. [23] proposed four alternative algorithms for implementation of
DVFS in real-time systems, and have implemented a prototype as a modified kernel
on OS Linux. System performs the choice of algorithm automatically as needed.
The rules of selections are defined by the current state of the system taking into
account an assessment of overhead charges to change the frequency and voltage.
The results of experiment have shown the possibility to save the 50 % of energy.

Flinn and Satyanarayanan [24] investigated the problem of managing the limited
computational resources and battery life in mobile systems taking into account the
unstable network communications. As a result, they have developed two systems:
Coda and Odyssey, which implement the adaptation at several levels of the system.

Coda realizes a distributed file system that does not require any modifications to
existing applications, and Odyssey is responsible for the initiation and management
of applications, taking into account the availability of resources and the required
quality of the multimedia data.
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Now the method of power management is implemented at the level of all modern
operating systems, it is based on choosing a power scheme [25] of the available
schemes:

– balanced scheme provides the most efficient use of the battery when you need it
and saves power when the device is idle;

– power-saving scheme is the best way to maximize the long-term use without
recharging the battery due to reducing the performance;

– scheme with high performance, which increases the performance of the system
due to reducing the operating time of the battery.

3 Background of the Work

According to the recommendations by Workshop “Energy-Efficient Computing
Systems, dynamic adaptation of Quality of Service and approximate computing” to
the European Commission on the strategic directions needed for research, devel-
opment, innovation and ecosystem creation for energy efficient computing systems:
“One design point that fits all use cases won’t be sufficient to scale down the energy
consumption to the required levels. Therefore, design and run-time tools supporting
dynamic adaptation and adoption of energy under quality of experience require-
ments will be needed. The full complexity of dynamic adaptation should not per-
colate up to the application programming level but be part of the system level. This
will require comprehensive energy models for computing” [26].

The concept of adaptability is dominant at the modern theory of energy-saving
control of mobile computing system. Actually first of all adaptability required to
find a compromise between economical expenditure of residual energy of the
battery of the mobile device and information processing speed, the response time or
capacity.

It is necessary to solve two interrelated problems: the selection and installation
of the operating mode of the processor and essentially planning of the works
(processes), taking into account the restrictions for the time of their execution.

The quality of the system’s functioning taking into account the restrictions for
the execution time is determined by the timeliness of certain tasks, among which we
can mark out 3 classes [27]:

– hard real-time, when the exceeding of maximum allowed time is equivalent to
failure of the system;

– soft real-time, when the violation of certain time limits leads to a decrease in the
quality of the integrated system;

– firm real-time is viewed as a hybrid category between hard and soft real-time.
Firm real-time processes are always required to meet a certain amount of
deadlines in a given time window, described by a certain number of consecutive
invocations [28].
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4 Proposed Solution

Power consumption is a process of electricity expenditure of mobile computing
device. Since the change of energy consumption caused by changes in loading of
processor, RAM, peripherals, thus an uneven load graph is formed. Characteristics
of this graph are discussed further in the deterministic formulation.

To summarize the properties of mobile computing power lets examine the
equivalent three-level graph of energy consumption, which uses the known of
measured value of the minimum, average and maximum energy consumption
values of the original graph: Nmin, Nav, Nmax.

Calculation formulas for determining the length of sections with minimum,
average and maximum power consumption smin; sav; smax follow from the condition
of the equivalence of baseline energy consumption and a three-level performance
graph (Fig. 1):

smax ¼
R T

t¼0
max 0;N sð Þ�Navð Þ�d s

Nmax�Nav
; smin ¼ smax� Nmax�Navð Þ

Nav�Nminð Þ ; sav ¼ T� smax � smin;

ð2Þ

where T is the duration of the original graph.
Scheduling the tasks taking into account soft real-time constraints. In contrast

to the hard real-time systems, where the violation of the time limits is inadmissible in
this class of systems the violation of the restrictions is possible, but not desirable,
because it leads to a decrease of the service’s quality. In a multitasking system, the

Fig. 1 The replacement of the original graph with random load by the equivalent three-level
power consumption graph

Energy-Efficient Scheduling for Portable Computers ... 93



mobile computing device can perform many tasks in parallel without time con-
straints. The tasks with the limitations include the voice telephony, video telephony,
video conferencing, real-time games, on demand video etc. To ensure quality of
service [29, 30], this system must find a compromise while distributing system
resources in that way that all tasks were performed with a certain level of service.

These systems are often overloaded and there is a problem of non-compliance of
definite terms for soft real-time tasks. In such cases, different techniques [31, 32]
which allow to balance the load system are used.

Suppose, that each task is characterized by five parameters s�i ¼ Ci;Di;Toi;h
Tmi;DQoSii:
Ci—run-time;
Di—the definite date of deadline;
Toi—optimal period of request’s formation;
Tmi—the maximum permissible period of request’s formation;
DQoSi—the penalty for loosing the quality of service in violation of the due date of
execution per unit of time planning.

Then, taking into account the features of the current task’s formulation of
compilation scheduling we define the following criteria which are typical for soft
real-time systems.

Criterion 1. Minimizing the average of summary penalty for violation of definite
terms at the planning interval:

S� V; fð Þ ¼ argmin
XN
i¼1

DQoSi �
XTsched=Ti

j¼1

ti;j S V; fð Þð Þ
 !,

Tsched=Tib c; ð3Þ

where—S� V; fð Þ—optimal schedule, which minimizes the weighted sum of the
definite terms violations—ti;j S V; fð Þð Þ;

. . .b c—rounding down operation;
V; f—voltage and frequency of the processor, arguments of function’s power

consumption.

Criterion 2. Minimizing the penalty for reducing the length of the processor’s work
in terms of battery life of mobile computer device multitask system:

V�; f�h i ¼ argmin Tmax V; fð Þ � T3max V; fð Þð Þ; ð4Þ

where Tmax ¼ Eak

Nmin
, T3max ¼ Eak

E3ak

j k
� Tsched—the duration of battery life in both

minimal and current loads.
Lowering the voltage of the processor leads to a reduction of penalties for the

loss of service time’s duration, but it may increase penalties for the loss of service’s.
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At different depths of battery discharge the transformation of the curve preference
in the coordinate plane “Criterion 1”—“Criterion 2” happened (Fig. 2).

The area of user’s preferences is a subset of Pareto optimal solutions. Its points
are acceptable to the user for a combination of parameters “quality of ser-
vice”—“the duration of battery life with the current power consumption” T3max.

5 Simulation

The experiment was done at the sub-notebook Lenovo IdeaPad S205 (Fusion)
2012. Sub-notebook configuration is as follows:

– CPU: AMD E-450 APU with Radeon(tm) HD Graphics;
– GPU: AMD Radeon HD 6320 M;
– OS: Microsoft Windows 7 Service Pack 1 32-bit 7601;
– memory: 1640 MБ.

During the experiment the effect of the choice of the operating system’s power
supply plan on indices of performance and power consumption was studied. In
Windows 7, the following three power plans are available:

– high performance, when the dynamic scaling of performance are disconnected
due to the working load and levels of continuously increase performance are
provided instead with a corresponding increase in energy consumption;

– balanced plan, when the dynamic scaling of performance is realize depending
upon the requirements of the current working load;

– power saver plan designed to maximize the energy savings and suits well to
increase battery life in mobile PCs.

As the loading application PCMark-7 the benchmark developed by Finnish
company Futuremark is used, it is testing the stability and productivity of the

Fig. 2 Pareto-optimal
solutions in the criteria space
(plane) “penalties for
violation of definite terms at
the planning interval”—“the
penalty for reducing the
length of the processor’s work
in terms of battery life”
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processor’s work, speed characteristics and capacity of operational and permanent
memory, and also many other characteristics of computer components [33]. For
experimental evaluation of the effectiveness of the OS of Windows LightWeight
Test is selected, it contains a collection of loads for measuring the productivity of
systems with low productivity, such as personal computers of elementary level,
tablets and laptops.

For identification of the statistical model of power plan the Joulemeter—Energy
profiler which uses metrics of productivity to assess the energy expended [34],
which takes into account the cost CPU, HDD, GPU, network devices and the screen
is used. At the basis of calculation Joulemeter the consumption data system hard-
ware resources—CPU, hard drives, memory, display, and others are laid. These
data are converted into figures of actual energy consumption, which is achieved by
reading the values of some registers that are model-dependent (Model-Specific
Registers, MSR)—special registers processor of x86 architecture, the existence and
purpose of which varies from model to model of processor.

6 Results and Analysis

At the result of experimental data’ processing is revealed, that the transition of PC’s
power consumption from power saving plan to the plan with high performance
leads to:

• an increase by 40 % the energy expended in the calculation of the CPU in a test
mode (Fig. 3);

• reduction in the test time by 20 %;
• increase the rate of performance by 35 %. according to the results of the

PCMark-7 (Fig. 4).

Fig. 3 Equivalent three-
level graphics of power
consumption for three
plans of power
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While estimating the characteristics of individual energy-consuming applica-
tions, such as a program for editing the text or Web-surfing the above figures may
be much higher: there is a doubling of performance during a doubling of electricity
consumption (Fig. 5).

Fig. 4 Experimental data and modeling dependings of time-consuming on the duration of the test
(test duration) and performance rating (Scope) of the total consumption of the CPU according to
the results of the PCMark-7 and Joulemeter

P = 90.013*x + 13.789

120

140

160

180

200

220

240

1.000 1.200 1.400 1.600 1.800 2.000 2.200 2.400 2.600

power consumption of
application, J 

The performance while editing text, operations/sec

Fig. 5 Dependence of energy costs on the performance while editing text
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7 Conclusion

Among the known approaches to the power management the main group is a
number of approaches based on the DVSF.

The process of power consumption of a PC is presented as an equivalent three
level power consumption graph which simplifies the further modelling and analysis.
The task scheduling in the real time systems are investigated. The bi-criterial
optimization problem with a number of Pareto-optimal solutions is proposed. To
the number of criteria we concern minimum penalty for the decline in the quality of
service and maximum battery life with the current profile of power consumption.
The further narrowing of the Pareto-optimal solutions number is possible on the
basis of taking into account the users’ preferences.

The results confirm the possibility of a significant increase of energy efficiency,
and, consequently, the duration of battery life without access to the modern mobile
computing devices due to the usage of adaptive approaches in the management of
the processor’s modes. Further research would be appropriate in the direction of the
development of methods and algorithms of operating modes adaptive control for
mobile computing devices.
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Evaluating the RAM Energy Consumption
at the Stage of Software Development

D.A. Maevsky, E.J. Maevskaya and E.D. Stetsuyk

Abstract A method of absolute value estimation of the computer energy con-
sumption in performing the programs is proposed in the chapter. The evaluation is
made on the basis of the program source code and can help to choose the most
optimal solution from the viewpoint of energy saving at the Software development
stage. The method is based on the indication of energy consumption by the com-
puter Random Access Memory (RAM) depending upon how intensive the RAM is
used by Software. Selection of RAM due to the fact that it is a necessary equipment,
and any computing device cannot function without it. Evaluation of energy con-
sumed by RAM is made in using the two proposed mathematical models. The
method for computer’s estimating power consumption based on assembler source
code was made on the basis of the proposed models. This allows you to create a
green software with the control of “green” degree on all stages of its development.

Keywords Green software � Energy consumption � Energy-efficient software
development � Green computing � Software engineering

1 Introduction

During the past years the efforts of scientists all over the world have been focused
on the development of the so-called “green” technology. Its main goal is to reduce
the amount of energy the mankind is consuming and, consequently, the GHG
emission into the atmosphere. According to data of the International Energy
Agency (IEA) if no measures are taken the energy infrastructure of our planet will
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exceed all the permissible limits of GHG emission till the end of 2017. It is
expected that after this the global heating process will become irreversible and lead
to all ecological systems destruction and worldwide disaster.

1.1 Why Software Should Be Green

Green software engineering so is critical in our drive towards a sustainable
development of civilization. This is evidenced by simple calculations. By the data
of Ericsson Mobility Report [1], in connection with the development of Internet of
Things, around 26 billion connected computing devices are expected by 2020. Each
of these devices uses electric energy. It is not easy to estimate the general volume of
energy consumed as the energy consumption levels are different for various devices
[2]. However, we can estimate the electrical energy saving. Assume that as the
result of Software optimization of these devices each of them starts consuming
0.001 W less power. Assume as well that each of the devices operated 20 h a day
360 days a year. Then each of the devices consumes 7.2 Watts per hour (Wh) less.

Taking into consideration the number of devices the general electrical energy
saving is 201.6 billion Wh or 201,600 MWh! In order to produce such amount of
energy at the thermal power station, 21.7 million cubic meter of gas should be burnt
[3]. If to take into consideration the gas price in Europe in 2015 [4], $5,250,000
should be used [5]. Wherein the harmful substances emission in the atmosphere is
about 40 thousand tons.

Let us consider these numbers from the other side. Earlier we assumed that the
Software optimization had been produced. Assume as well that the optimization has
been performed by the team of five programmers during two months. According to
the US Bureau of Labor Statistic [6, Occupation code 15-1130] information the
average wage of Software Developers and Programmers is $47 an hour or $7500 a
month. So the general cost of work of these programmers is $75,000.

Thus in optimizing the Software (pay attention, only once) $75,000 are
expended, and $5,250,000 is only saved on gas. We do not consider the damage
annually caused to the environment, which cannot be measured with money.

Therefore, the Green Software development, in usage of which the energy is
saved, is profitable from the viewpoint of economy and necessary from the one of
environment protection.

1.2 Green Software Engineering Today

Green software engineering is a very young field of science. Nowadays it is about
ten years old. And comparatively a few papers (about 200) permit to trace the
development of this new branch.
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The earliest papers, e.g. [7–9] are still strongly connected to hardware and
specific devices of the computer, e.g. to Wi-Fi routers. The further works are more
and more abstracted from hardware. The authors are trying to trace the main trends
in Software development and negative sides of this development [10, 11]. As a
negative trend one can distinguish the so-called “Software Bloat”, which is char-
acterized with the existence of positive feedback between the hardware capabilities
growth and the one of Software volume. E.g. the RAM volume increase leads
inevitably to the less economical programs, which use the whole volume of it.
Respectively, to further develop a program the larger memory volume is necessary,
which stimulates the manufacturers to increase it. And this, in its turn, leads to more
wasteful resources usage, and electrical energy, in particular.

At the same time a stage of experimental data accumulation is beginning. The
level of energy consumed by various computing devices and their parts are
investigated. E.g. in paper [5] a smartphone energy consumption in various modes
is described. In paper [12] the unique experimental data on energy level necessary
to transfer a cell of different types of RAM from “0” into “1” are represented. These
experimental investigations are similar to those ones mentioned further in this
section.

In the works published over the last years the attempts have been made to
generalize the obtained results and move to forming the mathematical models.
Article [13] is particularly devoted to this process, where the following is under-
lined: “Writing energy-efficient software is one of the most challenging issues in
this area, because it requires not only a change of mindset for software developers
and designers but also models and tools to measure and reduce the effect of soft-
ware on the energy consumption of the underlying hardware”.

However nowadays the mathematical models of electric energy consumption
processes by various computer devices and, in particular, by RAM are absent. In the
given section the first attempt of such kind of model construction is represented.

1.3 Purpose of the Study

The amount of electrical energy consumed by the computer is largely dependent on
the program compilation quality and Software optimization degree. If a program
source code is not optimal it inevitably leads to time increase, RAM overload and
eventually to energy overconsumption. The Software having the functionalities
similar to its analogue can be supposed more optimal (more “green”) if the com-
puter consumes less electrical energy in using such kind of Software. The program
code optimality is indicated by relative evaluation in comparing to the code of
programs similar as to their functionalities. But the performance of relative eval-
uation is impossible at the earlier stages of the Software development. We can
observe here a kind of a contradiction. On the one hand the existing models and
methods are only able to evaluate the Software optimality degree comparing it to
the prototypes available. On the other hand, the comparison cannot be made at the
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earlier stages of development because of the absence of program to be compared to
the prototypes. We are able to resolve the contradiction provided the absolute (i.e.
in power measurement units) evaluation of energy consumption level is made, but
not relative one. So at the earlier stages of Software development as actually the
program code optimality is formed the immediate energy consumption measure-
ment is not able to be made because the program is under the process of developing
and is not completely operational. It is the program source code (probably still
insufficiently debugged) that is available at that stage.

The goal of the present research is to develop the method of estimation of
absolute level of energy consumed by RAM in performing the researched program.
The estimation can be carried out on the basis of the source code of the program.

In order to achieve the goal, the following has been carried out in the section:

• a mathematical model for determination of the absolute level of power, which is
necessary to transfer 1 Bit of RAM from “0” into “1”, has been justified and
developed. The electric parameters of RAM published in the corresponding
guides are the initial data for the model;

• a mathematical model determining the expected value of the amount of bits,
which transfer from “0” into “1” in recording the random data of the known
length, has been developed;

• a method of indication of absolute level of RAM energy consumption in per-
forming the program on the basis of its source Assembler code has been created
on the foundation of these models.

2 Why Was RAM Chosen?

Let us start with the answer to the question—why it was RAM, which was chosen
among all the variety of computing device components. At first sight it is not RAM
one should begin with altogether if wants to decrease the energy consumption. Even
a quick overview of information represented in Internet shows that RAM energy
consumption is very small as compared to the other components of PC. Thus, e.g.
in [14] the data about maximum and minimum levels of PC components energy
consumption are given. They are shown in Table 1.

We can see from the table that the personal computer RAM consumes 20 times
less energy than CPU and 40 times less energy than video card on average. The
comparison leads to the obvious conclusions that in order to decrease the energy
consumption level one should focus on these exact devices. But is it so in reality?
Let us try to examine.

Firstly, as we can see from [1] of 26 billion devices, which are going to be
connected to Internet in 2020, PC will be only 3 billion, i.e. only 11 %. And what
about other 89 %?

The figure includes graphics pads and smart phones (about 9 billion) and the
devices Internet of Things (other 17 billion). And the segment of powerful PC with
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powerful video cards is going to decrease in full compliance with [15]. These
figures tell that it is the most numerous mobile devices and the devices Internet of
Things that will provide the main saving in the field of energy consumption.

Secondly, there are only two devices mentioned in the table without which any
computing device cannot operate. They are CPU and RAM. All other devices are
not obligatory. E.g. video card is necessary only in the case, when information
output to display is intended. But the powerful servers of database and data-center
frequently do not possess displays at all [16]! Their software is set up and tuned
only once and after this a server operates without switch off and reboot of operation
system. A hard disk is not the most necessary component of hardware either. Who
saw a smart phone equipped with a hard disk? But as we have already mentioned
the obligatory elements of any computing device are CPU and RAM. A processor
performs a program but the program is exactly recorded in RAM. Mentioning about
CPUs we should distinguish that their modern models possess in the hardware the
means for energy consumption control [17, 18]. In order to suitably run with these
hardware means a great number of various utilities have been developed [19–23]
allowing to reflect power inputs of not only CPU as a whole but also its individual
components in the form of figures and curves. But none of the types of RAM
possesses such means that is why a direct control of energy consumed by RAM is
impossible. For this reason, the development of models and methods of indirect
estimation of energy consumption becomes topical.

And at last thirdly. As the experimental results have demonstrated, the energy of
level consumed by CPU and RAM do not always differ greatly. In some of the
moods of computing devices operation these levels are able to practically coincide.
In the paper mentioned above [5] the energy consumption level measurements of
smart phone components are described. The measurements have shown that in the
standby mood the CPU energy consumption is 12.5 mW, and the RAM one is just
2.5 mW, i.e. five times less. However, in performing such kind of benchmark tests
as chess program Crafty or the game Mystery Case Files (also known as MCF),
RAM energy consumption can exceed the one of CPU—65 and 45 mW,
respectively.

Besides the titles in Table 1 demonstrate that all the values of power are mea-
sured in Watts. It is known from the theory of electrical engineering that the active
power is measured in watts. But along with the active power there exists the
reactive one in electric circuits. This type of power in circuits with currents and

Table 1 Power consumption
of PC components in watts

Component Min power Max power Average

CPU 50 150 100

Motherboard 20 80 50

RAM 3 6 4.5

Video card 25 350 187.5

hard drive 1 9 5

Optical drive 15 30 22.5

Case fan 0.6 6 3.5
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voltages of sinusoidal form is conditioned with the shift of phases between them. In
the circuits where currents and voltages do not change according to the sinusoidal
law the reactive power is conditioned with the fact that the current law change is
different from the voltage law change. It is that exact event which takes place in
RAM. Reactive power does not do a useful work or emits the heat, but it is
consumed from the source of power as well as active power. Acting together active
and reactive powers create a total power, which can considerably exceed the active
power value. So the active power value alone cannot characterize the general level
of device energy consumption. As we will further see in paragraph 4.2 it is that
event which takes place in RAM. So by virtue of these reasons we are going to pay
the main attention to the theoretical models of energy consumed by RAM.

3 The Mathematical Model of Consumed Power
Dependence upon RAM Electrical Parameters

RAM can be easily imagined as a set of a great number of elementary cells each of
which stores a state of 1 RAM bit. In Fig. 1 a principle chart of one RAM cell,
which consists of one field-effect transistor and one capacitor (1T1C-element) is
shown [24].

Cells of such kind of a structure are used in the modern memorable devices.
Field-effect transistor in a cell plays the role of a switch, which controls the
capacitor charge and discharge. As the transistor turns on the capacitor appears to
be connected to the information bus. This mood is used for the three goals:

• for the capacitor charging if a cell is to be moved to the state “1”;
• for reading the capacitor state (in this case the capacitor discharges);
• for refreshing after reading or during the process of storing.

In the situation when the transistor is closed (voltage is absent at the gate) the
capacitor is off from the signal bus. However, in this case because of the small value
of charge and the presence of leakage current the charge gradually decreases, and in
some period of time the element state “0” transits to “1”. Besides the element state

C 

Information bus

Memory Cell

Address busFig. 1 Basic 1T1C DRAM
cell structure
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sensing is a destructive operation. Because the capacitor discharges in sensing. That
is why the element charge is always to be regenerated. Such kind of process is
known as a memory regeneration process. For DDR memory the period of
regeneration is 32 or 64 ms depending on the type of memory.

The processes of capacitor charging and discharging are known to take some
period of time because its voltage cannot change instantly. That is, the law of the
capacitor voltage and current changes and, consequently, the law of change of
instantaneous power consumed for the capacitor recharging is to be calculated as a
transient process in memory component equivalent. That is, in order to create a
model of electrical energy consumption level dependence on RAM electrical
parameters one should construct the memory component equivalent and calculate
the transient process in it.

To create the model of consumed power dependence upon the electrical RAM
parameters we should consider just the process of charging the capacitor. In dis-
charging the capacitor, the energy of supply is not used but refresh is automatically
performed and the power consumed in this case does not depend on the Software.
As we know the process of charging the capacitor always occurs within some
period of time as the voltage in the capacitor cannot change instantaneously. Thus
in order to create the model we should calculate the current change law in cell
supply circuit as a transient process in its (cell) equivalent circuit. Knowing the
supply current and voltage we can calculate the power consumed by a cell in
moving from the state “0” to the state “1”.

3.1 Calculation of Transient in the Equivalent
Circuit of RAM Cell

As we know [24] a potential intermediate between logical “0” level and logical “1”
level denoted in standard [25] as VREF is constantly supported in RAM information
bus. To make the cell move from the state “0” to the state “1” the control circuit is
to perform the following actions:

• Logic 1 Voltage (VIH) is supplied to the information bus;
• Positive potential is supplied to the field-effect transistor Gate and transistor

turns on. Thus capacitor C via Source-Drain resistance of the transistor appears
to be connected to the information bus. The process of charging the capacitor till
the voltage VIH starts.

• On completion charging the positive potential of the gate disappears and
field-effect transistor turns off. Thus the capacitor C remains the logical “1”
potential—VIH.

The equivalent circuit shown in Fig. 2 corresponds to this process.
The circuit consists of:VIH—logical “1” voltage;VREF—voltage in the information

bus; VIL—logical “0” voltage; R1—information bus resistance; R2—Source-Drain
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resistance offield-effect transistor when it turns on;C1—information bus capacitance;
C2—capacitance of the capacitor in Basic DRAM Cell.

Switches S1 and S2 turn on simultaneously. We should determine the current
i change law in the supply circuit. The transient calculation is made with the help of
Classical approach. The forced response of current i is absent because voltage VIH is
unchangeable in time. Natural response i is to be obtained in the form [26]:

i ¼ A1e
a1t þA2e

a2t; ð1Þ

because only non-oscillatory transient can arise in the circuit containing two
capacitors [24].

Characteristic equation of this circuit obtained with the help of input impedance
can be represented in the form:

a2R1R2C1C2 þ a R1C2 þR2C2 þR1C1ð Þþ 1 ¼ 0;

and its roots:

a1 ¼
�R1C2 � R2C2 � R1C1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðR1C2 þR2C2 þR1C1Þ2 � 4R1R2C1C2

q
2R1R2C1C2

; ð2Þ

a2 ¼
�R1C2 � R2C2 � R1C1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðR1C2 þR2C2 þR1C1Þ2 � 4R1R2C1C2

q
2R1R2C1C2

: ð3Þ

Having determined the initial conditions, we obtain the formula for calculation
of integration constants:

A1 ¼ R1C2 VREF � VILð Þ � ða2R1R2C1C2 þR2C2ÞðVIH � VREFÞ
R1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðR1C2 þR2C2 þR1C1Þ2 � 4R1R2C1C2

q ; ð4Þ
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Fig. 2 Equivalent circuit of the basic DRAM cell
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A2 ¼ ðaa1R1R2C1C2 þR2C2ÞðVIH � VREFÞ � R1C2 VREF � VILð Þ
R1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðR1C2 þR2C2 þR1C1Þ2 � 4R1R2C1C2

q : ð5Þ

So the current i change law in transient is determined with the help of formula (1)
where integration constants A1 and A2 are calculated according to formulas (4) and
(5) and characteristic equation roots α1 and α2—according to formulas (2) and (3).

3.2 Calculation of Transient for DRAM4

Let us calculate this current for DDR4 type DRAM. In accordance with [25] it
possesses the following electrical parameters: R1 = 1 Ω, R2 = 2 Ω, C1 = 300 fF,
C2 = 30 fF, VREF = 1.225 V, VIL = 1 V, VIH = 1.45 V, VDD = 1.5 V.

The curve of transient for current i(t) calculated for these parameters is
demonstrated in Fig. 3.

As we see in Fig. 3 the current in the source achieve the sufficient values—more
than 1.6 amp—at the beginning of the transient process. The transient process itself
continues about 2� 10�12 seconds because of a very small value of capacitor. On
the basis of the data obtained we are able to construct the mathematical models in
order to determine the active and total powers consumed by the RAM component
from the source.

4 Mathematical Models Determining the RAM Cell Power

4.1 Mathematical Model Determining
the RAM Cell Complex Power

Taking into account the fact that supply voltage VDD of RAM cell is direct and
current i is non-oscillatory we use the complex power S ¼ VDD � I for calculating
the power consumed by the supply to move a cell from the state “0” to the state “1”.
To calculate the complex power, we are to calculate the root mean square of the
current i changed according to law:

I ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

ZT

0

iðtÞ2dt
s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

ZT

0

ðA1ea1t þA2ea2tÞ2dt
s

:
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In this formula we should use RAM Refresh period as a period T. Let us write
down the equation for the sum square, which is under the integral sign:

I ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

ZT

0

A2
1e

2a1tdtþ 2
ZT

0

A1A2e a1 þ a2ð Þtdtþ ZT

0

A2
2e

2a2tdt

" #vuut :

On integration and limit substitution we can obtain a mathematical model for
calculation of the power consumed by a cell in moving from the state “0” to the
state “1”:

S ¼ VDD �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

A2
1

2a1
e2a1T � 1ð Þþ 2A1A2

a1 þ a2
ea12T � 1ð Þþ A2

2

2a2
ðe2a2T � 1Þ

� �s
; ð6Þ

where a12 ¼ a1 þ a2.
If we know electrical RAM parameters formula (6) allows to indicate RAM

consumed power for the move from “0” to “1” of just 1 RAM bit. For DD4 type
RAM Chips possessing electrical parameters accordance with [25] the calculated
power value is 1:89� 10�4 VA. At first glance the power value seems to be very
small. But we should remember that 1:89� 10�4 VA is consumed as we change
the 1 RAM bit state only once. Certainly the move from “0” to “1” for two, three
and more bits requires appropriately more power consumption than 1 bit. However,
in real cases e.g. in rerecording of 1 RAM bite (8 bits) the number of bites moving
from “0” to “1” is unknown. Depending upon the previous and subsequent bite
states it can be any number of bits—from zero to eight. This amount is an incidental
value.

i, A

t, s

Fig. 3 The curve of current
i upon time dependence
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4.2 Mathematical Model Determining
the RAM Cell Active Power

The active power consumed by RAM component can be calculated as a mean value
of the instantaneous power within the set period of time T:

P ¼ 1
T

ZT

0

VðtÞ � iðtÞ � dt; ð7Þ

where P—active power, V(t) and i(t)—instantaneous values of current and voltage,
respectively.

If we take into account that the power supply of RAM component is realized by
the direct voltage source with the electromotive force E, the active value of voltage
V(t) remains constant and equal VDD in it. On the basis of this fact the active power
P, according to (7) which is consumed by the RAM component from the source
may be represented as

P ¼ VDD

T
ZT

0

iðtÞ � dt: ð8Þ

Current i(t)—a current, which is generated in the source in the course of time
while the capacitor charging (formula 1). Taking into account the process is
repetitive periodically in RAM regenerating we can use the period of regeneration
as time T.

To construct a mathematical model of active power determination consumed by
one of the RAM component in recording the logical “1” or in regenerating the
RAM we should use the expression (8), placing the current indicated in (1) in it. We
have:

P ¼ VDD

T
ZT

0

i tð Þ � dt ¼ VDD

T
ZT

0

A1e
a1t þ VDD

T
ZT

0

A2e
a2t:

After integrating and substituting the limits we will obtain the mathematical
model for the active power determination:

P ¼ VDD

T
A1

p1
� ea1T � 1
� �þ A2

p2
� ea2T � 1
� �� �

ð9Þ

For the same values of electrical parameters of a RAM component, which were
used in paragraph 4.1, the active power of the component was calculated. It value is
6:55� 10�8 W. We can come to the conclusions that a RAM component actually
uses exactly the reactive power. That is, one should use the mathematical model of
complex power (according to 6) as a working model for determination of energy
consumption level dependence on the RAM electrical parameters. Before this
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model usage it is necessary to calculate the values of characteristic equation roots
(2, 3) and ones of integration constants (4, 5).

In order to calculate the RAM consumed power in executing the software we
have to develop a mathematical model for determination of expected value of the
changed bits amount depending upon RAM area-rerecorded length.

5 The Model Determining the Expected Value
of the of the Number of Changed Bits

In the previous paragraphs the dependences, which allow to calculate the power
consumed for one RAM component transition from “0” to “1” have been deter-
mined. Let us call such kind of power consumption as “a power consumption unit”.
It is understandable that the total power consumed by RAM within definite period
of time is determined with multiplication of the power consumption units by the
total amount of bits, which transit from “0” to “1”.

The number of moves from the “0” state to the “1” state is only determined by
the data recorded in RAM. At the stage of forming the model these data are
unknown because the number of separate bit moves from the “0” state to the “1”
state cannot be accurately calculated. That is why in order to calculate the bit
amount we should apply the probability theory. On the basis of the theory we can
calculate the expected value of the number of RAM bits, which moves from the “0”
state to the “1” state in recording an incidental N bit combination. As an elementary
event for probability calculation we take an event when k (k = 0, 1, 2,…, N) RAM
bits change the state. We use pk to denote the event probability. Then the expected
value of the number of bits, which move from the “0” state to the “1” state in
recording N bits, can be calculated according to the formula

M ¼
XN
k¼0

k � pk: ð10Þ

In the modern programming languages, the smallest RAM usage unit is 1 byte,
the next unit as to the value is a word (2 bytes) or a double word (4 bytes). So the
expected value calculation is to be made exactly for these length values of RAM
area—8, 16 and 32 bits.

The problem of expected value calculation of the amount of RAM bits transiting
to “1” in random change of RAM area state is a rather complicated combinatorial
task. Its difficulty is conditioned with a large number of transition variants even in
the small parts of RAM. For example, in changing the part state of only one bite (8
bits) there are 28 possible states of that part. So the transition from one fixed state to
other 255 states can occur (Fig. 4).

Thus, the total number of different possible variants of state changes is
256� 255 ¼ 65280. For example, as we can see in Fig. 4, from the byte state
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corresponding to number 25 (00011001 in binary digit system) the transition to the
previous 24 and further 231 states is possible. Wherein, e.g. in transiting from state
25 to state 10 the only one bit is able to transit from “0” to “1” (with number 2), and
to state 7—two bits (with numbers 2 and 3). For each of 65 280 possible changes one
should calculate the probability of changes from “0” to “1” for one bit, simultane-
ously for two ones, simultaneously for three ones, four and so on up to eight bits.

For 4 bytes’ part (32 bits) the amount of possible transition can be described with
a number, which includes twenty digits—18446744069414584320, and besides in
each of these transitions we are to trace the probability of one, simultaneously two,
three and so on until the simultaneous change of all of 32 bits.

Taking into account a large amount of transition variants the computer program
has been used in order to calculate the expected value of the amount of RAM bits,
which transit to “1” depending on the part length.

Despite the fact that with the increase of amount of bits in RAM area the amount
of possible variants of transitions increases in degree (2N � 2N�1) dependence, the
time, which is necessary to calculate the expected value, is increased in the same
dependence. So, on the computer with processor Intel Core I5 the time for calcu-
lation when the length of 8 bits RAM area is about one-tenth of a second, and when
the length doubles—up to 16 bits—it is increased to two hours. The calculation for
the larger RAM area is unreal. E.g. according to the preliminary calculations for
RAM of 32 bits length the time of calculation made by the same type of computer is
about 900,000 years. That is why when the length achieved 16 bit, the calculations
were stopped.

Fig. 4 The example of
transition from “0” to “1” of
one byte of RAM
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The results of calculation of expected value dependence of the bits amount,
which transit from “0” to “1, on the RAM area length are represented in Table 2.

We should note a very high accuracy of the expected value calculation—8 digits
after the comma. The matter is that the table demonstrates the expected values of
only one RAM state change that is why the high accuracy is of great importance.
But for unit time, e.g. for a second, the amount of changes may be large enough.

At 100 MHz system bus operation frequency (the period is equal to 10 ns) the
time of accessing to RAM to change its state is about 200 ns. That is, the amount of
state changes is 1

�
200� 10�9 ¼ 5� 106 (5 million) per second. And the amount of

changes is a multiplier, by which we are to multiply the obtained expected value in
order to calculate the amount of RAM bits, which change their state for a second.

On the basis of data represented in Table 2 as well as the calculation of complex
power values (p. 4) we can build a mathematical model of expected value dependence
of the RAM state amount changes on the part length. In order to build a model one
should firstly identify the dependence of expected value on the bits amount, which
transit to “1”, on the RAM part length, i.e. to carry out the table data approximation
with mathematical equation. As a result, the mathematical model of dependence
expected value M(k) on the RAM state amount changes on the RAM part length (k),
which varies, has been obtained. The model is represented with formula (11).

M kð Þ ¼ �0:00011791 � k3 þ 0:00444567 � k2
þ 0:19515112 � kþ 0:22247721

ð11Þ

Table 2 Expected value Length of area
(bits)

Expected value

0 0

2 0.666667

3 0.857143

4 1.066667

5 1.290323

6 1.523810

7 1.763780

8 2.007843

9 2.254403

10 2.502444

11 2.751343

12 3.000733

13 3.250397

14 3.500214

15 3.750114

16 4.000061
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The model coefficients were calculated up to nine digits after the comma. The
accuracy used is conditioned with the necessity to obtain the six correct digits as a
final result.

The created mathematical models dependence of power consumption level on
the RAM electric parameters, and the dependence of the RAM state amount
changes on a part length can be used to develop the method of absolute energy
consumption estimation on the basis of a program source code.

6 Method of Evaluation of Energy Consumption
in Executing the Programs on the Basis
of Their Source Code

The two above mentioned models allow to develop the method of evaluation of
energy consumption in executing the programs on the basis of their source code.

The main goal of the method usage is to get an absolute level of computer
energy consumption in operating the stated Software. We take the absolute level as
the power value, which the computer consumes, expressed in the power units—
watts.

As the input data we have got the program source code written in a certain
programming language. In analyzing the source code, we must accurately deter-
mine both the time, which is spent on program execution, and the number of RAM
usages. We should note that in analyzing the source code just a static analysis is
possible, i.e. the one, which does not take into account the cycle repetition amount.
The amount of repetitions is determined with the help of the input program data,
which as a rule are unknown in analyzing the code. That is why in static analysis we
cannot even theoretically assess the program execution time.

In order to overcome this disadvantage, the authors have proposed the following
approach. On the basis of statistical analysis of the source code we assess the time
spent on a single execution of all the program operators. At the same time the
number of RAM state changes and RAM area-changed length are determined.
Knowing the period of time of a single program execution we are able to calculate
the number of such executions within a chosen time unit, e.g. a second.

And if we know the number of program repetitions per second as well as the
number of RAM state changes, RAM area-changed length, and using the previously
developed models we can calculate the absolute power values consumed by the
computer for a second of program operation. Further we will call such kind of
power a specific power and denote it with S0.

Carrying out the analysis for several programs it is possible to choose the most
optimal one on the basis of specific powers calculated for the programs. So the
proposed approach allows without knowing the number of repetitious cycles but by
comparing the specific powers to choose a program (among some programs pos-
sessing similar functionalities), which provides the least consumed power in exe-
cuting it on the given computer.
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Since in the process of analysis both the program execution time and RAM
usage amount are to be evaluated as accurately as possible we have chosen
Assembler as a programming language. The reasons are as follows:

Assembler is the most relevant to the computer instructions, which are executed
by CPU. It gives the possibilities to accurately determine the amount of CPU clock
signals necessary for each of the program instructions. Knowing a CPU clock signal
frequency, we can assess the period of time of single program execution.

In analyzing Assembler instructions, we can accurately determine the length of
operands in RAM, which are changed by instruction. Thus we can accurately
determine the energy consumption for RAM state change with the help of the
developed models.

All the modern Software systems, in particular, Visual Studio for the language C
or Delphi for the language Pascal give the possibility to get the developed program
source code in the language Assembler.

The described method consists of the following steps.

• To get Assembler code of the researched program.
• To carry out the analysis of each of the instructions of Assembler code and

determine the number of clock signals, which are necessary for the instruction
execution and RAM area length, which is changed by this instruction. The
number of clock signals can be learnt in CPU specifications but the RAM area
length corresponds to instruction operands length.

• To calculate the total number of CPU clock signals necessary for a single
program execution on the basis of analysis described in previous paragraph. We
use Nt to denote the calculated number of clock signals.

• To calculate the expected value of the bit amount changed by this instruction on
the basis of RAM area length changed by each of the instructions and with the
help of mathematical model developed in paragraph 5.

• To calculate the complex power spent in order to change the RAM state by the
instruction according to the formula:

Sk ¼ MðkÞ � S1;

where: k—RAM area length changed by the instruction; M(k)—expected value of
the number of changed from “0” to “1” bits depending on the RAM area length
calculated according to the formula (11); S1—the complex power used in order to
change 1 RAM bit state according to model (6).

• To calculate the complex power used in order to change all RAM area states
during a single program execution as a sum of complex powers Sk for every
separate instruction. We use SΣ to denote this complex power.

• To calculate a specific power W by the computer for a one second of program
execution according to the formula:
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W ¼ Nt

ft
� SR; ð12Þ

where: W—consumed energy, Nt—the number of CPU clock signals necessary for
a single program execution, ft—frequency of CPU clock signal;

Value W is a final result of the energy consumption evaluation method in exe-
cuting the programs on the basis of their source code.

7 Case Study. Tools of Energy Estimation

The method of RAM energy consumption estimation described in paragraph 6 has
been realized in the form of Software tool—ESTimation Energy Tool (ESTET).
The purpose of the Software tool ESTET is to provide a user with a simple,
comfortable and intuitively understandable instrument for power estimation con-
sumed by RAM at the stage of Software development. The benchmark data for
ESTET is an initial Software text as well as a type of RAM used and a central
processor. The Software tool ESTET is realized in Java which allows to transmit it
to any computing Platform.

In applying ESTET a user should perform only three steps. In the first step
(Fig. 5) a choice of the type of the RAM used and central processor takes place.

The choice among the types kept in the library takes place. If there is no
necessary type in the library a user has the opportunity to designate the parameters
of RAM or central processor manually.

The second step provides the choice of file with the source code of the inves-
tigated program (Fig. 6).

In the current version ESTET the program analysis written in Assembler lan-
guage of Intel-compatible processors is possible. However, that fact is not a serious
limitation if we take into account that all the up-to-date systems of Software
development allow to record the Assembler text of the investigated program.

Fig. 5 The choice of the
RAM and central processor
type
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In the third step of ESTET operation a static analysis of the program source code
and energy estimation consumed by RAM in performing it is realized. The results
for each of the instructions separately and for the investigated program as a whole
are represented in Fig. 7.

In this window a source Assembler code broken into instructions and repre-
sented in the form of a table is shown. For each of the instructions the amount of
clock cycles, which is spent for its fulfillment as well as the amount of RAM bits
changed by the instruction is shown in the table. In the last column of the table the
total power estimation consumed by RAM in performing the instruction is
represented.

The results of program operation are the amount of energy consumed by RAM
(Watt on sec) are represented under the table.

Fig. 6 The choice of the
investigated program

Fig. 7 Presentation of
ESTET operation results
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Thus with the help of ESTET the Software developers possessing only the
program source code can estimate the energy costs on its implementation. This
gives the possibility to control and minimize the energy consumption level at the
stage of Software development. Having several variants of one and the same
algorithm the developers are able to choose the variant, which is the most optimal
from the viewpoint of energy consumption.

8 Conclusions

8.1 Discussion of Outcomes

The models and method proposed in the paper are the first attempt to get an
absolute value of power consumed by the computer on the basis of program source
code. The power consumed only by the computer RAM is calculated. There are
some reasons for this. Firstly, RAM along with CPU mounted on Motherboard is a
necessary installation, and computer functioning is impossible without it. So RAM
is included in and used by Software in any computer system.

Secondly, the usage intensity of RAM by Software indicates its energy con-
sumption. The more frequently the program uses RAM the more electric energy the
RAM consumes. The paper demonstrates that energy is consumed in moving the
RAM bit from the “0” state to the “1” state.

In the third, RAM chips do not possess embedded means of energy consumption
measurement unlike CPU chips. It makes using the indirect methods of evaluation
of the energy consumption. The method proposed in the given paper can be referred
to such kind of methods.

8.2 Future Research

Further experiment is to be continued in the two directions. First of all, the power
values obtained on the basis of mathematical models are to be verified and proved
in experimental way.

In performing the experimental verification of the power consumed by RAM one
should take into consideration three substantial factors.

Firstly, we are to maintain the clarity of an experiment. In measuring one should
make sure that RAM is only used by a test program at the moment and no other
processes are carried out. The full guarantee of absence of irrelevant processes can
be received by running the test program without operation system. It is quite
possible but requires the complicated low level programming in order to create its
own program-loader, which puts the program into RAM and gives the control to it.
More simple way to solve the problem is to perform the test program under the
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control of the earlier single-task versions of operation system MS-DOS but not
Windows. The system is simple, and program processes, which are run simulta-
neously with the test program fulfillment, are absent in it.

Secondly, one should be sure the measured power is consumed by RAM exactly.
The physical changes on the motherboard of the computer, which are connected to
the RAM power supply bus break and inclusion of the measuring device in the
break, are necessary.

Thirdly, one should understand what power exactly is to be measured - active or
total one. The standard power meter (wattmeter) cannot be used for measurement.
All wattmeters only guarantees the correct readings in the case, when both voltage
and current either remain unchanged or changed according to the sinusoidal law.
However, as we see (Fig. 3) the current used by the RAM cell is neither constant
nor sinusoidal. In this case in order to provide the accurate measurement we are to
use two measuring devices—voltmeter and ammeter. Both of these devices are to
send the measured values to the computer in real time. The voltmeter is to be
connected in parallel to the RAM power supply clips and the ammeter—to the
power supply bus break. According to the measured values of voltage and current
(formulas 6 and 7) using the numerical integration we are to calculate the values of
total and active power.
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Part III
Green Internet Computing, Cloud and

Communication Systems



Impact of the Internet Resources Structure
on Energy Consumption While Searching
for Information

Volodymyr Dubovoi and Oleksii Moskvin

Abstract The article presents a new model of the effect of the Internet resources
structure impact on the energy efficiency of information search. Existing studies
have revealed that the number of Internet queries is growing exponentially. The
execution of each one consumes energy. The article also present the state of the art
of search engines energy consumption, characteristics of hypertext systems and
search engines. Besides, a model of the relationship between the hypertext char-
acteristics and the number of information search steps is developed. For this pur-
pose, the impact of hypertext structure on the steps number on searching for
relevant and pertinent information; and the impact of the steps number on energy
consumption were studied. As a result, approaches for optimization of hypertext
structure in the conditions of uncertainty were formulated. A simulation model
allowed testing the adequacy of the developed model of the effect of the structure of
distributed hypertext systems on the energy efficiency of information search. To this
end, a hypertext model was generated as a random hypergraph. The results can be
used to create automated systems for hypertext systems optimization.

Keywords Internet resources structure � Information search � Energy
consumption � Hypertext characteristics

1 Introduction

1.1 Motivation

The objectives of energy-saving technologies for information processing in the
world are becoming increasingly relevant within the complex scientific and prac-
tical direction generally called “Green IT”. In recent years, search engines have
become one of the most common information procedures to find information on the
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Internet. According to statistical data, the number of queries to search engines has
increased exponentially [1]. The growth rate of the queries number has increased
even more with the widespread use of mobile devices. Mobile devices with ever
more powerful processors, GPS-sensors, and other tools “independently” send
information, on the basis of which search engines offer contextually and spatially
dependent information and advertising. This fact explains outpacing projected
growth in Internet traffic from mobile devices about 1.6 times per year [2].
According to recent reports, currently, about 10 billion devices are connected to the
network, which exceeds the Earth population.

According to available data [3], due to the high speed of query processing, a
typical search engine produces 7 g of CO2 to execute a single query. For example,
Google search engine for an average query returns results in less than 0.2 s con-
suming about 1 kJ. It should be noted that the research results presented below
confirm the somewhat higher time expenditure and substantially lower energy
consumption [4].

The Internet resources structure as a hypertext system significantly influences the
number of queries and the complexity of the search process. The discrepancy
between the data link structure and semantic structure of information leads to search
steps number increase and accordingly to queries number growth.

1.2 Analysis of Related Works

The task of energy consumption assessment and reduction when searching for
information on the Internet is considered from different perspectives depending on
stages and participants of the browsing process. Figure 1 shows the principal
participants in the search process.

Fig. 1 Participants in the search process
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The exemplary sequence of steps to find information is as follows:

• A user generates a query and sends it to a search engine;
• The search engine analyzes the indexed information and on its basis provides to

a user a simplified image corresponding to a fragment of the semantic network
of the hypertext;

• The user analyzes the image and decides whether to refine the search query or to
request one of the hypertext pages;

• Further, depending on the received results the user decides whether to stop
browsing or to go back to one of the previous stages.

Energy is spent on each stage. The existing studies focus on the analysis and
minimization of energy consumption by the search engine and the transfer system
transferring queries and hypertext pages. Catena [4] studied the creation of
energy-saving software for search engines. The article [5] discusses the develop-
ment of energy-efficient caching mechanisms in the search engine. The article [4]
experimentally proved that the dynamic energy consumption of the search engine
linearly depends on the search time with 5 J growth on 0.2 s of processing time.
The amount of energy consumption is significantly less than that specified in the
work [3], which may be a result of improvement of Google energy efficiency in
recent years.

Nowadays the massive proliferation of mobile devices has led to an increase in
the number of studies concerning energy consumption in wireless data transmis-
sion. Balasubramanian et al. [6] show that the energy consumption increases pro-
portionally to the exponent of the logarithm of the transmitted data amount, that is
in linear fashion. Hence, it follows, that it is necessary to reduce the number of
transmitted pages, while maintaining the search quality.

The hypertext as the basis of the web network, used for browsing information on
the Internet, reflects the web-page authors’ views about the semantic structure of the
information. The set of concepts, descriptions of their properties and the relation-
ships between them is known as ontology. The semantic structure (semantic net-
work) is the description of the relationships between concepts, usually presented in
the form of a graph.

Analysis of the ontology is a difficult task of significant dimension, as it involves
processing of large amount of data and logic statements contained in ontologies [7].
Systems based on the analysis of the activities of web resources users are used in
analytical and reference systems, the primary task of which is mapping of statistical
information of their visits. Google Analytics is an example of such system [8].

The search method, duplicates presence, keywords ambiguity, non-informative
blocks presence on pages are factors that among others influence the relevance of
information provided to a user and the number of user search steps.

The method of shingles [9] allows determining duplication of web pages. The
main idea of this method consists in the breakdown of texts and comparison of
selected sequences of words from the text (shingles), for each of which a checksum
is calculated.
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Search, based on information units, is based on the partition of web pages into
information blocks, which are considered information independent units, in which
the search is carried out. Lin and Ho [10] developed the InfoDiscover system,
which divides a web-page into blocks. The work of [11, 12] proposed the VIPS
method for splitting pages into blocks and a model for their evaluation [13].

The number of the user’s steps in the search process depends on the search
quality. To assess the quality of search results [9] the following characteristics are
suggested: precision SP; recall SR; fall-out (probability of finding irrelevant
resource) SF, calculated from experimental data; Rrel is the set of relevant resources
in the network; Rretr is the set of resources found by the system; Rnrel is the set of
irrelevant resources. However, in practice, such estimates are difficult to calculate,
since the value Rrel cannot be accurately determined.

The work of [14, 15] proposed another method to assess the search results. They
used Google PageRank (PR), an algorithm for calculating the web-pages credi-
bility. Methods to improve PageRank, mainly using methods of hyperlinks clas-
sification and filtration, are studied in [16, 17].

There are several studies concerning the relation between search quality and
hypertext structure. The work of [18, 19] suggests the use of a particular hypertext
metric, which allows evaluating the hypertext system with formal indicators, based
on the representation of hypertext with a graph G(V, E):

Index of information compactness

Cp ¼ STmax � PG
STmax � STmin

; ð1Þ

where STmax—is the greatest possible number of steps that must be done on the
links connecting all hypertext nodes; STmin—is the minimum possible number of
steps, which connect all hypertext nodes (when all nodes are interconnected);
PG—is the index of graph paths.

A complete digraph has the shortest distance STmin ¼ n2v � nv, a totally dis-
connect graph should have the greatest distance STmax ¼ C � ðn2v � nvÞ, where C is
the maximum value of the distance matrix; nv is the number of vertices.

Missing paths ratio

Km ¼ PGr

n2v � nv
; ð2Þ

where PGr is the number of missing paths in the graph. The maximum number of
missing paths is ðn2v � nvÞ, and the minimum value is 0. Thus, the value of the
missing paths ratio varies in the range [0; 1].

The cyclomatic number describes the difference of the graph structure from the
treelike form
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Cn ¼ nE � nV þCC; ð3Þ

where nE is the number of edges, nV is the number of vertices, CC is the number of
connected components of the graph. The cyclomatic number indicates the smallest
number of edges that must be removed, so that it turns into a tree. The cyclomatic
number determination allows finding the number of independent paths in the
hypertext structure.

The index of stratification characterizes the linearity of hypertext. In fact, the
stratification index allows estimating the connectivity level of elements, which
belong to different levels of the hierarchy.

The absolute stratification is

AS ¼
X
i

sij j ¼
X
i

ai � bij j; ð4Þ

where dðu; vÞ is the distance between the vertices u and v in the digraph G; ai is the
sum of distances dðvi; uÞ from vertices vi to all u in G. Thus, ai is the sum of final
values of the ith row of the distance matrix MðGÞ; bj is the sum of distances dðu; vjÞ
from all vertices u to vj. Thus, bj is the sum of final values of the jth column of the
distance matrix MðGÞ.

Node centrality is intended to identify the index page of hypertext.
Determination of centrality depends on the choice of links direction of the page
(outgoing or incoming) of interest:

• The indicator of the relative external centrality is

ROCi ¼ CD=CODi ð5Þ

• The indicator of the relative internal centrality is

RICi ¼ CD=CIDi;

where COD, the outgoing transformed distance from the vertex i, is the sum of all
elements of the row of the distance matrix CODi ¼

P
j dij; CID, the converted

incoming distance to the vertex i, is the sum of all elements of a column of the
distance matrix CIDi ¼

P
j dji.

The central vertex is the element, for which the distance to all the other vertices
is minimal. Consequently, the smaller the value of COD is, the more central the
vertex is; the greater the value of ROC is, the greater the level of centrality of the
vertex is.

The variability and uncertainty of structure (pages characteristics, their quantity
and relations, quality of search) interfere with the successful model creation of the
hypertext optimal structure. Currently, the problem of optimal structure of Internet
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resources in terms of information search energy efficiency under uncertainty of
processes in the Internet has not yet been solved.

1.3 Goals and Structure

The aim of the article is to develop a model of the effect of the Internet resources
structure on the information search energy efficiency.

This objective is achieved by solving three tasks:

1. Analyzing the effect of the steps number on energy consumption, when the user
searches for relevant and sufficient information;

2. Development of a model of the relationship between the hypertext character-
istics and the number of search step;

3. Development a method to optimize the hypertext structure to reduce energy
consumption in the condition of uncertainty.

2 Methods

Energy consumption when performing a query consists of three components:
consumption when a user analyzes the relevance and pertinence of the results,
search engine consumption and consumption in data transfer. Search engine energy
consumption depends on the complexity of the query in the given context and on
the user’s search steps number. Consumption in data transferring depends on the
search steps number, and on the volume of information transmitted at each
step. Energy consumption due to user’s activities depends on the number of search
steps, the volume of transmitted information and the speed of its analysis by the
user.

The fewer “additional” search steps the user makes, in the process of obtaining
and analyzing the hypertext data, and the less redundant information sent to him is,
the less the energy consumption on searching for relevant information is. Thus, a
connection is established between the characteristics of hypertext structure and the
consumption of energy on searching for information.

In the construction of the model of the relationship between the characteristics of
hypertext and the number of search steps the following characteristics of hypertext
structure were considered:

1. Index of information compactness Cp.
2. The ratio of missing paths Km.
3. Cyclomatic number Cn.
4. Index of stratification AS.
5. Node centrality ROC.
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Besides structural characteristics, the particularities of the browsed web-pages
influence the user’s search steps number. Let’s use such indicators for assessment
of web-pages:

1. The amount of relevant information on the page Irel.
2. The amount of information expected by the user IT .
3. Index of complexity of the search query CQ.
4. The average amount of transmitted information in the performance of a single

query IQ.

We consider the following fundamental systematic prerequisites of the model
construction:

1. User’s temperament, which is expressed by the average number of browsed
links pe on the page, also influences on the statistics of visits.

2. The amount of relevant information on the page Irel is proportional to the
number of keywords in the query ksi, located on the page (considering syn-
onyms), and to the number of links between them.

3. The probable amount of relevant information Irel on the page depends on the
number of keywords homonyms kom.

4. The amount of relevant information Irel on the page at a given number of
keywords and keywords homonyms kom is normally distributed.

The complexity of search queries is determined with relation to the information
semantic structure. For evaluating the query, in the context of the analysis of its
impact on the search energy characteristics, we suggest measuring the compactness
of the graph, which is obtained from the application of the query operator on the
semantic network.

The query complexity directly affects the user’s steps number, when searching
for information. It is assumed, that the user must take a few steps in almost every
element of the compactness of the search results set for the analysis of the relevance
and adequacy of the search. The number of browsed elements of compactness and
the steps number in each element depend on the user’s temperament and motiva-
tion. The dependence of the number of steps and the transferred information vol-
ume can be approximated by exponential dependence with saturation for each user.

The optimal browse path according to the criterion of minimizing the steps number
required to produce a given amount of information IT corresponds to the “greedy”
algorithm. However, the user cannot use such algorithm due to two factors:

1. There are no hyperlinks on the path of the greedy algorithm;
2. Having some references on the web-page, the user does not know which of them

conducts on the path with the greatest weight.

Obviously, for reducing the impact of the 1st factor is necessary to increase the
of links number, seeking to get a complete connect hypergraph; and for reducing
the effect of the 2nd factor is needed to decrease the links number to increase the
probability the user to select the optimal path.
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3 Solution

3.1 Relations of the Concepts

The hypergraph GðW ;HÞ represents the hypertext and the subgraph W represents
the web-pages W c; hf g. The hypergraph vertices represent the keywords and
concepts of the semantic subnetwork. In the following presentation, the interrelated
concepts will be used, the notations of which are given in Table 1.

Like any graph, connections in this hypergraph are described by the matrix of
adjacency. If the connections EP within a page adequately reflect the semantic
structure (as the user builds it himself in his mind during the reading of the page),
the connections EG between pages are set “manually” via hyperlinks and may differ
from the semantic structure.

We will characterize subgraphs of the hypergraph with the amount of infor-
mation Ip on the page. The amount of information is defined by the amount of
concepts of the semantic network and communications between them
Ip ¼ i � ln V ;Ef gj jð Þ. For our model, we will consider conditional information in
relation to a search query Ip=Q.

3.2 Search for Information Model

The number of information search paths browsed by the user depends on the
complexity of the query CQ. The complexity of the search query depends on the of
keywords number and other conditions, which leads to a p-complete problem.
Assuming that the query has no mistakes, which the search engine will try to
correct, the query structural complexity will be

CQS � Nkð ÞL;

where L is the number of operations in the query.
The keywords number determines the size of the semantic core, the number of

basic vertices of the semantic network. The set of search results depends on the
popularity of the keyword (the frequency of use v0 or the cardinality of the set of
web-pages with these keywords.

Table 1 The interrelated concepts

Notation Related concepts

G Hypergraph World wide web Semantic web Hypertext

P Compact subgraph web-page Compact sub-network Page

E Edge Hyperlink Relationship Keyword

V Vertex Object Concept Fragment
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The search engine algorithm has a fuzzy nature, in particular, it takes into
account the search history and other factors. Tables 2 and 3 show an example of the
numerical characteristics of the search results for the query “Titanic crash iceberg
video” with logical operators “+” (the word must be present in the result), and “-”
(the word should not appear in the results).

For simplicity, we can assume that the set of search results is determined by the
cover of the intersection of the set of compact subgraphs (hypertext pages) con-
taining the query keywords as subgraphs vertices or their complements (if there is a

Table 2 Example of search results for the query with logical operators

(w) 4, (+) 0,
(−) 0

(w) 4, (+) 1,
(−) 0

(w) 4, (+) 0,
(−) 1

(w) 4, (+) 1, (−)
1

(w) 4, (+) 1, (−)
2

Titanic crash
iceberg video
173,000
results
(0.36 s)

+Titanic crash
iceberg video
119 results
(0.50 s)

−Titanic crash
iceberg video
543,000 results
(0.36 s)

+Titanic crash
iceberg −video
50 results
(0.37 s)

−Titanic crash
iceberg −video
543,000 results
(0.28 s)

Titanic +crash
iceberg video
39 results
(0.39 s)

Titanic −crash
iceberg video
463,000 results
(0.30 s)

Titanic +crash
iceberg −video
6 results
(0.36 s)

−Titanic −crash
iceberg +video
9180 results
(0.29 s)

Titanic crash
+iceberg video
27 results
(0.43 s)

Titanic
crash −iceberg
video
543,000 results
(0.33 s)

Titanic crash
+iceberg−video
6 results
(0.28 s)

−Titanic
crash −iceberg
+video
268,000 results
(0.31 s)

Table 3 Example of search results for the query with different of keywords number

(w) 0 (w) 1 (w) 2 (w) 3 (w) 4

qqsdvhu
2
(0.43
ceк.)

Titanic
87,800,000
(0.62 s)

Titanic
crash
2,730,000
(0.48 s)

Titanic crash
iceberg
241,000
(0.58 s)

Titanic crash iceberg
video
173,000 results
(0.36 s)

Crash
388,000,000
(0.57 s)

Titanic
iceberg
670,000
(0.58 s)

Titanic crash
video
7,310,000
(0.69 s)

Iceberg
220,000,000
(0.86 s)

Crash
iceberg
645,000
(0.48 s)

Titanic iceberg
crash
194,000
(0,52 s)

Video
8,170,000,000
(0.45 s)

Iceberg
video
19,200,000
(0.45 s)

Iceberg crash
video
517,000
(0.50 s)
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word before the operation “−”) and arcs satisfying the logical operations of the
query.

Rretr : G v 2 Rretr;Eð Þ ¼
[Nk

i ¼ 1
j ¼ 1
i 6¼ j

G1 Li wið Þ; Lij Eij
� �� �

;

where wi is the query keyword; Li are the logic operations specifying the presence
or absence ith keyword in the results; Lij are the logical operations clarifying the
relationship between the keywords.

The search results number can be estimated assuming that the intersection of
subgraphs are equiprobable.

Rretrj j � min
i2 1;Nk½ �

vi

2eks Li þ Lijð Þ ; ð6Þ

where ks are coefficients.
If the cyclomatic number satisfies the condition Cn ¼ 0, then for every vertex of

the core, the of outgoings number from the vertices edges msi are determined by the
position of the related keywords in the frequency dictionary of the subject domain.

msi ¼ ksami; ð7Þ

where mi is the frequency of use of the word; ksa is a coefficient depending on the
cardinality of the set of domain concepts, ksa ¼ n.

Thus, the average search paths number browsed by the user is

S ¼
YNk

i¼1

ksami � ROCið Þ
" #pe

ð8Þ

The scheme of information search paths at ROCi ¼ 0 is shown in Fig. 2.
Let’s define the concept of information search path weight

W ¼
Xpe
s¼1

Irelsi;

where Irelsi is the amount of relevant information on the sth page of the search path.
Modern search engines sort search results in decreasing order of relevance (if the of
keywords number Nk [ 1). However, on the pages, the links are not sorted.
Therefore, we can assume the following:
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• If the average of homonyms number of each keyword is kom, one can expect a of
keywords combinations number equal to komð ÞNk on the index page. From them
only one combination corresponds to the search target.

• The probability of obtaining relevant information in the first page (after the
index page) of the selected search path decreases as the user moves through the
list of search results and the coincident keywords number decreases.

• Let us estimate the keywords number of query with conditions

ki ¼ Nk i ¼ 1
ki ¼ 1 i ¼ Rretrj j
���� ;

which implies ki ¼ round Nk � e� i�1ð Þ� �
:

Thus, the average probability of usefulness of a given link (that is, the fact that
this link may serve as the beginning of the browse path)

PuðkiÞ ¼
ki
n

�
komð ÞNk ; ð9Þ

where i is the of links number in the search list.

• If the average relevant information quantity on the page is proportional to the
relevant keywords number, then after pe steps on the links of the index page the
user receives Irel ¼

Ppe
i¼1 PuðkiÞ � ki � mI½ � information, where mI is the average

Fig. 2 The scheme of information search paths
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amount of information, corresponding to one keyword. Then on average from
one search page from the links of the index page the user gets a volume of
information I0 ¼ Irel=pe.

• If Irel\IT, then the user continues browsing links from relevant pages, moving
away from the index page. It is possible to expect that the subsequent pages still
belong to the relevant subject domain. However, as the distance from the first
page increases, these pages will have less search keywords number.
Accordingly, the amount of relevant information will be reduced. If there are
ksi ¼ kie�aðs�1Þ relevant keywords on the page, where 1� s� pe is the steps
number along the browse path, beginning at the index page, the weight of the
path will be

Wi ¼
Xs

j¼2

mIksi ð10Þ

Then the total amount of browsing information in the search page is

I ¼ IR þ
Xu
i¼1

Wi; and u : I� IT ð11Þ

Thus, the total user’s steps number is

N ¼ pe þ
Xu
i¼1

si ð12Þ

3.3 Browsing Redundancy

While browsing the current page of the search path, the user selects a link for the
next step more or less randomly.

In addition to the useful information, redundant information is also provided to
the user, the transmission of which requires extra energy and which contains
redundant links in the context of the query. Let the average page size be Ip. If for on
average for one link (keyword) there is an amount of information mI , it is possible

to expect, that there will be an average mp ¼ int Ip
�
mI

h i
links number on the page,

and only ksi of them will be relevant, where ksi is keywords number initial request
on step s of path from the link i of index page of search results. Browsing the mred i

remaining links leads to an excessive steps number
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mred si ¼ mp � min pe; ksi½ � if mp [min pe; ksi½ �
0 _if mp �min pe; ksi½ �

���� ð13Þ

and receiving redundant data (with redundant information based on the start page of
the browse path)

Ired si ¼ Ip � mI
� �þ Ip � mred si if Ip [mI ormp [ 1
Ip � mred si if Ip �mI ormp � 1

���� ð14Þ

and relevant data

Irel si ¼ mI � pe
mp

� ksi if mp � peðT:e: Ip
mp

� peÞ
mI � ksi if mp\pe

���� ð15Þ

Let us estimate the query keywords number in the search engine results,
depending on the number of the result.

Let the number of results, which contain all the Nk keywords is m, which
characterizes the popularity of the subject. Then ki2½1;m� ¼ Nk.

In the following search results, the keywords number of the query decreases, but
increases the number of keywords combinations, i.e.

ki2½aj;bj� ¼ Nk � j;

where j 2 ½1;Nk � 1�; aj ¼ 1þm
Pj�1

l¼0
Nk � l
Nk

	 

; bj ¼ aj þm

j
Nk

	 

þ 1.

3.4 Energy Consumption for Information Search

The search engine energy consumption in performing a query is proportional to the
complexity of the semantic web and the complexity of the query.

The energy consumption when browsing information links of the search page is
proportional to the browsing steps number and the amount of required information.

Let us estimate search engine energy consumption on searching for
information.

As indicated above, energy consumption is proportional to the processing time
of the query. In its turn, the processing time is proportional to the complexity of the
query and the resources number that the search engine finds relevant.

To assess the time complexity of the query execution is more difficult because
modern search engines can perform a significant amount of work on correcting
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grammatical errors, making recommendations based on artificial intelligence to
optimize the query. Let us assume that query intellectual processing time is pro-
portional to the structural complexity. Another component of the time complexity
depends on the found resources number. Since search engines search uses a tree
index system, the time complexity of this component is proportional to ln Rretrj j.
Thus, the time complexity is

CQT ¼ aQT � ln Rretrj j þ bQT ; ð16Þ

where aQT , bQT are coefficients.
Accordingly, the energy consumption for the search is

ES ¼ kESCQT ¼ kES aQT � ln Rretrj j þ bQT½ �

¼ kES aQT � min
i2 1;Nk½ �

vi

2eks Li þ Lijð Þ þ bQT

� �
;

ð17Þ

where kES is the specific energy consumption.
The energy consumption to transmit information is proportional to infor-

mation volume. If a user searches for as long as it gets the relevant information IT
then from (16) to (17) we can write:

Irel ¼
P

min pe;Rretr½ �
Irel � IT

i¼1

Pmin pe;Rretr½ �

s¼1
Irel si

( )

Ired ¼
P

min pe;Rretr½ �
Irel � IT

i¼1

Pmin pe;Rretr½ �

s¼1
Ired si

( )

���������������

ð18Þ

The total amount of transmitted information is

I0 ¼ Irel þ Ired ð19Þ

Accordingly, the cost of energy to transmit this amount of information is

ET ¼ kETI0; ð20Þ

where kET is the specific energy consumption.
Energy consumption due to user’s analysis of information is also propor-

tional to information volume. This consumption is related to the necessary time for
the user to work with the computer.
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EA ¼ kEAI0; ð21Þ

where kEA is the specific energy consumption.
The total amount of energy consumption

E0 Ip;mp
� � ¼ ES þEA þET ð22Þ

Energy consumption estimation algorithm is shown in Fig. 3.

3.5 Experimental Investigations and Analysis of the Model

For modeling the energy consumption, it is necessary to estimate the algorithm
parameters defined in Fig. 3. For this purpose experimental studies, involving 74
students of the “Systems theory and systems analysis” course, were carried out. In
the experiment, students were asked to find information about individual topics to
write essays of given dimensions. A set of keywords was formed from the topics.
Google search engine was used for the experiment because this system has the
largest quantity of statistical data published. In the process of searching for infor-
mation, students saved all browsed pages that allowed them to make a semantic
network for each topic.

The coefficients of time complexity aQT and bRT calculated from the data dis-
played by Google in the search results. An example of typical results is shown in
Fig. 4, and the results in Tables 2 and 3. The experimental results are shown in
Table 4.

We estimated the coefficients aQT , bQT , kET , kES kEA based on the data on [4, 6],
and the data on Notebook power consumption, used in the analysis of search
results: ES 2 0; 50J½ �, ET 2 20; 100J½ �, EA 2 0; 250J½ �:

Thus,

kESbQT ¼ 7:5; kESaQT ¼ 50J
109

¼ 0:05	 10�6;

kET ¼ 100J
108

¼ 1	 10�6; kEA ¼ 250J
108

¼ 2:5	 10�6

3.6 Analysis of Simulation Results

The resulting model and simulation algorithm allow investigating the dependence
of energy consumption on the page size and the links number on them. These
characteristics are particularly useful for changes in the process of optimization of
the structure of hypertext system. These characteristics are shown in Fig. 5.
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Fig. 3 Energy consumption estimation algorithm
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Follows from the analysis of the figures that energy consumption are minimum
when the links number on the page is mp � 4.

3.7 Optimization of the Hypertext Semantic Structure

The simulation showed that optimization of both the structure of web-pages (in the
first place, their size) and the structure of the connections between them (hyper-
links) is necessary for the increase of efficiency of information search and the
decrease in energy consumption. This problem differs from the usual SEO (Search
Engine Optimization), because the focus is not on the search engine, but on the
Internet resources.

Fig. 4 Typical Google search results

Table 4 Statistical results of experimental search

Parameter Minimum value Maximum value Average value Dispersion

pe 0 7 3 1.36

nV 3 27 22 16

aQT 0.009 0.013 0.011 0.4 × 10−6

bQT 0.28 0.42 0.33 0.22

m ðNk ¼ 3;L ¼ 0Þ 80 × 104 9 × 106 4 × 106 2 × 1012

m ðNk ¼ 3;L ¼ 1Þ 79 149 120 81

m ðNk ¼ 4;L ¼ 2Þ 6 112 80 19

m ðNk ¼ 5;L ¼ 4Þ 3 8 6 4

Ip 106 8 × 106

mp 0 26

Impact of the Internet Resources Structure … 141



As separate segments of the hypertext are located on different uncoordinated
servers change, the multi-agent approach is suggested for the solution of the
problem of optimization [20]. The functions of the interacting agents on the servers
should include the analysis of users’ actions and the refinement of the model
parameters. The latter cannot be set on preliminary statistical analysis and are not
part of the optimization problem. Based on the statistical analysis of users’ activities
in every segment of the network the following is carried out: gathering of infor-
mation about the structure of the controlled and semantically adjacent network
segments, calculation of hypertext structure indicators, optimization of the link
structure and formation of recommendations to the administrator segment.

The evaluation of the model parameters takes into account the main character-
istics of user behavior in the hypertext. The main assumptions in the method of
estimating the model parameters are the following:

• If the user opens a page, but actually does not browse it, testifies about the
irrelevance of the page.

• The relevance depends on the level of centrality of the page (if the page is an
indicator, i.e. with a high value of coefficient ROC, the browse path begins from
it, and the page is considered relevant).

• The basis of assessment is the nature of the user’s actions in the selection of
pages, corresponding to the objectives of his information search, in which he
spends more or less time browsing some pages, returning to certain pages
several times and stopping the search if it becomes too long.

The process of optimization consists of two parts: optimization on the basis of
semantic metadata and optimization on the basis of the analysis of the activity of
users. Then the optimization results are generalized and provided to the system

Fig. 5 Dependence of energy consumption on the page size and the links number
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administrator in the form of recommendations for structure modification of the
Internet resource.

The optimization problem has a limitation: changes in the hyperlinks number
should provide good reachability of pages. Reachability of pages is based on the
reachability matrix of the hypergraph [21]. Considering the mentioned restrictions
caused by temperament of the user,

8d1j � pe;

where 1 corresponds to an index page, and j to the last page browse path,
dij 2 MðGÞ, MðGÞ is the distance matrix, and then the reachability matrix is

MachðGÞ ¼ MadjðGÞ
� �pe ;

where Madj is the adjacency matrix of the hypergraph.
We assume the reachability is reliable if at least two paths from the index page

lead to every website, and after the removal of any vertex of the hypergraph
(unavailability of any page) the paths number to other pages becomes less than 1,
i.e.

8 a1j 2 MadjðGÞ
� �� 2 and 8 a1j 2 MadjðGn9v

� �� 1

The algorithm for optimization of the structure of Internet resources includes the
following steps:

1. Determination the hypergraph connectivity, information compactness index,
stratification, and ratio of missing paths.

2. IF hypergraph is disconnected THEN execution of semantic analysis and for-
mulation of semantic networks of all disconnected elements.

3. Combining semantic networks of hypertext resources belonging to the optimized
segment of the network.

4. Construction of a given semantic network hypergraph.
5. SEARCH for an optimal hypertext structure WHILE energy consumption is

reduced:

5:1. Calculation of reachability matrix.
5:2. Evaluation of energy consumption on searching the information.
5:3. Remove edges (links) between the vertices with ROC\3 and mS [ 3.
5:4. Adding edges (links) between the vertices with c ROC\3 and aij\2.

6. End.

The adequacy of the model of information search and optimization algorithm
was tested on a simulation model. For this purpose, the hypertext model was
generated in the form of a random hypergraph. The connected subgraphs number is
n = 100, and in each subgraph, there are from 1 to 10 vertices. Each vertex is set in
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correspondence with a random amount of information IW and relevant Irel 2 0; Iw½ �
with probability f Irelð Þ ¼ 1

IW1 ið Þ e
� Irel

IW1 ið Þ, where IW1 ið Þ ¼ IWe
� i

Rretrj j:

Agents are implemented as objects of modeling software. From the software of
agents only the algorithm of optimization was programmed. Each agent is associ-
ated with one of the central nodes and receives information about the structure of
the hypergraph (the nodes number and adjacency matrix) from the agents related to
the nodes, the distance to which is dij ¼ 1. In the presence of disconnected sub-
graphs, a pair of vertices having a semantic link are randomly selected (the use of
the known algorithm of the semantic analysis was supposed).

The analysis of the data confirmed the correctness of the optimization algorithm
under given simulation conditions. Experimental system [22] had analyzed user
activity and steps number while searching for information. The estimation of energy
consumption was done on such base show that the optimization allowed reduce
energy consumption up to 20 % in some cases. The largest decrease in energy
consumption was obtained on the consumption due to the analysis of information.
Optimization of the hypertext structure has no effect on search engine energy
consumption.

4 Conclusions

In real conditions, the reduction in energy consumption appears to be somewhat
lower, because search engines provide increased relevance of information by
intelligent processing. Besides, during the work of a multi agent system there are
additional flows of information between agents increasing energy consumption on
communication. However, this component of energy consumption is not significant.
Since communication between agents is required only when changing the structure
of the hypertext.

The task of developing a model of the impact of the structure of Internet
resources in the energy efficiency of information search is relevant in the context of
the general problem of reducing energy consumption.

The developed model of the effect of the structure of Internet resources on
energy efficiency allows formulating a multi-agent optimization algorithm. The use
of the algorithm can provide a significant reduction in energy consumption on
searching for information, but its solutions are of advisory nature for administrators
and owners of Internet resources. In this regard, the application of modeling and
optimization of structure of Internet resources encounters a number of organiza-
tional obstacles, the main thing being the unwillingness of many administrators to
spend time on the solution of the general problem of energy efficiency.
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5 Direction of the Future Research

Future work will continue in this direction, for instance in evaluating the influence
of web-structure uncertainty on optimizing process. We also believe there is still
space to further improve the multi-agent technology to investigate and optimize of
web-structure.
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Introducing Controlling Features in Cloud
Environment by Using SNMP

Asif Iqbal, Colin Pattinson and Ah-Lian Kor

Abstract Simple Network Management Protocol (SNMP) is an application-layer
protocol that is used to monitor IP based devices. Also it can monitor and manage
IP based devices without impacting their performance. SNMP is also used in a
cloud computing environment to monitor and control virtual machines. However,
currently, there is limited published research work on the deployment of SNMP for
monitoring and controlling virtual machines in such type of environment. This
would allow load balancing in cloud environment during peak hours leading to
reduced power consumption helping in Green IT cause. This paper discusses the
deployment SNMP for monitoring and controlling Type 1 hypervisor (in a cloud
environment). This is followed by the customization of MIB and net-snmp with
Agent X to provide more SNMP management features. The completed research
work will provide a rigorous physical experimentation involving SNMP monitoring
and management for Type I hypervisor Xen.

Keywords Cloud environment � SNMP � Type-1 hypervisors

1 Introduction

Simple Network Management Protocol (SNMP) is an application-layer protocol
that is used to monitor IP based devices. SNMP is defined by Internet Architecture
Board (IAB) in RFC1157 [1] that helps users to exchange management information
between different network devices. SNMP is part of TCP/IP (Transmission Control
Protocol/Internet Protocol) protocol suite. Simple Network Management Protocol is
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usually used to monitor and manage network devices. SNMP has the capability to
unobtrusively control or manage the IP based devices with minimal impact on their
performances. SNMP Agents are used to communicate with Network Management
System (NMS) but these agents must be enabled and configured first [2].

While working in cloud computing environment where virtual machines are
running, SNMP can be a good solution for management and control of Virtual
Machines. However, currently, there is limited published research work on the
deployment of SNMP for monitoring and controlling virtual machines in such type
of environment. In this research, it demonstrates how a Type I hypervisor (in a
cloud environment) could be monitored and managed with the use of SNMP.

1.1 Motivation for Green IT

Green Information Technology (Green IT) is concept based on practice to use
information technology resources in environment friendly way. Main goal of
Green IT study is to reduce the negative influence on the environment caused by IT
resources. This can be achieved by reducing the amount of energy consumed by
resources [3, 4]. The research carried out in this paper provides us monitoring
information of virtual machines in the cloud environment. With the use of this
monitoring information, we can balance load in peak hours when load at one virtual
machine is too much consuming more power than others. We will able to shut down
or power up different virtual machines as per our requirements helping us to reduce
energy consumption causing greener environment. This will be part of future work.

This is followed by the customization of MIB and net-snmp with Agent X to
provide more SNMP management features. The completed research work will
provide a rigorous physical experimentation involving SNMP monitoring and
management for: (1) Type I hypervisor Xen; (2) SNMP Agent with sub Agent; (3)
Virtual Machines; (4) Virtual Machine Manager (VMM).

The rest of this paper is organized as follows. Section 2 provides literature
review of Cloud Environment, Hypervisor, SNMP and Libvirt. Section 3 outlines
Libvirt experiments with results followed by future work. Section 4 concludes this
paper.

2 Literature Review

This section is divided into four sub-sections. The first sub-section provides a brief
introduction of cloud computing and virtualization. Types of hypervisors are dis-
cussed in the second sub-section. The third sub-section provides a discussion on
SNMP and basic components of SNMP. A brief introduction of net-snmp is also
part of this sub-section. The last sub-section describes Libvirt and Libvirt-snmp.
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2.1 Cloud Environment

Cloud Environment or Cloud computing is an internet-based on-demand computing
concept where computers and other devices can get access to shared resources
on-demand. Cloud computing model enables ubiquitous, on-demand access to a
shared pool of configurable computing resources [5, 6]. Storage solutions provided
by cloud computing help users save and conduct operations on third party data
centers [7]. The main concept of cloud computing is to provide consistent and
economies of scale which is similar to utilities over a network. However, the base
idea for cloud computing is providing shared services shared via a converged
infrastructure. With nominal controlling effort, one can rapidly release and provi-
sion configurable resources such as servers, networks, storage and services etc. [6].

Virtualization is the main supporting technology for cloud computing.
Separation of physical computing device into various “virtual” devices is done
using virtualization software. Each virtual device can perform computing tasks with
minimal management efforts. Operating system-level virtualization allows idle
computing resources to be used more efficiently via effective allocation. Scalable
system of multiple independent computing devices is created with operating
system-level virtualization [8].

2.2 Hypervisors

A hypervisor is a software or firmware that is used to create and run virtual
machines. It is also known as Virtual Machine Monitor (VMM). Host machine is
one on which hypervisor run, virtual machines known as guest machines. A virtual
operating system is presented to guest operating systems to manage their execu-
tions. Virtualized hardware resources may be shared by various operating systems.

According to an article “Formal Requirements of Virtualizable Third Generation
Architectures”, Hypervisors can be classified into two types: Native and Hosted [9].

Type-1: Native or Bare-Metal Hypervisors.
Native or bare-metal hypervisors run directly on the hardware of a host. They

control the hardware and manage the guest operating systems. Guest operating
system basically runs as a process on the host. IBM first developed native hyper-
visors such as SIMMON and CP/CMS [10]. Latest type-1 hypervisors include
VMware ESX/ESXi, Citrix Xen Server, MS Hyper-V 2008/2012 and Oracle VM
Server for SPARC.

Type-2: Hosted Hypervisors.
Type-2 hypervisors just like other computer programs run on a conventional

operating system. They are also known as hosted hypervisors. Type-2 hypervisors
abstract guest operating systems from the host operating system. Some examples of
the hosted hypervisors include QEMU, VMware Workstation and Virtual Box.

Type-1 and Type-2 Hypervisors are illustrated in Fig. 1.
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XEN.
First developed at University of Cambridge Computer Laboratory, XEN project

or simply Xen is an example of Type-1 hypervisor that uses a microkernel design.
Xen provide services that allow multiple operating systems to run simultaneously
on the same computer hardware. Xen project is maintained and developed by Xen
Project community as free and open-source software [12].

2.3 SNMP

Simple Network Management Protocol (SNMP) is an application-layer protocol
that is used to monitor IP based devices. SNMP is defined by Internet Architecture
Board (IAB) in RFC1157 [1] that helps users to exchange management information
between different network devices. SNMP is part of TCP/IP (Transmission Control
Protocol/Internet Protocol) protocol suite. Simple Network Management Protocol is
usually used to monitor and manage network devices. SNMP has the capability to
unobtrusively control or manage the IP based devices minimal impact on their
performances. SNMP Agents are used to communicate with Network Management
System (NMS) but these agents must be enabled and configured first [2].

Basic components of SNMP and their functionality are given below:

• SNMP Manager: SNMP manager is used to run one or more NMS making it a
separate entity responsible for communication with SNMP agent implemented
network devices. Some of the key responsibilities carried out by SNMP: manage
query agents, set variables in agents and get response from agents.

• Managed Devices: Network elements that require some kind of management
and monitoring are known as managed devices. Routers, servers, printers and
switches are some examples of managed devices.

• SNMP Agent: SNMP agent is an important component of SNMP. It is just a
program package inside a network element. Agent collects the management
information from the local device and sends it to SNMP manager, when it is

Fig. 1 Type-1 versus Type-2
hypervisors [11]
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requested for. Net-snmp is an example of standard agent while HP insight agent
is an example of vendor specific agent. SNMP Agent also acts as a proxy for
some non-SNMP manageable network node.

An information database is maintained by every SNMP agent that describes the
parameters of devices being managed. This database is used by SNMP manager to
request the agent for particular information. SNMP manager further translates this
information as per requirements of NMS. Communication between SNMP man-
ager, managed devices and SNMP agent is illustrated in Fig. 2.

NET-SNMP.
Net-SNMP is an application suite that implements various versions of SNMP

such as SNMP v1, v2c and v3 using both IPv6 and IPv4. The suite comes with a
command line application to obtain information from an SNMP capable device.
MIB browser, daemon application, an extensible agent and a library for developing

Fig. 2 Basic SNMP communication diagram [13]
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new SNMP applications are part of the net-snmp suite. Net-snmp is available for
both Linux and Windows operating systems [14].

2.4 Libvirt

Libvirt is an open source API developed by Red Hat to manage platform virtual-
ization. It works like a daemon and management tool and can be used to manage
various virtualization technologies such as KVM, Xen, QEMU and VMware ESX.
In the development of cloud based solutions, Libvirt API is extensively used in the
composition layer of hypervisors. Libvirt is supported by various management
solutions like virsh, virt-manager, OpenStack and oVirt. Libvirt supports several
Hypervisors like KVM, LXC, XEN and ESX etc. Hypervisors supported by Libvirt
and management solutions that support Libvirt are displayed in Fig. 3.

Various virtualization platforms and programs use Libvirt. Both graphical and
command line interface are provided. Virtual Machine Manager (VMM) is the most
common graphical tool where Virsh is command line tool which is displayed in
Fig. 4 [16].

Libvirt provides

• Local access control
• Remote Management and Remote management authentication
• Zero-conf discovery
• Portable client API for Linux and Windows
• Management of virtual machines

Libvirt-snmp
Libvirt-snmp is a sub-project of Libvirt providing SNMP functionality for

Libvirt. With the help of Libvirt-snmp, users can monitor domains and their

Fig. 3 Libvirt and supported hypervisors [15]
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attributes over SNMP. Features provided by Libvirt-snmp include: allowing users
to request information about domain status, control domain lifecycle and be
informed events of domain lifecycle [17].

The basic working concept of Libvirt-snmp is that a snmp agent connects with
an already running Libvirt daemon and then listens for all the incoming requests.
Whenever a new request arrives, listening agent responds to that request by calling
appropriate Libvirt function. Once results are gathered, they are sent back in a
typical request-response mechanism. Libvirt-snmp also monitors domain activity
and it sends asynchronous traps to the network management system. NMS is
immediately notified of unexpected domain crashes. First part of Fig. 5 illustrates a
typical request-response mechanism between Agent and NMS while second part of
Fig. 5 depicts asynchronous traps sent by Agent [17].

Fig. 4 Virsh command line tool example [16]
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3 Libvirt Experiments

This section outlines the configuration of test environment and experiments done
using Libvirt SNMP on virtual machines in a test environment. Test results in the
form of screenshots are provided.

3.1 Configuration of Test Environment

This sub-section outlines the procedures required to configure a testing environment
so that it could work with Libvirt-snmp. Note that Fedora 22 is used as a base
operating system for the configuration.

1. Install XEN Hypervisor using YUM command
2. Once successfully installed, restart computer
3. Start computer with Fedora 22 on XEN Hypervisor option
4. Download Libvirt-snmp source via git command

$ git clone git://libvirt.org/libvirt-snmp.git
5. Install couple of packages before installing Libvirt-snmp

$ sudo yum install net-snmp-perl net-snmp net-snmp-utils
net-snmp-devel libvirt-devel

6. Use autobuild.sh command to build Libvirt-snmp
$ ./autobuild.sh

7. On successful compilation, executable binaries will be generated in RPMs
directory. Move to that directory
$ cd $HOME/rpmbuild/RPMS/<arch>/

8. Install RPMs using yum command
$ sudo yum –nogpgcheck localinstall libvirt-snmp-*.rpm

9. After successful installation, run the following command to test your
environment
$ sudo libvirtMib_subagent -H -L

Fig. 5 Libvirt-snmp basic concept
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10. Start/Restart service using
$ systemctl restart snmpd.service

11. Connect to Agent X using
$ LIBVIRT_DEFAULT_URI=“xen:///system” MibTable_subagent
-f –L

12. Open a new tab in terminal and test different commands as given in the fol-
lowing sub-sections.

3.2 Experiments

1. SNMP Walk Test

SNMP Walk test run using Libvirt SNMP provides you details of all virtual
machines. Information given by snmpwalk command is as follows:

• Name: Name of active virtual guest
• State: Current state of virtual guest (running, paused, blocked, shutdown,

shutoff, crashed)
• CPU Count: Number of virtual CPUs the virtual guest uses
• Memory Current: Current amount of memory (in MiB) used by virtual guest
• Memory Limit: The maximum amount of memory (in MiB) that can be used by

the virtual guest
• CPU Time: The CPU time used by the virtual guest, in nanoseconds
• Row Status: Status of the virtual guest.

– Test Command:
snmpwalk -m ALL -v 2c -c public -OX localhost libvirtMIB

This command will print information of all the guests running on the localhost.
For each guest, properties such as name, state, CPU count and current memory are
displayed.

– Result:

Here it can be seen in Fig. 6, a single guest Virtual Machine with the name
fedora21a, is running. Memory usage and memory limit is 2 GB where CPU count

Fig. 6 Snmpwalk command result
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is 2. Finally, we have a UUID b941957-c0d5-48fc-89be-3e-
367448d79be0 which is used to refer to this domain without any ambiguity.
Information provided by this command such as memory usage and memory limit
can be helpful for further experimentation for virtual machines.

2. SNMP Table Test

SNMP Table command gives a table of objects that represent active virtual
guests on a host. Information provided by this command is the same as of SNMP
Walk command.

– Test Command:
snmpwalk -m ALL -v 2c -c public -Cb localhost
libvirtGuestTable

This command prints the same information as the snmpwalk command but in a
better tabular format.

– Result:

Results of this command (Fig. 7) show that there is one guest virtual machine
running with the name, fedora21a. CPU count is 2 where memory usage and limit is
2 GB. It is the same as the snmpwalk command but the difference is that in this
command, the output is displayed in a table. UUID in this command is skipped
which can be obtained by running snmpwalk command again. If there are many
virtual machines running than this command can be very helpful getting statistics of
each virtual machine in a Table.

3. SNMP Set—Paused Test

SNMP Set command allows the state of the active virtual guest to be changed. In
this test, state of active guest was changed from Running to Paused.

– Test Command:
snmpwalk -m ALL -v 2c -c public -Cb localhost
libvirtGuestTable.
\’b941957-c0d5-48fc-89be-3e-367448d79be0\’ =paused

This command can change state of active guest from Running to Paused given
by UUID.

Fig. 7 Snmptable command result
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– Result:

The results (Fig. 8) show that the state of the active guest with UUID
b941957-c0d5-48fc-89be-3e-367448d79be0 has been changed from Running to
Paused. Result of the command (snmptable) is displayed in (Fig. 8), and updated
state is shown in VMM (Fig. 9). Virtual Machine Manager (VMM) is software that
gives graphical interface to view statistics of all the guests created for single host.
The guest was active earlier but now it is paused which means all the activities that
were being performed by this guest are now halted. UUID is important to suc-
cessfully execute this command which can be obtained by running snmpwalk
command.

4. SNMP Set—Running Test

In this test, the state of the active guest was changed from Paused to Running.

– Test Command:
snmpwalk -m ALL -v 2c -c public -Cb localhost
libvirtGuestTable.
\’b941957-c0d5-48fc-89be-3e-367448d79be0\’=running

This command can change state of active guest from Paused to Running given
by UUID.

Fig. 8 Snmpset—paused command result

Fig. 9 VMM paused state result
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– Result:

The results (Fig. 10) show that the state of the active guest with UUID
b941957-c0d5-48fc-89be-3e-367448d79be0 was changed from Paused to Running.
And updated state is shown in the terminal by using snmptable command in
Fig. 10. Moreover it can be seen in Fig. 11 too where VMM showing the graphical
version of VMs states. When state of guest was changed to pause state all the
activities halted. But setting it to running state resumes the activities again.

5. SNMP Set—Shutdown Test

In this test, the state of the active guest was changed from Running to Shutdown.

– Test Command:
snmpwalk -m ALL -v 2c -c public -Cb localhost
libvirtGuestTable.
\’b941957-c0d5-48fc-89be-3e-367448d79be0\’ =shutdown

This command can change state of active guest from Paused/Running to
Shutdown given by UUID.

– Result:

The results show that the state of the active guest with UUID
b941957-c0d5-48fc-89be-3e-367448d79be0 was changed from Running to
Shutdown. Output of the command is displayed in Fig. 12 and VMM (Fig. 13) is

Fig. 10 Snmpset—running command result

Fig. 11 VMM running state result
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also showing that the state has been changed. To shutdown a guest machine in
certain situations, this command can help. It clears all the running processes and
goes into shutoff state.

4 Conclusion

This paper demonstrated the use of a Simple Network Management Protocol
(SNMP) to monitor and manage a Type 1 Hypervisor in a cloud environment.
Additionally, we conducted an investigation on load balancing within a cloud
environment during peak hours.

SNMP Agent was installed and configured on a Linux Operating System with
XEN as (Type 1) Hypervisor. Virtual Machines were created and controlled using a
SNMP Agent. State of VMs running on XEN was changed using Libvirt SNMP.
Experimentations like changing state from Running to Paused, Paused to Running
and Running to Shutdown were done and results are presented in this paper.

Current work also includes monitoring of Virtual Machines to obtain useful
information such as: CPU count, current memory and memory limit. This will
enable us to monitor virtual machines during peak hours and use this information to
balance load on each machine. Future work will include load balancing during peak
hours.

Fig. 12 Snmpset—shutdown command result

Fig. 13 VMM shutoff state result
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5 Future Work

Current research includes monitoring and managing of Virtual Machines running
under Type 1 Hypervisor. Rigorous experiments involving state transition were
successfully carried out in this research, which would lead us to further exploration
in this field.

Future work will include research on load balancing within a cloud environment
during peak hours. This can further lead to customization of MIB and net-snmp
with Agent X to provide more SNMP management features. Load balancing in
cloud environment will help to reduce power consumption leading to greener
environment and helping in Green IT cause.
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Efficient Error Detection and Correction
in Block Data Transmission

Nikolaos G. Bardis

Abstract The rapid advances of communication technologies that aim to increase
the information transmission speeds, aggravate problems of reliable data exchanges.
Especially the expansion of the use of wireless telecommunications technologies is
accompanied by a noticeable increase of the intensity of the electromagnetic field
and consequently by an increase in the number of errors caused by external
interference. The importance of the classical criteria, such as the number of control
bits, is reduced and more attention is paid to other parameters, such as the com-
putational and temporal complexity of the procedures for correcting errors, as well
as transmission energy requirements. The above factors dictate the necessity for
sufficient developments of the means for ensuring the reliability of communication
systems, including methods for data transmission error correction. This chapter
proposes a collection of techniques for correcting transmission burst errors in data
transmitted over signal channels suffering from strong electromagnetic interference,
such as encountered in distributed and embedded systems. Efficiency is achieved by
separating the error detection from the correction process and using different codes
for each case. The proposed error control techniques are based on simple mathe-
matical operations and are suitable for implementation in FPGA devices. It hence
becomes possible to replace energy demanding retransmission operations, including
the overheads they entail with energy efficient local error correction calculations.
The techniques employed are shown to be more efficient than existing ones,
according to criteria that are relevant to current applications. These techniques
reduce the need for error recovery by retransmission and hence the environmental
effect of data transmission in terms of energy consumption and electromagnetic
emissions.
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1 Introduction

Over the last decade the speed of data transmission has increased by several orders
of magnitude, advances in signal processing have enabled the implementation of
complex technologies such as wavelength division multiplexing (WDM) so as to
maximize the usability of communication channels and wireless channels have
widely expanded their use. The rapid development and integration of technology
has also led to an increase of the complexity required for the implementation of the
procedures mentioned above as well as to the synthesis of advanced protocols of
data exchange. Under those circumstances, the occurrence of errors during data
transmission has become a very critical problem. Even more significant, the
dynamic development of the means for transmission also had an impact on the
nature of the errors that occur during data transmission. For example, the wide use
of wireless channels leads to greater exposure to external noise and consequently to
an increase in transmission errors that cluster into bursts [1]. Consequently, the
problem of data integrity changes faces constantly and becomes more and more
challenging. However, in order to maximize the efficiency of communication
channels one needs to ensure the control and the processing of the errors during
data transmission.

The particularities of the specific channels are the lack of digital data modulation
in high frequencies of sinusoidal signals and the lack of a natural separation of the
data in symbols—packets of bits that modulate one signal. Another case examined
is data integrity for storage units where various problems come up especially with
the use of run length limited (RLL) modulation [2]. Indeed, errors can often occur
in RAM affecting a lot of memory addresses at the same time. In both cases the
prevalent error pattern is the multiple distorted bits that formulate bursts.

Burst error control in data-transmission systems is particularly important in
military applications. As an example one can mention the application in the weapon
control systems where strong electromagnetic interferences may become sources of
errors in some cases during data transmission among the components of the system
due to their nature of operation, and in other cases during channel transmission
between the computer control weapon system components especially in ships and
aircraft [3].

Increases in transmission rates inevitably lead to increases in error rate values,
since data transmission is one of the least reliable subsystems of modern computer
hardware. The reason for this is that a large number of complex physical processes
are simultaneously happening in a means of data transfer and lead to distortions and
damage of the transmitted information. In general, the larger the transmission rate
is, the more are the physical processes and phenomena that appear and may seri-
ously affect the transmission process.

Apart from the above considerations, during the operation of any physical means
of data transfer, noise interference that will be added to the transmitted data and
distort it are inevitable. These noises are usually of different intensity, random and
their structure resembles that of the information signals, thus making them difficult
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to detect [4]. Therefore, the physical processes imply that the satisfaction of the
need for larger transmission rates needs to be balanced by the design of innovative
methods for the detection and correction of errors that enable the safe and reliable
information transmission at high transfer rates [3, 5].

The problem of guaranteeing information reliability in control computer systems
is even more critical. In such systems, data transfer errors may have significant
negative consequences. Hence the exercise of achieving increased efficiency in
timing error detection and correction in the context of asynchronous digital com-
munication lines, is currently significant for the field of development of information
technology.

The rapid development and integration of digital data transmission systems plays
an important role in the contemporary phase of the expansion of computer and
information technologies.

Digital data transmission has applications in areas such as mobile telephony
(EDGE, CDMA2000, 1xEV-DO), in digital video broadcasting (DVB-T/H/C/S/S2,
ATSC), in wireless digital data transmission systems (Wi-Fi, Wi-MAX, Bluetooth),
in computer networks etc. [4–6].

The use of different forms of spectral modulation (e.g. Phase Shift Keying—PSK
or Quadrature Amplitude Modulation—QAM) for the increase of channel capacity
is a characteristic property of modern data transmission systems. In this case, a
change of phase may convey more than one bit of information, giving rise to a
symbol-oriented channel rather than a bit-oriented channel. For example: QPSK—
the channel symbol may convey 2 bits, 8-PSK 3 bits, 16, 32, 64, 128 and 256 QAM
—4,5,6,7 and 8 bits respectively.

The increase in channel capacity for the transmission of digital data is impeded
by interference during transmission and requires the sufficient development of
means for the detection of errors. In a large number of digital data transmission
systems, the correction of errors is performed implicitly via the repeated trans-
mission of the packets. For such systems, in contrast to correction codes, the error
detection and error correction phases are distinct and spread in different parts of the
overall system.

This chapter presents an overview of methods concerned with error detection
and error correction that have been developed by the author. More specifically it
presents a series of research results that propose solutions to the problems of error
detection and correction under various constraints that are significantly better than
those of benchmark techniques. Fundamentals of the error detection and correction
problems are presented.

2 Foundations of Error Detection and Correction

Information transmission is one of the fundamental processes during the operation
of a computer system. This process traverses individual units of the computer
system and reaches remote peripheral devices or even remote systems. For the
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transmission of data at the physical level, a series of encoding schemes have been
developed such as Non Return to Zero (NRZ), Alternate Mark Inversion (AMI),
Manchester encoding etc. A drawback of most methods is the lack of
self-synchronization, i.e. a tendency for suffering from timing errors [4].

The appearance of these errors is due to the fact that the timing period τS, at the
transmitter is different by a random value δ from the corresponding timing period
τR, appearing at the receiver, so that:

sR ¼ sS þ d: ð1Þ

During the transmission of a series of q unit (“1”) bits that is timed at the
transmitter and the receiver, the timing difference is q � δ. If q � δ is proportional to
τS, there exists a probability that the transmitted sequence of q unit bits is perceived
by the receiver as a series of q + 1 or q − 1 unit bits. It may be shown that the
probability for this type of error that is caused from a timing violation increases
with the length of consecutive unit values in the transmitted packet [4].

Practical error correcting codes are usually designed to correct several scattered
errors and much longer burst errors. However, burst-error mechanisms are often
badly understood and there may be no generally accepted models that fit the real
behaviour [9]. In general, codes for correcting random errors are not efficient for
correcting burst errors. Therefore, it is desirable to construct codes or modify
existing techniques specifically for correcting burst errors.

To be more specific, for the most part, research community has attempted a
random bit-error correcting code approach on a burst-error channel, and the tech-
nique that is mostly used is interleaving, namely the shuffling of the symbols at the
receiver, so as to break up and spread around the burst of errors thereby creating an
effectively random channel [10].

Generally, many sources can cause different types of errors in data transmission
channels. Indicatively we refer to thermal noise that is present in every electronic
device, cross talk between signals, noise or interference signals caused by events
external to the transmission path (solar flares affecting satellite electronics or radio
waves, heavy electrical machinery etc.), frequency, amplitude, or phase distortion
of the transmitted signal, atmospheric fading etc. [11]. Unlike the errors that are
caused by thermal noise, all other sources tend to give errors that formulate bursts.
About the frequency of the error events only empirical conclusions can be drawn by
testing under real conditions.

The term burst errors suggests that those errors are correlated, i.e. if one bit is
erroneous, it is quite likely that the adjacent bits have also been corrupted. When
one refers to the term burst error of size m, what is meant is that the distance in bits
from the first to the last error in the frame is at most m − 1 while the intermediate
bits may or may not be corrupted. One thing worth mentioning is that for the same
bit error rate, burst errors are in principle easier to deal with than random errors. For
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example, consider the case of frames consisted of 1000 bits and an overall error rate
of 1 in 1000. If all errors were random, almost all frames would be corrupted.
However, if dealing with burst error events of size 1000, only 1 frame in 1000
would be corrupted [12]. The disadvantage that comes with the appearance of burst
error events is that error detection and correction as well as analytical modeling of
the specific patterns is much more difficult to achieve compared with the case of
random errors.

When random error is the case, the theoretical model of the memoryless Binary
Symmetric Channel (BSC) is being used [13]. The BSC is not appropriate for the
description of burst error events as a channel with memory is necessary [6].

The probability that two burst errors occur is lower than the probability of the
occurrence of a singular burst error. Thus, burst error multiplicity is usually con-
sidered to be equal to one in the state of the art.

With the use of special coding it is possible to distinguish two approaches for the
control of the appearing errors:

– the error detection by special codes and their correction by retransmitting the
data block (ARQ—Automatic Repeat Request),

– the correction of the appearing errors by applying correcting codes without the
repeated transmission (FEC—Forward Error Correction).

The choice of the appropriate technology is determined by the features of the
data transmission channel as well as the particularities of the specific use. Thus, in
wired systems for digital data transmission, in which the intensity of errors is
several orders lower in comparison with the wireless channels, the use of ARQ is
considered to be more effective. On the contrary, in the wireless channels the
prevailing source of the transmitted errors is the externally produced noise and in
this case the intensity of the appearing errors is high enough to consider the
application of FEC technologies to be more preferable [14].

In general, ARQ technology is being preferred over FEC technology as the latter
demands more complicated decoding hardware and greater redundancy. This makes
sense if one takes into consideration that FEC technology demands not only the
knowledge of the occurrence of at least one error but also of the exact number of
erroneous bits and of course of the exact positions of the corrupted bits in the
affected block. Therefore, the drawbacks of error correction codes include the
relatively large volume of control information, the complexity of the procedures
and the decoding process. As a matter of fact, the number of control bits increases
exponentially as the multiplicity of errors that are required to be corrected increases.
Additionally, in the case of correction codes the computations for the syndrome
calculation take place even if no corruption has occurred and that causes a con-
siderable cost in complexity [15].
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3 Sample Implementations and Applications
of the Error Correction Framework

3.1 Burst Error Correction Based on the Binary
Weighted Checksum

A method for error correction for application on magnetic disks.
The primary idea on which the method is based makes use of a more sophis-

ticated problem solving approach that suggests the analysis of the initial problem in
order to produce a set of sub-problems such that solutions to the sub-problems
would imply a solution to the original problem [16–18]. Thus, in the examined
case, the original problem of burst error correction is broken down into the two
sub-problems below [19–24]:

• Localize the distorted bits in the burst,
• Localize the bit where the burst originates.

This technique will enable us to reduce the size and the complexity of the initial
problem while in the Reed–Solomon case, the two sub-problems are so closely
interrelated that the computational cost becomes extremely high. Each sub-problem
will be dealt with separately using the most appropriate method for each case. Thus,
in order to locate the corrupted bits in the burst one could simply perform the
conventional checksum where the size of the checksum must be approximately
twice the maximum size of the burst. For the actual localization of the start of the
burst the weighted checksum is used, namely the checksum version that takes into
consideration both bit values and their position.

Consequently, one firstly needs to localize the bits of the burst that are corrupted
or in other words to compute the m-dimensional error vector of the burst E = {e1,
e2,…, em}, 8l = 1, …, m: el 2 {0,1} and then to localize the first bit of the burst.
The steps to follow are described below:

Let us consider a control packet B that consists of N bits: B = {b1, b2, …, bN},
bl 2 {0,1} 8l 2 {1, …, N}. One could consider the sequence of bits as n symbols
of size 2 � (m − 1) bits, where m is the maximum size of the burst. Each one of the
N bits of the control packet is assigned to a weight coefficient Wi, i 2 {1, …, N} of
size q ¼ log2Nb c. The set of weight coefficients W1, W2, …, WN is actually a
sequence of elements α, α2, … αN of the Galois field with generator polynomial an
irreducible polynomial P(x) of degree q. For example, for N = 15, q = 4 και P
(x) = x4 + x + 1 the values of weight coefficients for the 15 bits are presented in
Table 1.

Table 1 Units for magnetic properties

Number j (bit) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Weight factor Wj 1 3 7 15 14 13 10 5 11 6 12 9 2 4 8
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The control code comes up via the computation of two binary components C1

and C2, first of which is of size 2 � (m − 1) and is defined as the XOR—checksum
of the n symbols of the packet.

C1 ¼ X1 � X2 � � � � � Xn ð2Þ

The latter component, namely C2, is formulated as the weighted checksum of the
bits and the aforementioned weight coefficients. Namely,

C2 ¼ b1 �W1 � b2 �W2 � � � � � bN �WN ð3Þ

Returning to the example above, in order to control a 15-bit packet B = 1001
1010 1100 101 with m = 4, the packet divides into three 6-bit symbols (the missing
bits are assigned to 0).

X1 ¼ 100110; X2 ¼ 101100 and X3 ¼ 101000

Consequently, for the first component of the control code we have:

C1 ¼ X1 � X2 � X3 ¼ 100110 � 101100� 101000 ¼ 100010

The second component of the control code is computed as below:

C2 ¼ b1 �W1 � b2 �W2 � � � � � b15 �W15

¼ 1� 15� 14� 10� 11� 6� 2� 8 ¼ 1310 ¼ 11012

Consequently, the control code is 〈100010,1101〉.
To the receiver’s end the control code of the weighted checksum is computed in

a similar way. For example, let us consider that during the transmission external
noise caused a burst of errors that originates in 5th bit and consists of a corrupted
5th, 6th and 8th bit. Consequently, the receiver received packet B0 as follows:
B0 ¼ 1001 0111 1100 101. Thus, for the receiver X 0

1 ¼ 100101, X 0
2 ¼ 111100 and

X 0
3 ¼ 101000. Consequently,

C0
1 ¼ X 0

1 � X 0
2 � X 0

3 ¼ 100101� 111100� 101000 ¼ 110001:

C0
2 ¼ b01 �W1 � b02 �W2 � � � � � b015 �W15

¼ 1� 15� 13� 10� 5� 11� 6� 2� 8 ¼ 1110 ¼ 10112

ð4Þ

The receiver calculates the difference Δ using the two components computed in
their end and those that were received. Indeed, Δ = 〈Δ1,Δ2〉 where Δ1 = C1 ⊕ C1′,
Δ2 = C2 ⊕ C2′.

• If both components of code Δ are equal to zero, namely Δ1 = 0 και Δ2 = 0, then
the packet has been transmitted without errors.

• If the opposite is the case, code Δ1 is analyzed:
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– If Δ1 does not include m − 2 (2(m − 1) − m) successive zeros (taking into
account that last bit inΔ1 is accessedbefore thefirst) thenone concludes thatmore
than a burst error occurred during the transmission, namely the errors cannot be
corrected. In that case, a retransmission of the packet is required by the receiver.

– If Δ1 ≠ 0 and it includes m − 2 successive zeros then the case is categorized
as a common single burst error which can be corrected following the steps
explained below:

In the context of the example developed above we have Δ1 = 100010 ⊕
110001 = 010011 and Δ2 = 1101 ⊕ 1011 = 0110.

Indeed, this is the usual case of a single burst error. The correction takes place in
the two aforementioned levels:

• The determination of the error vector E of the burst,
• The localization of the bit which is the start point of the burst.

For the first level of the localization of the corrupted bits we define the position
of the first distorted bit of the burst as the 1 that is located exactly before m − 2
consecutive zeros (taking into account that the last bit of Δ1 is accessed before the
first bit). The software implementation makes use of shift operations as well as
masking while the hardware implementation makes use of shift registers and units
of logic elements OR with m – 2-bits data input that detect the existence of the
m − 2 last zeros. Thus, for the example where Δ1 = 010011 and after the required
arithmetic shifts, the last m − 2 digits are equal to zero. This implies that the
components of vector E are the first m = 4 bits of code Δ1, namely E = {1,1,0,1}.

Next, determine the weight coefficient Wj = {wj,1, wj,2, …, wj,q}, j 2 {1, …, N}
that corresponds to the first distorted bit in the burst based on the already known
vector E = {e1, e2, …, em} and code Δ2 = {δ1, δ2, …, δq}. Indeed, a linear system
the solution of which gives the weight coefficient Wj will be presented with the help
of the function λ1(wj,1, wj,2, …, wj,q) that is defined as follows:

The linear function λ1(wj,1, wj,2, …, wj,q) is determined by the irreducible
polynomial generator P(x) and given the components of weight coefficient Wj it
computes the qth component of weight coefficient Wj+1. Namely,

wjþ 1;q ¼ k1 wj1;wj2; . . .;wjq
� �

Because of the particular nature of Galois fields, for all other q − 1 components
of weight coefficient Wj+1 we have:

wjþ 1;1 ¼ wj;2;wjþ 1;2 ¼ wj;3; . . .;wjþ 1;q�1 ¼ wj;q

Thus,

Wjþ 1 ¼ wj2;wj3; . . .;wjq; k1ðwj1;wj2; . . .;wjqÞ
� �
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For example, in the case examined above, where

PðxÞ ¼ x4 þ xþ 1

the linear function is

k1 wj;1;wj;2;wj;3;wj;4
� � ¼ wj;1 � wj;4 ¼ wjþ 1;4:

This means that if W11 = {1,1,0,0} then W12 = {1,0,0, 1 ⊕ 0}.
In a much similar way,

Wjþ 2 ¼ wj;3;wj;4; . . .wj;q; k1ðwj;1;wj;2; . . .;wj;qÞ;
�
k1ðwj;2; . . .;wj;q; k1ðwj;1;wj;2; . . .;wj;qÞÞ

�

If λ2(wj,1,wj,2,…,wj,q) = λ1(wj,2,…,wj,q,λ1(wj,1,wj,2,…,wj,q)),

Wjþ 2 ¼ wj;3;wj;4; . . .wj;q; k1ðwj;1;wj;2; . . .;wj;qÞ; k2ðwj;1;wj;2; . . .;wj;qÞ
� �

Returning to the example,

k2 ¼ wj;2 � k1ðwj;1; . . .;wj;4Þ ¼ wj;2 � wj;1 � wj;4

and the weight coefficient can be presented as below:

W13 ¼ fw11;3;w11;4;w11;1 � w11;4;w11;2 � w11;1 � w11;4g
¼ f0; 0; 1� 0; 1� 1� 0g ¼ f0; 0; 1; 0g

Generalizing, one can deduce that components of the weight coefficient Wj+m

that corresponds to the last bit affected by the burst error can be expressed with the
help of the components of weight coefficient Wj that corresponds to the first bit in
the burst. Indeed,

Wjþm ¼ wj;m; . . .;wj;q; k1ðwj;1; . . .;wj;qÞ; . . .; km�1ðwj;1; . . .;wj;qÞ
� �

for m\q

Wjþm ¼ wj;q; k1ðwj;1; . . .;wj;qÞ; . . .; kq�1ðwj;1; . . .;wj;qÞ
� �

for m ¼ q

Wjþm ¼ km�qþ 1ðwj;1; . . .;wj;qÞ; . . .; kmðwj;1; . . .;wj;qÞ
� �

ciam[ q

ð5Þ

Generally speaking, each function λl with l = 2, …, m − 1 is defined in a
recursive way based on previous functions λ1, λ2, …, λl−1 in the following way:

klðwj;1; . . .;wj;qÞ ¼ k1ðwj;i; . . .;wj;q; k1ðwj;1; . . .;wj;qÞ; . . .; kl�1ðwj;1; . . .;wj;qÞÞ ð6Þ

The computations so far have yielded the:

• Component Δ1 of code of difference Δ namely error vector E,
• Component Δ2 of code of difference Δ where
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D2 ¼ C2 � C0
2 ¼ ðb1 � b01Þ �W1 � ðb2 � b02Þ �W2 � � � � � ðbN � b0NÞ �WN

• Formulae (3) that suggest that components of weight coefficient Wj+m (that
corresponds to the last bit affected by the burst error) can be expressed with the
help of the components of weight coefficient Wj (that corresponds to the first bit
in the burst).

If we assume that the burst of errors originated in the bit of order j, component δ1
of code Δ2 is the checksum of all first components of weight coefficients that
correspond to the positions of 1’s in error vector E.

e1 � wj;1 � e2 � wjþ 1;1 � e3 � wjþ 2;1�; . . .;�em � wjþm;1 ¼ d1 ð7Þ

Formula (5) can also express all other components δ2,…,δq of difference Δ2 and
that is how the following system comes up:

e1 � wj;1 � e2 � wjþ 1;1 � e3 � wjþ 2;1 � � � � � em � wjþm;1 ¼ d1
e1 � wj;2 � e2 � wjþ 1;2 � e3 � wjþ 2;2 � � � � � em � wjþm;2 ¼ d2
. . .

e1 � wj;q � e2 � wjþ 1;q � e3 � wjþ 2;q � � � � � em � wjþm;q ¼ dq

ð8Þ

Taking into account that each component of the weight coefficients Wj+1, Wj+2,
…, Wj+m can be expressed as a linear function of weight coefficient components Wj

as the set of equations (3) suggests we formulate the system:

• For m ≥ q,

e1 � wj;1 � e2 � wj;2 � � � � � em � km�qþ 1ðwj;1; . . .;wj;qÞ ¼ d1
e1 � wj;2 � e2 � wj;3 � � � � � em � km�qþ 2ðwj;1; . . .;wj;qÞ ¼ d2
. . .

e1 � wj;q � e2 � k1ðwj;1; . . .;wj;qÞ � � � � � em � kmðwj;1; . . .;wj;qÞ ¼ dq

ð9Þ

• For m < q,

e1 � wj;1 � e2 � wj;2 � � � � � em � wj;m ¼ d1
e1 � wj;2 � e2 � wj;3 � � � � � em � wj;mþ 1 ¼ d2
. . .

e1 � wj;q�mþ 1 � e2 � wj;q�mþ 2 � � � � � em � wj;q ¼ dq�mþ 1

e1 � wj;q�mþ 2 � e2 � wj;q�mþ 3 � � � � � em � k1ðwj;1; . . .;wj;qÞ ¼ dq�mþ 2

. . .

e1 � wj;q � e2 � k1ðwj;1; . . .;wj;qÞ � � � � � em � km�1ðwj;1; . . .;wj;qÞ ¼ dq

ð10Þ
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Systems (7) and (8) are sets of q linear equations with wj,1, wj,2,…, wj,q as the
q binary unknowns and are simple enough to be solved with common methods. The
solution to each system clearly points out to the weight coefficientWj, namely to the
bit where the burst originated.

Applying the results mentioned above to our example, where E = {1,1,0,1},
which means e1 = 1, e2 = 1, e3 = 0 and e4 = 1, Δ2 = {0,1,1,0} namely δ1 = 0,
δ2 = 1, δ3 = 1 και δ4 = 0 and q = m = 4, the following set of equations are
formulated:

wj;1 � wjþ 1;1 � wjþ 3;1 ¼ 0

wj;2 � wjþ 1;2 � wjþ 3;2 ¼ 1

wj;3 � wjþ 1;3 � wjþ 3;3 ¼ 1

wj;4 � wjþ 1;4 � wjþ 3;4 ¼ 0

ð11Þ

But according to formula (3),

wjþ 1;1 ¼ wjþ 1;2 ¼ wj;3; wjþ 1;3 ¼ wj;4wjþ 1;4 ¼ wj;1 � wj;4

wjþ 2;1 ¼ wjþ 1;2 ¼ wj;3; wjþ 2;2 ¼ wj;4;

wjþ 2;3 ¼ wj;1 � wj;4;

wjþ 2;4 ¼ wjþ 1;1 � wjþ 1;4 ¼ wj;2 � wj;1 � wj;4wjþ 3;1 ¼ wj;4;

wjþ 3;2 ¼ wj;1 � wj;4;

wjþ 3;3 ¼ wj;2 � wj;1 � wj;4;

wjþ 3;4 ¼ wjþ 2;1 � wjþ 2;4 ¼ wj;3 � wj;2 � wj;1 � wj;4

ð12Þ

Consequently, after the required substitutions and the calculation of several basic
transformations the final system to solve comes up:

wj;1 � wj;2 � wj;4 ¼ 0

wj;2 � wj;3 � wj;1 � wj;4 ¼ 1

wj;3 � wj;1 � wj;2 ¼ 1

wj;4 � wj;2 � wj;3 ¼ 0

ð13Þ

The solution of the system consists of the values wj,1 = 1, wj,2 = 1, wj,3 = 1 και
wj,4 = 0. Thus, Wj = 11102 = 14 which means that the start of the burst error is
located in the 5th bit. According to the values of the components of vector
E = {1,1,0,1}, the correction of the burst error is obtained with the inversion of the
5th, the 6th and the 8th bit of the packet.

In terms of computational complexity the most efficient way to solve linear
systems with binary coefficients ((7) or (8)) is the use of a memory table. For a fixed
polynomial P(x) it is quite easy to express the components of weight coefficient Wj

as linear functions of the components of code Δ2 for all 2
m − 1 possible values of E.
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Thus, for our example, ifE = {1,1,0,1} then the value of the componentWjwill be:

wj;1 ¼ d2 � d4
wj;2 ¼ d1 � d3
wj;3 ¼ d1 � d2
wj;4 ¼ d2 � d3

The total size of the memory table does not exceed 2m � q bits. Taking into
account that practically almost always m ≤ 8, q ≤ 16, the size of the memory table
is of order of 10 kB. This means that the memory table is a viable solution when it
comes to both software and hardware implementation.

3.2 General Error Control Based on the Weighted
Checksum

It is widely known that checksums are the fastest error control method. Among the
various modifications of checksums, the most efficient ones are the Weighted
Checksums (WCS) [6–8]. Weighted checksum works in a way similar with the
normal one. The specific distinction between those two methods is that while the
normal version is based on a simple summation of the bit values, the weighted
version takes both data value and position into consideration. Their basic advantage
is that they are able to adjust to special types of error patterns. Based on the specific
advantage, the goal can be achieved with the development of a modification of the
normal WCS method which will be able to adjust for the control of bursts of errors
by one or two interference incidents [25].

Let us consider a control packet B that consists of n bits: B = {b1, b2, …, bn},
bl 2 {0,1} 8l 2 {1, …, n}. The length q of the control packet may then be cal-
culated as q = n/m m-bit channel symbols: B = {X1, X2, …, Xq}. The symbol at the
jth position Xj, j 2 {1, 2, …, q} contains m mixed bits of the packet being checked
for errors. Namely,

8j 2 1; . . .; qf g : Xj ¼ fbðj�1Þ�mþ 1; bðj�1Þ�mþ 2; . . .; bj�mg

Then, packet B can be studied as a matrix X of dimensions q × m with each row
representing one of the q symbols and each column representing one of m bit
positions.

The control code that is proposed is a vector C ¼ S0; S1; S2; . . .; Sm;Pf g: Below
each of the components above are analysed:

8i 2 1; 2; . . .;mf g; pi ¼ x1i � x2i � � � � � xqi ¼ bi � bmþ i � � � � � bn�qþ i ð14Þ
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This is the component that detects all errors of odd multiplicity in the ith position of
the symbols.

The k-bit (k = log2q) code S0 makes use of weight coefficients Wj. A typical way
to assign weight coefficients is to give the jth symbol of the packet the weight Wj,
namelyWj = j. Then S0 is calculated in two steps. First, we formulate the q terms by
summing up the bits of each symbol and then by multiplying by the respective
weight coefficient. Secondly, the q calculated terms are XORed.

S0 ¼ �q
j¼1

Wj � xj1 � xj2 � � � � � xjm
� � ð15Þ

The component above points out to the symbols that have been affected by errors
of odd multiplicity.

For the formulation of m components S1, S2,…, Sm of the control code, the set of
weighting factors U1, U2, …, Um is used. The ith weighting factor Ui contains
q components Ui = {ui1, ui2, …, uiq} satisfying specific properties. Si is formulated
as it is shown below:

8i 2 1; 2; . . .;mf g; Si ¼ �q
j¼1

uij � xji ð16Þ

The set of weighting factors U1, U2, …, Um is such that the following conditions
are satisfied:

1. 8i2{1, …, m}, 8j, e 2 {1, …, q}, j ≠ e: uij ≠ uie.
2. For each pair (Ui, Uv) 8i, v 2 {1, …, m} holds that 8j,e,z,y 2 {1, …, q}, j ≠ e,

j ≠ z, j ≠ y, e ≠ z, e ≠ y, z ≠ y:

ðuij � uieÞþ 2kþ 1 � ðumj � umeÞ 6¼ ðuiz � uiyÞþ 2kþ 1 � ðumz � umyÞ: ð17Þ

The components above, point out to the symbols that have been affected by one
or two interference incidents.

A set of values U1, U2, U3, U4 that satisfy the proposed condition for m = 4 and
q = 10 are given in Table 2.

From the second condition one can deduce that an appropriate set U1, U2 … Uq

offers unique localization of two symbols when two errors have occurred in the
same bit positions for both symbols. For the example presented in Table 2, let us
consider that corruptions have occurred in 2nd and 3rd position for two symbols r,
s 2 {1,…,10}. As it is analyzed in Table 3, the value of 〈u2,r ⊕ u2,s, u3,r ⊕ u3,s〉,
that comes up through codes of difference ΔS2 and ΔS3 allows the unique identi-
fication of one of the 45 possible pairs 〈r, s〉.
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Let us consider a data packet which is consisted of 40 bits and that external noise
does not last more than the transmission duration of one 4-bit symbol. Hence, we
have m = 4 and q = 10: X1 = {1001}, X2 = {0011}, X3 = {1000}, X4 = {1111},
X5 = {1011}, X6 = {0001}, X7 = {1100}, X8 = {0110}, X9 = {0101}, X10 =
{0010}. If we use the set of weighting factors U1, U2, U3 and U4, of Table 2 then
the components of the control code will be computed as such:

S0 ¼ 1010f g; S1 ¼ 1101f g; S2 ¼ 0101f g;
S3 ¼ 0001f g; S4 ¼ 0100f g; P ¼ 1010f g

3.3 Error Correction Based on Binary
Multiplication Without Carry

The correction procedure consists of two levels [26]:

1. Determination of the number r of the low order bits, from which the distortion of
the symbol or pair of symbols begins. In the case of the distortion of two
adjacent symbols, the sequence number d of the lowest order bit between those
two is also determined. If only a single symbol has been distorted. then r cor-
responds to the sequence number of the first bit with value 1 within Δ1 or Δ2. If
two adjacent bits have been distorted, then r corresponds to the sequence
number of the first bit with a value of 1 in Δ2 and d-the sequence number of the
first bit with a value of 1 in Δ1, if Δ1 > Δ2 (an odd numbered symbol is the first
one to be distorted). Otherwise, r corresponds to the first bit with a value of 1 in
Δ2, and d-the sequence number of the bit with a value of 1 in Δ1, if Δ2 > Δ1 (the
first distorted symbol is an even numbered one). For the particular example
analyzed earlier on, since Δ1 > Δ2, r is equal to the sequence number of the

Table 2 Set of weighting factors

Serial number of symbol Set of weighting factors

U1 U2 U3 U4

1 2 2 2 2

2 3 1 1 1

3 4 4 4 4

4 5 3 5 6

5 6 7 3 8

6 7 8 8 3

7 8 5 6 9

8 9 9 11 5

9 10 10 15 10

10 11 14 13 15
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lowest order bit with a value of 1 in Δ2 = 0100, i.e. r = 2 and d is equal to the
sequence number of the lowest order bit with a value of 1 in Δ1 = 0010, i.e.
d = 3.

2. Determination of the sequence number j of the first of the pair of adjacent
distorted symbols.

The determination of the number r is determined in the following manner: if
Δ1 < Δ2 and Δ1 ≠ 0, then r is equal to the sequence number of the first non-zero bit
of the code Δ1. If Δ1 > Δ2 and Δ2 ≠ 0, then r is equal to the sequence number of the
firs non-zero bit of the code Δ2.

The determination of j, the k-bit sequence number ðk ¼ log2 nd eÞ of the first of
the pair of adjacent distorted symbols, this is determined as follows: Denote as w1,
w2, …, wk the bits of the number j, so that j = w1 + 2 � w2 + 4 � w3 + ��� +
2k−1 � wk. Denote as c2, c3, …, ck+1 the values of the carry bits that arise during the
augmentation of j, so that, for example c2—corresponds to the carry bit carried over
for the second bit. The bits of the parts Δ1, Δ2 and Δ3 are determined in the form:
Δ1 = {λ1, λ2, …, λm} Δ2 = {μ1, μ2, …, μm}, Δ3 = {δ1, δ2, … δk+m−1}. For i = 1, …, m

Table 3 Use of U2 and U3 for localizing the pair of symbols that where corrupted in 2nd and 3rd
bit

u2,r ⊕ u2,s, u3,r ⊕ u3,s r, s u2,r ⊕ u2,s, u3,r ⊕ u3,s r, s

1–2 3, 7 9–9 2, 6

1–3 6, 8 9–10 4, 9

1–7 1, 4 9–14 5, 10

2–4 2, 4 10–9 3, 10

2–5 5, 7 10–10 1, 6

2–7 6, 9 10–14 4, 8

3–3 1, 2 11–9 1, 8

3–4 8, 9 11–11 7, 10

3–7 3, 5 11–13 4, 6

4–2 9, 10 11–14 2, 9

4–6 4, 5 12–12 3, 6

4–7 2, 7 12–13 7, 8

5–1 1, 5 12–15 1, 10

5–5 2, 3 13–8 4, 10

6–2 2, 5 13–12 5, 9

6–3 4, 7 13–14 6, 7

6–5 6, 10 13–15 3, 8

6–6 1, 3 14–8 5, 8

7–1 3, 4 14–11 3, 9

7–4 1, 7 15–9 7, 9

7–6 8, 10 15–11 5, 6

8–10 2, 8 15–12 2, 10

8–13 1, 9
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the bit ξi = 1, if i < d and ξi = 0, if i ≥ d (if a single symbol were distorted and for
l > m ξl = 0) or alternatively, the value of the bit αl = λl ⊕ μl, if l ≤ m and αl = 0,
if l > m).

The procedure for determining w1, w2,…,wk—the bits of the number j, consists
of the following steps:

1. If Δ1 > Δ2 (an odd numbered symbol was distorted first), then w1 = 1 and
c2 = 1. Otherwise w1 = 0 and c2 = 0. Number i = 2, c1 = 1.

2. The values of the bits of the coefficients wi−r+1 belonging to the number j, of the
first distorted symbol, are determined using the formula:

wi ¼ diþ r�1 � nr � ci � diþ r�2 � wi�1 � nr � ci�1 � aiþ r�1 � ðw1 � niþ r�1Þ
ciþ 1 ¼ wi � ci

If wi = 1 and ci = 1, then ci+1 = 1, otherwise ci+1 = 0.

3. If i < k, then i = i + 1 and return to step 2, otherwise the algorithm finishes.

For the above example Δ1 = 0010, Δ2 = 0100 and Δ3 = 00100. The value r = 2
and d = 3. As Δ1 > Δ2, w1 = 1, c2 = 1, c1 = 1.

For i = 2: δ3 = 1, ξ3 = 0, δ2 = 0, ξ2 = 1, α3 = 1. Hence it follows that:
w2 = 1 ⊕ 1 � 1 ⊕ 0 ⊕ 1 ⊕ 1 � 1 ⊕ 1 � (1 ⊕ 0) = 1. While w2 = 1 and c2 = 1,
then c3 = 0. c3 = c2 � w2 = 1.

For i = 3: δ4 = 0, ξ4 = 0, δ3 = 1, ξ2 = 0, α4 = 0. It hence follows that:
w3 = 0 ⊕ 1 � 1 ⊕ 1 ⊕ 1 ⊕ 1 � 1 ⊕ 0 � (1 ⊕ 0) = 0. Therefore, j = w1 + 2 �
w2 + 4 � w3 = 3.

The correction of the distorted symbols is achieved with the corresponding
expression:

If D1 [D2; Xj ¼ XjR � D1 and Xjþ 1 ¼ Xjþ 1;R � D2

If D1\D2; Xj ¼ XjR � D2 and Xjþ 1 ¼ Xjþ 1;R � D1

The proposed procedure that was explained above may be used for the correction of
the correction of a single erroneous symbol or a pair of adjacent distorted symbols. The
total numberK of the required control bits, in contrast to theReed–Solomon codes, does
not depend on the bits m of the symbols and is determined by the expression:

K ¼ 3 � mþ k � 1 ð18Þ

Since for the Reed–Solomon codes it may be taken that k = m, then Eq. (18)
becomes:

K ¼ 4 � m� 1 ð19Þ

In order to guarantee the detection of errors caused by the distortion of the
timing between the transmitter and the receiver [4, 5], a method id proposed whose
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essence is the control of the unity bit sequence length whose transmission is not
synchronized. Assume that the information consists of a packet of m bits, B = {b1,
b2,…, bm}, bl 2 {0,1}, 8l = 1,…, m. In the packet it is proposed that a sequence of
values is contained, whose transmission is also asynchronous. Without loss of
generality, it may be assumed that a series of ones is transmitted. This case cor-
responds to the USB mode of operation. The symbol Ek

e is defined as the sequence
of e units that may correspond with an order k in the control packet.

This implies that until the Ek
e sequence the transmitted packet consists of an

order k-1 sequence of units of the same length e. Similarly, Ek
[ e signifies the kth

sequence in the controlled packet of the following order, the length of which
exceeds e. Assuming that the kth sequence contains Lke > e units and that the total
number of sequences of the subsequent order that contain more than e units is Ke,
then taking inti consideration the definition as it has already been stated, the total
number of units in the transmitted packet may be presented in the form:

Xm
i¼1

bi ¼
XK0

k¼1

Lk0:

In order to guarantee the detection of errors that are caused by the violation of
the timing during the transmission of a series of ones, a method is proposed that
focuses in changes in the lengths of the sequences, since a timing violation may
cause the length of the sequences of one to be increased or reduced at the receiver,
compared to the one that was transmitted. The method involves the control of the
changes in the length of the sequences for which there exists an increased risk of
synchronization violation. In reality, the sequences contained in this class are the
sequences E>u, whose lengths exceed a predefined threshold u. For example, in the
case of USB it is advisable that sequence length changes of sequences that contain
no more than four (4) ones.

The control code V is proposed in order to calculate a weighted checksum. For
this purpose, each one of the k units of the Ek

[ u sequence that is controlled, is
assigned a weight Wk, that uniquely corresponds to the symbol k in the sequence
Ek

[ u in the packet that is transmitted.
During the transmission to the receiver of the packet, the parity bit is calculated

for every k sequence of length Lk. The code V that represents the weighted
checksum is calculated at the receiver and the transmitter as the XOR sum of the
parity bits of the length of the sequence that is being controlled and as the sub-
sequent XOR of the produced parity bit of the length of the sequence with the
corresponding weighted sum:

V ¼ �Ku

k¼1
ðLku mod 2Þjj �Ku

k¼1
Wk � ðLku mod 2Þ: ð20Þ

If the values calculated at the sender and the receiver using expression (2) are
symbolized as Vs and VR, then the error control code is calculated as Δ = Vs ⊕ VR.
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If Δ = 0, then it is considered that errors that alter the length of sequences of ones
do not exist.

The selection of weighting coefficients Wk is performed based on the given
multiplicity for guaranteed detection of errors due to timing violations. Due to the
first factor in expression (2) the detection of all timing violation errors of odd
multiplicity is guaranteed. For Wk = k, apart from errors of odd multiplicity, all
double errors are also guaranteed to be detected. Indeed if the length of odd mul-
tiplicity changes, for example for the qth and the dth sequence, i.e. Eq

[ u and Ed
[ u;

from the sets of units of the control packet q, d 2 {1, …, Ku}, then the difference
between the codes of the sender and the receiver will be equal to Δ = Wq ⊕ Wd. As
Wq ≠ Wd which is in turn due to the fact that d ≠ q, then Δ ≠ 0 and this implies that
all double errors are guaranteed to be detected.

In order to detect errors that are caused by timing violations and are of even
multiplicity, weighting factors that represent partially orthogonal codes may be
used [3]. With reference to the K factors of the set Ω of the partially orthogonal
codes of class h, is the set Ω = {W1, W2, …, WK}, consisting of K codes such that
for the XOR sum of any subset ϑ, containing no more than h such codes that are
non-zero, it is true:

8# ¼ fX1;X2; . . .;Xq#g � X; q# � h :

X1 � X2 � � � � � Xq# 6¼ 0:
ð21Þ

In reality this means that any subset ϑ � Ω, |ϑ| ≤ h, is an orthogonal base in an
h-dimensional space. In Table 4, the values of Ω are presented for K = 64, h = 4,
whose usage enables the guaranteed detection of errors with even multiplicity that
does not exceed 4.

The analysis of the bits referred to in Table 4 shows that the numbers with length
q bits are partially orthogonal codes that are used for the guaranteed detection of
errors of multiplicity h (h even) depends approximately logarithmically from the
length m of the control packet [3], i.e. the dependence of the bits qw of the
weighting coefficient on the number Ku of the sequence of ones may be approxi-
mately expressed as:

qW � ah � log2 Ku ð22Þ

The weighting factors in Table 4 are presented in hexadecimal form. The the-
oretical and experimental studies that have been carried out show that the actual
arithmetic values for coefficients α4 and α6 do not remain constant and tend to
decrease as the number Ku of the sequence of units of the data control packet
increases. However the length of the packet remains restricted in reality, therefore
the approximations that for h = 4 the coefficient becomes a4 ≈ 2.3, for h = 6 the
coefficient becomes a6 ≈ 3.65 and for h = 8 the coefficient is a8 ≈ 7.1, are sensible
and safe.
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A fundamental aspect of the evaluation of the effectiveness of the proposed error
control method, for errors that dominate serial interfaces of information systems
with asynchronous data encoding, is concerned with the calculation of the number
of control bits.

It is apparent that the number s of the control bits is determined by the length of
the weighting factors W which in turn depend on the number Ku of the sequences,
whose transmission is not synchronized and are controlled by the proposed method.
It is hence important to determine the dependence of the number Ku of the con-
trolled sequences on the minimum length u + 1 and on the length m of the packet
being transmitted.

Assuming that the appearance of a one—symbol and a zero—symbol in the
sequence being controlled is equi-probable and independent of the remaining bits,
then the probability that a sequence consists of a single “one” is determined by the
fact that the next symbol must be a zero and is 0.5. The probability P2 that the
sequence consists of two “ones” is determined by the fact that the second bit needs
to be “one” and the third “zero” and is equal to 0.52. Similarly, it may be shown that
the probability of a sequence having a length of e “ones” is calculated as 0.5e. The
average length of a sequence of “ones” is defined as La and this may be calculated
as the sum of the following series:

La ¼
Xm
i¼1

i
2i

�
X1
i¼1

i
2i

¼ 1
ð1� 0:5Þ ¼ 2 ð23Þ

Table 4 Weighting factors for guaranteed detection of errors with even multiplicity <4

k Wk k Wk k Wk k Wk

1 0001 17 00F7 33 0458 49 0CD4

2 0002 18 0100 34 0491 50 0D9B

3 0004 19 0117 35 0535 51 0DE5

4 0009 20 0129 36 0541 52 0EB3

5 000F 21 01C7 37 0654 53 1000

6 0010 22 0200 38 074A 54 101D

7 0020 23 0219 39 0800 55 1027

8 0033 24 022D 40 081C 56 104E

9 0040 25 0252 41 0825 57 1153

10 0055 26 0283 42 0889 58 116B

11 006A 27 0323 43 0944 59 1175

12 0080 28 035F 44 0998 60 1191

13 0096 29 03E6 45 0A3A 61 1290

14 00AB 30 0400 46 0AF0 62 1487

15 00BD 31 041B 47 0B39 63 1664

16 00ED 32 042E 48 0C37 64 16AC
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As in the assumptions for the above calculation of the average length of
sequences of “ones” in the transmitted packet are balanced for “zeroes” as well, the
probability distribution of the length of sequences of “zeroes” is similar to the
above one for sequences of ones. Hence the mean number of sequences of “zeroes”
is approximately equal to the mean of the sequences of “ones”. From expression (5)
it follows that the mean length of the sequence is 2 and that respectively, the mean
number of transmitted packets is m/2, half out of which (i.e. m/4) are sequences of
“ones”. From the above analysis it may be deduced that half of the sequences
of “ones” contain just one unit, ¼ contain two units etc. Hence the mean number ve
of sequences that contain e “ones” in the m bit packet are determined by the
formula:

me ¼ m
2eþ 2 ð24Þ

It follows immediately that:

Xm
e¼1

me � e �
X1
e¼1

me � e ¼ m
4
�
X1
e¼1

e
2e

¼ m
2

ð25Þ

The mean number of the sequences Ke that contain more than e “ones” are
calculated as the sum:

Ke ¼
Xm

i¼eþ 1

mi �
X1

i¼eþ 1

mi ¼ m
2eþ 2 �

X1
l¼1

1
2l

¼ m
2eþ 2 ð26Þ

The number s of control bits that are used depends on two factors: the length
m of the control packet and the multiplicity of the errors that should be detected.
Hence for the detection of all errors with odd multiplicity and with double multi-
plicity, the length of the weighting factor is equal to log2Ke. More specifically, for
serial USB interfaces the length of the packet has been determined at 1024 bytes
(m = 8192) [1]. With the use of bit stuffing, it is necessary that changes in sequence
s with lengths 1–6 are controlled. The number K of such sequences is defined as the
sum:

K ¼
X6
i¼1

mi ¼ K0 � K7 ¼ m
4
� m
512

� m
4

ð27Þ

The length of the weighting factor for the guaranteed detection of double errors
is calculated as log2m − 2 = log28192 − 2 = 11 bits. Taking into account the
parity bit of the total length of the transmitted packet control code as well, the total
number of control bits becomes 12.
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4 Evaluation of the Performance Improvement

The above imply that both the proposed method and the Reed–Solomon codes use
for the correction of the distortions that appeared form a burst of errors in an
impulse modulation channel approximately the same number of bits. The funda-
mental advantage of the proposed method is that for both software and hardware
implementations, it is significantly simpler, compared to the Reed–Solomon
approach. Data for the comparison of the computational complexity and the time
required for the completion of the algorithms, in the case of error correction of burst
errors in low frequency transmission lines, are presented in Table 1.

Comparison of the computational and temporal complexity.
The analysis presented in Table 5, demonstrates that the proposed method enables

the simplification and acceleration of the error detection and correction processes by
up one or more orders of magnitude, compared to the Reed–Solomon codes. This is
particularly important for applications such as military applications. Especially in
military embedded computational systems, where data transmission is implemented
by using impulse code modulation in conditions of extremely strong electromagnetic
interference, the proposed method manages to satisfy the strictest requirements in the
time required for detecting and correcting errors that have appeared.

From a mathematical point of view, the proposed method is based on conver-
gence of the correction of the burst of errors to the solution of a system of equa-
tions. Such a system may be solved algebraically without tests. This mainly reduces
the computational complexity of the correction of the burst by n times compared to
every cyclic code, including the RS codes.

Unfortunately, the way this problem has been set, so that the correction of the
burst converges to the solution of the system of equations, is feasible only in the
case of a burst.

The characteristics of the number of control bits and the capability for guaran-
teed detection of errors via the proposed method, to be used in current USB
technology for CRC, are presented in Table 6.

The data analysis of the Table 6, shows that the developed method allows the
comparison with known methods. The proposed method significantly improves the
efficiency of error detection in the serial interfaces which faulted synchronization of
data transmission.

Table 5 Comparison of the computational and temporal compexity for BMWC

Action Computational complexity Temporal complexity

Proposed
method

Reed Solomon
method

Proposed
method

Reed Solomon
method

Encoding O(4 � n) O(12 � n � m) O(log2n) O(12 � n � m)
Error detection O(4 � n) O(20 � n � m) O(log2n) O(20 � n � m)
Correction of
burst errors

O(8 � log2 n) O(4 � n � m) O(8 � log2 � n) O(4 � n � log2 m)
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All the above results demonstrate that the use of the proposed techniques result
in the following advantages:

• In a significant number of cases, errors are corrected by the receiver, without
need for retransmissions.

• Incidents where retransmission is necessary are efficiently and effectively
detected by the receiver and hence there is a significant reduction in the need for
retransmissions.

• The computational cost of the operations is significantly lower than current
techniques

Apart from the improvements in the channel usage that these results imply, they
all result in smaller burdens for the environment, since the power required for
calculations and retransmissions and the amount of electromagnetic radiation
emitted on average appear significantly reduced.

5 Conclusions

This chapter has reviewed the topic of error detection and correction techniques.
Such techniques have been developed that in a variety of commonly encountered
conditions exhibit performance that is significantly better compared to baseline
techniques.

The first approach developed enhances the efficiency of single burst error control
in low frequency channels and data storage, by localizing the positions of the
corrupted bits in the burst and the start point of the burst that has occurred.
A conventional checksum method and the use of the weighted version of the
checksum for the solution of the first and the second problem respectively. The start
point of the burst is located via the solution to low complexity linear system. The
number of control bits required is 2�(m − 1) + log2N, a number that represents a
significant reduction in the computational complexity necessary for the correction
of the burst error comparing to Reed–Solomon codes. Additionally, using a number
of control bits that is significantly smaller than that of competing techniques,

Table 6 Comparative characteristics of efficient errors detection caused by the insertion of the
sync USB

Method of errors detection Quantity of guaranteed error detection
caused by the faulted of synchronize

Quantity
control bits

Proposed error control
method based on the
length change of
asynchronous serial bits

All odd errors multiplicity 1

Odd errors multiplicity and double errors 12

Odd errors multiplicity and even errors
multiplicity less than 6

24

CRC Guaranteed of not detected errors 16
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correctable errors are distinguished from non-correctable ones, hence eradicating
the number of retransmissions.

An additional error detection and correction procedure was presented that is
based on the binary multiplication without carry and expands the ideas of weighted
checksum based error correction and detection. Error detection and correction using
the proposed techniques was presented. Finally the expected benefits of the use of
the new technique with respect to complexity reductions were presented. Both the
above results imply a significant reduction of the environmental effects of trans-
mission in terms of energy consumption and electromagnetic radiation emission.

It is expected that the proposed methods may be additionally developed to detect
and correct errors with larger multiplicities and research is currently under way in
this direction.
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Model-Based Evaluation of Energy Saving
Systems

Davide Basile, Felicita Di Giandomenico and Stefania Gnesi

Abstract Nowadays, there is a great attention towards cautious usage of energy
sources to be employed in disparate application domains, including critical
infrastructures, to save both in financial terms and in environmental impact. This
chapter focuses on stochastic model-based as a support to the analysis of energy
saving systems, in combination with other non functional properties, such as reli-
ability, safety and availability. We discuss general guidelines to build a model-
based framework to analyse critical cyber-physical systems, where effective energy
consumption is required, while assuring imposed levels of resilience. Also, an
overview of the most commonly employed methodologies and tools for model-
based analysis is provided, and extensive literature is indicated as pointers to rel-
evant research activities performed on this attractive topic over the last decades.
Finally, in order to corroborate the proposed framework, a case study in the railway
domain is proposed. By adopting the Stochastic Activity Networks formalism, the
framework is instantiated to analyse effective trade-offs between energy con-
sumption and satisfaction of other dependability related requirements.
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1 Introduction

Energy management and the related environmental issues are emerging as a rele-
vant technological, political, and societal concern. Reducing energy consumption is
nowadays one of the primary goals in the design of IT systems [1]. The benefits of
adopting strategies of energy management are many, as for example: reduction of
costs, by adopting strategies of energy management most organisations can save in
economic terms; mitigating adverse environmental effects, which helps organiza-
tions in gaining a good reputation and avoid penalties of governments aiming at
reducing the environmental pollution; reduction of risks due to energy shortages
and prices fluctuations.

For being effective, policies of energy saving need to be integrated in the design
of an energy-saving system. When critical systems are considered, that is employed
in sectors where dependability requirements are stringent, the challenge of energy
saving needs to be mediated with satisfaction of properties such as reliability,
safety, availability. Unfortunately, reducing the energy consumption and increasing
reliability are in general contrasting requirements. Hence, it is important to find a
good trade-off between the two aspects. To this purpose, resorting to quantitative
assessment of policies devised for energy management is extremely helpful to
support the choice of the one that better suits the overall set of system requirements.
Stochastic model based analysis, which is widely recognized as a powerful
approach for quantitatively assessing non functional properties since the early
phases of a system development, is addressed in this work.

In particular, this chapter offers the following contributions. First, guidelines to
the set up of a stochastic model-based framework, suitable to evaluate trade-offs
between energy consumption and dependability-related properties in critical energy
saving cyber-physical systems, are discussed. The targeted systems are charac-
terised by physical entities that are controlled by computational units, where an
energy management policy is in place to supply the physical components as needed
to reliably perform their work. Comparison among different energy management
strategies is possible, in terms of indicators representative of the energy con-
sumption and dependability-related indicators, to select the most effective one.

Second, a review of widely adopted formalisms and tools for stochastic model
based evaluation is presented, to provide a basis of existing instruments to imple-
ment the proposed analysis framework.

Third, a realistic case study is proposed to exploit our modelling framework,
which is taken from the railway transport domain, a critical domain where failures
can lead to catastrophic consequences, as for example the derailment of trains. In
particular, we evaluate policies of energy consumption for a system of railroad
switch heaters. By adopting the proposed method, evaluation of the measures of
interest is used for tuning the parameters of the considered energy-saving policies in
order to reduce energy consumption while satisfying reliability constraints.
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Related work
Model-based analysis of energy-saving reliable systems is recently gaining interest
from the research community, hence the literature concerning this subject is rela-
tively heterogeneous; in the following we briefly review recent works that analyse
and optimise the energy consumption in several application domains. Generalized
Stochastic Petri Nets [2] are used to solve the dynamic power management problem
for systems with complex behaviour in [3]. Dynamic power management addresses
reduction of power dissipation in embedded systems, with a selective shut-off or
slow-down of system components that are idle or underutilized. A time-out policy
is used for power saving, which turns on a component when it is used and turns it
off when it is not used for a certain amount of time. Comparisons are also per-
formed with other models based on Markov Decision Processes (MDP) [4]. The
dynamic power management problem is interpreted as a hybrid automaton control
problem and integrated stochastic control in [5]. Hybrid automata mixed both a
discrete state, representing the power mode of the system, and a continuous one,
representing the consumed power. Two strategies are compared: on demand
wake-up of a component (that was previously turned off) and pre-emptive wake-up.
The former provides better results for conservation of energy and prevention of
latency. The applicability of self-organizing systems for different fields of power
system control is discussed in [6]. Agent-based decentralized power flow control is
compared with current practice based on central decision making. The authors study
how to balance the voltage and frequencies stability of the network to meet the
demand of energy. These parameters are linked to reliability and safety of the
system. It is shown how a decentralized control can improve reliability, safety and
efficiency by providing a real-time adaptivity to changes in the network (failure of a
node, blackout). The survivability of a smart house is analysed in [7], that is the
probability that a house with locally generated energy (photovoltaic) and a battery
storage can continuously be powered in case of a grid failure. Hybrid Petri Nets [8]
are used for modelling this scenario. Different strategies of battery management are
considered. In the first one, all the battery is consumed when needed, in the second
there is a minimum threshold of energy saved in case of grid failure. In the third
case the battery is also charged to a maximum threshold when the grid is operating.
It is shown how the third strategy is better both for the local usage of energy and for
the survivability of the smart house. The authors consider a randomly chosen
probability of failure and fixed thresholds. The trade-off between energy saving and
reliability is studied in [9], by managing frequencies and voltage of the delivered
energy. In particular, lower frequencies result in higher reliability while for voltage
scaling the reliability decreases dramatically. In our approach the energy con-
sumption is managed by changing the power consumed by the system.

Power management in smart grids is discussed in [10], where it is shown that, by
adjusting the power supplied to the different clients, it is possible to obtain a good
trade-off between power utilization and customers satisfaction. Services negotiation
of energy and reliability requirements is the selected case study in [11], where an
energy provider, an energy consumer and a mediator try to find an agreement on the
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amount of energy delivered, its reliability and price. In Sect. 2.3 we will review
some of the previously discussed models for energy assessment.

Structure of the chapter.

Section 2 discusses general guidelines for supporting the design and evaluation of
energy-saving systems and provides a brief survey on the modelling methodologies
and tools for evaluating dependability measures and energy consumption of sys-
tems. A case study is proposed in Sect. 3 where the proposed method is applied for
evaluating reliability and energy consumption indicators for the system under
analysis. Conclusions are discussed in Sect. 4.

2 Supporting the Design of Energy Saving Systems

In this section, we introduce general guidelines toward the building of a modelling
framework to support the design of critical energy saving systems. To provide the
context useful to understand the developments, background on model-based anal-
ysis is firstly introduced. Then, a general overview of the proposed modelling
framework is presented, followed by an overview of the pertinent formalisms and
tools from the literature. To concretely demonstrate the potentialities of the pro-
posed approach, instantiation of the general framework in a use case from the
railway domain is then addressed, as extensively described in Sect. 3.

2.1 Model-Based Analysis

Quantitative assessment of non-functional properties, especially dependability and
performance related ones, is an important activity when developing systems to be
employed in critical domains, where strict requirements on these properties need to
be met. Such evaluation typically consists in probabilistically estimate the occur-
rence of faults and their impact on the ability of the system to operate correctly, in
presence of possible measures to enhance system resilience (such as fault tolerance
mechanisms). Several approaches are available in literature to perform system
assessment [12], mainly testing, fault injection and model-based evaluation. For
quantitative evaluation of dependability indicators, stochastic model-based analysis
[13] has been proven to be particularly useful, versatile and cost-effective for
manufacturers [14, 15]. To keep the model manageable, the system needs to be
represented at a properly identified abstraction level. Indeed, depending on the
properties to be analysed the emphasis on the system representation is focused on
those aspects that are relevant for the analysis purposes, while irrelevant aspects are
neglected. Therefore, a wide variety of models are used in practice, to tailor the
right abstraction level for the system under analysis, in accordance with the
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properties to be assessed, the desired degree of accuracy and available resources to
manage models development and solution.

Stochastic model-based approaches [13] are useful to support the development
of systems, in all the phases of their life cycle. In the early design phases, they can
be helpful for avoiding waste of time and resources in the development phase. This
can be done by pointing out the properties and the requirements that the system
must satisfy, as for example the energy consumed, and build a model that captures
the relevant structural and behavioural aspects of the system under development.

Such early modelling phase is therefore exploited to highlight problems in the
design of the system, such as bottlenecks, to perform comparisons of different
alternative architectural solutions and selection of the most suitable one. For an
already existing system, an a posteriori analysis of properties such as dependability
or performance is useful to understand and learn about specific aspects, to detect
possible design weak points, to perform a late validation of the dependability
requirements, and it is especially useful to improve the system in its future releases.
Moreover, with a model-based analysis it is possible to predict future behaviours to
plan the maintenance and the upgrading of the system.

2.2 Guidelines to Model Critical Cyber-Physical
Energy Saving Systems

By resorting to a model-based approach, we propose general guidelines to develop
a modelling framework for supporting the design of critical energy saving systems.
We target energy consumption in cyber-physical systems (CPS) [16], where
physical entities are controlled by computational units. Among the functionalities
under the supervision of the cyber-control, there is the strategy for supplying energy
to components of the physical system, necessary to keep them effective and reliable
in the service they accomplish. Our interest is in assessing measures that are rep-
resentative of the energy consumption, to be combined with other dependability-
related properties dictated by the critical domain the CPS is employed in. The
results from this kind of analysis are very helpful for: (i) gaining insights on benefits
from different energy supply strategies and (ii) properly tuning the parameters of
these strategies toward most rewarding configurations.

A modular and compositional framework is pursued, to promote wide applica-
bility to a variety of scenarios relevant to cyber-physical systems, as well as ability
to undergo future refinements and extensions. A diagram of the proposed frame-
work is depicted in Fig. 1. The proposed analysis framework is built around three
major modules, as outlined in the following.

• Physical-aspects module: this module focuses on the physical components of
the system and on their characterisation in terms of relevant aspects from the
energy viewpoint. It includes models representing phenomena related with
energy supply, which depend on the fabric of the supplied components and
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environmental conditions impacting on the energy consumption. Examples are:
(i) internal and external temperatures, properly modelled taking into account
their evolution in time, given the different means involved (such as iron or
copper for the physical components, winter or summer days for the external air);
(ii) fuel consumption, represented by properly considering the engine parame-
ters, aerodynamic drag, weight, and other relevant parameters; (iii) supplied
power, represented by properly considering the laws regulating the involved real
process; (iv) battery charging and others.

• Control-aspects module: this module deals with the policies that dynamically
regulate the energy consumption of the physical components. To manage
potential complexity while assuring adequate accuracy of the analysis, the rep-
resentation of such policies is abstracted at the level of their impact on the energy
parameters of the controlled physical components. As already mentioned, the
primary objective of the proposed model-based approach is to assist the system
designer in identifying the best policy to employ among several alternatives, in
accordance with pre-established dependability and cost requirements. Trade-offs
between energy consumption and dependability requirements are mandatory in
critical domains, where, e.g., the energy should not be reduced in safety critical
situations. A typical family of energy supply algorithms is of kind on-off, where
energy is supplied or turned off on the basis of values assumed by parameters that
depend on physical conditions of the system and of the environment.

• Evaluation module: Finally, the third module deals with the composition of the
several models from the previous two modules, to end up with the overall
evaluation framework. Exercising the overall composed model, energy supply
policies trading energy saving and dependability properties can be quantitatively
evaluated and compared in terms of properly defined indicators.

The generality of the above outlined approach allows assessing a variety of
measures of interest to final customers, service providers and operators, in accor-
dance with the specific application domain where the CPS system under analysis is
utilised. Given the aim of trading energy consumption with dependability, typical
indicators are energy supplied to individual system components or to the overall
system in a certain time interval, as well as failure probability of an individual
component or of the overall system due to lack of supplied energy.

Fig. 1 The proposed analysis framework for energy saving CPS
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In Sect. 3 we will provide an example of an energy saving system designed with
this method [17, 18].

2.3 Methodologies and Tools for Model-Based
System Analysis

Assessing the ability of a developed system to fulfil its requirements (both func-
tional and non-functional) is a fundamental phase in the system engineering
development process. As already mentioned, model-based evaluation is a versatile
support since the early phases of system development and a large variety of
modelling formalisms and tools have been developed over the past decades. The
interest towards energy consumption analysis gained great attention in very recent
years, so there is a relatively limited number of works addressing this aspect. The
review below offers a reference to existing modelling formalisms and tools which
can be fruitfully employed also to this purpose.

In particular, we briefly describe a subset of state-space oriented modelling
formalisms, that are used for quantifying non-functional properties (typically,
dependability and performance indicators) at different stages of a system devel-
opment process.

Both deterministic and stochastic modelling formalisms have been defined, to
properly address the different deterministic or probabilistic behaviours of systems to
be analysed. Concerning the evaluation of energy saving systems and dependability
attributes, stochastic models are more adequate. Indeed, they are capable of
expressing the uncertainty about the occurrence of events as failures, and for
modelling external factors affecting the energy consumption, as for example
weather conditions.

According to the underlying stochastic process, stochastic models can be further
classified into Markovian and non-Markovian [19]. Markovian models are those
satisfying the Markov property, that is the conditional probability distribution of
future states (conditional on both past and present values) depends only upon the
present state. Indeed, in Markovian models the occurrence of events always has an
exponential distribution of time. For modelling systems without this property non
Markovian models are used. For the discussed modelling methodologies, several
tools are available for building and solving them [20–22].

2.4 Markovian Models

Markovian models are stochastic models where it is assumed that future states
depend only on the present state. Among the others we discuss Markov chains,
Stochastic Petri Nets, Generalised Stochastic Petri Nets.
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Markov Chains

Markov chains [19] are capable of modelling several types of systems and they are
equipped with efficient solution algorithms implemented in many automated tools.
With this formalism the states of a system are modelled with a random variable X
(t) that changes through time. Thanks to the Markov property, the distribution for
this variable depends only on the distribution of the previous state.

When only the elapsed time is important and not the actual instance of time, then
the Markov chain is said to be homogeneous; otherwise, it is said to be non
homogeneous. If the parameter t that indexes the Markov chain is continuous, we
have a continuous-time Markov chain; otherwise, we have a discrete-time Markov
chain.

A graphical representation of a Markov chain is a directed graph called state
transition diagram, where nodes represent states and arcs represent state transitions.
Because of the memoryless property, each transition occurs in an exponentially
distributed time, and the rate is exactly the inverse of the expected time to the
transition, that is, the rate of the corresponding exponential distribution. This is the
most severe constraint that limits the applicability of Markov chains. Markov chains
can be solved in terms of transient or steady-state analyses. Once the state occu-
pation probabilities of the Markov chain are obtained, the values of the most
important dependability measures can be evaluated [14]. A reward structure can
also be defined, which assigns reward values to the states (or to the transitions) of
the Markov chain model, obtaining the Markov reward models [23], which among
the others can be used to evaluate the energy consumption of systems.

Stochastic Petri Nets

Petri Nets are widely used as modelling paradigm thanks to the efficiency in
describing the qualitative and quantitative aspects of complex systems and because
of their intuitive and appealing graphical representation. Originally Petri Nets were
developed for representing in a compact way concurrency among processes [24].

Stochastic Petri Nets [25] are a popular timed extension of place-transition Petri
Nets [24], where places are represented by circles and timed exponential transitions
by white or black rectangular boxes connected by directed arcs. Arcs have positive
integer weights associated and are of two types: input arcs connect input places to
transitions while output arcs connect transitions to output places. Places contain
tokens and the whole state of the net, called marking, is represented by the number
of tokens in each place. Each transition has associated a random firing delay with
negative exponential distribution time (Markov property).

When the marking of the input places matches the weights on the input arcs then
the transition is enabled, and a timer starts counting the sampled time. If the tran-
sition remains continuously enabled the whole time, it will fire by removing the
tokens from the input places and adding them to the output places according to the
weights of the arcs. Once the marking changes, some transitions can be enabled and
others aborted. The set of all possible reachable markings is called the reachability
set. The reachability graph describes all the possible evolutions of the network
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starting from the initial marking, where nodes are possible markings and arcs are
transitions causing the change of marking.

The reachability graph of a network is isomorphic to the correspondent con-
tinuous time Markov chain, where states and transitions are in one-to-one corre-
spondence with those of the reachability graph, and the rates of the transitions are
equal to the firing rates of the transitions of the network which cause the change of
markings. Hence, in order to solve a stochastic Petri Nets it suffices to analyse the
associated Markov chain, and the corresponding reward structure [23].

Generalized Stochastic Petri Nets

Generalized Stochastic Petri Nets [2] enrich stochastic Petri Net with instantaneous
transitions and inhibitor arcs. The first, graphically represented as thin bars, once
enabled fire in zero time. Conflicts among instantaneous transitions are solved by
associating priorities and weights to transitions with the same priority. Inhibitor
arcs, graphically depicted as arcs terminating with a circle, inhibit the firing of the
connected transition when the input place of the inhibitor arc has one or more
tokens. The reachability graph of this type of networks is not in correspondence
with Markov chains because of the instantaneous transitions. Indeed, now the
network spends zero time in some markings, which are called vanishing.
Nevertheless, it is possible to eliminate those vanishing markings by performing
some approximations, in order to obtain a reduced reachability graph, which is
isomorphic to a Markov chain. The reward structure can be associated to the
underlying Markov chain (Markov reward models) [23].

2.5 Non-Markovian Models

In Generalised Stochastic Petri Nets, when transitions with non-exponential dura-
tion are represented (i.e. instantaneous activity) then an approximation is introduced
in order to solve them. This constraint (Markov property) may be too strict for
certain classes of systems, and for them several classes of non-Markovian models
have been introduced in literature [26], for which it is possible to represent gen-
erally distributed activities and that can be solved by simulation, or analytically; by
approximating non-exponential random variables [13, 26, 27] with exponential
ones. Here we discuss Semi-Markov Stochastic Petri Nets and Stochastic Activity
Network.

Semi-Markov Stochastic Petri Nets

Semi-Markov Stochastic Petri Nets are an extension of Generalised Stochastic Petri
Nets for which the firing time of a transition is generally distributed (non-
Markovian property), and with the resampling memory policy for transitions, where
each time a transition fires the remaining firing time of the other transitions is
resampled. These nets are in correspondence with Semi-Markov Stochastic
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Processes [28, 29], where the holding time of states is generally distributed and the
instants of time a timed transition fires are regeneration points. Indeed, after a
regeneration point the future of the marking process becomes a replica of the
process at time zero. The evolution of the Semi-Markov Stochastic Process is
studied for transient and steady-state analyses [29].

Stochastic Activity Network

Stochastic Activity Networks [30] are a formalism widely used for performance,
dependability and performability evaluation of complex systems. The SAN for-
malism is a variant of Stochastic Petri Nets [25], and has similarities with
Generalised Stochastic Petri Nets [2]. A SAN is composed of the following
primitives: places, activities, input gates and output gates. Places and activities
have the same interpretation as places and transitions of Petri Nets. Input gates
control the enabling conditions of an activity and define the change of marking
when an activity completes. Output gates define the change of marking upon
completion of the activity. Each enabled activity may complete. Activities are of
two types: instantaneous and timed. Instantaneous activities complete once the
enabling conditions are satisfied. Timed activities take an amount of time to
complete following a general temporal stochastic distribution function. An enabled
activity is aborted, i.e. it cannot complete, when the SAN moves into a new
marking in which the enabling conditions of the activity no longer hold. Cases are
associated to activities, and are used to represent probabilistic uncertainty about the
action taken upon completion of the activity. When an activity completes, the
following steps are executed:

• one of the cases of the activity is chosen according to its marking-depending
probability;

• the function of each input gate of the activity is executed;
• the function of each output gate linked to the case selected at first step is

executed.

The primitives of the SAN models are defined using C++ code.

2.6 List of Tools

We now overview a small subset of the vast body of tools for automatising the
description and evaluation of stochastic models.

• SHARPE (Symbolic Hierarchical Automated Reliability and Performance
Evaluator, http://sharpe.pratt.duke.edu/node/1) [27] is a toolkit that provides a
specification language and solution methods for models described as, among the
others, Markov chains and Generalized Stochastic Petri Nets. Steady state,
transient and interval measures can be computed. For most of the model types,
SHARPE provides more than one analysis algorithm from which the user can
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choose. SHARPE allows the user to combine models in a hierarchical fashion.
The model types include state-space ones such as Markov and semi-Markov
reward models and Stochastic Petri Nets;

• SPNP (Stochastic Petri Net Package) [31] supports models as Stochastic
Rewards Petri Nets and Generalised Stochastic Petri Nets. It supports transient
and steady-state analytical evaluations for Stochastic Rewards Petri Nets models
and discrete-event simulation for non-Markovian models. More informations at:
http://people.ee.duke.edu/%7Ekst/chirel/IRISA/spnp.html;

• SURF-2 (http://homepages.laas.fr/surf4tst/what-uk.html) is a dependability
evaluation tool for hardware and software systems, based on strict construction,
validation and numerical resolution of Markov models. The available modelling
formalisms are Markov chains and Generalized Stochastic Petri Nets. Reward
structures are used to obtain measures of dependability, performance or cost. It
supports transient and steady-state analysis;

• GreatSPN (http://www.di.unito.it/%7Egreatspn/index.html) [32] supports for-
malisms as Generalized Stochastic Petri Nets and Stochastic Well-formed Nets,
and it allows the composition of different models. An algorithm for the fast
computation of performance bounds based on linear programming techniques is
available; together with algorithms for the analysis of stochastic well-formed
nets. Steady state and simulation solvers are available;

• Oris (http://www.oris-tool.org/) [33] is a tool which supports a variety of timed
extensions of Petri Nets, and it implements a symbolic state space analysis
which enables an integrated approach to qualitative verification and quantitative
evaluation;

• Möbius (https://www.mobius.illinois.edu/) [34] is a tool that supports various
formalisms such as SAN, PEPA (a process algebra), Fault Tree, and different
analytical and simulative solvers. Möbius can be used for studying the relia-
bility, availability, and performability of systems. It follows a modular mod-
elling approach, with proper operators Rep and Join to compose atomic models
into an overall composed model.

3 A Case Study of Energy Saving System

In this section, we tailor the general method to build evaluation frameworks dis-
cussed in Sect. 2.2 to a scenario of energy saving in the railway domain. Following
the spirit of the proposed method, a modular and parametric approach is followed,
to assure usability of the developed analysis framework in a variety of system
configurations, as well as to promote extension and refinements of the model itself
to account for further involved aspects/phenomena and so enhance its adherence to
sophisticated and realistic implementations with respect to the current version.

Specifically, the considered case study is a railroad switch heating system.
A railroad switch is a mechanism enabling trains to be guided from one track to
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another. It works with a pair of linked tapering rails, known as points. These points
can be moved laterally into different positions, in order to direct a train into the
straight path or the diverging path. Such switches are therefore critical components
in the railway domain, since reliability of the railway transportation system highly
depends on their correct operation, in absence of which potentially catastrophic
consequences may be generated.

Unfortunately, during winter, snow and ice can prevent the switches to work
properly, exposing the railway network to potential failures. In the past, the
switches were kept clean manually by employees who were sweeping the snow
away. Nowadays, heaters are used so that the temperature of the railroad switches
can be kept above freezing. The heaters may be powered by gas or electricity; for
simplicity, in the next description we refer to electrical supply.

Different policies may be adopted to power the heaters, as for example to heat a
selection of switches for a given amount of time or to heat all the switches together.
Of course, different policies imply different energy consumption and different
probabilities to expose the switches to a malfunction because of lack of sufficient
heating.

The proposed analysis contributes to gain insight on the interplay between
energy consumption and reliability in order to select an appropriate policy for the
heating of the switches, which guarantees a satisfactory trade-off. In particular, the
(electric) energy consumption of the system is the amount of power consumed by
the system in a unit of time, that is measured in Watt per hours, while reliability is
defined as the continuity of correct service, i.e. the ability of the system to avoid
service failures that are more frequent or more severe than is acceptable [12].

In the following, we describe the steps to set up and exercise the modelling
framework for the evaluation of reliability and energy consumption indicators for a
system of (remotely controlled) railroad switch heaters. An on-off policy is con-
sidered for heating the switches, with parametric thresholds representing the tem-
peratures triggering the activation/deactivation of the heating. The management of
the heaters is automatic, and is remotely controlled by a central computational unit.
In a railway station, there are tracks that are less important than others, for example
the side tracks. In case of extremely cold conditions, the total amount of energy
available could not be sufficient to heat the overall system, hence it is important to
duly choose the heaters that must be primarily heated and those that may be heated
later on. Those railroad switch heaters whose temperature cannot be kept above the
freezing thresholds will experience a failure.

Since the analysed system is characterized by stochastic phenomena that cannot
be accurately represented by the exponential distribution, (e.g. the time regulating
changes of the temperature of the switches), we have resorted to non-Markovian
models, in particular the ones defined by Stochastic Activity Networks (SAN) [30],
and the Möbius tool (see Sect. 2.3) for evaluating the measures of interest. We
remark that the proposed framework allows to model and analyse the system with
different formalisms; however due to lack of space we only resort to SAN models.
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3.1 Physical-Aspects Module

We briefly describe the real-world devices that constitute the physical components
of the system under analysis. The heating system for a single heater consists in a
series of tubular flat heaters along the railroad track, which warm up the railroad by
induction heating. To accomplish its task, the railroad switch heater system reads
through sensors the temperatures of the air and of the railroad [35].

The physical behaviour of the railroad is modelled in terms of temperature decay
and increase, when the heating is switched off and on, respectively. For the tem-
perature of the air, statistic data about cold winter nights are used, while for
modelling the internal temperature of the device and to estimate the energy con-
sumption of the heater, the exchange of heat through convection is modelled.
Indeed the railroad gets cooled by the external temperature and warmed by the
heaters.

To make the needed calculation we consider the portion of the railroad track to
be heated, which for simplicity is represented by an iron bar. We assume that the
bar is exposed to the external temperature both from the top and from the bottom.

The heater is represented by a resistance that passes through the railroad in
different points in order to warm up the iron. The set-up for the heating device is
based on patents of heating switches [36], which also contain data about the power
consumed by a single heater and the increment of the temperature of the track in
cold winter nights. We assume that the power used by the heater is constant, in
order to estimate the kilowatt per hours consumed during the time interval that we
consider.

Every hour new data for the internal temperature of the railroad track are
computed. Assuming that the values of the external temperature of the surrounding
area Te and the previous internal temperature Ti are known, we foresee the updated
internal temperature T of the railroad by solving the differential equation (balance of
energy) representing the exchange of heat by convection [37]:

mc
@T
@t

¼ �uAðT � TeÞþQ�

where u is the coefficient of convective exchange, c the heat capacity of iron; A the
surface area exposed to the external temperature; t the interval of time, one hour in
our case; m the mass of the iron bar; Q� the power used when the heater is turned on,
if the heater is turned off this value will be zero.

We remark that in the physical phenomenon we have studied (i.e. heating
exchange), the unknown variable is the internal temperature at instant of time
(k + 1) * t, while the external temperature and the internal temperature at time
k * t are known.
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3.2 Control-Aspects Module

We identify two main logical components in the control subsystem: the heater and
the central coordinator. The network of heaters is realised by replicating the heater
component, and the activation/deactivation of each heater is controlled by the
central coordinator. We now present these two main components.

• Heater: we based the policy employed to activate/deactivate the heating on two
threshold temperatures:

– warning threshold (Twa): this temperature represents the lower temperature
that the track should not trespass. If the temperature is lower than Twa, then
the risk of ice or snow can lead to a failure of the railroad switch and
therefore the heating system needs to be activated;

– working threshold (Two): this is the working temperature of the heating
system. Once this temperature is reached, the heating system can be safely
turned off in order to avoid an excessive waste of energy.

The energy consumption of the overall system depends on the value of Twa and
Two. Reducing the gap between these thresholds will result in a more frequent
activation of the heating system, but for a shorter period of time.

• Coordinator: the coordinator collects the requests of activation from the pending
heaters, and it manages the energy supply according to a FIFO prioritized order.
Indeed, the first heater that asks to be turned on will be the first to be activated.
We assign priorities to switches based on their criticality on the track; the
purpose of considering priorities is to guarantee higher reliability to those
switches that are vital for the correct functioning of the overall station. The
percentage of heaters that can be turned on at the same time is called NHmax.
This value represents the maximum amount of energy deliverable by the system,
and cannot be exceeded. If there is no energy available, each request will be
enqueued in the queue of pending heaters.

We now give details about the exchange of messages between the network of
heaters and the central coordinator:

• Heater: At starting time, each heater hi is switched off and its internal tem-
perature is above Twa. Once the internal temperature goes below Twa, hi asks the
coordinator to be turned on and waits. When notified, hi is turned on. After that,
two events can happen:

– the heater hi reaches an internal temperature above Two, communicates to the
central coordinator the termination of the heating phase and is switched off;

– a second component hj with a higher priority asks to be turned on. The
energy delivered to hi is turned off, even though it has not yet reached an
internal temperature above Two. If the temperature is below Twa, hi will issue
a new request of activation to the coordinator.

• Coordinator: at starting time, the central coordinator is waiting for a message
from one of the heaters hi in the network. Two messages can be received:
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– hi asks to be activated. This request is inserted in the queue of pending
requests in case there is no energy available and the priority of hi is not
higher than that of the already activated switches. Otherwise, the request is
accepted and the coordinator switches to a busy state. In this state, two
events are possible. In case there is energy available, hi will be activated by
issuing a notification. Otherwise, if no energy is available but hi has a
priority higher than one of the activated heaters, firstly the heater with lower
priority will be turned off with a negative notification, and then the activation
is notified to hi;

– hi asks to be deactivated. After the deactivation, if there are no heaters that
are waiting for being activated then no action is performed. Otherwise, one
of the pending heaters hj (the first in the queue of pending heaters with
higher priority) is activated by issuing a notification to it.

SAN models
The overall model is obtained by the composition of the atomic models, using the
Join and Rep operators (see Sect. 2.6), as shown in Fig. 2.

The atomic model Coordinator represents the central coordinator. In addition to
the models representing the physical and heating policy of the railway switch
heating system, other models accomplish supporting operations. The atomic SAN
models ProfileSelector, LocalitySelector, and SwitchIDSelector represent, respec-
tively, the selector for the weather profile, the location of the switch and the unique
identifier of each switch. The SAN model RailRoadSwitchHeater represents the
railroad switch heater. The submodel HeaterModuleM represents an instance of a
single heater module, obtained by the composition, using the join operator, of the
four atomic SAN models. Those atomic models share the places relative to the
locality of the device, its weather profile and the unique ID. The submodel
HeatersNetM, obtained by replicating numRep times the model HeatherModuleM,

Fig. 2 The composed model
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represents the network of heaters, where the parameter numRep identifies the
number of devices composing the network. Finally, the model SwitchHeatingSysM,
obtained using the join operator, represents the overall system. Indeed all the
submodels share the same coordinator.

All these SAN models interact through shared places, a feature available in the
Möbius tool [34] for joining different SAN models thus allowing composability.

Railroad Switch Heater SAN model

In Fig. 3 the SAN model representing the railroad switch heater is depicted. We
identify three logical components inside this SAN model: the init sub-net, the clock
sub-net and the heater sub-net.

Init sub-net. The init subnet initialises the C++ data structures based on the
values of the places locality, profileID, SwitchID shared with the SAN selector
models (there is a bijection between the marking of the network and the data
structures used in C++), and assigns a priority to the railroad switch heater.

Clock sub-net. The clock sub-net models the evolution of time (during one day
in our analyses), and it is used to load the external temperature and the temperature
of the railroad track. We consider as unit of time one hour. The activity clock has a
deterministic distribution of time (non-Markovian) and completes each hour and
updates (among the others) the places TimeOn and TimeReady of the heater subnet
that are respectively counting the time that a heater is activated and the time that a
heater is waiting. Moreover, when clock completes, the place Temperature is
updated: if the heater is turned on then the temperature increases, otherwise the
temperature will be updated according to the temperature of the environment. The
function representing the heating exchange (see 3.1) is defined in C++, and it is
called by the output gate O1clock of this SAN model to update the temperature of the

Fig. 3 The SAN model RailRoadSwitchHeater, logically divided into three subnets: the init
sub-net, the clock sub-net and the heater sub-net
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railroad track each interval of time t. We note that in this particular case study there
is no neat distinction between the SAN models concerning the physical module and
the one for the control module. Indeed the discussed SAN model captures aspects
concerning both modules (i.e. energy policies, temperature).

Heater sub-net. The heater sub-net represents the status of the railroad switch
heater. The heater can be activated (one token in the place on), waiting for being
activated (one token in the place ready), turned off (one token in the place of f), or
failed (one token in the place failure). Indeed, according to the heating policy, once
the system temperature goes below a pre-defined warning threshold (Twa), the
heating needs to be activated, otherwise the associated switch fails. Then, once the
temperature raises and reaches the working threshold (Two), the heating system can
be safely turned off.

The heater sub-net interacts with the Coordinator SAN model through places
shared among all the replicas of the heater model and the Coordinator model
implementing the logic described above. For example, if the heater is on state ready,
in order to be turned on, the input gate i1ready2on checks if the marking of the shared
place notifyIn is equal to the marking of the place SwitchID, which means that the
coordinator has notified the heater to be turned on.

The activity TAfailure models the failure of a component. It has an exponential
distribution of time based on the temperature of the railroad track: the more the
temperature is below the freezing threshold the more is probable that the activity
will fire (the activity is not activated if the temperature is positive).

For a comprehensive description of all the SAN models we refer the interested
reader to [17, 18].

3.3 Evaluation Module

In the evaluation module the overall composed model is instantiated with varying
values of Twa, Two and NHmax, in order to find the best compromise between
reliability and energy consumption. We analyse two different measures of interest.
The first concerns the energy consumption while the second addresses the reliability
of the system under analysis.

1 CE(t,l): the time (number of hours) an heater is activated in the time interval
[t,t + l]. This measure is defined by accumulating the marking of the place on of
the RailRoadSwitchHeater net in the interval [t,t + l], that is the time that each
replica of the SAN model RailRoadSwitchHeater spends in the marking rep-
resented by one token in the place ON. Hence CE(t,l) is the hours that an heater
is active. By multiplying CE(t,l) for the power consumed (kilowatt per hour) it is
possible to derive the energy consumed by the system;

2 PFAIL(t,l): the probability that at least a switch fails (becomes frozen) at time
t + l, given that at time t is not failed. This measure is defined as the probability
that at time t + l there is one token in the place failure of the SAN model
RailRoadSwitchHeater.

Model-Based Evaluation of Energy Saving Systems 203



We remark that reliability is computed as the probability that no failure occurs in
the interval of time under analysis [38], that is 1 − PFAIL(t,l). Simulation-based
evaluations have been performed using Möbius tool [34], considering from a
minimum of 1000 batches to a maximum of 10,000 batches. The measures of
interest were estimated within an interval of confidence of 0.95, and the model is
instantiated to real-world data, available at [17, 18].

3.4 Results Presentation

Figures 4b, a depicts respectively the measures of interest PFAIL(t,l) and CE(t,l) at
the varying of the gap between Twa and Two, while Fig. 4d, c depicts respectively
the measures of interest PFAIL(t,l) and CE(t,l) at the varying of the available energy
NHmax.

From Fig. 4 it is possible to observe the results of our evaluation. For values of
the thresholds Twa = 7C, Two = 8C, and energy available NHmax = 50 % we obtain
the optimal trade-off between energy consumption and reliability. Indeed, for values
of Twa lower than 7C, as a result of the environment temperature, the internal
temperature of the heater will fall quickly under zero, hence increasing the prob-
ability of failure. Instead, for values greater than 7C, the active heaters jeopardize all
the energy available, leaving the other pending heaters waiting for too long, hence
increasing the probability of a failure. Since the kilowatts consumed by each heater
are constant, an increment in the gap between the thresholds will result in a longer
period of activation of the heater. Finally, in Fig. 4 we only have analysed the
high-priority switches, which are predominant for this case study, and in particular
NHmax = 50 % is enough for heating all the high-priority switches; while for lower
values of NHmax we have an increment in the probability of failure. More details and
measures of interest for this case study are available at [17, 18].

4 Conclusions

We have discussed techniques for modelling and evaluating energy saving reliable
CPS, where the management of the energy resources is handled by specific com-
putational units that control physical entities. Policies of energy saving are gener-
ally adopted for implementing energy saving techniques. While applying these
policies, computational units must also guarantee the overall reliability of the
system and other dependability related requirements. Energy saving and reliability
aspects are often opposite requirements, and it is important to find a good trade-off
between these measures.

Hence, we have proposed a model-based approach to the analysis of CPS, which
is very useful for evaluating the measures of interest in order to find a good setup
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for the parameters of the policies of energy saving, so to satisfy both energy and
reliability requirements. By adopting a model-based approach it is possible to
evidence, far before they become obvious, weakness points in the system under
analysis, saving both in time and economic terms.

We have presented widely adopted modelling formalisms for the evaluation of
energy-saving aspects, focusing on Markovian models, non-Markovian models and
extensions of Petri Nets capable of expressing probabilistic aspects of the systems
under analysis. A list of available tools for supporting the design and evaluation of

(a) (b)

(c) (d)

Fig. 4 The graphs for the measures of interest CE(t,l) and PFAIL(t,l). a The amount of energy
consumed, where the different lines correspond to different gaps between the thresholds Twa
and Two. b The probability of failure, where the different lines correspond to different gaps between
the thresholds Twa and Two. c The amount of energy consumed, where the different lines correspond
to different levels of energy available to the whole system (NHmax). d The probability of failure,
where the different lines correspond to different levels of energy available to the whole system
(NHmax)
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models of energy saving systems has been presented, with pointers to the related
literature.

To illustrate and corroborate our proposal, we have illustrated a case study taken
from the railway transport domain. In particular, we have tailored our modelling
framework to the evaluation of reliability and energy consumption indicators for a
system of railroad switch heaters, by using stochastic activity networks and the
Möbius tool. The adopted policy of energy saving is based on an on-off mecha-
nisms for the heating of the switches, with parametric thresholds representing the
temperatures triggering the activation/deactivation of the heating.

We address some lines of future research concerning energy saving CPS. Firstly,
due to their physic nature and their interactions with the environment, the behaviour
of these systems is in general unpredictable. New control techniques are necessary,
for restricting their possible behaviours in order to predict and avoid possible fail-
ures, improve and verify their dependability [39]. Moreover, defining the energy
requirements that a CPS must satisfy, verifying that the proposed model satisfy them
or proving that such requirements are not satisfiable is a hot research topic [40].

Likewise, energy saving solutions for CPS are expected to be impacted by these
foreseen evolutions. In turn, analysis support to help defining and selecting appro-
priate energy saving policies which satisfy required dependability properties needs
to keep the pace with this future prospect. Actually, the framework outlined in this
paper is amenable to undergo extensions and adaptation. Of course, the imple-
mentation aspects will be highly impacted and may raise significant challenges,
especially in terms of scalability and efficiency. However, research advancements in
model/based solution techniques in relation with modern and future complex sys-
tems are expected to alleviate such potential weaknesses of model/based analysis.

Concerning the proposed case study, several extensions have been identified. It
would be interesting to study how the energy consumption is modified by changing
parameters of the underlying physical model. Indeed, the obtained results may
suggest that, by changing the material the heaters are composed of, its length or the
power consumed, a better trade-off between reliability and energy optimization can
be obtained. It would also be interesting to let the power consumed by the system
vary at different weather conditions. This may help to improve the reliability of the
system. Indeed, in case of emergency a major throughput may prevent a failure.
Adapting the thresholds to the different class of priorities may increase the relia-
bility of the system. Finally, modelling and evaluating the case study with different
formalisms and tools would help to validate the obtained results.
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MSS Models of Smart Grids
with Multi-level Degradation
and Recovery

Eugene Brezhnev, Herman Fesenko, Vyacheslav Kharchenko,
Vitaly Levashenko and Elena Zaitseva

Abstract Digital substations (DS) of smart grid are complex multi-component
maintained systems, consisting of a lot of hardware and software components.
Failures of the components cause functional and parametrical degradation of the
substations. According with systems (DS) structure the reliability-block diagram
(RBD), the structure function and the structure function and the Direct Partial
Logical Derivatives (DPLDs) for RMSS “electronic transformers—merging unit”
are considered. The mathematical tool of logical differential calculus and DPLD in
particular are used in many application problems. One of them is reliability engi-
neering. The principal condition of the DPLD application in reliability analysis is
the representation of system under investigation by the structure function. We
consider the calculation some of these measures as structural, Birnbaum’s, and
criticality for the analysis of the electronic transformers—merging unit. The
structure function of this unit based on the operation conditions of this system
(unit). The construction of this function allows estimating the most important
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components of this system in stationary state through structural, Birnbaum’s, and
criticality importance measures. According with developed technique an example
of DS availability model is presented and discussed.

Keywords Recovered multi-state system � Structure function � Reliability-block
diagram � Direct partial logic derivative

1 Introduction

1.1 Motivation

Smart grid are widely use in order to effectively meet the dynamically changing
needs of the consumers without dramatically increasing the coast, reliability and
quality of services provided. Using digital information, automated management and
stand-alone systems, Smart Grids provides reliable power supply with less
short-term power outages.

One of the most important smart grid parts are DS. It is complex multi-
component maintained systems consisting of a lot of components. Different failed
components can cause significant deviations from normal value some parameters,
such as power frequency, supply voltage etc. Therefore DS are systems with
multi-level energy (power) degradation or multi-state system (MSS). Besides, a DS
as recovered systems, and a set of on-line testing and maintenance means and
procedures assure step by step recovery. Hence such systems can be described by
model of a recovered multi-state system (RMSS).

1.2 Work Related Analysis

Hence such systems can be described by model of a RMSS. The joint redundancy
and maintenance replacement schedule optimization problem generalized to RMSS
are formulated in [1]. A maintenance policy for a RMSS is proposed in [2].
A two-stage preventive maintenance (PM) policy for the multi-state deterioration
system under periodic inspection and with multiple candidate actions for PM is
presented in [3].

A model for evaluating the availability, the production rate and the reliability
function of multi-state degraded systems subjected to minimal repairs and imperfect
preventive maintenance is developed in [4].

Also note the papers in [5–9]. These papers present latest studies and advances
about RMSS reliability evaluation, RMSS optimization and RMSS maintenance.
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1.3 Goals and Structure

Goal of the paper is development and research of availability models for complex
systems similar DS as a model of RMSS. Structure of the paper is the following.

Second section structure describes functions of typical MSSs and presents MSS
importance analysis.

Third section considers the RBD, the DD, the structure function and the Direct
Partial Logical Derivatives (DPLD) for RMSS “electronic transformers—merging
unit”.

Last section concludes and discusses the next research steps.

2 General Approach to Analysis and Modelling RMSS

Reliability is considered as an important characteristic of any modern system.
However, modern systems are very complex and, therefore, their reliability analysis
is a challenging task. The complexity of these systems results from the fact that they
consist of a huge amount of elements with various behaviour. Examples of such
systems include electrical transmission systems, gas grids [10, 11] or healthcare
systems [12]. Distribution grids are typical examples of network systems. They
represent large systems consisting of many (not necessarily) hardware elements
with different properties, e.g. generating units, different types of transmission lines,
and demand centres in the case of electrical grids. Similarly, a healthcare system is a
typical instance of socio-technical systems composing of a lot of highly variable
elements (components) that can be classified as hardware, software, organizational,
and human [10]. This variety of components of complex systems causes that such
systems can operate at many different levels of performance and, therefore, their
analysis is more difficult than the analysis of other systems.

2.1 Classification of MSS

The reliability analysis of any system is provided based on the mathematical rep-
resentation (description) of system. The mathematical description is interpreted as
the system mathematical model. There some types of the system mathematical
models in the reliability engineering. The type of the system mathematical model is
caused by two conditions. The first of them is number of performance level con-
sidered in the system functioning in point of view reliability evaluation. The second
is type of the mathematical approach that is used for the reliability evaluation.

There are two mathematical models in point of view of number of the perfor-
mance level in the system functioning [10]. The first ones are known as Binary-
State Systems (BSSs) because they permit defining only two states in
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system/components performance—functioning and failed. BSSs have been widely
used in classical approaches of reliability engineering [13]. However, they are not
very suitable for the analysis of complex systems because their use requires
drawing the line between situations in which the system is functioning and when it
is considered to be failed. Very often, this is impossible and, therefore, other types
of mathematical models are used. According to [10], Multi-State Systems (MSSs)
are one of the most prospective approaches. MSSs have been introduced in relia-
bility engineering since 1975 [14–16]. In a MSS, both the system and its compo-
nents may experience more than two states (performance levels). This indicates that
they are very suitable for modelling of complex systems and investigation of the
reliability behaviour in more details. But the application this mathematical model
has the complication: growing number of states of system components results in
dramatic increase of model size, what causes increase of time complexity of the
analysis. Therefore, use of MSSs requires development of new and effective
methods that could be used to analyse them.

The system evaluation based on BSS and MSS is possible based on four prin-
cipal mathematical backgrounds [17]:

– extensions of Boolean methods,
– stochastic processes,
– universal generating function,
– Monte Carlo simulation.

Each of these approaches is used for some specific tasks relating to evaluation of
MSSs. For example, stochastic processes (such as Markov processes) are used to
analyse system state transition process [18], universal generating function is useful
in optimization problems [19], while Monte Carlo simulation represents a universal
tool for reliability assessment of systems consisting of a huge amount of compo-
nents [20]. If we want to investigate influence of individual system components on
the system activity, then the approach based on extensions of Boolean methods can
be viewed as one of the most suitable.

The idea of extensions of Boolean methods for the analysis of MSSs lies in the
fact that the tools of Boolean algebra have been widely used in reliability analysis
of BSSs. This has resulted from the fact that the system structure function, which
defines dependency between system state and states of system components, can be
viewed as a Boolean function in the case of BSSs [13, 17]. However, this is not true
for MSSs. Therefore, some works, e.g. [21, 22], have tried to transform the structure
function of a MSS into a Boolean function using Boolean algebra with restrictions
[21]. Such transformation allows us to use methods of Boolean algebra in reliability
analysis of MSSs. However, this transformation can result in increase of model
complexity. To avoid these complications, other authors have proposed using
Multiple-Valued Logic (MVL) in reliability analysis of MSSs since there exists
some correlation between the structure function of a MSS and a MVL function
[23, 24].
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2.2 Indicators

2.2.1 Structure Function

A MSS is mathematical model that is used for the description of the system of
n components. The ith system component state is denoted as xi (i = 1, …, n).
Consider simple variant of a MSS where the system components and system have
equal number of states and performance levels. Each component in such mathe-
matical representation has mi states that are indicated as 0 for the complete failure
and as mi-1 for perfect functioning. Suppose, that the system has M performance
level too: from the complete failure (it is 0) to the perfect functioning (it is M-1).
The system performance levels depend on components states and this dependency
is defined by the structure function ϕ(x) identically:

/ xð Þ : 0; 1; . . .;m1 � 1f g � . . .� 0; 1; . . .;mn � 1f g ! 0; 1; . . .;M � 1f g ð1Þ

In the mathematical point of view the structure function (1) agrees with the
definition of incompletely specified MVL function [33, 34]. Note that the structure
function of a MSS (2) is transformed into the structure function of a BSS if
mi = mj = M = 2 (for all i; j 2 f1; . . .; ng, i ≠ j): uðxÞ : 0; 1f gn! 0; 1f g.

2.2.2 Structure Functions of Typical MSSs

There are some typical structures in the reliability engineering: series, parallel,
k-out-of-n and bridge. These structures have been introduced for BSSs and every of
these systems has single description in form of RBD (Reliability Block Diagram)
and the structure function (Fig. 1). The application of system with typical structure
allows simplifying the analysis and estimation of complex system [27].

The extension of the conception of typical structures for MSS has some com-
plications. First of all it is ambiguity of the structure function definition for MSS
with typical structure. For example, in paper [24, 28, 29] the structure functions of
series, parallel and k-out-of-n MSS are defined based on the interpretation of
mathematical equations of these system in terms of MVL. Structure functions of
these MSS in MVL terms are declared by OR (∨) and AND (∧) MVL functions:
OR(a, b) = MAX(a, b) and AND(a, b) = MIN(a, b). According to [24, 28, 29]
structure functions parallel, series and k-out-of-n MSS are declared

• for parallel MSS as:

/ xð Þ ¼ _n
i¼1

xi ¼ MAX x1; x2; . . .; xnð Þ; ð2Þ
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• for series MSS as:

/ xð Þ ¼ ^n
i¼1

xi ¼ MIN x1; x2; . . .; xnð Þ; ð3Þ

• for k-out-of-n MSS as:

/ xð Þ ¼ _ð ^
z� k

xizÞ ¼ MAXðMIN1ðxi1 ; xi2 ; . . .; xik Þ; . . .;MINwðxi1 ; xi2 ; . . .; xik ÞÞ;
ð4Þ

where w ¼ n!=ðk! � ðn� kÞ!Þ.
In papers [30, 31] there are other declarations of these MSS in which a system

performance level depends on number of components with fixed states. For
example, k-out-of-n MSS according this rule is defined as:

• if at least k components are in state mi-1, then the system is in state M-1;
• else if at least k components are in state mi-2 or better, then the system is in state

M-2;
• …
• else if at least k components are in state 1 or better, then the system is in state 1;
• else the system is in state 0.

Fig. 1 Graphical and mathematical interpretation of typical structures of Binary-State System
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In case of BSS this definition of k-out-of-n MSS and definition according to the
Eq. (4) are equal.

In Table 1 some structure functions of parallel MSS of two components (n = 2)
with three states (m1 = m2 = 3) and three performance level (M = 3) are shown.
The structure function ϕ1(x) in Table 1 is defined based on the Eq. (2). The
structure function of parallel MSS ϕ2(x) is define according to rules proposed in
papers [30, 31] as: the system performance level is 2 (working) if all components
function; the system performance level is 2 (partly working) if some of components
are functioning; and the system is failure if all component are skip down. But all
structure functions in Table 3 agree with parallel BSS.

Therefore the typical structures of MSS have no single valued mathematical
definition, because there are the set of structure functions of MSS that can be agreed
with one BSS. The structure function allows defining MSS explicitly. Therefore the
structure function is preferable form of MSS mathematical representation.

2.2.3 MSS Availability

The system evaluation in reliability engineering is implemented based on different
indices and measures. The most used indices are the system availability and
unavailability. Availability of system is defined as the probability that the system
will perform its intended functions at a given time, under designated operating
conditions, and with a designated support environment [32]. It is an important
measure of the system performance—its ability to quickly become operational
following a failure. Mathematically, availability is a measure of the fraction of the
total time a system is able to perform its intended function. These indices are
computed based on the system structure and probabilities of the system components
states. Every system component is characterized by the probabilities of its state:

Table 1 The structure
functions of parallel MSS
(n = 2, m1 = m2 = M = 3)

Components
states

Structure
function of
parallel MSS

x1 x2 ϕ1(x) ϕ2(x) ϕ3(x) ϕ4(x)

0 0 0 0 0 0
0 1 1 1 1 1
0 2 2 1 1 1
1 0 1 1 1 1
1 1 1 2 1 1
1 2 2 2 1 2
2 0 2 1 1 1
2 1 2 2 1 2
2 2 2 2 2 2
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pi;s ¼ Pr xi ¼ sf g; s ¼ 0; . . .;mi � 1: ð5Þ

The MSS availability and unavailability based on the conception of the structure
function (1) and taking into account the components states probabilities (2) are
defined as follows [8]:

• for parallel MSS as:

A jð Þ ¼ Prf/ xð Þ� jg; j ¼ 1; . . .;M � 1; ð6Þ

U ¼ Prf/ xð Þ ¼ 0g: ð7Þ

But there is the special case of the definition of the system availability for MSS
as [17, 24]:

Aj ¼ Prf/ xð Þ ¼ jg; j ¼ 1; . . .;M � 1 ð8Þ

In this paper definitions (7) and (8) for a MSS availability and unavailability will
be used.

For example, consider the availability of the first performance levels for two
parallel systems that are defined by structure functions ϕ1(x) and ϕ2(x) in Table 1.
The availability of the partly working level A1 (8) for the first function ϕ1(x) is
defined as:

A1 ¼ p1;0 � p2;1 þ p1;1 � p2;0 þ p1;1 � p2;1

and for the second function ϕ2(x) is defined as:

A1 ¼ p1;0 � p2;1 þ p1;0 � p2;2 þ p1;1 � p2;0 þ p1;2 � p2;0
The two last equations are not equal; therefore they define the availability of

different system. This example illustrates the importance of correct definition of the
system mathematical representation based on MSS.

2.2.4 MSS Importance Analysis

The availability and unavailability are useful indices in reliability estimation of the
system, but these indices represent and characterise static system state and they do
not permit to identify the influence of individual system components on the proper
work of the system. The MSS importance analysis is one of the possible directions
for the estimation of MSS behaviour against the system structure and components
states. This analysis allows the examining and quantifying the influence of change
of the component state on the system performance level. Therefore, every system
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component has a measure of its importance for the system functioning and failure.
This measure in reliability engineering is called Importance Measure (IM). IM is a
probability of the MSS performance level change depending on the change of the
system component state [17, 33]. There are different methods and algorithms for the
calculation of IMs for the MSS. In paper [19] IMs, a system with two performance
levels and multi-state components is considered. J.E. Ramirez-Marquez and D.W.
Coit in [34] have generalized this result for MSS and have proposed a new type of
IM called the composite importance measures. An actual review of IMs is presented
in [35]. A new application of IMs for degraded MSS has been proposed in [36].
New methods for importance analysis of MSS are considered in [24, 27, 28]. These
methods are based on the mathematical approach of Multiple-Valued Logic
(MVL) such as Logical Differential Calculus. The Logical Differential Calculus is a
mathematical approach that permits changes in MVL function to be analysed
depending on changes of its variables [37]. Therefore, this tool can be used to
evaluate the influence of every system component state change on the MSS per-
formance level if the MSS structure function is interpreted as a MVL function.

There exist a lot of IMs, but the most often used are the Structural Importance
(SI), Birnbaum’s Importance (BI) and Criticality Importance (CI).

The MSS importance analysis is approach for estimation of MSS behaviour
against the system structure and components states. There are some types of
measures that show change of the system availability due the ith component state
change.

The SI takes into account the topological specifics of the system [17, 22]. SI of
MSS for the ith component state s is defined as probability of this system perfor-
mance level j decrement if the component state changes from si to (si-1):

Iðsi;jÞS ¼ qs;ji
m1. . .mi�1miþ 1. . .mn

ð9Þ

where qs;ji is number of system states when the change component state from s to (s-
1) results decrement of the system performance level.

In Zaitseva [24, 25] a new method for calculation of the number qs;ji in (9) has
been proposed. This method is based on the calculation of the Direct Partial Logic
Derivative (DPLD) of MSS structure function. DPLD is method of Logical
Different Calculation for estimation of the influence of change of variable value to
the MVL function value change. DPLD background for MVL function has been
considered in [33]. DPLD for MSS structure function is defined as [24]:

@/ðj ! j� 1Þ=@xiðs ! s� 1Þ ¼ 1; if /ðsi; xÞ ¼ j and /ððs� 1Þi; xÞ ¼ j� 1
0; other

�

ð10Þ

where ϕ(si, x) = ϕ(x1,…, xi-1, si, xi+1,…, xn); ϕ((s-1)i, x) = ϕ(x1,…, xi-1, (s-1)i, xi+1,
…, xn); si 2 {1, …, mi-1} and j 2 {1, …, M-1}.
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Note the SI (10) investigates correlation and influence of system component
from the topological point of view. But this measure does not take into account the
probabilities of states of system components. This disadvantage is eliminated in the
calculation of another IM that is known as the BI. The BI of a given component is
defined as the probability that system is sensitive to inoperative of the ith system
component [17, 38]. Let us consider the DPLD for calculation of the BI. In paper
[38] the BI has been defined as

IBs;j
i ¼ Prf@/ðj ! hÞ=@xiðs ! s� 1Þ 6¼ 0g ð11Þ

The Eq. (11) supposes the BI calculation as the probabilities of non-zero values
of Direct Partial Logic Derivative ∂ϕ(j → h)/∂xi(s → s − 1).

Consider the definition of CI which is the probability that the ith system com-
ponent is relevant for the MSS performance decrement if it has failed or has a
diminished state. For MSS, this measure can be defined as the probability that the
MSS performance reduces if the state of the ith system component has changed
from s to s − 1 [19, 27]:

ICs;j
i ¼ IBs;j

i � pi;s�1

Aj�1
ð12Þ

where pi,s−1 is the probability of the ith system component state s − 1 (5) and Aj−1

is the MSS probability state (8).
The CI measure (12) corrects BI for unreliability or a lower state of the ith

component relative. This measure is useful, if the component has high BI and a low
probability of the investigated state with respect to the MSS performance decre-
ment. In this case, the ith component CI is low.

3 System «Electronic Transformers—Merging Unit»
as MSS

Consider the analysis of the system “electronic transformers—merging unit”
(Fig. 2) based on mathematical model of MSS structure function.

This system consists of 4 components (3 transformers and 1 merging unit) in
point of view structure function based method. The Table 2 represents the func-
tioning of this system. According to the system functioning description in Table 2
we can interpreted this system as system on 4 components (n = 4) that have two
states: xi = 0 is the component failure and xi = 1 is the component working state
(i = 1, …, 4). The system has 3 performance levels (M = 3). Consider this system
availability and importance analysis.
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3.1 System and Reliability Block Diagram

The structure function is defines univalent correlation of a system performance level
and components states. Need to say that the structure function of BSS is Boolean
function as a rule [13, 14]. The structure function method extension for the
investigation of MSS is based on Boolean logic mostly [29, 33, 35]. In this case a
system with some performance levels and some states of components is trans-
formed into set of systems with two performance levels and two states of

Fig. 2 The system “electronic transformers—merging unit”

Table 2 The system functioning

The system performance
level

The level description The system
performance level
definition

The performance level 2 The 3 electronic transformers
and merging unit are functioning

Functioning
(M = 2)

The performance level 1 The 2 electronic transformers
and merging unit are functioning

Partly functioning
(M = 1)

The performance level 0 The 1 electronic transformer functioning
only or merging unit are not functioning

Fault
(M = 0)
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components. It means representation of one MSS by set of BSSs: every perfor-
mance level of MSS is considered separately and coding by 0 and 1 for all possible
components states [29, 33, 39]. BSS of fixed performance level for components
states has value 1 if this performance level confirms with equal components states
of MSS.

For example, consider the representation of the system “electronic trans-
formers—merging unit” (Fig. 2) by the Reliability Block Diagram (DBD) based
on the methods proposed in [39]. The system can be presented by two RBDs for
performance level 1 and 2 according to [39]. These diagrams are shown in
Fig. 3.

This example illustrates that the extension of Boolean algebra to the represen-
tation of MSS structure function complicates the system analysis, decreases
exactness, and increases a computational complexity. The main disadvantage of
these methods is the great number of Boolean variables and functions in analysis.
Therefore the application of Boolean algebra and the extension of this algebra to the
multi-valued case are not effective.

3.2 Structure Function of MSS

Consider the representation of the system “electronic transformers—merging unit”
(Fig. 1) by the structure function (1). According to the system description in
Table 2 the structure function has 4 variables (n = 4), that have two values:
m1 = m1 = 2. The structure function has 3 values (M = 3). The structure function of
the system “electronic transformers—merging unit” according to definition (1) is
shown in Table 3. The variable x1, x2 and x3 interpret the states of 3 electronic
transformers and the variable x1 interprets the states of merging unit.

The structure function of the system in Table 3 can be used for the reliability
analysis and allows to compute the system availability by (8) for the performance
levels 1 and 2, the system unavailability based on (7) and importance measures for
system components according to (9), (11) and (12).

Fig. 3 RBD for the system “electronic transformers—merging unit”
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3.3 The System Estimation

3.3.1 The System Availability

Consider the system “electronic transformers—merging unit” availability and
unavailability. This system has three performance levels. Therefore this system is
characterised by availability of two levels and unavailability. The system structure
function is defined in Table 4. This system unavailability is according to (7) is
calculated as sum of situations that agree with zero-values of the structure function
and is:

U ¼ p40 þ p10 � p20 þ p30 � ðp10 � p21 þ p11 � p20Þ; ð13Þ

and system availability for performance levels “1” and “2” according to (8) are:

A1 ¼ p41 � ðp10 � p21 � p31 þ p11 � p20 � p31 þ p11 � p21 � p30:Þ ð14Þ

A2 ¼ p11 � p21 � p31 � p41 ð15Þ

According to (6) A(2) = A2 and A(1) is calculate as

A 1ð Þ ¼ A1 þA2 ¼ p41 � ðp11 � p21 þ p31 � ðp10 � p21 þ p11 � p20ÞÞ: ð16Þ

Therefore the indices of the unavailability (13) and availability (14)—(16) allow
to estimate the system “electronic transformers—merging unit” stationary state

Table 3 The structure
function of the system
“electronic transformers—
merging unit” (Fig. 2)

x1 x2 x3 x3 ϕ(x)

0 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 0 1 1 0
0 1 0 0 0
0 1 0 1 0
0 1 1 0 0
0 1 1 1 1
1 0 0 0 0
1 0 0 1 0
1 0 1 0 0
1 0 1 1 1
1 1 0 0 0

1 1 0 1 1
1 1 1 0 0
1 1 1 1 2
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depending of the probabilities of the system components states pij (i = 1,…, n and
j = 0, …, mi − 1).

3.3.2 The Importance Analysis of the System

Consider the importance analysis of the system “electronic transformers—merging
unit” by the SI (9), BI (11) and CI (12). These indices are calculated based on the
DPLD (10) of the structure function of this system. In particular, investigate the
influence of the system components failure into the change of the system perfor-
mance level. The indices for this analysis is calculated based on DPLD
@/ðj ! kÞ=@xið1 ! 0Þ for j = 1, 2. All of these derivatives are shown in Table 4.

Values of SI (9) and intermediate values of qs;ji are shown in Table 5. The SI
values in the Table 5 permit to estimate the influence of the every components fault
to the change of the system performance level. The maximal value has SI IS1;14 that
means maximal influence of the fourth component (merging unit) to the system
failure. But this component fault has no influence into the system degradation from
the level 2 to the level 1. Other components (electronic transformers) faults cause
the system failure with the probability 0.250 and the system degradation with the
probability 0.125.

Note the SI (9) investigates correlation and influence of system component in
point of view of the reliability/availability investigation. But this measure doesn’t
take into account the probability of state of system components. These disadvantage
is eliminated in the calculation other importance measure as BI. The BI of a given
component is defined as the probability that system is sensitive to inoperative of the
ith system component [17, 35].

According to data in Table 4 and Eq. (11) the BI measures for the first com-
ponent are calculated as:

IB1;2!1
1 ¼ Prf@/ð2 ! 1Þ=@x1ð1 ! 0Þ ¼ 1g ¼ p2;1p3;1p4;1

IB1;2!0
1 ¼ Prf@/ð2 ! 0Þ=@x1ð1 ! 0Þ ¼ 1g ¼ 0

IB1;1!0
1 ¼ Prf@/ð1 ! 0Þ=@x1ð1 ! 0Þ ¼ 1g ¼ p2;0p3;1p4;1 þ p2;1p3;0p4;1

Table 5 Structural
importance for the human
module in Fig. 3

i qs;j!k
i

ISi

q1;2!1
i q1;2!0

i q1;1!0
i IS1;2!1

i IS1;2!0
i IS1;1!0

i

1
2
3
4

1
1
1
0

0
0
0
1

2
2
2
3

0.125
0.125
0.125
0

0
0
0
0.125

0.250
0.250
0.250
0.375
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The CI is calculated based on the BI (Table 6) according to Eq. (12). The values
of the IM as SI, BI and CI for all components for p1,1 = p2,1 = p3,1 = 0.9 and
p4,1 = 0.95 is shown in Fig. 4. Consider the BI of this system. The system
degradation (IB1;2!1

i ) is more possible that the system fault (IB1;1!0
i ) depending of

the 1st, 2nd or 3rd components failures according to BI. The probability of the
component failure is not taken into account in this case. The CIs allow “improving”
the estimation of the system. Based on the analysis of CI the system degradation
(IC1;2!1

i ) and failure (IC1;1!0
i ) have similar values (Fig. 4). The influence of the

component state probability to the value of the CI is illustrates the Fig. 5, where the
p1, 1 = 0.6. The probability of the system degradation increases depending on the
1st component failure (IC1;2!1

1 ) in comparison with other components (Fig. 5).
Therefore the IMs allow investigate influence of all changes of the system per-
formance level depending on the component fault for the system “electronic
transformers—merging unit”.

Table 6 BI for the human module in Fig. 2

i IB1;2!1
i IB1;2!0

i IB1;1!0
i

1
2
3
4

p2,1 p3,1 p41
p1,1 p3,1 p4,1
p1,1 p2,1 p4,1
0

0
0
0
p1,1 p2,1 p3,1

p2,0 p3,1 p4,1 + p2,1 p3,0 p4,1
p1,0 p3,1 p4,1 + p1,1 p3,0 p4,1
p1,0 p2,1 p4,1 + p1,1 p2,0 p4,1
p1,0 p2,1 p3,1 + p1,1 p2,0 p3,1 + p1,1 p2,1 p3,0

Fig. 4 IMs of the system “electronic transformers—merging unit” (p1,1 = p2,1 = p3,1 = 0.9 and
p4,1 = 0.95)
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3.4 Main Results of Using Proposed Models

Logical differential calculus has been developed for the analysis of dynamic
behaviour of Boolean and MVL functions. The central concept of this tool is a logic
derivative. There exist several types of logic derivatives from which the most
interesting are DPLDs. In this paper, it has been shown that DPLDs are useful in
finding correlation between degradation of system components and system degra-
dation based on the analysis of the structure function. Therefore, they can be used to
identify situations in which a degradation of a given component results in a
decrease in system performance. Identification of such situations is very important
for estimation of component influence on system activity, which is done via special
reliability indices that are known as importance measures.

4 Conclusions

The RBD, the DD, the structure function and the DPLDs for RMSS “electronic
transformers—merging unit” are considered.

The mathematical tool of logical differential calculus and DPLD in particular are
used in many application problems. One of them is reliability engineering. Use of
DPLDs in reliability analysis of MSSs has been considered in several works, e.g.
[24, 25, 27]. The principal condition of the DPLD application in reliability analysis
is the representation of system under investigation by the structure function (1).

Fig. 5 IMs of the system “electronic transformers—merging unit” (p1,1 = 0.6, p2,1 = p3,1 = 0.9
and p4,1 = 0.95)
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We consider the calculation some of these measures as structural, Birnbaum’s,
and criticality for the analysis of the electronic transformers—merging unit (Fig. 2).
The structure function of this unit is defined in Table 2 based on the operation
conditions of this system (unit). The construction of this function allows estimating
the most important components of this system in stationary state through structural,
Birnbaum’s, and criticality importance measures. But this analysis has been pro-
vided for the system in the stationary state only. The behaviour of the system in
time cannot be considered under the structure function representation. Such analysis
can be possible based on other system representation with application of other
mathematical approaches for the system examination. As one of possible approa-
ches can be used Markovian methods. We have been provided the analysis of the
electronic transformers—merging unit based on Markovian methods to add the
evaluation of this system depending on time characteristic. This evaluation will be
presented in the second part of this paper.
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Hybrid Adaptive Systems of Computational
Intelligence and Their On-line Learning
for Green IT in Energy Management Tasks

Yevgeniy Bodyanskiy, Olena Vynokurova, Iryna Pliss
and Dmytro Peleshko

Abstract In this book chapter, we have considered a topical problem of intelligent
energy management, which arises in the context of an intensively developed sci-
ence direction—Green IT. The hybrid neuro-neo-fuzzy system and its high-speed
learning algorithm are proposed. This system can be used for on-line prediction of
essentially non-stationary nonlinear chaotic and stochastic time series, which
describe electrical load producing and consuming processes. The considered hybrid
adaptive system of computational intelligence has some advantages over the con-
ventional artificial neural networks and neuro-fuzzy systems. The proposed hybrid
neuro-neo-fuzzy prediction system provides a high quality load prediction that is
very important for power systems.

Keywords Computational intelligence � On-line learning � Green IT � Hybrid
adaptive systems � Neuro-neo-fuzzy system

1 Introduction

Nowadays, Intelligent Energy Management (IEM) has become one of the major
research fields both in Electrical Engineering and Information Technologies
(IT) with the help of contemporary achievements of Computer Science (CS) and,
first of all, Computational Intelligence approaches [1]. Energy management
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problems are important both for industry and private homeowners and tenants under
the development and operation of Smart Homes [2–15].

There is an evolution of a new research direction also known as Green
Computing (notably, Green IT Energy Management). An important part of IEM is
problem of on-line short time load forecasting which is usually solved by con-
ventional forecasting methods from exponential smoothing, regression, correlation,
spectral analysis up to adaptive forecasting models. But these methods proved their
ineffectiveness in many cases. Time series which describe electricity production and
consumption are essentially non-stationary, nonlinear, stochastic, chaotic and may
contain abrupt changes and seasonal periodic components and can be influenced by
many controllable (first of all, meteorological conditions) and uncontrollable
disturbances.

Under these conditions, intelligent computational methods [4–20] and, first of
all, artificial neural networks (ANNs) and hybrid systems such as neuro-fuzzy
systems, wavelet-neuro-fuzzy-systems, neo-fuzzy systems and etc. have demon-
strated their efficiency for solving prediction tasks. These systems combine flexi-
bility, universal approximation properties and learning abilities (they take these
properties from ANNs), results’ transparency and interpretability (provided by
fuzzy reasoning systems), the possibility of local features compact description for
non-stationary signals (provided by wavelet systems).

These systems have demonstrated their advantage while solving Data Mining
tasks [21] like electric load forecasting, but they don’t work well for on-line
information processing which is provided Data Streams Mining [22, 23].

Forecasting systems which are widely used nowadays in IEM are based on either
multilayer ANNs (such as a multilayer perceptron, neuro-fuzzy-systems like ANFIS
[24]) or some similar architectures. A learning process for these systems is
implemented in a multi-epoch batch mode and it is assumed that a learning sample
is given a priori, and its volume is not being changed during a process of param-
eters’ adjustment process.

For data processing in the real-time mode so-called generalized additive models
[25, 26] are suited in the best way, but however they aren’t designated for the
analysis of non-stationary nonlinear chaotic signals.

It should be noticed, most of these systems have only one output signal, while
most of energy management real tasks are described by MIMO (multi inputs—
multi outputs) models.

It is reasonable to synthesize multivariate adaptive systems of computational
intelligence which are aimed at solving energy management tasks, and, first of all,
prediction of nonlinear non-stationary stochastic and chaotic signals in many cases
under conditions of small learning sample.

The main requirements for these systems are both high extrapolation properties
and computational simplicity, which allows their implementation in embedded
systems, high speed for the learning process, a small number of tuned parameters
and the most important feature its possibility of on-line processing multivariate data
stream, which are fed in a sequential mode.
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2 An On-line Hybrid System of Computational
Intelligence for Data Stream Adaptive Processing

In many cases, Takagi-Sugeno-Kang neuro-fuzzy system satisfies all these
requirements [27, 28]. It takes place due to its relatively small number of synaptic
weights to be tuned and possibility of adaptive linear identification learning algo-
rithms, which are used for their tuning.

At the same time, using polynomial approximation that is implemented by the
TSK-systems often cannot be effective for non-stationary and chaotic signals pro-
cessing. It seems appropriate to develop hybrid systems which are not connected
with polynomial or harmonical approximation and extrapolation.

This system has to combine universal approximation properties of artificial
neural networks, interpretability and transparency of neuro-fuzzy systems and a
high learning rate and flexibility of neo-fuzzy systems [29–32].

Figure 1 shows architecture of a hybrid neuro-neo-fuzzy system (HNNFS) that
consists of three layers for information processing. This system is hybrid model of

Fig. 1 The hybrid neuro-neo-fuzzy system
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TSK-neuro-fuzzy system and the RBF-NFN architecture that was introduced in
[33, 34].

A ðn� 1Þ-dimensional vector of input signals xðkÞ ¼ ðx1ðkÞ; . . .; xnðnÞÞT 2 Rn

are fed to the input layer, where k ¼ 1; 2; . . . is current time. The first hidden layer
consists of hn membership functions lliðxiÞ, l ¼ 1; 2; . . .; h and provides fuzzifi-
cation of the input variables.

The second layer implements aggregation of membership levels that are com-
puted in the first layer and consists of h multiplier units. And, finally, the third
(output) layer is formed by a neo-fuzzy neuron (NFN) [29–31] with h inputs and a
scalar output signal ŷðkÞ.

Therefore, if the vector signal xðkÞ is fed to the system’s input than the first
layer’s elements compute the membership levels 0\lliðxiÞ� 1 (the bell-shaped
membership functions with nonstrict local receptive fields are used) for avoiding
“gaps” appearance in the fuzzificated space under scatter partition of the input
variables’ space. Gaussian membership functions are commonly used in the first
layer in the form

lliðxiðkÞÞ ¼ exp �ðxiðkÞ � cliÞ2
2r2i

 !
ð1Þ

where cli, σi are scalar parameters of centers and widths correspondingly.
Nodes in the second hidden layer compute aggregated values in the form

~xiðkÞ ¼
Yn
i¼1

lliðxiðkÞÞ ð2Þ

and we can write an expression for the Gaussian functions with equal values of
width parameters σ in the form

~xiðkÞ ¼
Yn
i¼1

exp �ðxiðkÞ � cliÞ2
2r2

 !
¼ exp � xiðkÞ � clik k2

2r2

 !
ð3Þ

(here cl ¼ ðcl1; . . .; cli; . . .; clnÞT ), i.e. elements of the first and second hidden layers
process the input signals similarly to R-neurons of Radial Basis Functions Neural
networks (RBFNs).

These signals are fed to inputs of the nonlinear synapses NS1;NS2; . . .;NSh
which form the neo-fuzzy neuron’s (NFN) architecture, which is shown in Fig. 2.

The neo-fuzzy neuron is a nonlinear learning system with multiple inputs and a
single output, which provides the mapping [29]

ŷðkÞ ¼
Xh
l¼1

flð~xlðkÞÞ ð4Þ
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where each nonlinear synapse NSl consists of g membership functions ~ljlð~xlÞ, l ¼
1; 2; . . .; g and the same number of synaptic weights wjl to be tuned.

Therefore, the transformation that is implemented by each nonlinear synapse can
be written in form

flð~xlðkÞÞ ¼
Xg
j¼1

wjl~ljlð~xlðkÞÞ ð5Þ

and the neo-fuzzy neuron provides the nonlinear mapping:

ŷðkÞ ¼
Xh
l¼1

Xg
j¼1

wjl~ljlð~xlðkÞÞ ¼ wT~lð~xðkÞÞ ð6Þ

where w ¼ ðw11; . . .;wg1;w12; . . .;wjl; . . .;wghÞT , ~lð~xðkÞÞ ¼ ð~l11ð~x1ðkÞÞ; . . .;
~lg1ð~x1ðkÞÞ; ~l12ð~x2ðkÞÞ; . . .; ~ljlð~xlðkÞÞ; . . .; ~lghð~xhðkÞÞÞT are ðgh� 1Þ-dimensional
vectors.

Fig. 2 The neo-fuzzy neuron
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Triangular functions are usually used as the membership functions in the
neo-fuzzy neuron. Their values are determined by a distance between a current
value of the input signal ~xl and center parameters cjl:

~ljlð~xlÞ ¼

~xl�cj�1;l
cjl�cl;l�1

; ~xl 2 ½cj�1;l; cjl�;
cjþ 1;l�~xl
cl;lþ 1�cjl

; ~xl 2 ½cjl; cjþ 1;l�;
0 otherwise:

8>>><
>>>:

ð7Þ

To solve more complex tasks, it is possible to use B-spline membership func-
tions, which are shown in Fig. 3 for different values of a q parameter.

Using a sequence of ordered knots fc1; c2; . . .; cmg, the pth B-spline basis
function of order q is defined as [26]

Np;qðxÞ ¼

1; for cp � x\cpþ 1;
0; otherwise;

� �
if q ¼ 1;

x�cp
cpþ q�1�cp

Np;q�1ðxÞ
þ cpþ q�x

cpþ q�cpþ 1
Npþ 1;q�1ðxÞ;

)
if q[ 1;

p ¼ 1; . . .;m� q; m� q:

8>>>>><
>>>>>:

ð8Þ

It can be noticed that if q = 2 triangular membership functions are obtained, if
q = 3—quadratic B-splines, if q = 4—cubic B-splines.

It is important to notice that this configuration of the membership functions
provides the unity partitioning automatically

Xg
j¼1

~ljlð~xlÞ ¼ 1; 8l ð9Þ

that allows to reduce significantly the proposed system’s realization by exception of
the normalization-defuzzification layer in comparison to the conventional
TSK-system.

(a) (b)

Fig. 3 B-spline membership functions of order 2 (a) and 4 (b)
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The hybrid neuro-neo fuzzy system’s learning actually deals with tuning the
neo-fuzzy neuron’s synaptic weights, which compose the system’s output layer.
Due to the fact that the system’s output signal ŷðkÞ depends linearly on a vector of
the synaptic weights w, a conventional exponentially weighted recurrent least
squares method can be used for their learning. This method is actually the
Gaussian-Newtonian optimization procedure of the second order:

wðkÞ ¼ wðk � 1Þþ Pðk�1Þ yðkÞ�wT ðk�1Þ~lð~xðkÞÞð Þ~lð~xðkÞÞ
aþ ~lT ð~xðkÞÞPðk�1Þ~lð~xðkÞÞ ;

PðkÞ ¼ 1
a

�
Pðk � 1Þ � Pðk�1Þ~lð~xðkÞÞ~lT ð~xðkÞÞPðk�1Þ

aþ ~lT ð~xðkÞÞPðk�1Þ~lð~xðkÞÞ
�

8><
>: ð10Þ

where 0\a� 1 is a forgetting factor parameter, yðkÞ is an external reference signal.
In a case of non-stationary chaotic signal processing, it’s recommended to use a

gradient learning procedure in the form [35]

wðkÞ ¼ wðk � 1Þþ yðkÞ � wTðk � 1Þ~lð~xðkÞÞð Þ~lð~xðkÞÞ
~lTð~xðkÞÞ~lð~xðkÞÞ ð11Þ

which is the adaptive optimal speed Kaczmarz-Widrow-Hoff gradient learning
algorithm.

3 A Multivariate Hybrid Adaptive
Neuro-Neo-Fuzzy System

The considered neuro-neo-fuzzy system implements the nonlinear mapping Rn !
R1 like most of the well-known neuro-fuzzy systems, i.e. this system allows pre-
dicting only one-dimensional signals. Most of the energy management tasks assume
the multivariate time series analysis. Of course, we can use some number of
one-dimensional systems in a parallel way as it is proposed in [15], where a task of
the multivariate signals analysis is solved with the help of an ensemble of ANFISs.
However, both the computational complexity and a number of tuning parameters
are increasing.

In this connection, we propose to use a multivariate neuro-neo-fuzzy system,
which implements the nonlinear mapping Rn ! Rm and its architecture is shown in
Fig. 4.

The first two layers of the system are the same as the system’s layers in Fig. 1.
The output layer of the proposed system is formed by a generalized neo-fuzzy
neuron (GNFN) [36], its components are multivariate nonlinear synapse MNSl,
l ¼ 1; 2; . . .; h. Each multivariate nonlinear synapses has one input and m outputs
ŷp, p ¼ 1; 2; . . .;m and consists of g membership functions ~ljl, j ¼ 1; 2; . . .; g and
gm tuning synaptic weights wpjl.
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Therefore, when signals ~x1ðkÞ;~x2ðkÞ; . . .;~xhðkÞ are fed to the input of the third
layer, the membership functions of this layer compute values ~ljlð~xlðkÞÞ, which are
further multiplied by corresponding synaptic weights wpjl.

Finally, the pth system’s output can be written in the form

11 1( ( ))x k

12 2( ( ))x k

1 ( ( ))n nx k

1R

21 1( ( ))x k

22 2( ( ))x k

2 ( ( ))n nx k

2R

1 1( ( ))h x k

2 2( ( ))h x k

( ( ))hn nx k

hR

1 ( ( ))h hx k

1MNS

2MNS

2mgw

hMNS

1ˆ ( )y k

1( )x k

2 ( )x k

( )nx k

111w

1mgw

1 1gw

11mw

121w

11mw

112w

1 2gw

22mw

122w

12mw

11hw

mghw

1ghw

2m hw

12hw

1m hw

2 ( ( ))h hx k

( ( ))gh hx k

12 2( ( ))x k

22 2( ( ))x k

2 2( ( ))g x k

11 1( ( ))x k

21 1( ( ))x k

1 1( ( ))g x k

ˆ ( )my k

GNFN

Fig. 4 The multivariate hybrid neuro-neo-fuzzy system
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ŷpðkÞ ¼
Xh
l¼1

Xg
j¼1

wpjl~ljlð~xlðkÞÞ; p ¼ 1; 2; . . .;m: ð12Þ

Introducing a ðgh� 1Þ-vector of membership functions ~lð~xðkÞÞ ¼
ð~l11ð~x1ðkÞÞ; . . .; ~lg1ð~x1ðkÞÞ; ~l12ð~x2ðkÞÞ; . . .; ~ljlð~xlðkÞÞ; . . .; ~lghð~xhðkÞÞÞT , a ðm� 1Þ-
vector of the output’s signals ŷðkÞ ¼ ŷ1ðkÞ; . . .; ŷpðkÞ; . . .; ŷmðkÞ

� �T
, and a

ðm� ghÞ-matrix of the synaptic weights

WðkÞ ¼

w111ðkÞ w121ðkÞ � � � w1ghðkÞ
w211ðkÞ w221ðkÞ � � � w2ghðkÞ

..

. ..
. . .

. ..
.

wm11ðkÞ wm21ðkÞ � � � wmghðkÞ

0
BBB@

1
CCCA ð13Þ

accordingly to previous notations, we can write a vector of the output’s signal in a
compact form

ŷðkÞ ¼ W~lð~xðkÞÞ: ð14Þ

Adjusting the weights’ matrix W can be provided by a matrix modification
procedure of the algorithms (10), (11), which can be rewritten in form

WðkÞ ¼ Wðk � 1Þþ ðyðkÞ�Wðk�1Þ~lð~xðkÞÞÞ~lT ð~xðkÞÞPðk�1Þ
aþ ~lT ð~xðkÞÞPðk�1Þ~lð~xðkÞÞ ;

PðkÞ ¼ 1
a Pðk � 1Þ � Pðk�1Þ~lð~xðkÞÞ~lT ð~xðkÞÞPðk�1Þ

aþ ~lT ð~xðkÞÞPðk�1Þ~lð~xðkÞÞ
� �

; 0\a� 1

8><
>: ð15Þ

and

WðkÞ ¼ Wðk � 1Þþ ðyðkÞ �Wðk � 1Þ~lð~xðkÞÞÞ~lTð~xðkÞÞ
~lTð~xðkÞÞ~lð~xðkÞÞ

¼ Wðk � 1Þþ ðyðkÞ �Wðk � 1Þ~lð~xðkÞÞÞ~lþ ð~xðkÞÞ
: ð16Þ

where ~lþ ð~xðkÞÞ ¼ ~lT ð~xðkÞÞ
~lð~xðkÞÞk k2 is a pseudo-inverse vector to ~lð~xðkÞÞ.

It should be noticed that although the learning algorithms (10), (11), (15), (16),
provide a maximum possible speed, they still have some disadvantages. So, the
exponential weighted recurrent least square method can be numerically unstable for
small values of the forgetting factor α. This fact doesn’t allow using this method for
processing the significantly non-stationary time series, which are the subject of
analysis in IEM.

Although the Kaczmarz-Widrow-Hoff algorithm is the most high-speed gradient
procedure, it is sensitive to the disturbance and noise influence that always occurs in
real signals.
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In this connection, it is appropriate to use a “hybrid” method of the exponential
weighted recurrent least squares method and the Kaczmarz algorithm to tune the
GNFN in the form [37]

WðkÞ ¼ Wðk � 1Þþ r�1ðkÞðyðkÞ �Wðk � 1Þ~lð~xðkÞÞÞ~lTð~xðkÞÞ;
rðkÞ ¼ arðk � 1Þþ ~lTð~xðkÞÞ~lð~xðkÞÞ; 0� a� 1:

�
ð17Þ

This algorithm is stable for arbitrary values of a smoothing parameter and
provides a compromise between smoothing and tracking properties of the learning
process.

4 Experimental Results of the Hybrid Adaptive
Neuro-Neo-Fuzzy Systems in the Energy
Management Tasks

4.1 Simulation of a Single Output Hybrid Adaptive
Neuro-Neo-Fuzzy System

To demonstrate the efficiency of the proposed hybrid neuro-neo-fuzzy system and
its learning algorithm, some experiments have been performed in the area of hourly
energy consumption for the prediction in one of Germany federal lands [38, 39].

A number of inputs proposed hybrid neuro-neo-fuzzy system is n = 7 so an
input vector can be written in the form

xðkþ hÞ ¼ ðxðkÞ; xðk � hÞ;DxðkÞ; xðkþ h� 24Þ; xðkþ h� 168Þ;
½k=42�; ½k=168�; ½k=ð366 � 24Þ�Þ

where h is a prediction horizon, k is a discrete time value, xðkþ hÞ is a value of
energy consumption to be predicted, xðkÞ is a current value of energy consumption,
xðk � hÞ is a value of energy consumption h-steps ago, xðkþ h� 24Þ is a value of
energy consumption twenty-four hours ago from the prediction value, xðkþ h�
168Þ is a value of energy consumption one week ago from the prediction value,
½k=42� is a hour number in a day, ½k=168� is a hour number in a week, ½k=ð366 �
24Þ� is a hour number in a year. The initial values of the synaptic weights were
taken equal to zero.

The mean-square error (MSE) and mean absolute percentage error (MAPE) were
used as criteria for the prediction quality.

Figure 5 shows results of energy consumption prediction. Two curves, repre-
senting an actual value (a dot line) and a forecasting value (a solid line), are almost
indistinguishable.

Table 1 shows a comparative analysis of the energy consumption prediction
which are based on different approaches.
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Thus, it can be seen from the experimental results that the proposed hybrid
neuro-neo-fuzzy system and its learning algorithm provide the best prediction
quality.

4.2 Experimental Simulation of Multivariate Hybrid
Adaptive Neuro-Neo-Fuzzy System

Data used for this example are historical hourly temperatures, system loads and
day-ahead electricity prices from the New England Pool region [40].

A number of inputs and outputs for the proposed adaptive multivariate hybrid
neuro-fuzzy system is accordingly n = 8 and m = 3 so an input vector can be
written in the form

Fig. 5 The results of the energy consumption prediction

Table 1 The comparison analysis of the energy consumption prediction

Neural network/learning algorithms MSE MAPE (%)

Hybrid neuro-neo-fuzzy system/proposed learning algorithm 0.0008 3.9

Neo-fuzzy neuron/recurrent least squares learning algorithm 0.002 5.76

Adaptive neuro-fuzzy inferences system (TSK)/gradient
learning algorithm

0.0101 10.3

Radial basis function neural network (RBFN)/recurrent
least squares learning algorithm

0.0834 13.4
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½x1ðkþ hÞ; x2ðkþ hÞ; x3ðkþ hÞ� ¼ ½x1ðkÞ; x1ðk � hÞ; x1ðkþ h� 24Þ; x1ðkþ h� 168Þ;
x2ðkÞ; x2ðk � hÞ; x2ðkþ h� 24Þ; x2ðkþ h� 168Þ; x3ðkÞ; x3ðk � hÞ; x3ðkþ h� 24Þ;
x3ðkþ h� 168Þ; hd; dw; hw�

where x1ðkþ hÞ; x2ðkþ hÞ; x3ðkþ hÞ are a prediction value for energy consumption,
dry bulb temperature and dew point temperature; x1ðkÞ; x2ðkÞ; x3ðkÞ are their current
values; x1ðk � hÞ; x2ðk � hÞ; x3ðk � hÞ are their values h steps ago; x1ðkþ h�
24Þ; x2ðkþ h� 24Þ; x3ðkþ h� 24Þ are their values twenty-four hours ago from the
prediction value; x1ðkþ h� 168Þ; x2ðkþ h� 168Þ; x3ðkþ h� 168Þ are their val-
ues one week ago from the prediction value; hd is a day hour; dw is a day of the
week; hw is a holiday/weekend indicator (0 or 1).

The initial values of the synaptic weights were taken equal to zero. Figure 6
shows the results of energy consumption prediction, Fig. 7 shows the results of dry
bulb temperature prediction and Fig. 8 shows the results of dew point temperature
prediction. Two curves, representing an actual value (a dot green line) and a
forecasting value (a solid blue line), are almost indistinguishable. A prediction error
is presented by a solid red line.

Table 2 demonstrates a comparative analysis for time series prediction energy
consumption, which are based on the different approaches.

Thus, it can be seen from the experimental results that the proposed adaptive
multivariate hybrid neuro-fuzzy system and its learning algorithm provides the best
prediction quality.

Fig. 6 The results of the energy consumption prediction
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Fig. 7 The results of the dry bulb temperature prediction

Fig. 8 The results of the dew point temperature prediction
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5 Conclusions

In this book chapter we have considered a problem, which connects with Green IT
energy management and is the short-term adaptive prediction of load forecasting.
The hybrid neuro-neo-fuzzy system and its high speed learning algorithm are
proposed. This system can be used for on-line prediction of the essentially
non-stationary nonlinear chaotic and stochastic time series, which describe the
processes of electrical load producing and consuming. The considered hybrid
adaptive system of computational intelligence has some advantages over the con-
ventional artificial neural networks and neuro-fuzzy systems. First of all, its com-
putational simplicity that allows its implementation in the embedded systems, and
high learning speed that allows its tuning based on a short data sample with some
noisy observations and outliers. In our future work, we assume to expand the
proposed approach to processing high dimensional tasks under conditions of Big
Data problems.
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PLC-Based Systems for Data
Acquisition and Supervisory Control
of Environment-Friendly Energy-Saving
Technologies

Yuriy Kondratenko, Oleksiy V. Korobko and Oleksiy V. Kozlov

Abstract This paper presents the development of PLC-based systems for data
acquisition and supervisory control of environment-friendly energy-saving complex
high-tech technologies. The functional structure and main components of PLC-
based SCADA-systems for environment-friendly energy-saving technological
processes are given. The examples of SCADA applications in design of PLC-based
systems for monitoring and automatic control of (a) ecopyrogenesis (EPG) and
(b) thermoacoustic technological processes are presented. Paper considers the cri-
teria of energy and economic efficiency of the EPG technological process. The
functional structures, software and hardware implementation as well as multi-level
human-machine interfaces of the developed PLC-based systems for data acquisition
and supervisory control are given. Considerable attention is given to particular
qualities of computing of ecopyrogenesis and thermoacoustic processes techno-
logical parameters by the proposed SCADA-systems. The developed PLC-based
SCADA-systems provide: significant increasing of energy and economic efficiency
criteria of the EPG and TAD complexes, high precision control of both techno-
logical processes, monitoring of current technological parameters, using the indirect
methods for parameters measuring and identifying, and automatic control with high
quality indicators and optimal parameters.
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1 Introduction

Energetics is one of the basic sectors of the region economy, and energy efficiency is
an important condition for its development [1, 2]. It is known that the current state of
world energetics is characterized by the deficiency and high cost of natural organic
fuel as well as environmental pollution with harmful waste [3]. The development
strategy of the energy complexes of many countries and regions is related with the
use of new (non-traditional) and renewable energy sources, which is the real way of
successful solving of the energy problems of the world economy [4].

Especially effective area of energy development is the use of alternative fuels
and utilization of excess energy [1]. Promising from an economic point of view is
the involving of municipal solid wastes (MSW) and low temperature thermal excess
energy in the region’s energy balance as an alternative fuel and energy with
environmental safety [3–5].

As demonstrated by international practice, there are more than 50 methods of
MSW and thermal excess energy utilization known in the world. Each method has
its advantages and disadvantages, but among the most advanced from environ-
mental and economic points of view we should allocate two environment-friendly
energy-saving technologies: ecopyrogenesis technology and thermoacoustic tech-
nology of low temperature thermal energy utilization.

EPG is a new technology of solid waste disposal in order to obtain an alternative
fuel [6]. It combines the processes of multi-loop circulation pyrolysis (MCP) and
the dual-zone thermostable gasification (DZTG) in a single process line, that allows
complete utilization of the whole scope of the organic part of solid waste and
low-grade coal in the environment-friendly and energy-saving modes according to
the economically-profitable scheme [6]. Application of the EPG technology gives
the opportunity to obtain substantial profit from the sale of output products, which
are liquid and gaseous fractions of alternative fuels that can be used in combustion
engines without any extra filtration [6].

Thermoacoustic (TA) technology [7] uses the mutual sound and heat energy
conversions as the main working principle. Heat supplied to TA apparatus (TAA) is
converted in acoustic energy [8] inside the resonator of TAA. Second part of TAA
uses produced acoustic energy for heating/cooling [9] the temperature of coolant
outlet. Main scope of TAA applications is the utilization [10] of waste heat
resources (WHR). Usage of thermoacoustic plant in WHR utilization complex
allow to increase the temperature of waste heat and reuse it in technological pro-
cess. Ability to utilize low potential heat resources makes TAA profitable for
industry and transport applications as well as allow decreasing the amount heat
emissions into the atmosphere.
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For realization of the given above environment-friendly energy-saving tech-
nologies specific technological complexes are used, which are, in turn, complicated
multi-component technical objects. This technological complexes require the
development of a new class of monitoring and control systems that are based not on
static information of databases, but on current data, that is generated in real time
during the occurrence of the relevant technological processes [11]. Typically, such
systems have a hierarchical branched structure, the components of which are
industrial computers, process controllers, operator automated posts, programmers
and facilities that implement industrial networks.

At developing of monitoring and control systems of the EPG and thermoacoustic
technological complexes the important task of compatibility of software complex
with most, presented on the market, digital controllers appears. This guarantees to
the user a wide scope for choosing the hardware part of the appropriate project and
the ability of integration with different operating systems. The modern systems of
such type are PLC-based systems for data acquisition and supervisory control
[12, 13].

Automation of EPG and thermoacoustic technological complexes on the basis of
PLC-based SCADA-systems allows to significantly increase the operation effi-
ciency and economic parameters.

SCADA stands for “supervisory control and data acquisition”. It is a software
application being used for process control, which involves collecting data from
different locations in real-time. Conception of SCADA is caused by the whole
course of development of control systems and the results of complex automation of
complicated industrial and technological processes [12]. Application of
SCADA-technology enables to achieve a high level of automation in solving the
problems of the development of control systems, data acquisition, processing,
transmission, storage and display of information. Friendliness of human-machine
interface (HMI/MMI) of SCADA-systems is provided by completeness and clarity
of the information that appears on the screen, the availability of control “levers”,
convenience of using of prompts and help system, etc., which greatly increases the
efficiency of interaction of dispatcher with system and nullifies his critical errors in
control processes.

SCADA systems have a number of components [13] that ease the development
of computerized data acquisition and analysis tools, such as communication pro-
tocols for external devices connection, built in signals filtering, support of SQL data
exchange etc. This and many other features makes the SCADA software a perfect
tool for implementation of control, data analysis and information processing
algorithms in household, industry and science research.

SCADA systems [14, 15] can be divided into two big classes—modular and
scattered. Scattered systems consists of the numerous applications and each
application is aimed to solve one particular task (program controller, establish
connection to DB etc.). Mainly such systems are the result of systematic evolution
of early technological processes control programs. Modular systems are modern
applications that combine all SCADA features in one program thus makes it easier
for users to work in it and reduces the control system implementation time.
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The main purpose of this work is development and implementation of PLC-
based systems for data acquisition and supervisory control of environment-friendly
energy-saving ecopyrogenesis and thermoacoustic technologies.

Structure and main components of the generalized PLC-based system for data
acquisition and supervisory control of environment-friendly technologies are given
in Sect. 2. The functional structures, software and hardware implementation as well
as multi-level human-machine interfaces of the developed PLC-based SCADA-
systems of the EPG and thermoacoustic technological complexes are presented in
Sects. 3 and 4 respectively. Section 5, in turn, has conclusions, discussion of the
results and further research on PLC-based system for data acquisition and super-
visory control of environment-friendly technologies.

2 Structure and Main Components of Generalized
PLC-Based System for Data Acquisition
and Supervisory Control

A generalized PLC-based SCADA system has software as well as hardware
components. The role of software is to collect data and feed into a PLC that has the
specific software installed.

The block diagram of PLC-based SCADA system shown in Fig. 1 represents the
basic SCADA architecture. Generally, a SCADA system consists of the following
components.

First, analytical instruments that sense process variables and operating equip-
ment connected to instruments. Second, one or more field data interface devices,
usually remote terminal units (RTUs) or programmable logic controllers (PLCs).
RTUs connect to sensors in the process, converting sensor signals to digital data
and sending digital data to the supervisory system. PLCs are used as field devices
because they are more economical, versatile, flexible and configurable than special-
purpose RTUs. Usually, PLCs make the primary information processing and greatly
accelerate the process of information exchange [16]. Third, communication
infrastructure used to transfer data between field data interface devices and control
units as well as supervisory system. The infrastructure can be radio, telephones,
cables, satellites or any combination of these. Fourth, host computers are the center
of human monitoring and control of the processes-storing databases and displaying
statistical control charts and reports. Host computers are also known as master
terminal units (MTUs) or the SCADA server. Fifth, a human-machine interface
(HMI) is the apparatus, which presents process data to a human operator in order to
control the process through the human operator monitors [13].

These systems can be relatively simple, such as one that monitors environmental
conditions of a small office building, or very complex, such as a system that
monitors all the activity in a nuclear power plant or the activity of a municipal water
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system. Traditionally, SCADA systems have made use of the Public Switched
Network (PSN) for monitoring purposes. Today many systems are monitored using
the infrastructure of the corporate Local Area Network (LAN)/Wide Area Network
(WAN). Wireless technologies [17] are now being widely deployed for purposes of
monitoring. SCADA is not a full control system, but rather focuses on the super-
visory level. Thus, it is a purely software package that is positioned on top of
hardware to which it is interfaced, in general via Programmable Logic Controllers
(PLCs), or other commercial hardware modules [18]. SCADA can be used in a
variety of automated process control systems. In [19, 20] an internet based SCADA
systems for power plants taking as case study the power system in Montenegro and
Cameroon were presented. Researcher, Aydogmus [16], has presented a SCADA
control via PLC for monitoring of water level in tank with fuzzy controller. Another
good example is the introduction of effective use of SCADA-system [21] on the
Kursk Cogeneration 1. Also SCADA can be used to control completely different
actuators, such as AC and DC engines [22, 23]. There are many other examples of
the use of SCADA, however, such systems evolve rapidly and are now penetrating
the market of plants with a number of I/O channels of several 100K.

Let us consider the developed by the authors PLC-based systems for data
acquisition and supervisory control of environment-friendly energy-saving EPG
and thermoacoustic technologies.

Fig. 1 Functional diagram of the generalized PLC-based SCADA system
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3 PLC-Based SCADA-System for the Ecopyrogenesis
Technological Complex

The basic diagram of the generalized EPG technological complex is presented in
Fig. 2 [24, 25], where the following notations are accepted: 1—pyrolysis reactor of
the multicircuit pyrolysis plant (MPP); 2—oil station (OS) of the wastes loading
hydraulic drives (LHD) of the EPG technological complex; 3—gas burner (GB) for
the MPP pyrolysis reactor heating; 4—solid polymeric wastes (SPW) LHD; 5—
MPP gas burner ventilation system; 6, 7, 8—first, second and third cooling circuits
of the MPP multicircuit circulation system (MCS), respectively; 9—pipe for the
flue gases outlet; 10—dual-zone gas generator (DZGG); 11—DZGG gas burners;
12—upper (reverse) gasification zone; 13—lower (direct) gasification zone; 14—
wet wastes (WW) LHD; 15—slag (S) discharging hydraulic drive; 16—pipe,
through which generator gas (GG) enters the pyrolysis reactor.

A generalized EPG complex (Fig. 2) consists of two interrelated technological
nodes: DZGG and MPP—for utilization of wet and solid polymeric wastes,
respectively [24, 25].

To provide the continuous passage of EPG process and to get the liquid fuel with
the required molecular mass as well as synthesis gas of high quality at the output it
is necessary to perform the following functional tasks: control of processes of
multicircuit circulation gasification and multicircuit circulation pyrolysis, moni-
toring of current technological parameters and automatic regulation of mechanisms
that provide optimal process parameters [25].

The main indicators of energy and economic efficiency of the EPG complexes
are: productivity QEPG, specific productivity BEPG, total power consumption PΣEPG,

Fig. 2 Basic diagram of the generalized EPG technological complex
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relative deviations of the real values of the controlled parameters ΔTR, ΔLR and
ΔMAF.

Let’s consider the main indicators of energy and economic efficiency of the EPG
complexes in details.

Productivity of the complex. The productivity QEPG of the EPG technological
complex is calculated by the equation

QEPG ¼ mAF

tOP
; ð1Þ

where mAF—mass of the produced alternative fuel; tOP—operation time of the
complex. The increase of the complex productivity QEPG at the same energy costs
gives the opportunity to significantly increase the energy and economic efficiency
of the EPG technological complex. This can be achieved due to the optimal control
of the technological processes of DZTG and MCP that can provide increasing of the
speed of these processes at the same energy costs.

Specific productivity of the complex. The specific productivity BEPG of the EPG
technological complex is calculated by the equation

BEPG ¼ QEPG

K
¼ mAF

KtOP
; ð2Þ

where K—the number of operating personnel of the complex. The increase of the
complex specific productivity BEPG gives the opportunity to significantly increase
the energy and economic efficiency of the EPG technological complex by reducing
labor costs. This can be achieved by reducing the number of operating personnel of
the complex at the expense of increasing the level of automation of the EPG
technological complex and using fully automated equipment for the EPG techno-
logical process performing.

Total power consumption of the complex. The total power consumption PΣEPG of
the EPG technological complexes is calculated by the equation

PREPG ¼ WREPG

tOP
; ð3Þ

where WΣEPG—the total amount of consumed energy of the complex. The reduction
of the complex total power consumption PΣEPG at the same value of productivity
QEPG gives the opportunity to significantly increase the energy and economic
efficiency of the EPG technological complex by reducing the production costs of
alternative fuel. This can be achieved due to the optimal control of the technological
processes of DZTG and MCP that can provide reducing energy costs for the
implementation of these processes at the same value of productivity.

Relative deviations of the real values of the controlled parameters from their set
values. The relative deviations Δ of the real values from the set values for such
controlled parameters of the complex as heating temperature TR of the reactor,
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loading level LR of the reactor and molecular weight MAF of the liquid fractions of
the output alternative fuels are calculated by the following equations:

DTR ¼ TSR � TRR
TSR

� 100 %; ð4Þ

DLR ¼ LSR � LRR
LSR

� 100 %; ð5Þ

DMAF ¼ MSAF �MRAF

MSAF
� 100 %; ð6Þ

where TSR, LSR, MSAF—the set values of the corresponding parameters of the
complex; TRR, LRR, MRAF—the real values of the corresponding parameters of the
complex. The reduction of relative deviations of the real values of the controlled
parameters of the complex from their set values gives the opportunity to signifi-
cantly increase the energy and economic efficiency of the EPG technological
complex by improving the quality of the obtained alternative fuel. The quality of
the obtained at the output alternative fuel directly depends on the control accuracy
of the EPG complex main parameters, such as temperature TR, loading level LR and
molecular weight MAF. To achieve the high quality indicators of control of the EPG
complex main parameters it is advisable to apply high-precision automatic control
system of the following parameters based on the intelligent principles and tech-
nologies [24–27].

To implement the given above functional tasks in order to achieve high per-
formance values of the main energy and economic efficiency indicators of the EPG
complexes it is appropriate to use the developed by the authors PLC-based
SCADA-system, which has a multilevel branched structure.

Functional structure of the developed by the authors PLC-based SCADA-system
for the EPG technological complex [25] is presented in Fig. 3, where the following
notations are accepted: IC—industrial computer; CI—converter of interface
(Rs485/Rs232); PLC—programmable logic controller; AOM—analog output
module; DAM—data acquisition module; TS, LS—temperature and level sensors,
respectively; Sn—sensor of certain parameter Xn (temperature, pressure, flow, linear
position etc.); ACS—air cooling system; SGM—steam-gas mixture; uGB, uLHD,
uACS—control signals of GB, LHD and ACS, respectively; uTS, uLS, un—sensor
signals of corresponding parameters; PGB—power values of pyrolysis reactor and
DZGG gas burners, respectively; YLHD—values of linear motion of the pistons of
LHD of WW and SPW, respectively; TGG, TR, TMSC—temperature values of certain
points of DZGG, pyrolysis reactor and MCS, respectively; LGG, LR—values of the
DZGG and pyrolysis reactor load level, respectively; QA—the flow rate of cooling
air of ACS.

The proposed specialized PLC-based SCADA-system has three hierarchical
levels of monitoring and control:
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(1) lower level—the level of the sensors and mechanisms of the EPG complex;
(2) average level—the level of the peripheral control devices (includes modules

for data acquisition and output as well as PLC);
(3) upper level—the level of human-machine interface.

Lower level of the developed PLC-based SCADA-system consists of the auto-
matic control sub-systems (ACSS), which perform regulation of the given values of
the EPG complex major controlled data according to a control program in terms of
various disturbances operation [25].

Industrial computer serves as the operator station, it contains a control panel of
the EPG technological process with the image of the main components and their
technical parameters that are measured by various sensors. Also, the set values of
the control parameters, that are inputs of the complex ACSS, are established on the
IC. PLC processes the information received from the sensors and sends it to the IC.
Also, it gets the set values of the complex control parameters and performs the
functions of it automatic control. Data acquisition modules receive signals from
sensors and transmit it to the PLC in a convenient form for further processing.
Analog output modules receive signals from the PLC and produce corresponding
control signals that go directly to the actuators.

One of the most important particularities of the developed specialized
PLC-based SCADA-system is that it can implement the measurement of the
pyrolysis reactor load level LR with the help of the indirect method [26].

The reactor load level value LR direct measurement with the level sensor causes
many difficulties associated with the particularities of the pyrolysis technological

Fig. 3 Functional structure of the EPG technological complex’s PLC-based SCADA-system
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process and with the operating conditions of the level sensor in the pyrolysis
reactor. The main limitations of the use of the level sensor inside the reactor are as
follows: temperature of at least 600 °C, high viscosity, changing of the aggregate
state and density of wastes in the operating process, the possibility of wastes
solidification and sticking to the sensing element, wastes boiling [26].

For solving this problem the developed specialized PLC-based SCADA-system
uses the indirect method of level measuring based on the calculating of the loading
level value by measuring of the other parameters of the EPG complex, such as:
pyrolysis gas flow rate, liquid fuel flow rate, temperature in the reactor operating
medium and the linear movement of the SPW LHD piston [26]. The current value
of the pyrolysis reactor load level LR is calculated by the proposed SCADA-system
with the help of the following equations:

LR ¼ MWR

qWRSR
; ð7Þ

MWR ¼ MLW � MPG þMLFð Þ; ð8Þ

MLW ¼ qLWSPYLHD; ð9Þ

MPG ¼ qPGVPG ¼ qPG

Z
QPGdt; ð10Þ

MLF ¼ qLFVLF ¼ qLF

Z
QLFdt; ð11Þ

where MWR—wastes mass in the reactor; MLW—wastes mass that are loading to the
reactor; MPG—mass of the pyrolysis gas, that is allocated during the EPG complex
operating process; MLF—mass of the liquid fuel, that is allocated during the EPG
complex operating process; ρLW and ρWR—density values of the wastes that are
loaded with the help of the LHD and wastes that are in the reactor during operation,
respectively; ρPG and ρLF—density values of the pyrolysis gas and liquid fuel,
respectively; VPG, QPG, VLF and QLF—volume and flow rate values of the pyrolysis
gas and liquid fuel, respectively; SP and SR—cross-sectional area values of the LHD
piston and reactor, respectively.

Density values ρLW, ρWR, ρPG and ρLF are determined experimentally for each
type of wastes (polyethylene, polypropylene, polystyrene); in turn density value of
wastes that are in the reactor during operation ρWR also depends on its temperature
TR and aggregate state (ρWR = f(TR)). Flow rate values of the pyrolysis gas and
liquid fuel as well as linear movement value of the LHD piston QPG, QLF and YLHD
are determined with the help of flow rate and linear movement (position) sensors
[26].

To implement the EPG technological complex PLC-based SCADA-system it is
expedient to use certain software and hardware, more detailed description of which
is presented below [25].
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The hardware facilities for the EPG technological complex PLC-based
SCADA-system implementation are data acquisition modules, analog output
modules and PLC. Data acquisition modules receive analog signals from different
sensors and convert them into the digital data that is sent to SCADA-system by the
RS485 interface. PLC WP-8131 [27] of the ICP DAS company performs the cal-
culations of the level measuring indirect method, the automatic control of the EPG
process variables and their transfer to the operator interface of IC. Analog output
module, in turn, implements the conversion of digital signals from the PLC to
analog ones that directly go to the actuators of the complex parameters ACSS.

To receive signals from sensors of different types in this SCADA-system 3 types
of the ICP DAS company data acquisition modules are used: I-7018P 8 inputs
modules—for data acquisition from thermocouples; I7017S 8 inputs modules—for
data acquisition from sensors with current output (0–20 mA) and I-7051 16 inputs
modules—for data acquisition from sensors with discrete output [27]. To imple-
ment the conversion of digital signals from the PLC to analog ones that directly go
to the actuators of the complex parameters ACSS the I-7024 4 inputs module for
analog output of the ICP DAS company is used.

The appearance of the control unit of the experimental EPG complex PLC-based
SCADA-system, which is developed on the basis of the above modules is shown in
Fig. 4.

To measure the main EPG complex technical parameters different sensors are
used:

• temperature sensors—thermocouples of two types of the “TERA” company:
L-type—for temperature measurement in range −40 to 600 °C and K-type—for
temperature measurement in range −40 to 1050 °C;

• level sensors—float level sensors of the “OVEN” company—for measurement
of water and liquid fuel level and radar level sensors of the “Rosemount”

Fig. 4 Control unit of the experimental EPG complex PLC-based SCADA-system
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company—for measurement of loading level of wastes in MPP pyrolysis reactor
and DZGG;

• pressure sensors—of the “Dwyer Instruments” company of 673-2-type, etc.

As the software facilities of the developed EPG complex PLC-based SCADA-
system the TRACE MODE 6 is used [25, 28], which belongs to the class of
integrated systems that provide maximum comfort to designers and users.

The multi-level human-machine interface (Fig. 5) [25, 28] of the developed
PLC-based SCADA-system provides a visual representation of the performance
indicators of the EPG technological complex on the IC.

The developed PLC-based SCADA-system provides: high precision control of
processes of DZTG and MCP, monitoring of current technological parameters,
using the indirect method of level measuring, and automatic regulation with high
quality indicators of mechanisms that provide optimal process parameters.

It also gives the opportunity to achieve high performance values of the main
energy and economic efficiency indicators of the EPG technological complexes.

As an example, the experimental EPG technological complex “ECOPYR-
18 M”, developed at the Admiral Makarov National University of Shipbuilding can
produce 96 l and 22 m3 of liquid and gaseous fractions of high quality alternative
fuels, respectively, while utilizing 120 kg of organic waste per day. The imple-
mentation of the proposed PLC-based SCADA-system in this technological com-
plex makes it possible to increase its productivity QEPG by 15 %, reduce the
maximum value of its total power consumption PΣEPG by 10.2 % and reach a zero
value of the relative deviations of the real values from the set values for main
controlled parameters of the complex (ΔTR = 0; ΔLR = 0; Δ MAF = 0).

Fig. 5 Human-machine interface of the EPG complex PLC-based SCADA-system
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As for the specific productivity BEPG of the given EPG complex it value is
increased by 6 times by means of PLC-based SCADA-system implementation.

4 PC-Based System for Thermoacoustic Processes
Supervisory Control

Thermoacoustic devices (TAD) are the newest type of unconventional heat
machines [7, 8]. Their work is based on the mutual transformation of heat and
acoustic energies. The main feature of thermoacoustic systems is that unlike the
other heat machines, the powerful acoustic pulses [8], generated by TAD are the
carrier of mechanical energy and the “executive mechanism” of thermodynamic
cycle.

Considering the TAP reversibility, thermoacoustic devices can be subdivided
into two main types [7]:

• thermoacoustic engines (TAE), which consume supplied heat energy and pro-
duce acoustic wave inside the resonator;

• thermoacoustic refrigerators (TAR) and heat pumps (TAHP) which consume
energy from supplied acoustic wave and produce cooling or heating power,
respectively.

The schematic of simple thermoacoustic refrigerator is shown in Fig. 6. It
consists of sound wave electromechanical generator, hollow resonator filled with
gas medium, heat exchange surfaces (TC, TH) for heat adding and subtraction and a
special heat exchange surface (the stack), which is the main catalyst of acoustic and
thermal energies mutual conversion in TAD.

Absence of moving parts [8] in such heat engines increases their reliability and
reduces energy losses in the mechanical connections. It should be noted that such
heat machines used as heat pumps or refrigerators are significantly eco-friendlier
comparing to conventional plants due to absence of CFCs in working process.
However, for high power thermoacoustic systems operations the acoustic pressure

Fig. 6 Structure of the thermoacoustic refrigerator with electromechanical generator of sound
waves
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level of 150–180 dB must be maintained in resonator, which leads to the appear-
ance of parasitic nonlinear effects [8, 29].

Zink et al. in work [30] provide comprehensive analysis of ecological impact of
TAR implementation, instead of traditional refrigerating technologies. They con-
sider the installation of waste heat driven thermoacoustic refrigerators in cars
instead of vapor compression refrigerators. Such replacement could lower overall
car emissions by eliminating the fuel loses on air conditioning. Using the statistics
of USA transport departments (approx. 170 million vehicles), they calculated that
the CO2 emissions of car refrigeration systems reach 1.675 × 1010 kg CO2 per
year. This number corresponds to roughly 1 % of the total (energy-related) emis-
sion of CO2 in the U.S. Replacing traditional air-conditioning systems with a
thermoacoustic waste heat-driven system will directly eliminate these emissions. It
should be noted that as the source of waste heat in such systems can be used the
exhaust gases after the catalytic converters, or, taking into account latest results in
low potential energy utilization with TAD, even the temperature of cooling water
(about 90 °C).

This heat machines are characterized by high sensitivity to the working fluid
properties (viscosity, density, thermal conductivity) as well as the environment
effects (temperature, pressure, etc.). An effective work of TAD is possible only if
the different nature values of the internal parameters (acoustic, hydrodynamic,
thermal) are stabilized. For that reason, authors has developed the SCADA-based
system for thermoacoustic processes (TAP) control. Designed system uses the
specially implemented indirect method for measurement of acoustic parameters.
This method is described next.

4.1 Acoustic Parameters Measurement by Means
of Modified Two Sensor Method

The main characteristics that describe the sound wave [29] is the acoustic pressure p
(t) and particle velocity v(t) of the environment in which sound is distributed. These
parameters determine the intensity I(t) (6) of sound wave, which is the [3, 18]
time-averaged flow of acoustic energy in the TAD resonator and therefore
numerically equals to the energy that the wave transfers during one second through
the unit area.

I ¼ 1
2
Re ~pvð Þ; ð12Þ

where ~p is the complex conjugate value of p(t) and Re �ð Þ denotes the real part of
complex number.

The direct method [31, 32] that combines the simultaneous measurements of p
(t) using the pressure transducer and v(t) with the laser Doppler velocity meter is
typically used for determination of the sound waves parameters in TAE driven
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thermoacoustic systems. This approach allows determining the values of p(t) and v
(t) with high accuracy, but requires expensive equipment and the availability of
transparent zone in resonator to undergo laser beams. These shortcomings limit the
possibility of the direct method usage only by research systems, and make its
implementation in TAD automated control systems unreasonable.

Designed computer system for control of thermoacoustic processes implements
the modified version of Fusco’s two sensors method [10, 32] for acoustic wave’s
parameters estimation in the resonator of thermoacoustic device. This approach
allows the avoidance of the drawbacks and limitations of the above stated
methodologies as well as makes possible the creation of the universal system for
TAP control.

In two-sensor method [31, 32], pressure (13) and particle velocity (14) values in
point “0” are calculated using the readings of two pressure sensors (A and B)
located on a fixed distance Δx from each other [3].

pð0Þ ¼ pA þ pB
2 cosðkDx=2Þ ; k ¼ k0 1þ 1� j

2
dv
r0

1þ c� 1ffiffiffi
r

p
� �� �

; ð13Þ

vð0Þ ¼ kF
xq

pA � pB
2j sinðkDx=2Þ ; F ¼ 1� 1� j

r0=dv
; ð14Þ

where k is the complex wave number, Δx is the distance between pressure sensors A
and B, pA, pB are the A and B pressure sensors values, k0 = ω/a is the wave number
in free space, σ is the Prandtl number, δv is the viscous boundary layer thickness, r0
is the duct radius, ρ is the average gas density, j is the imaginary unit, ω = 2πf is the
sound wave angular frequency, γ is the adiabatic index of gas in resonator.

Based on Eqs. (13) and (14) and taking into account that acoustic intensity is
defined as (12) the final formula for sound intensity as the function of two pressure
sensors readings is defined as

I ¼ 1
8xq

ImðHÞ pAj j2� pBj j2
� �

þ 2ReðHÞ pAj j pBj j sin h
h i

; ð15Þ

H ¼ kF

cosð~kDx=2Þ sinðkDx=2Þ ; ð16Þ

where ~k is the complex conjugate of k, θ is the phase shift between pA and pB
signals, Im �ð Þ denotes the imaginary part of complex number.

It should be noted that the main drawback of the Fusco’s method is the difficulty
of determination of the phase difference θ, the value of which is very small. This
imposes certain restrictions on the principles of the two sensors method usage.
Thus, for a precise definition it is necessary to use additional equipment such as
phase lock amplifiers and spectrum analyzers [8, 30], install sensors near the nodal
points of acoustic pressure or velocity, where phase fluctuations are largest.
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To get rid of described downside of a Fusco’s method the developed computer
system uses the complex form of acoustic parameters. In combination with
implemented digital signal processing algorithms, it allows the intensity of the
sound wave to be calculated directly from the expression (6). Such approach avoid
the difficulties associated with the phase difference θ determination, because the
oscillating acoustic pressure and velocity are determined by the expressions (13)
and (14), and their complex modulus and phase respectively calculated using
expressions (17) and (18).

xj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
k¼1

x2k

vuut ; ð17Þ

u xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
k¼1

arctg Im xkð Þ=Re xkð Þ
� �h i2

vuut : ð18Þ

4.2 Structure and Main Components of Specialized
Computer System

Figure 7 shows the structure and main components of a specialized computer
system (SCS) [10, 33] for the thermoacoustic processes control. Due to the ther-
moacoustic process features, the computer system combines rapid data (acoustic
pressure actuations, current and voltage oscillations) and slow data signals (tem-
perature variations).

The main elements of the system are: personal computer (PC); pressure (PS1,…,
PS4), temperature (TS1,…,TS4), current (CS) and voltage (VS) sensors; pro-
grammable logic controller (PLC) ICPDAS µPAC 7186EX-SM that collects the
thermal behavior data of TAD and microcontroller (MCU) STM32F407VGT6, that
is used to collect rapidly changing data from the system pressure, current and
voltage sensors and transfer it to PC.

STM32F4 microcontroller has three analog-to-digital converters, which are
characterized by 12-bit resolution and conversion frequency of up to 2.4 Msps and
hardware implemented floating-point unit and therefore is suitable for digital signal
processing tasks [33]. This provides high performance and applicability of the
proposed computer system for any thermoacoustic unit, since the operating fre-
quency range of TAD does not exceed tens of kHz. PLC performs data acquisition
of the status of TAD peripheral equipment and sends it to PC by the Ethernet
network.

The designed system allows the communication between all components via
RS232 network, also to enable the transfer of large amounts of data, PLC supports
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the Ethernet connection with PC and MCU can communicate with PC via USB.
This grants maximum flexibility to designed SCS.

Created on the basis of SCADA TraceMode 6 software for PC [6] allows storing
the received from the controller information in the archive database, execution of
the necessary algorithms for digital processing of measured signals, and displaying
all available information on the user’s screen.

As a result, the proposed structure of SCS allows registration and ongoing
monitoring of the thermoacoustic processes and is suitable for the real time control
algorithms implementation for both thermoacoustic engines and refrigerators.

4.3 Experimental Verification of Designed
Specialized Computer System

The tests of proposed by the authors SCS were conducted using the experimental
thermoacoustic engine (TAE) (Fig. 8) [10, 33], with a resonator length of 1010 mm
and diameter of 46 mm, which was filled with air at atmospheric pressure. Engine
was coupled with thermoacoustic heat pump (TAHP), which acted as a payload of
the system.

Fig. 7 Schematic of the specialized computer system for TAP control
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Thermoacoustic engine starting process is shown in Fig. 9b where on the top are
shown rooted mean square values of calculated pressure p0(t) and particle velocity
v0(t) and on the bottom—temperature changes in points TH and TC (Fig. 6).
Figure 9a demonstrates the results of calculated instant values of acoustic pressure
p0(t) and particle velocity v0(t).

Conducted tests and their results show the adequacy of the developed system, its
components and proposed indirect method of acoustic parameters measurements.
Thus making it possible to design effective, environmentally friendly TAA
structure.

Fig. 8 Experimental setup for the study of PC-based thermoacoustic processes control system

Fig. 9 Results of the experimental study of TAE working process. a Instant values of pressure
p0(t) and velocity v0(t). b TAE starting process
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The human-machine interface (Fig. 10) of the system was created in the basic
version of SCADA Trace Mode 6. It allows showing the graphs of temperatures,
pressure and velocity in TAE resonator; displays the current values of measured
parameters and stores the data to database for further analysis. Usage of SCADA
software ensure that designed SCS can be integrated in power control systems of
existing plants.

This approach facilitates the implementation of thermoacoustic systems into
existing energy complexes and lowers the cost of TA waste heat utilization systems
implementation.

5 Conclusions

The development of PLC-based systems for data acquisition and supervisory
control of environment-friendly energy-saving complex high-tech technologies is
presented in this paper.

Modern SCADA information technologies provide unique abilities to the
developers of complex data processing and control systems. Range of functions that
they provide eases the creation of distributed computerized systems. For example,
implemented in SCADA communication protocols, such as ModBus, CAN etc. are
standardized and so the data exchange processes can be established with any
third-party software, that support any of this protocols.

Fig. 10 HMI of PC-based system for thermoacoustic processes supervisory control
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The examples of SCADA applications in design of PLC-based systems for
monitoring and automatic control of ecopyrogenesis and thermoacoustic techno-
logical processes are presented. The functional structures, software and hardware
implementation as well as multi-level human-machine interfaces of the developed
PLC-based systems for data acquisition and supervisory control are given.

The developed PLC-based SCADA-systems provide significant increasing of
energy and economic efficiency criteria of the EPG and TAD complexes, high
precision control of both technological processes, monitoring of current techno-
logical parameters, using the indirect methods for parameters measuring and
identifying, and automatic control with high quality indicators and optimal
parameters.

In particular, the implementation of the proposed PLC-based SCADA-system in
experimental EPG technological complex makes it possible to increase its pro-
ductivity by 15 %, reduce the maximum value of its total power consumption by
10.2 % and increase its specific productivity by 6 times.
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Assessment of Energy Consumption
for Safety-Related PLC-Based Systems

Vladimir Sklyar, Oleg Odarushchenko, Eugene Bulba,
Roman Horbenko, Alexander Ivasyuk and Dmitry Kotov

Abstract The paper describes an approach to measure energy consumption of
programmable components (MCU, FPGA etc.) which are a core of Programmable
Logic Controller (PLC). Investigation of energy consumption dependence from a
type of programmable components as well as from features of software gives a road
map for implementation of energy efficiency measures to make PLCs “greener”.
Special toolset named GreenCo Controller has been designed, implemented and
tested for the above research. A designed architecture includes the following
components: a commercially available motherboard (Arduino UNO) programmed
with software to perform data processing in respect to energy consumption mea-
surement of the target board-shield (GreenCo board); GreenCo board on the base of
Microchip dsPIC30F3011 MCU programmed with different type of application
software as a subject of energy consumption investigation; a software monitor for
PC desktop using named GreenCo Controller GUI. “Green” features of PLC are
analyzed after that formal optimization problems in accordance with criterion
“energy consumption level/safety level” have been stated. Such problems can be
solved with dynamic programming method. Concept and design of GreenCo
Controller are described. Areas of future researches with GreenCo Controller are
proposed as a conclusion.
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1 Introduction

One from the main trends in automation of industrial plants is decreasing of
functions performed by embedded systems including Programmable Logic
Controllers (PLC). PLCs perform all the main functions of Industrial Control
Systems (ICS) including safety-related functions. Energy efficiency of embedded
systems is a hot topic taking into account greenhouse issues as well as lean pro-
duction. At the same time there is a deficiency of sufficient tools for modeling and
adjustment of energy efficient working of PLC-based ICS. Safety-related ICS is a
separated knowledge domain. Such systems are not energy saving in their nature
since for implementation we use different types of redundancy. Spending of extra
resources for safety implementation requests a rational approach to efficiency
including efficiency of energy consumption.

A goal of this paper is to develop an approach and tools for modeling of energy
consumption for PLC-based systems including safety-related applications. After
that investigation of impact of different PLC properties on energy consumption
shall be performed. The follow up implementation of the investigated energy saving
techniques would give us evidences of practical usability of the obtained results.

This paper describes a project directed to design, production and testing of a tool
for measuring of energy consumption of embedded system. This tool has been
named GreenCo Controller after the name of the TEMPUS GreenCo Project (Green
Computing and Communication, 530270-TEMPUS-1-2012-1-UK-TEMPUS-JPCR),
see http://my-greenco.eu/.

A full toolset includes Arduino UNO board, special shield for Arduino UNO
named GreenCo board, interfaces, and desktop application for results monitoring of
energy consumption measurement.

Parts of this chapter sequentially describe architecture of the tool as well of
results of implementation.

GreenCo Controller implementation has been started from a concept with
specification development. This specification describes requirements to GreenCo
Controller as for a “black” box. After that product implementation these require-
ments have been used as an input for testing. Architecture of a tool set includes the
following components:

• Arduino UNO (https://www.arduino.cc/en/Main/ArduinoBoardUno) serves as a
motherboard with performing functions of energy consumption measurement as
well as data transmission via USB-interface to a Personal Computer (PC);

• Arduino UNO software supports functions of the motherboard Arduino UNO;
• Specially designed GreenCo board with a target device which is a 16-bit

Microchip dsPIC30F3011 microcontroller unit (MCU) (http://www.microchip.
com/wwwproducts/en/dsPIC30F3011); this device is used as a connected shield
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for Arduino UNO; MCU is programmed with a target code and MCU’s current
can be measured by Arduino UNO;

• Microchip PICkit3 In-Circuit Debugger is used for programming of Microchip
MCU;

• A target GreenCo board software which is installed in Microchip MCU to
investigate MCU’s energy consumption with using of specific software and
compiler options, MCU’s frequency and other affecting parameters;

• A software monitor for PC desktop application named GreenCo Controller GUI
(Graphical User Interface); this software provides service functions such as
energy consumption data visualization and archiving.

Design description of the above components will be done below in the paper.
After that some ideas from code optimization theory will be discussed. A basic

hypothesis is that more efficient code performance entails less power consumption
of the target MCU. Microchip MCU voltage is setup with MCU initialization
options. Microchip MCU current is measured by MCU ATmega on the board
Arduino UNO. Electrical power of MCU can be calculated and compared based on
measurement of voltage and current for competitive software codes. Also power
consumption can be calculated for a target time of software execution or for single
execution of non-cyclic software.

Results of experiments are given and discussed. Recommendations for
achievement of PLC energy efficiency are given.

There is not an essential quantity of publications devoted to PLCs energy effi-
ciency issues. Since so many data centers are operated around the world, a focus of
research in Green Information Technologies (IT) is directed to energy efficiency of
this subject. Books [1, 2] can be recommended for familiarization with Green IT
aspects of data centers. A large review of existing problems in Green IT and
approaches to solve its can be found in a monograph [3]. PLC reusable design is
often considered as one from the possible approaches to efficiency in general [4].
There are also researches devoted to different aspects of electronic devices power
consumption [5, 6]. It is essential to underline importance of university-industry
cooperation in area of Green IT [7]. Thus the actual paper provides novelty in
Research and Development (R&D) related to Green IT and energy efficiency of
PLCs.

2 Green Features of PLC

As well as PLCs perform safety functions, there is an issue how does PLCs safety
comply with PLCs ecological and green features. A general approach to combine
safety, eco-friendliness and greenness for IT is presented on Fig. 1.

In this paper PLCs feature are discussed in the same paradigm as on Fig. 1. Safety
systems are redundant what entails some extra resource spending for design, pro-
duction, operation, maintenance, and extra energy consumption. At the first glance,
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safety increasing entails decreasing of both eco-friendliness and greenness. However
from the other hand, safety systems are used for environment risk reduction. Also
safety increasing for power plants provides energy on the safe and stable basis what
is a contribution for efficient energy using. So from this point of view safety
increasing can improve eco-friendliness and greenness in the long term run.

At the same time we have a problem of energy consumption (EC) optimization
for safety-related PLC-based systems. For safety measurement we can use one or
some (for, example, N) weighted numerical safety indicators (SI). For example, in
accordance with the standard IEC 61508, there are such SIs as average probability
of a dangerous failure on demand of the safety function or average frequency of a
dangerous failure of the safety function. Such problem has two ways of formulation.
Both problems can be solved with dynamic programming method.

Problem 1 To find a PLC-based system for which EC → min when SI ≥
SIrequired. The target function is fðECÞ ¼ PN

i¼1 ECi � 1
SIi

! min with limitationsPN
i¼1 SIi � SIrequired.

The problem to find a minimal EC with the required level of safety can be solved
with a dynamic programming method. A solution is a set of programmable com-
ponents chosen for a PLC implementation COMPONENTS (EC → min) =

{Componenti}, with summary energy consumption EC ¼ P
i¼1 ECi

ECi

SIi
¼ min

� �

and a set of safety indicators SI ¼ SIi ECi

SIi
¼ min

� �n o
.

Problem 2 To find a PLC-based system for which SI → max when
EC ≤ ECrequired. The objective function is fðSIÞ ¼ PN

i¼1 SIi � 1
ECi

! max with

limitations
PN

i¼1 ECi �ECrequired.

The problem to find a maximal EC level of safety with the required EC can be
solved with a dynamic programming method. A solution is a set of programmable
components chosen for a PLC implementation COMPONENTS (SI → max) =

{Componenti}, with summary energy consumption EC ¼ P
i¼1 ECi

SIi
ECi

¼ max
� �

and a set of safety indicators SI ¼ SIi SIi
ECi

¼ max
� �n o

.

Safety

Eco-
friendliness

Greenness

Fig. 1 Features composition
in safe, eco-friendly and green
IT
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Let’s consider a typical structure of PLC which is presented at Fig. 2.
PLC functions include processing of data received from field transmitters,

control logic performance in accordance with implemented applications and control
signals forming for actuators. So we have in the PLC Input/Output modules with
Control Logic module. All modules have on the board MCU and/or Field
Programmable Gates Array (FPGA) which are the most variable components from
the point of energy consumption view. It is a reason why in our research we focus
on energy consumption feature of MCUs to extend the results to PLCs.

From the prospective of EC optimization we may use two approaches. The first
approach is to use energy efficient (green) MCU chips. The second approach is to
use energy efficient (green) software for PLC functions implementation.

Microchip has been chosen for this research as one from the lider in area of
energy efficient solutions. For example, Microchip Technology Inc. states the fol-
lowing low power EC metrics for MCU familiy named PIC (with 3 V of power
supply range) supported with as named nanoWatt XLP (eXtra Low Power)
Technology:

• Seven types of operating modes with different options of low EC depending on
application scenario;

• Current range less than 1 µA in the sleeping mode including support of
watchdog timer for the most part of MCUs;

• Current range down to 9 nA in the deep sleeping mode what means up to
30 years of operation with using typical on-boar battery with capacity of
225 mAh;

• Run currents down to 34 μA/MHz;

Field
Transmitters

Input
Terminals

Output
Terminals

Field
Actuators

Discrete and 
Analog Input 

Signals
Processing

Modules

Discrete and 
Analog Output 

Signals
Processing

Modules

MCU
(FPGA)

MCU
(FPGA)

Control Logic 
Module

MCU
(FPGA)

Internal Data Bus

Fig. 2 Typical PLC structure
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• Supporting with free tool XLP Battery Life Estimator which calculates life time
for batteries with different capacities based on assumptions concerning
Microchip PIC MCU type, operating modes as well as peripherals and input
application currents.

Microchip dsPIC30F3011 has been chosen for implementation of GreenCo
Controller and for the followed researches related with EC measurement.

3 Concept and Design of GreenCo Controller

The following ideas have been considered as inputs for GreenCo Controller
concept:

• GreenCo Controller may be designed with using both commercially available
kits and self developed Printed Circuit Boards (PCB);

• GreenCo Controller shall include power supply unit to provide different voltage
ranges for the investigated PIC MCU; this feature also could be used to
investigated MCU operation in different failure modes (for example, with high
or low power supply voltage);

• GreenCo Controller shall include current measurement unit for monitoring of
current and energy consumed by the investigated PIC MCU;

• GreenCo Controller shall support different clock frequencies for PIC MCU to
investigate dependency between MCU EC and operability in different modes;

• GreenCo Controller shall include temperature measurement unit;
• GreenCo Controller shall support standard interface (USB) to be easy connected

with PC.

The developed concept has been used as an input for design of GreenCo
Controller. A functional diagram is presented on Fig. 3.

A design of GreenCo Controller includes Arduino UNO board connected with a
shield on the base of Microchip dsPIC30F3011 (GreenCo board). This board
supports interfaces with GreenCo board and interfaces with PC. Built-in USB
interface supports data transmission to PC with Arduino board power supply and
Arduino MCU programming. Two the last functions can be performed with alter-
native power supply and programming interfaces as it is presented on Fig. 3.

GreenCo board requests to use Microchip PICkit3 In-Circuit Debugger as pro-
grammer and power supply device. Alternative external power supply input with
9 VDC may be used if necessary. As an option, Microchip dsPIC30F3011 can
drive different peripheral devices such as ADCs, LEDs, indicators etc.

An adjustable DC/DC convertor is used to provide stable voltage for the MCU in
the range 2.5–5.5 VDC. At the DC/DC convertor output an additional precise
resistor (shunt) is installed. This shunt provides both value of voltage and value
current to be measured and converted to electrical EC. GreenCo board contains also
temperature sensor and current measurement unit.
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Clock unit provides 32 MHz frequency for Microchip dsPIC30F3011. However
the MCU is equipped with embedded feature of frequency control. It supports both
low power internal resistor-capacitor (RC) oscillator with 512 kHz (LPRC) and fast
internal RC oscillator 7.37 MHz (FRC). The FRC supports a feature of Phase
Locked Loop (PLL) based frequency multiplication with factor values of
4, 8, and 16, e.g. 4 × 7.37 MHz = 29.48 MHz, 8 × 7.37 MHz = 58.96 MHz,
16 × 7.37 MHz = 117.92 MHz. The above features provide opportunities to
investigate different frequency modes of the MCU.

The following interfaces connect GreenCo board with Arduino UNO board:

• MCU current value measured with current measurement unit;
• On board temperature value measured with temperature sensor;
• MCU voltage value measured at the shunt output;
• Startup (stop) bit for begin or end of measurement process from the

Arduino UNO board site.

A 3-D model of GreenCo board is presented at Fig. 4.
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Fig. 3 Functional diagram of GreenCo Controller
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4 Software Functions and Integration
of GreenCo Controller

Software of GreenCo Controller includes the following parts:

• Arduino UNO software; this software performs functions of current, voltage and
temperature measurement as well as measured data processing and transmission
to PC via USB-interface; once developed, Arduino software is still not
changeable (like firmware for the end user);

• GreenCo board software; this software may implement different kinds of
algorithms which a subject of energy consumption measurement and research;

• GreenCo Controller GUI software; this software monitors in real time values of
voltage and current which are measured by Arduino UNO board; this software
also provides plots for voltage and current as well as calculates on this base
instantaneous and average values of electrical power and energy consumption.

Arduino UNO software and GreenCo board software are written in C, and
GreenCo Controller GUI software is written in Java.

General architecture of integrated parts of GreenCo Controller is presented on
Fig. 5. GreenCo Controller as been successfully tested against input requirements
and performance ability has been proven during some startup researches.

During experiments performance the end user may calculate automatically, for
example, the following indicators:

Fig. 4 A 3-D model of GreenCo board
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• Average value of instantaneous power is calculated as P ¼ PN
i¼1 Ii � Ui=N,

where Ii is a current value measured at the time ti, Ui is a voltage value measured
at the time ti, N is a quantity of measurement (integration rate);

• Energy consumption value is calculated as EC ¼ PN
i¼1 Ii � Ui � ti;

• Average power value for during calculation time t(N) is calculated as
Pavg ¼ EC=tðNÞ.

5 Case Study: Energy Consumption Improvement
for Optimized Software Code

Let’s consider as an example influence of software code optimization for a simple
cycling algorithms. A code in C is presented below.

Fig. 5 Integrated GreenCo Controller
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This code can be optimized from the point of view of performed cycles quantity.
For that let’s put in the code a small update concerning consequence of cycle
operator (see below).

After that source files were prepared for running in Microchip dsPIC30F3011 for
both optimized and not optimized algorithms. GreenCo Controller provide features
to measure current, voltage, power, temperature and EC (power consumption as at
screenshots). Measurements have been performed for 5, 3.3, and 2.5 V of MCU
power supply voltage. Obtained results for 5 V MCU power supply are presented at
Figs. 6 and 7.

Fig. 6 Result of energy consumption measurement for not optimized code at 5 V power supply of
the MCU

278 V. Sklyar et al.



The same results have been obtined for power supply voltage of 3.3 and 2.5 V.
All integrated results are collected in Table 1. For voltage, current, power and
temperature we provide average value during MCU run time.

Fig. 7 Result of energy consumption measurement for optimized code at 5 V power supply of the
MCU

Table 1 Results of energy consumption analysis at 2.5, 3.3, and 5 V power supply of the MCU

Experiment
description

Voltage (V) Current (mA) Power (mW) Temperature
(°C)

Run
time (s)

EC (W s)

2.5 V, not optimized
code

2.36 3.24 7.63 22.0 18.46 0.134

2.5 V, optimized code 2.36 3.28 7.72 22.0 13.69 0.100

3.3 V, not optimized
code

3.42 4.49 14.57 22.0 18.56 0.258

3.3 V, optimized code 3.42 4.56 14.77 22.0 13.69 0.191

5 V, not optimized
code

4.87 7.05 34.37 22.0 18.57 0.605

5 V, optimized code 4.87 7.20 34.94 22.0 13.70 0.451
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The following conclusions are obtained on the base of the measurements
analysis.

There is not a variation in the average voltage values for optimized and not
optimized code running, but there is a small increasing of the average current value
for optimized code what entails a small decreasing for the average value of
instantaneous power.

Average temperature is the same for all the considered cases.
Since all electrical parameters are the same for optimized and not optimized

code, difference in EC is caused by shorter running time for optimized code. There
is not a difference in a run time for all the values of MCU voltage. So value of
relation between EC for optimized and not optimized code is the same for all the
values of MCU voltage EC(optimized code)/EC(not optimized code) = 0.74. It
means code optimization for the above case study provide 26 % of energy con-
sumption saving.

6 Conclusions: The Future Researches

As well as valuable toolset for PLC EC modeling has been successfully designed
and implemented a plan of future research is developing. We consider the following
ideas for experiments.

The biggest issue is research of MCU EC depending on implementation of
control algorithm with software code. This issue is like one from the “green”
software research directions. It I known software EC s highly dependent on
dynamic behavior so it can be simulated and investigated with control flow graph
complexity of the software (see Fig. 8) [5]. Such approach is well known as code
optimization so it seems valuable to learn MCU EC with software diversity.

Fig. 8 Software control flow graphs depending on complexity of used operators
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FPGAs and other programmable components type (CPLD, ASIC) using can
provide the basis for selection of chips depending on requirements to EC.

GreenCo Controller also provides opportunities to investigate EC affection of
used programming languages as well as compiler options setup.

One more research direction is investigation of EC affection of hardware feature
such as operating voltage and frequency, temperature rate, I/O pins load and
switching rate, oscillator frequency and others.
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Green Microcontrollers in Control
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of Linear Electron Accelerators
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Abstract This chapter presents an approach to industrial control systems design,
which is based on application of “green” microcontrollers (with low power con-
sumption) used in complex real-time control systems. A wide range of capabilities
of modern microcontroller peripheral units allows us to implement a system with
wide functionality based on a single microcontroller chip. We describe the order of
connection of microcontroller pins, which reduces noise influence on the results of
signal processing. As an example, the proposed approach is considered in the
context of development of the power supply control system for magnetic elements
of linear electron accelerators.
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1 Introduction

1.1 Motivation

For modern devices with autonomous power supply the microcontroller’s power
consumption is becoming more and more important. Power consumption is one of
key parameters for modern electronic devices, which are becoming increasingly
mobile and, in turn, often require autonomous power supply. This becomes even
more important with various sensors, measuring and telemetry equipment, medical
equipment; many of these devices are designed to be installed in hard-to-reach
places and it makes their assembly and maintenance more complicated. Moreover,
nowadays there is a trend to create devices that do not have built-in battery. They
receive power supply directly from the environment—sunlight or artificial light,
vibrations, etc. In order to choose the most efficient solution in terms of power
consumption it is necessary to compare the microcontrollers’ characteristics in all
allowed working modes (including low-power modes), to consider synchronization
techniques, characteristics of event processing system, built-in peripherals proper-
ties, the availability of power failure detection and protection in real-time, as well as
the amount of leakage and efficiency of computer core.

Optimization of energy consumption is also an important task while designing
control systems for industrial and scientific-technical objects, which include linear
electron accelerators considered in this chapter. Accelerators are used both in sci-
entific research and handling of applied problems (for example, in medicine for
sterilization and radiological examinations of patients).

1.2 Work Related Analysis

Embedded digital data processing systems represent one of application domains for
microcontrollers. The tasks to be solved by microcontrollers in such systems can be
divided into the following three groups:

– discrete (relay) control;
– analog control;
– digital signal processing (DSP).

The first group includes digital machines, counting devices and programmators.
These tasks are characterized by predominance of logical operations of data pro-
cessing. The amount of calculation is small and can be solved within integer
arithmetic. Input and output data are handled by devices of relay type. Control is
driven by events, as well as in accordance with time diagram with a reaction time
calculated in fractions of a second.

The tasks of analog control are the following: processing information received
from analog sensors, related calculations and further issuing of control actions to
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actuating analog devices. Requirements to calculations accuracy are determined by
sensors and actuators’ accuracy, which is, as a rule, equal to 8–12 bits. Control is
carried out with frequency that provides the required time of response to external
stimuli in milliseconds range.

DSP tasks include a significant amount of calculations on data in real time with
electronic signal converter’s accuracy being, as a rule, equal to 12–24 bits. The
intermediate calculations are performed with pinpoint accuracy in order to prevent
accumulation of errors. Data processing is performed at signal sampling frequency
from 10 kHz to 10 MHz and, possibly, higher.

The efficient architecture of a microcontroller core has to assure minimization of
the amount of program code and cycles spent on its implementation. In addition, the
processor architecture should:

– be based on the uniform use of a group of conceptual principles of architecting
the system of commands that ensure an increase in data width and address
space;

– provide a reduction in the semantic gap with the programming language;
– contribute to the achievement of the best characteristics of power consumption

and cost.

Various manufacturers of microcontrollers solve these problems in different
ways. Therefore, on the market there are many microcontrollers with different
architectures at the same time. Until now 8-bit microcontrollers were the most
popular ones in the field of embedded systems. In terms of price/performance ratio
they are an excellent solution. However, nowadays the situation is different. In
terms of 16-bit applications, manufacturers of microcontrollers are about to create a
single multi-purpose universal device, for example, MSP430 microcontrollers’
family by Texas Instruments is able to resolve the entire range of typical tasks for
embedded systems. They differ from existing 32-bit microcontrollers by a number
of advantages including:

– low price;
– ultra-low power consumption;
– availability of high-quality tools for developing and debugging.

The MSP430 microcontrollers incorporate a 16-bit CPU with reduced instruction
set computer (RISC CPU), “smart” peripherals, and a flexible clock system that
interconnect using a von-Neumann common memory address bus (MAB) and
memory data bus (MDB) [1–4]. The combination of modern CPU and memory
mapped analog and digital peripherals makes the MSP430 suitable for use in mixed
signals processing applications.

Clock system. Microcontroller power consumption mostly depends on its clock
system. The MSP430 clock system is specifically designed for use in battery
powered devices. Low-frequency auxiliary clock (ACLK) is generated by watch
crystals 32,768 Hz. The ACLK signal can be used to periodically “wake-up”
background real-time clock. Built-in high-frequency digitally controlled oscillator
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can generate the main clock signal, used by the CPU and high-speed peripherals.
Wake-up time of this oscillator is less than 1 μs at 1 MHz.

Solutions based on MSP430 MCU effectively use the high-performance 16-bit
RISC CPU while very short time intervals, namely:

– low-frequency auxiliary clock is used to implement standby mode with
ultra-low power consumption;

– high-frequency main clock is used in signal processing.

In addition, when analog-to-digital converter (ADC) is operating, the CPU core
can be stopped, that will reduce the system consumption.

Power-Saving Modes. Availability of low-power modes is the most important
feature, making it possible to satisfy the average current consumption requirements.
The MSP430 family is designed for ultralow-power applications and uses five
low-power modes [4]. In the Low-power mode zero (LPM0) CPU is switched off,
but all other functions remain active. In LPM1 and LPM2 disabled list function
adds different clock functions. LPM3 is the most commonly used low-power mode,
at which only the low-frequency oscillator and peripherals, which are driven
directly from this oscillator, are active. In LPM4 mode all oscillators are disabled,
as result—all synchronous peripherals are turned off automatically. In this mode the
analog peripherals can remain in an active mode, but they also may be turned off to
decrease the microcontroller (even performing regeneration RAM) consumption to
less than 100 nA.

Smart peripherals. MSP430 devices were originally designed as a low-power,
and, therefore, their peripherals also have low consumption. ADC of the MSP430
microcontroller is an example of such smart low consumption peripherals. If the
ADC does not perform any conversion, it does not consume current and blocks both
internal oscillator and a digital processing circuit. Before starting the conversion
ADC is automatically turned on or restarted. In addition, the peripheral devices can
be controlled by interrupts from other units. For example, the ADC of the MSP430
microcontrollers can be run by timer «Timer A» or «Timer B», that allows to
synchronize and execute ADC-sampling without using CPU-core. ADC can acti-
vate the processor core after the end of conversion. Some MSP430 devices have
direct memory access (DMA) unit, which allows to process data automatically
without the CPU intervention. Application of the DMA controller can not only
increase the data processing speed, but, more importantly, reduce power con-
sumption. Application of the DMA in automatic data recording tasks allows
CPU-core to be disabled, and allows ADC to operate and to perform the conversion
at this time: CPU-core is being activated after all necessary conversions are made.

Interrupt handling. Interrupts can wake-up microcontroller from low-power
mode, therefore, the greater number of interrupts is used the more flexible micro-
controller reduces overall consumption. The pins and peripherals states polling will
inevitably lead to an increase in consumption, since it would require an additional
microcontroller activity. MSP430 devices have interrupt handlers from the 16 I/O
pins, as well as all peripherals. Some peripheral devices, such as, for example,
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timers «Timer A», «Timer B» and ADC, in order to provide greater flexibility, have
multiple interrupts.

Data processing efficiency. CPU MSP430 contains 16 fully addressable 16- or
20-bit registers, and implements the most instructions within single cycle. Each of
the registers, including the program counter, stack pointer, and status register can be
used as a source (destination) pointer or as an operand. Architecture is orthogonal,
as all instructions and addressing modes are the same for all of the internal MSP430
space. In addition, all commands support operation directly in memory without
intermediate data loading into the CPU registers. A wide range of addressing
modes, including byte, 16-bit and 20-bit addressing allows to provide high effi-
ciency of branch algorithms, tables or data arrays processing. Such structure is
optimized for high-level programming languages and allows to obtain a very
compact code, which, in turn, leads to a decrease in consumption.

Microcontrollers market segmentation can be summarized as follows: 4-bit
microcontrollers occupy a share of 10 % of the whole market. Mainly, these are
mass products to be used in electronic watches, calculators, as well as controllers in
household equipment and automobile electronics. 16-bit microcontrollers, in turn,
occupy a share of about one-third of the whole market. However, recently due to
the proliferation of digital signal processing devices they have started to give way to
32-bit microcontrollers, which provide more efficient production. The major share
of microcontrollers market (about 50 %) is occupied by 8-bit microcontrollers due
to the best price/performance ratio. Modern 8-bit microcontrollers can operate at
frequencies up to 100 MHz, which allows them to solve not only the problems of
logical and digital control but also the problems of digital signal processing.

In the world of 32-bit microcontrollers there have been several events that have
changed the balance of power dramatically for the last years. The niche of exclusive
application of 8-bit microcontrollers has happened to be under great pressure from
the side of 16-bit microcontrollers and 32-bit ARM-devices (the name comes from
“Advanced RISC Machines”). ARM microcontroller core was developed by a
similarly-named British company founded in 1990. ARM Limited Company sup-
plies its developments in electronic form, on basis of which customers design their
own microcontrollers. The company’s customers are more than 60 manufacturers of
semiconductor components. Such popular companies as the Altera, Analog
Devices, Atmel, Cirrus Logic, Fujitsu, MagnaChip (Hynix), Intel, Motorola,
National Semiconductor, Philips, ST Microelectronics and Texas Instruments are
among them. At the same time each manufacturer of ARM-microcontrollers has its
own “flavors” in the field of embedded peripheral modules aimed at their use in
various specific applications.

Nowadays ARM architecture takes a leading position and covers a share of 75 %
of 32-bit embedded RISC-microprocessors market. The popularity of this core is
due to its standardization, which allows a developer to use the software of both his
own and third-party with more flexibility (during both transition to new ARM-core
and migrations between different types of ARM-microcontrollers).

At the present time the following major families are developed: ARM7™,
ARM9™, ARM11™, Cortex A™, Cortex R™, Cortex M™, SecurCore™ [5, 6].
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The main requirement for real-time systems is fast and determinated response to
external events. However, sometimes meeting this requirement leads to less effi-
cient performance. Some cores and processors, designed for real-time systems, have
no cache memory. The absence of cache memory provides determinated response
to external events.

Data protection systems are mainly based on processors with the SecurCore™.
The most important advantage of ARM core is its being standard, which allows us
to use software from other compatible microcontrollers to get broader access to
generic development tools and to arrange migration between microcontrollers more
easily. Despite using the same ARM core in microcontrollers from different man-
ufacturers each of them has its own characteristics that are achieved by the original
set of peripherals. ARM-cores have a representative variety and dynamics of
development. However, mainly the microcontrollers based on Cortex™-M0 and
Cortex™-M3 cores are available for mass consumption.

Market of 32-bit microcontrollers has a high capacity that will grow rapidly in
the coming years. The book [7] is devoted to a comprehensive description of the
construction aspects and application of STM32 microcontrollers including their
possible configurations, feasibility of communications and their applicability in
display devices, storage devices and timers.

Particular attention is paid to such promising areas as use of this microcontroller
family in processor modules, a variety of sensors and standardized communication
modules.

It is important to note that STM32L1 family of STMicroelectronics Company
has extremely low power consumption due to a number of contributing functions.
Nowadays many configurations can be implemented; it contributes to support of
applications with mutually conflicting requirements, especially in the aspects of
cost and processing power. The main task for developers is to select the most
suitable compromise as for power consumption and computing performance [8].
Many scientists in their works also try to summarize the whole range of factors
influencing the choice of energy-efficient microcontrollers. Thus, researches in [9]
are devoted to the study of the influence of microcontroller’s operating frequency
on its power consumption, the impact of the time ratio of microcontrollers’ oper-
ations in different allowable working modes (and transitions between them) on the
total energy consumption, as well as the impact of variations in supply voltage.

The authors of [1–4] considered the green-aspect of MSP430 microcontrollers’
family when they are used for the implementation of high-speed USB-interfaces in
portable equipment and data collection devices. They note the effectiveness of this
approach, simplicity and ease of implementation of the data transfer functionality,
dozens of supported device classes, as well as energy efficiency of microcontrollers’
family.

Among the existing microcontrollers’ families in the ultra-low power con-
sumption segment it is possible to distinguish the following: MSP430F2/4x,
MSP432P4x, STM32L1, EFM32GG [1–4, 8, 9]. Table 1 compares the main
characteristics of these microcontrollers’ families.
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1.3 Goals and Structure

One of the important tasks in the technique of linear accelerators is measurement of
an energy spectrum of accelerated particles. The most accurate method is the
measurement with use of analyzing magnet that is installed at the output of the
linear accelerator. Measurement accuracy is determined by the quality of magnet
control system, the effectiveness of which depends mostly on the quality of
mathematical models used in its construction. Such models should reflect the
properties of the objects more comprehensively and they should be convenient for
the control algorithms implementation. The lack of complete information on the
object’s environment, as well as dynamic characteristics and the nature of the
existing noise requires application both adaptive and robust approaches in con-
trolling such objects in order to use simplified (in particular, linear) models in
regulator’s synthesis.

The main methods of construction of mathematical models for technical objects
are:

– empirical method: based on the statistical treatment of real data acquired during
operation of the object;

– analytic method: based on the use of physics and chemistry laws;
– combined method: based on integration of the rational planning of the experi-

ment, statistical processing of the experimental data and basic physical and
chemical laws;

– automatic construction of mathematical models: based on the application of
digital calculator connected to the object through sensors and transducers.

Let us consider the solution of the dynamic identification problem related to
analyzing magnet via using a specialized controller implemented on the basis of a
personal computer. Such controller allows us to perform automated measurement of
the energy spectrum of accelerated electron beam at the output of LU-40 linear
accelerator [10].

In general, the problem of object’s mathematical model developing is in
choosing the model structure and evaluating its parameters in the way that, for a
function reflecting difference between calculated and experimental data, application
of the function minimum criterion should meet the requirement of the model to be
quite rigorous to the process under survey.

In accordance with existing a priori data regarding analyzing magnet as a control
object, it has been classified as a one-dimensional object with a self-leveling. The
most effective parameters determining method of magnet model is the active
experiment. To obtain the transfer function based on experiment data it is conve-
nient to use a modified area method of Simoyu.

Based on results of analysis presented in previous section, MSP430 microcon-
trollers’ family [1–4], a leader in the segment of low-power microcontrollers, was
chosen. The combination of modern CPU and “smart” functional peripheries allows
us to solve many processing tasks, in efficient way, for both analog and digital
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signals with minimal power consumption. Hence, for hardware implementation of
control system for the linear electron accelerator magnetic elements a microcon-
troller of MSP430F1611, related to MSP430 family, was chosen.

Some time ago, the developers actively used MSP430F1611 microcontroller.
However, after the release of a new MSP430F2/4x series, they turned to its active
application in various projects and domains. The case described here was imple-
mented on the basis of MSP430F2618. This microcontroller is pin-to-pin com-
patible with the original, but it has doubled performance, increased flash-memory
size and additional peripherals functions.

The chapter is structured as follows. Section 2 describes the design process of
control system for magnetic elements of linear electron accelerator, which is based
on efficient green-microcontrollers. It describes the features of hardware and soft-
ware solutions, which ensure improved energy efficiency of the control object.
Section 3 is devoted to solving the problem of energy saving in heating. Here we
considered the conceptual approach to the creation of the network temperature
regulators, providing heating medium flow savings.

2 Green-Microcontrollers in Industrial Applications:
Magnetic Spectrometer of Linear Electron
Accelerator Case Study

2.1 Magnetic Spectrometer Control System

Figure 1 shows a part of generic digital control circuit related to magnetic spec-
trometer. The main part of the installation is analyzing magnet, and associated
current produces the electrons beam scanning by pulses.

This control system is designed to maintain generator output current at a given
level corresponding to a certain reference value, defined by the operator (using
control computer). This impact is carried out by changing the output current in
BP5-49 power supply source.

Actual beam current value, corresponding to particles distribution density on
pulses, is taken from the susceptor, which is positioned behind analyzing magnet,

Magnet controller Generator
PN145

Analyzing magnet

SusceptorADC

Control computer
electrons flow

Feedback

electrons flow

Fig. 1 The magnetic
spectrometer control circuit

Green Microcontrollers in Control Systems for Magnetic Elements … 291



and is digitized by the help of eight-bit analog-to-digital converter (ADC). The data
are received by control computer for further processing and archiving. Depending
on the task, information about the beam current at the analyzing magnet output is
provided either by a limited number of operator selectable parameters (amplitude,
pulse width, time integral, etc.) or a complete waveform process. Processing of the
complete impulse introduces additional features regarding analysis of the charged
particles beam, in particular by using the “time of flight” method.

For the possibility of magnet remote control, operator sets the output current of
the BP5-49 power supply, which is operating in a current source mode. Power
supply in turn is connected to the excitation winding of PN145 generator, the
anchor of which is connected to analyzing magnet. The generator is a DC generator
with independent excitation. The total measurement error is determined mainly by
the installation error of the excitation winding current and is equal +1.35 % at
maximum magnet current (140 A) or +6.07 % at a minimum magnet current
(10 A).

2.2 Proposed Upgrade for Control System

To overcome the shortcomings of the existing control system an automated control
system for the LU-40 linear electron accelerator magnetic elements was developed;
block diagram is shown in Fig. 2.

The basis of the magnet controller is a CPU module. Current sensor
(CS) provides a measurement of the current flowing through the analyzing magnet
coil. Precision resistor of 100 Ω is connected to the CS output. CS transfer ratio is
equal to 1000:1. Thus, the CS output signals range (at a maximum analyzing
magnet current variation from 0 to 150 A) is between +7.5 V. Depending on the
switch state, CS output signal can be either positive or negative polarity. Precision

AM CS PR

RV

S CCS

CPU

D

CPU I

PC I PCG

CPU module

ADC

DAC

Fig. 2 Block diagram of automated control system for the LU-40 linear electron accelerator
magnetic elements
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rectifier and scaling amplifier were applied in design to align with the valid ADC
(0–2.5) input range. The rectifier output signal feeds to the ADC input and then it is
processed by the controller to generate a control signal for controlled current source
(CCS). The control signal is generated on the basis of proportional-integral-
differential (PID) law. CCS compares the voltage at the DAC output to the voltage
at sense resistor and provides a current stabilization in the excitation winding of the
generator. The switch is intended to change the polarity of the current in the
excitation winding of the generator and to reduce residual magnetization generator
anchor.

CPU (Fig. 3) generates a reference voltage signal at the input of analyzing
magnet current stabilization circuit. Voltage is generated by 12-bit DAC, so that
step value of magnet current is equal to 0.1 A, that is less than 0.07 % of the
maximum analyzing magnet current. The interface of the device is implemented
using MSP430F2618 microcontroller, and main objectives are the formation of the
control signals for the DAC, servicing local control and communication with the
computer. Bidirectional communications with computer are carried over fiber-optic
cable in a serial format using simplified RS232C protocol. The use of optical
communication channel provides galvanic isolation between the controller and
communication line that is required by the condition of ensuring the appropriate

Fig. 3 Control system prototype
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safety level and noise immunity when setting the reference voltage. Magnet elec-
trical power supply is provided by a DC generator (PN145) with independent
excitation.

In order to stabilize and adjust the magnet current, the excitation winding of the
generator is connected to a controlled current source, the current in the excitation
winding of the generator is given by the magnet controller. Controlled current
source is based on a linear voltage source and a linear current source.

2.3 The Methodology of the Experiment

Tektronix TDS2014B digital storage oscilloscope was used to determine the
transfer characteristics of the object; first oscilloscope channel was connected to the
ADC input (analyzing magnet current measurement input) and the second
channel—to the DAC output (control action, which sets the current in the generator
excitation winding). The full current range (0 … 600 mA) in the excitation winding
was divided into 12 intervals with 50 mA step, within which the controlled object
can be considered as linear. Voltage oscillograms at these points are shown in
Fig. 4 (the set point is changed from 200 to 250 mA).

The measurement results were used as input data for calculating the dynamic
model parameters of the controlled object by the modified areas method of Simoyu
[10]. Such method was used for active experiment data processing at different
intervals within current variation range in the excitation winding of the generator.
The result is a normalized transfer function of the following form:

Fig. 4 Voltage oscillograms:
1—response; 2—set point
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WMðsÞ ¼ 1þ b1sþ b2s2 þ . . .þ bmsm

1þ a1sþ a2s2 þ . . .þ ansn
: ð1Þ

The best approximation of dynamic properties of the identified object is
achieved with the following values of coefficients: a0 ¼ 1; a1 ¼ 2:764; a2 ¼ 2:136;
b0 ¼ 1; b1 ¼ �0:152:

The results of magnetic spectrometer modes research indicated quasistationarity
of its dynamic characteristics. Possibility to change identified object characteristics
in time can be explained due to the presence of uncontrollable external and internal
disturbances, which influence the automatic measurement system. In this regard it
seems appropriate to use the adaptation principles in the digital magnetic spec-
trometer control circuit. Quasistationary spectrometer properties make it possible to
use an adaptive Bayesian identifier in digital regulator synthesis. To do this, an
auxiliary data analysis procedure is used to assess the need of current analyzing
magnet transfer function coefficients correction. As an initial magnet model authors
used the obtained transfer function of the following form:

WMðsÞ ¼ 1� 0:152s
1þ 2:764sþ 2:136s2

:

2.4 Control System Schematic Diagram

MSP430F2618 green-microcontroller was selected as a basis for system imple-
mentation. Built-in modules of this microcontroller contain a lot of features
allowing to implement many system functions without using CPU core that leads to
reduction in energy consumption. So, initiation of ADC-conversion is performed by
the «Timer B», the conversion results are stored using the DMA controller and
interrupt handling is called only after the accumulation of a complete data set.

Current sensor S1 and the repeater connection diagram are shown in Fig. 5.
MSP430F2618 microcontroller continuously monitors the spectrometer magnet
current by reading the signal at the current sensor (S1 type CSNF661, Honeywell)
output.

The current flowing through the controlled conductor generates a proportional
magnetic field which is concentrated within the annular magnetic circuit and
influences on a specialized linear Hall sensor. The sensor signal is amplified by DC
amplifier, the load of which is a negative feedback coil. The coil creates in the
magnetic circuit the opposite direction magnetic field, which completely compen-
sates the original ones. The sensor output is the second terminal of the coil. Thus,
the output signal is a current, which is proportional to the current in the monitored
conductor and the number of feedback coil turns. DA2 chip in Fig. 5 is a
non-inverting amplifier with a unity gain (repeater).
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Precision rectifier is implemented using operational amplifiers (DA3, DA4),
resistors (R8, R10, R11, R13, R14, R17, R19, R20) and diodes (VD3, VD4) and it
is shown in Fig. 6. The operational amplifiers are used due to a necessity of
low-voltage AC signals rectification. Diode VD3 performs a rectifier function and it
is included into an amplifier feedback loop. This leads to the fact that the voltage
acting on the circuit input is equal to an effective potential difference applied to the
diode in the forward direction, divided by the amplifier gain without feedback.
Thus, the rectifier is able to function properly with input voltages less than 1 mV.
The second diode, VD4, and the associated resistors are required to provide

CSNF661

Fig. 5 Current sensor and repeater connection diagram

Fig. 6 Precision rectifier
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feedback at the positive half cycle time of the input signal, thus avoiding over-
loading the amplifier.

The rectifier’s output signal is digitized using 12-bit ADCs. As in a case of
high-resolution ADC, appropriate printed circuit board layout and grounding
techniques should be followed to eliminate ground loops, unwanted parasitic effects
and noise. Ground loops are formed when return current from the A/D flows
through paths that are common with other analog or digital circuitry. If care is not
taken, this current can generate small unwanted offset voltages that can add to or
subtract from the reference or input voltages of the A/D converter.

In addition to grounding, ripple and noise spikes on the power supply lines due
to digital switching or switching power supplies can corrupt the conversion result.
A noise-free design using separate analog and digital ground planes with a
single-point connection is strongly recommended to achieve high accuracy [4].

16-bit MSP430F2618 microcontroller provides control for the current source,
which is fed to the generator excitation winding. For this purpose, DAC_OUT
signal is generated at the DAC output. The current value in the excitation winding is
determined by the following relation:

I ¼ UDAC

3:95
: ð2Þ

Controlled current source (CCS) schematic diagram is presented in Fig. 7.
2N3055 npn-transistor was chosen as a power transistor (VT4). To increase the
overall gain it was chosen Shiklai scheme based on transistors, and power transistor

Fig. 7 Controlled current source
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is controlled by the pnp-transistor (VT3) BC856B. Measuring resistor formed by
parallel connection of the six precision resistors of 23.7 Ω + 1 % and maximal
dissipated power of 2 W. Such connection allows to reduce temperature influence
on resistors resistance, because the maximal dissipated power of each resistor is less
than 0.24 W (which is 8 times less than the maximum allowable). The measuring
resistor resistance is equal to 3.95 Ω.

OP97FP precision operational amplifier is used in the CCS circuit for providing
high stability of the output current. Due to negative feedback at the inverting
amplifier input, the voltage UDAC is maintained and the load current is equal to
I ¼ UDAC=3:95. Adjustable resistor R1 is used to eliminate the bias voltage. When
the inverting and noninverting inputs are connected to the ground wire, the resistor
R1 is used to set zero voltage at the amplifier output.

To verify circuit performance, the simulation of controlled current source, pre-
cision rectifier and scaling amplifier was carried out in OrCAD environment. As a
test input signal a sine wave was used to verify circuit performance for precision
rectifier and a trapezoidal signal was used to verify the controlled current source.

Communications between microcontroller and computer takes place asyn-
chronously through a serial port at 115,200 baud speed. It uses USART1 serial
communication interface operating in asynchronous UART mode. Plastic optical
fiber (POF) is used as the transmission medium. This choice was driven by
necessity to ensure transmission data reliability under noisy electromagnetic envi-
ronment and to provide galvanic isolation between computer and magnet controller.

HFBR1522 optical transmitter and HFBR2522 receiver, which provide a max-
imum transfer rate of up to 1 MBd at link distance up to 45 m, were used as
transceivers. Connection diagram of transceivers is shown in Fig. 8. To eliminate
the distortion pulse width, which is caused by unequal propagation delays (tPHL)
and (tPLH) of optical transmitter, a “pre-correction” circuit is applied using a
capacitor C3.

2.5 Magnetic Spectrometer Control System Software

The system software includes “Accelerator” application running under Windows
and application for MSP430. “Accelerator” was developed in Builder 6 integrated
development environment using C++ language, and the MSP430 application was
designed using C language in IAR Embedded Workbench integrated development
environment for MSP430.

During the microcontroller software development, a modular approach was used
to separate the functional parts of the program into blocks (header files and source
files).

The main tasks assigned to the system software include the following:

– voltage measurement, data filtering (averaging);
– generator excitation winding current stabilization;
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– analyzing magnet current stabilization;
– communication protocol support.

The system operates using command handler principle: if the command from the
computer is not received, the controller waits for it, and after receiving the com-
mand, controller processes it and then returns to its predefined state.

Microcontroller control application starts with:

– initialization of system resources—stop watchdog, initialize DAC and setting its
output voltage to zero, initialize the I/O, system clock, ADC, timers A and B,
UART and register variables;

– interrupts enabling and the subsequent transition to the main program loop.
– The body of the application is an infinite loop. The system can operate in the

following modes:
– operating mode—magnet current stabilization mode;
– test mode—object parameters measurement mode for building its model;
– controlled microcontroller emulation mode—to debug the software.

The principle of the input signal ADC sampling is as follows: an analog-to-
digital conversion is initiated with a rising edge of the sample hold input
(SHI) signal. As a source for SHI the Timer_B Output Unit 1 is selected. Timer_B
is configured to generate interrupt each 2 ms. The Set/Reset mode is selected for
Timer_B Output Unit 1. The OUT1 signal is set when the timer counts to the

Fig. 8 Optical communication channel
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TBCL1 value. It is resetted when the timer counts to the TBCL0 value. At the end
of ADC conversion cycle, the data from the internal ADC conversion memory
registers using DMA controller are transferred into RAM. At DMA interrupt
handler it is organized ring buffer for storing ADC measurement results (ten ADC
samples are used to calculate the average current in the program). The magnet
current is calculated after ten DMA transfers.

The feature of such system software structure is that all activities related to the
magnet current measurement are performed without the use of a CPU core.
Measurements are carried out on the basis of smart peripherals interaction, and only
after accumulation of ten measurement results the processor core is being activated
for calculations. This approach has provided an additional reduction of device
power consumption.

System implementation and testing have led to the improvement of the accel-
erator parameter settings quality that resulted in significant reduction (8–12 %) of
energy consumption. Testing of control system described here was carried out on
the basis of the Science and Research Establishment “Accelerator” in National
Science Center “Kharkov Institute of Physics and Technology”.

3 Green-Microcontrollers in the Energy Saving Tasks:
Temperature Regulator and Pumps Control Device
in Heating Systems

The trend of energy saving is increasingly important nowadays, and energy effi-
ciency is defined as one of the innovative development priorities of the industrial
countries’ economics. The objective of energy saving and energy efficiency
enhancement programs is to ensure the sustainable process for improving energy
consumption efficiency in various economic sectors.

Another important problem is in more efficient use of heat energy in heating and
hot water supply for distributed buildings complexes [11].

Implementation of appropriate project, as a whole, provides the following
benefits:

– increased reliability of heating;
– optimization for operation modes of heating systems through the introduction of

automatic regulation and monitor tools;
– reducing the thermal energy cost.

One of the possible solutions for such problem can be in creation of automatic
temperature regulators distributed network that controls the heat medium supply.

The authors proposed an implementation of temperature regulator on the basis of
high-performance MSP432P401R green-microcontroller [12] (Fig. 9).

Disadvantages of the existing solutions were taken into account during
designing, and the final design included not only the temperature control function,
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Fig. 9 The block diagram of temperature regulator and pumps control device
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Fig. 11 Temperature heating regulator based on independent scheme

but also additional control functions of the pumping group, consisting of redundant
pumps.

The proposed regulator refers to the lower level control element of the system
and is intended for automatic temperature control by varying the heat medium flow
rate. The electronic control unit (controller) includes scaling amplifiers, converters,
microcontroller, electrical isolation and power supply elements.

According to operating principle, the control unit is an adaptive Fuzzy-regulator.
Application of such regulator resulted in a qualitative regulation of heat exchange
systems with different construction—starting from plate heat exchangers with quick
response up to tubular sections with a diameter up to 800 mm, when the delay can
be tens of minutes.

The basic temperature regulators connection diagrams are shown in Figs. 10 and
11.

The regulator consists of the following components: electronic control unit,
temperature sensors and actuators with butterfly valve. Quantity of connected
temperature sensors and actuators depends on the number of channels and used
control loops types. Each channel includes one actuator and at least one temperature
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sensor in heat supply pipeline. Each of the channels, which envisages regulation
takes into account the temperature at dropping pipe (Fig. 12), include one more
sensor for heat carrier temperature measuring at dropping pipe. In addition, func-
tionality can be extended by adding a temperature correction function depending on
air temperature; in such case the electronic control unit should also be connected to
the outside air temperature sensor.

Connection of pressure sensors to the electronic control unit allows, if secondary
heat carrier circuit is not full filled (e.g., as a result of crash in the heat circuit or the
termination of heat supply), automatically close the shut-off valve independently of
temperature sensor data and thereby protect the heat exchanger from overheating.

Single-turn electric actuator with a maximum shaft rotation angle at 90° is used
in the regulator. Angles of shaft drive end positions can be controlled over a wide
range.

Electric drive is manually controlled. To switch to a manual mode, motor cou-
pling clutch and gear is used. When coupling is disconnected, the shaft turns by
hand-controlled wheel. Coupling also allows turnimg off the regulator without
affecting the electrical switching elements. AC 24 V motors are used in electrical
drives to safely use regulator in wet and unserved indoors, such as houses basements
and individual heat points with no permanent staff, where the flooding probability is
significant and there are strong requirements concerning electrical safety.

Currently, developed regulator is under bench testing at heat point of Belgorod
State National Research University. Pilot operation has confirmed the effectiveness
of the proposed solutions. Thus, for the hot water supply, it was achieved heat
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Fig. 12 Temperature heating regulator considering the temperature at dropping pipes
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energy saving about 25 %, and for the heating system—up to 10 %. At the same
time, developed regulator can be used in heating and hot water supply systems, in
ventilation and air-conditioning systems, in technological processes with liquid or
gaseous heating medium (heating water, steam, refrigerant gas, liquid fuel, etc.).

4 Conclusions

This chapter presents the results of the conducted analysis of the market of modern
high-performance green-microcontrollers for embedded systems. Their main char-
acteristics were considered and microcontrollers’ market trends were analyzed.

It was shown the efficiency of green-microcontrollers application in industrial
applications via detailed description of two cases. First of them represents control
system for the linear electron accelerator magnetic elements based on
MSP430F2618 mixed signal microcontroller, and second case represents temper-
ature regulator and pumps control device in heating systems based on
MSP432P401R ARM-microcontroller. In both cases, the reasonable use of green-
microcontrollers has led to a significant reduction in system energy consumption up
to 12 % in the first case and up to 25 % in the second case.

Further development of the control system for the linear electron accelerator
magnetic elements is aimed at software functionality increasing (it is planned to
implement an adaptive fuzzy-regulator in magnet current control circuit). Next
development steps for temperature regulators may be related to implementation
their network version and design of monitoring systems on their basis.
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