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“Formal accident investigations usually start with an assumption that the operator must 
have failed, and if this attribution can be made, that is the end of serious inquiry. Finding 
that faulty designs were responsible would entail enormous shutdown and retrofitting 
costs; finding that management was responsible would threaten those in charge, but 
finding that operators were responsible preserves the system, with some soporific 
injunctions about better training.”

—Charles Perrow, 1984, p. 146

 Introduction

Human factors engineering (HFE) is the science 
and practice of understanding and improving the 
relationship between people and things. It should 
generally be considered synonymous with ergo-
nomics, though there may be subtle differences 
in the use of the terms. HFE is based on the prem-
ise of designing work to human abilities, in con-
trast to the more traditional concept of adapting 
humans (via training) to work requirements. In a 
complex system, both may be required. The 
premise of HFE is that training alone is expen-
sive, time consuming, unreliable, and cannot 
overcome many barriers to performance, and that 
instead we can leverage a knowledge of how 
humans naturalistically understand and respond 
to the world to enhance their ability to reach 
goals. Thus, training in conjunction with the 
design of tasks, technologies, and environment to 
support human abilities is more likely to be suc-
cessful than just training alone.

The discipline has its origins in the scientific 
management principles of Gilbreth [1] and Taylor 

[2], combined with understanding of human psy-
chology, physiology, anthropometry, and biome-
chanics among a range of other disciplines which 
emerged in the twentieth century. HFE became a 
discipline of its own in the 1940s, at a time when 
aircraft were becoming exponentially more com-
plicated, and sequences of studies demonstrated 
a range of mismatches between human percep-
tual and cognitive abilities, and what they were 
being required to do. It emerged that human 
errors were predisposed to designs that required 
human operation and intervention, but did not 
account for their limitations. For example, on 
some aircraft the gear and flap levers were located 
close to each other, and felt the same in the pilot’s 
hand, which made it easy to confuse them [3, 4]. 
The time and visual demands of the tasks in 
which they were being used (takeoff and landing) 
meant that pilots used touch to activate them, 
with a mistake being recognizable only after the 
aircraft had subsequently entered a risky state. 
The solution was to change the shape and feel of 
the levers so they could not easily be confused. 
These concepts were extended in the 1950s and 
1960s to the understanding of accidents such as 
Three Mile Island, and in the increasing mis-
matches between what humans were required to 
do in increasingly complex technological sys-
tems, and their abilities to do them [5]. It was 
recognized that accidents were happening not 
because people were fallible and technologies 
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were not, but that failures happened where tech-
nological weaknesses amplified human weak-
ness, and vice versa [6, 7].

Acknowledging that systems of work were a 
combination of humans, technologies, processes, 
policies, management, and training became known 
as socio-technical systems theory. In particular, the 
implication was that when things go wrong, to look 
only at human failures is to ignore the complexity of 
those accidents, and thus ignore a range of potential 
areas for improvement. One core principle of HFE 
is to understand and reduce the mismatch between 
human and system, and thus, through this socio-
technical understanding, provide more highly func-
tioning overall performance.

A more modern example of how the under-
standing of human cognitive process can shape 
designs that reduce errors and the need for training, 
while nearly invisibly enhancing performance, 
ability, and satisfaction, is found in windows, icons, 
menus, pointers (WIMPS) interfaces, upon which 
our interactions with personal computers are now 
based. These “direct manipulation” concepts were 
first developed at Xerox- PARC in Palo Alto in the 
early 1970s, and were leveraged by Apple for their 
first Macintosh computers a decade later, as a 
response to the existing DOS-based command-line 
interfaces that were opaque, required expert knowl-
edge of computer functions, and did not facilitate 
human conceptual understanding of natural human 
interaction mechanisms. Thenceforth, the idea of 
“desktops,” “files,” “worksheets,” and “trashcans” 
was developed to mimic the office concepts that 
novice users would immediately recognize, and 
could directly interact with without needing to 
understand precisely how the computer worked. 
This opened the use of personal computing to the 
general population, which previously had been the 
preserve of enthusiasts and engineers. The more 
recent extension of this has been in touch- screen 
interfaces on mobile and tablet devices that add 
familiar gestures (pointing, pinching, swiping) to 
allow more naturalistic interactions immediately, 
flawlessly, and without needing to use or under-
stand menu or icon selections. Once again, moving 
from an unnatural method of interaction to a more 
natural one Apple (and to a lesser extent Nintendo 
with their Wii games console) reduced the need for 
a conceptual understanding of an interface, thus 

reducing the need for training, while increasing 
ease and pleasure of use, even with products that 
were otherwise technically inferior. The difference 
was that anyone could use them.

These examples demonstrate some of the prin-
ciples that HFE science and practice seek to 
spread. All systems require people; and in every 
system, there will be fallible users prone to errors, 
whose performance is shaped by things beyond 
their control (and often beyond their awareness 
or conception). Yet, it is people who create safety 
in complex systems by accounting for variations 
that systems designers cannot appreciate [8]. It is 
thus technological systems that are fundamen-
tally fallible, and humans the “elastic glue” that 
holds the system together (or the “vehicle sus-
pension” that smooths over the unpredictable and 
uneven “road” surface) [9]. As our systems of 
work become more complex, opportunities for 
mismatches between human abilities and work 
demands increase, and the more important HFE 
becomes. Healthcare systems are no different. In 
the next section we explore some of the most 
popular and influential HFE concepts in more 
detail.

 Humans and Automation

There is no question that the increasing complex-
ity and sophistication of machines can enhance 
human abilities and system performance. 
Machines can do repetitive tasks faster, more reli-
ably, and with more force, and precision, day-in 
day-out than humans generally can. Latterly, they 
can process more information in more complex 
ways using sophisticated algorithms that humans 
are capable of. Yet, at some point, these techno-
logical systems need attention and management 
by humans. They can break down, are inflexible, 
work reliably only within the parameters for 
which they have designed, and can demonstrate 
huge deviations from acceptable performance 
when their data inputs become unreliable or cor-
rupted. Conversely, humans have evolved to work 
in highly varying circumstances, can still make 
effective decisions despite uncertainty or lack of 
data, and can trade speed for accuracy (or vice 
versa) at a moment’s notice. In fact, designers 

K. Catchpole



41

seeking to mimic human activities—such as 
developing machine vision—have quickly rec-
ognized how complex the adaptations and 
judgments that humans are able to make about 
their environment must be, given the complexity 
of the world around them. The way humans inter-
act with the naturally unpredictable and chaotic 
world around them is deceptively complex and it 
is a strength that humans are not purely informa-
tion processors [9]. These different strengths of 
humans and machines—and how we can design 
ways for them to work together the best—have 
been of interest in HFE for 50 years.

The initial approach to human-machine inte-
gration was to automate tasks that machines could 
do, and let the humans do the rest (“take up the 
slack”). The approach, pioneered famously by 
Fitts [10], was to produce lists of functions (“Fitts 
Lists”) that machines should do, and functions that 
humans should do. However, this had a number of 
disadvantages. In particular, systems designed 
around these principles relegated previously 
skilled humans to “passive monitors,” supervising 
the machines and waiting for things to go wrong 
[11]. When the machines inevitably did go wrong, 
control was quickly passed to the human who was 
already conceptually and actively distant from the 
situation, and not necessarily at full awareness 
(since passive monitoring is not a task that humans 
are naturally good at). They were suddenly con-
fronted with a cascade of complex events and sys-
tem breakdowns beyond their comprehension, 
with important information either hidden or not 
easy to discern among a huge number of displays, 
alarms, warnings, and other environmental cues, 
and without a mental model of what was happen-
ing [9]. This set up the human to make bad deci-
sions and accidents resulted. This can still be seen 
in accidents today, such as Air France Flight 447.

On the 1st June 2009, an Air France Airbus 
A330 flight 447 from Rio de Janeiro to Paris 
experienced a high-altitude stall and crashed 
into the South Atlantic. The event was triggered 
when a pitot tube (which measures airspeed) 
froze over and malfunctioned. This caused the 
autopilot to disconnect, though the cause of the 
disconnection (conflicting airspeed readings) 
was not displayed prominently. The pilot in con-
trol pulled back on the stick to raise the nose and 

presumably, in the absence of visual cues at 
night, over the sea, in adherence to the pilots’ 
heuristic of “staying high and fast.” However, 
this caused the aircraft to stall, which sounded a 
stall warning. As the aircraft slowed, the stall 
warning then stopped automatically, as it was 
programmed to do, when airspeed dropped 
below a minimum. This created confusion, as it 
would then sound again when the pilot pushed 
the stick forward (which will usually take an 
aircraft out of a stall). In the absence of reliable 
speed information, this created further confu-
sion. The pilots then became uncertain about 
which instruments to trust, and appeared to uti-
lize the flight director (one of the main guidance 
displays) even though it was reading incorrectly. 
The problem of freezing pitot tubes was known, 
with nine incidents in the previous year, and the 
aircraft in question was due to have them 
replaced on return to Paris. However, the pilots 
may not have been aware of this potential threat 
[12]. The confusion was never resolved, and the 
aircraft hit the sea, killing all on board.

The idea that “replacing” the human, who is 
seen as weak and fallible and only there to support 
the technology, has given way to a different phi-
losophy, which recognizes that humans are essen-
tial—and indeed create safety in complex systems. 
This creates the opportunity for a different 
approach, to support humans with automation 
(and not the other way around). Humans should 
stay in control, actively monitor the systems of 
work, and be directly involved in delivery by 
selecting or deselecting automated systems 
according to their experience and knowledge of 
the complex components of the tasks which 
machines are not engineered for. This allows the 
humans in the system to manage their skills and 
experience better, and successfully create flexibil-
ity and resilience, while also taking advantage of 
a range of reliable automatic assistive functions. 
This is seen on most modern aircraft (for exam-
ple, where an autopilot can make fuel use more 
efficient), software (such as spelling and grammar 
checking), and more recently many driving aids 
and automated driving solutions. The mixed suc-
cess of these approaches means that there is still 
much work to do to understand how best to help 
humans and machines to work together. These 
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surprising and perhaps counterintuitive effects of 
socio-technical systems [13] have generated a 
number of themes, collectively referred to as “iro-
nies of automation,” such as the following [14]:

• Automation does not simply “replace” 
humans—instead it transforms work, and cre-
ates new roles for people.

• Automation does not always free up mental 
resources and attention—instead it can create 
new mental demands, especially in busy, criti-
cal, or time-pressured moments—and usually 
requires the operator to monitor the technol-
ogy in addition to the task.

• Instead of requiring less knowledge, it requires 
different knowledge and a new set of skills, 
often in addition to the existing skills (which 
need to be actively maintained to avoid fading 
of those skills).

• Instead of providing flexibility, automation 
creates a wealth of new modes and functions 
that need to be understood and that require 
new opportunities for omissions, failures, 
errors, and misunderstandings.

• Rather than necessarily increasing safety, the 
introduction of new technology must pay for 
itself by doing things faster and more cheaply 
than before, which can place new throughput 
and economic demands on other, equally 
weak, parts of the system.

Many of these issues have been uncovered in 
infusion pumps [15], electronic health records 
[16], laparoscopic surgery [17], surgical robots 
[18], and a range of other clinical and nonclini-
cal contexts. In essence, we have learned that 
discussions which focus on replacing the human 
with technology, usually underestimate the 
extent and value of human contributions to per-
formance and safety, and will likely create a 
range of new problems. However, if we approach 
automation design from the point of view of 
helping the human to achieve their goals, by 
supporting adaptive human sensemaking and 
decision making within a complex system, we 
stand a greater chance of avoiding catastrophes 
and creating success.

 Human Factors in Device Design

A resident attending a crash call was the first to 
arrive at the bedside. Treatment was started, 
and the resident, working closely with a nurse, 
decided that IV access was needed. Knowing 
that the crash cart contained a intraosseous 
injection device, the resident asked for this from 
the nurse. This technique for rapidly obtaining a 
route for IV drugs is based on a spring-loaded 
needle that is fired into the bone from a tube 
about 2″ wide and 6″ long. To activate, it is 
placed onto the skin and the tube pressed for-
ward by the thumb or palm of the hand. The tube 
is symmetrical with an arrow directing the user 
towards the needle end of the device. The nurse 
unwrapped the device, and handed it to the resi-
dent. However, as the patient was a below-knee 
amputee, the resident needed to take more care 
to locate the appropriate place for the injection. 
He put down the device, found the right loca-
tion, picked it up again, and fired it. 
Unfortunately, in the time pressure, uncertainty, 
and novelty of the situation, he had unknowingly 
reversed the device, which was now in the wrong 
direction. The needle went into his hand.

Designs can predispose to errors, or can guide 
users towards the right methods and modes of 
operation [19]. The wrong buttons in the wrong 
place, displays that are unclear, labels that are 
ambiguous, or devices that allow unsafe configu-
rations can all contribute to an error. In the above 
example, if this device had been asymmetric or 
felt different in the resident’s hand the error could 
have been prevented. For example, similar bone 
injection devices have a pistol grip, where the 
direction is immediately apparent to the user—
who may not have time or be too distracted to 
look. Similar to the flaps and gear levers on 
1940s’ aircraft, this resident was set up to fail by 
design. Fortunately they were not seriously hurt, 
but could no longer lead the crash call, delaying 
treatment initially, but eventually without an 
obvious effect on outcome. In healthcare, which 
is much more complex than aviation, where inci-
dents are much more numerous, and without reli-
able objective accident analysis metrics, these 
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error-inducing designs in healthcare frequently 
go unnoticed.

When we think about technology, we usually 
think in terms of what it can do (the functional-
ity), rather than what people need to do to make 
it work (the usability). However, the functional-
ity of a device (i.e., what it can do) is only as 
good as the usability (how we can do it). A good 
rule of thumb is that the more functionality a 
device has the less usable it becomes, but a device 
with limited functionality can still be limited by 
poor usability. In effect, usability is always 
important, but dramatically increases as a device 
becomes more complex. This complex interplay 
between functionality and usability also helps to 
consider acceptability—the likelihood that a 
device will be adopted and used. The device must 
also be used appropriately, be reliable, fit into 
normal working practices, be accessible and 
understandable, inform decision making, and 
lead to demonstrably better performance. In 2016 
the FDA released new guidance for the consider-
ation of HFE in the design and testing of medical 
devices [21], which requires the human to be 
considered—and users tested—from early con-
cept stages to final evaluation. However, HFE is 
rarely considered in local procurement practices, 
and the FDA guidance cannot account wholly for 
the complexity of work. The technology accep-
tance model (TAM) [20, 22] illustrates this rela-
tionship between ease of use and perceptions of 
utility (see Fig. 4.1).

The key themes in human-centered design are 
the following:

• Design for the user population: The device 
should be designed for a carefully identified 
group of users (not just “experts” or “opinion 
leaders”). They should be involved at every 
stage of the design process (including concep-
tion), with testing conducted throughout with a 
chosen sample of those anticipated users. One 
in ten users will be color-blind. Older users may 
not have the digital dexterity of younger users.

• Designs should be adapted to users, not users to 
designs. Relying on training, memory, warnings, 
or instructions as a solution to a design problem 
is weak, expensive, and error inducing.

• Affordances: Designs should reflect intended 
use. For example, a handle on a door that you 
pull, or a push-plate on a door that you push.

• Consistency: The way users interact with 
devices should, as far as possible, not vary 
when using similar functions. For example, 
changing between numeric keypads with “tele-
phone” type and “calculator” type will predis-
pose a keying error.

• Redundancy: There should be multiple failure 
avoidance mechanisms built in. For example, 
to make a clear distinction on an important 
dimension, the color, look, and feel should all 
be different.

• Control and display compatibility: How you 
change something on a device should reflect 
how it is being changed in the real world.

• Functional grouping: Similar functions, dis-
plays, and switches regularly used together 
should be located together. Some anesthetic 
machines have the power switch located closer 

Fig. 4.1 The technology acceptance model [20]
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to the suction container than the suction power 
switch. This predisposes to errors.

• Understand contexts of use: Where the 
device is used needs to be considered within 
a design. The environment, the physical 
space, interactions with other devices, peo-
ple, or tasks all affect usability. If an item is 
to be used while gloved, this may reduce tac-
tile cues.

• Procurement: The people who purchase 
devices for an organization should be the peo-
ple using them. For many high-cost purchases, 
user trials would be highly beneficial and cost 
effective.

 Cognition in Context

Humans make decisions within a broad systems 
context, and problems with decision making 
are more common than errors in technical skill 
[23]. Cognition within work contexts and how 
it leads to decision making have been of exten-
sive interest in HFE and applied psychology 
research. Traditional clinical decision making 
tends to focus on which decision from several 
is best, often based on comparative evidence-
based studies. In contrast, HFE focuses on the 
mental processes by which an understanding is 
reached and how a decision is made. It is often 
focused on process decisions—how we set 
goals and reach them, or how we navigate a 
patient through the complex sequence of care 
required to deliver the appropriate care. In this 
section we consider three different but domi-
nant paradigms of relevance, situational aware-
ness, naturalistic decision making, and 
distributed cognition.

Of the three paradigms in this chapter, situa-
tional awareness (SA) [24, 25] is perhaps the sim-
plest to understand. As with much HFE work, SA 
research stems from aviation research, where situ-
ational awareness was considered to be a deciding 
factor in air combat success. Subsequent studies 
arrived at three levels of perceptual and cognitive 
processing that can be considered in most 
dynamic, rapidly changing high-technology tasks. 
The three levels are the following:

• Level 1 SA: Noticing (“What?”): This is the 
basic perceptual level of SA where important 
elements in the environment become salient to 
the observer/operator via the basic senses. 
They might register a change in blood pres-
sure, or a distinctive smell, a vibration or a 
touch, or the presence of absence of a sound. 
Without awareness of these stimuli, the next 
level of SA cannot be reached.

• Level 2 SA: Understanding (“So what?”): This 
is the interpretative stage, where the operator 
applies meaning to the data they have become 
aware of in stage 1. It is one thing to recognize 
a change in the environment, and another to 
know what it means for the task at hand. 
Technical training is often focused at this stage. 
In air combat, knowing what speed you are at 
combined with the optimal turning speed for 
your aircraft helps you to understand how close 
to an optimal turning state your aircraft is cur-
rently in. In healthcare, for example, this would 
be understanding the hemodynamic implica-
tions of different arterial pressure locations and 
measurements.

• Level 3 SA: Projecting (“Now what?”): The 
highest form of SA is being able to predict 
future states of the system you are working in. 
Noticing and understanding what is happen-
ing, and applying your previous expertise to 
make predictions about what will happen next, 
enable the human to respond in the most 
appropriate way to move closer to the desired 
goal. In the original air combat scenario, think-
ing ahead allowed the pilot to avoid getting 
into low-energy states that an enemy could 
take advantage of, and instead allowed the 
pilot to move into a firing solution position. In 
cardiac surgery, understanding the trajectory 
of a patient’s vital signs, and responding early 
if the predicted outcome is undesirable, yields 
safer, more responsive care. Projecting is the 
most challenging level of SA.

The more expertise you have, the better able you 
are to rise up through the levels of SA; while the 
higher your workload, the more distractions there 
are, or the more unpredictable or complex the situ-
ation is, the more cognition will reside in the lower 
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levels. The less able we are to project into the 
future, the more likely we are to arrive at a point 
that is undesirable, unsafe, or even more error 
inducing. This is why experienced pilots may tell 
you that they will always anticipate where their 
aircraft will be in the future, and never aim to fly in 
a reactionary way—which means that they can 
plan more effectively, and will stay out of serious 
trouble. When they can no longer do this, they 
know that they are in a risky situation.

A simple example of how the three levels of SA 
interact can be found in driving. Imagine you are 
driving along a highway and slower moving traffic 
is merging from an on ramp. You see a car on the 
on ramp moving slower than you (Noticing/Level 
1 SA). You understand that this means that there is 
a risk of collision and that you may need to make 
a decision to alter your course (Understanding/
Level 2 SA). You recognize that your car and the 
merging car will arrive at about the same time at 
the point where the ramp merges with the highway 
(Projecting/Level 3 SA). This means that you need 
to decide to speed up, slow down, or change lanes. 
You look in your mirrors and check your blind 
spot seeing, that there are no other cars nearby 
(Level 1 SA). You realize that this means that you 
can move into the middle lane (Level 2 SA) and 
that there is time to execute this move in plenty of 
time before your paths cross (Level 3 SA). You 
therefore decide to move into the middle lane. The 
more cars there are on the road with differing 
speeds and locations, the more variant your or the 
speed of the merging car is, or the worse the visi-
bility or shorter the timescale, the more difficult 
this decision will be, and thus the more risk will be 
experienced. This is also affected by driver fatigue, 
experience, distractions, alcohol, automation 
(which often reduces awareness), and even the 
familiarity they have with the vehicle and the road 
on which they are travelling.

Thus, the concept of situational awareness 
helps us to understand how information is used to 
make accurate decisions; and how the clarity of 
the information, the environment, the training 
and expertise of the human, and their active 
involvement in the task over time helps us to 
make safe and appropriate decisions within com-
plex, unpredictable, changing situations [26]. 
The best decisions are made when key informa-

tion is presented clearly and understood by some-
one with enough expertise and who has been 
involved in the task long enough to predict what 
is going to happen next and account for it.

In situations where the goals, and ways to 
achieve them, may not be as straightforward, the 
naturalistic decision-making paradigm [27] can 
be useful. It helps us understand how human deci-
sion making is mediated by technological, organi-
zational, and environmental contexts in greater 
uncertainty, and less dynamic or fluid situations. 
It has been extremely influential in the science of 
applied cognition, especially in military opera-
tions [28], although it has not been widely applied 
in healthcare. Decisions are not necessarily logi-
cal, linear, and evidence based. Instead, they are 
based on a wider view of multiple patients, exper-
tise, systems complexity, behavioral intention, 
individual beliefs, and current understanding of 
the system. This research has led to a number of 
conclusions that often run counter to how clinical 
decision making is usually considered, such as the 
following [29]:

• Experienced decision makers can draw on pat-
terns to handle time pressure and never even 
compare options.

• Expertise in decision making does not depend 
upon learning rules and procedures but on 
tacit knowledge.

• Problems are not always solved by a clear 
description of goals at the outset, since many 
projects involve wicked problems and ill- 
defined goals.

• Humans do not make sense of the world as 
“information processors” by fusing multiple 
data streams into eventual understanding—
instead, experience and understanding define 
the important data streams, and most data is 
ignored.

• Uncertainty is not necessarily reduced 
through more information—too much data 
reduces performance, while uncertainty can 
stem from an absence of contextual cues that 
accompany data.

• Decision making is not necessarily improved 
by understanding assumptions since we may 
be unaware of our most flawed 
assumptions.
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Moving towards more complex, team-based 
tasks, studies of human-system relationships in 
socio-technical environments have also led us to 
consider that cognition and decision making are 
not purely the properties of what occurs in the 
head of one individual. In fact, cognitive pro-
cesses are often shared between different indi-
viduals working together through communication 
and shared culture; across material environments 
which aid in recall and action through cognitive 
artifacts such as computer displays or hand- 
written notes; and across time, where strategies, 
approaches, protocols, cultures, and artifacts 
accumulate over time. This is known as distrib-
uted cognition. The classic text by Hutchins 
(“how a cockpit remembers its speed”) [30] con-
siders the aircraft cockpit as the cognitive unit, 
and the people, displays, and procedures all com-
ponents of how cognition is successfully distrib-
uted to achieve an understanding of the world 
that would be impossible for any one component 
alone. More recently, this approach has been used 
in anesthesia and other healthcare-related set-
tings [31], considering the following:

• How information flows in tasks and between 
people.

• How tools and representations of work (such 
as protocols or checklists) are structured and 
how they affect the work.

• How the physical layout of a room or environ-
ment affects the distribution of information.

• How the social structure—roles, relationships, 
knowledge, and goals—affects the “cogni-
tion” of the whole.

• How the whole changes over time.

This alternative approach to the reductionism 
found in more traditional science and engineer-
ing approaches has yet to be well recognized 
within healthcare, but would seem extremely apt 
for understanding the complex, highly distrib-
uted tasks found in cardiac surgery. In particular, 
perfusion management requires the complex 
coordination of people, equipment, information, 
and tasks in order to perform appropriately. No 
one person has full knowledge of every aspect of 
this task. Thus, perhaps we should consider 

“how an operating room manages cardio-pulmo-
nary bypass.”

 Performance-Shaping Factors

In this final section, we explore how environ-
mental factors often outside the control of the 
human can affect human performance. These 
“performance- shaping factors” include fatigue, 
noise and vibration, lighting, temperature and 
humidity, and physical constraints of the work-
space. A huge number of experimental studies 
have explored the effects of these different 
stressors on a variety of tasks. They can also be 
considered in terms of staff safety, offering 
environmental risks. There is a growing interest 
in these factors and the role they play in patient 
outcomes. Though there are many models, the 
general concept is that these factors adapt cog-
nitive capacity downwards, increasing errors. 
This creates further opportunities for failure 
that further reduce human capacity, leading to a 
spiral of increased risk. Fatigue, for example, 
compromises perceptual abilities, increasing 
the chances of errors, and decision making, 
reducing the likelihood of appropriate 
responses. Noise can mask important commu-
nication, and can either reduce or exacerbate 
fatigue, depending on the types of noise and 
individuals experiencing it. Interruptions and 
distractions divert attention from the primary 
task, which can reduce hand-eye coordination, 
create task fragmentation, increasing the 
chances of forgetting or omitting steps, and 
introduces delays while the human switches 
away from, and then back to, the primary task. 
Temperature and humidity increase physiologi-
cal stress, can lead to dehydration and fatigue, 
and can also create interruptions, for example, 
while the human wipes their brow or clears fog-
ging of a lens or goggles (Fig. 4.2).

In surgery, there has been considerable interest 
in exploring how task deviations occur through 
these performance-shaping factors, and how they 
contribute to patient outcomes. The seminal study 
by Carthey and de Leval in congenital heart surgery 
found that enough of these small problems that 
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were not appropriately accounted for contributed to 
increased length of stay and the chance of death in 
arterial switch operations [34]. Subsequent studies 
video recorded and analyzed in detail the sequences 
of events to allow exploration of how those minor 
process deviations occurred and the causes [35, 
36]. This found a model where system threats—
from organization, environment, task, technology, 

and patient—could generate performance-reduc-
ing problems. They could also generate human 
errors—either technical (clinical skills or exper-
tise) or nontechnical (teamwork, decision making, 
awareness), which would also create performance-
reducing problems [37, 38]. In some situations, 
they could be resolved with no further effects. In 
others, they could combine, especially with 

Fig. 4.2 A human factor engineering model of threat and error in surgical care [32, 33]
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 communication failures, absences of staff, equip-
ment failures, or awareness failures, to create more 
serious situations. This would set up a cascade of 
events leading to a far more risky and potentially 
adverse situation [35]. At the same time, in the 
USA, similar studies were being conducted, show-
ing similar effects [39]. Later studies [40] have 
explored these work environments, expanding our 
understanding of where the interoperative risks to 
our patients might lie. This is summarized in the 
excellent paper published in Circulation [41] that 
reviews a vast range of work in this area, which 
encompasses over 400 papers, and covers safety 
culture, physical environment, and communication 
and teamwork.

Beyond cardiac surgery, this work has been 
replicated and expanded in a range of other intra-
operative settings including laparoscopic [42], 
vascular [43], orthopedic [36, 44, 45], trauma 
[46–49], robotic [18, 50–52], and neuro and max-
illofacial [53]. Early emphasis on teamwork and 
checklists is slowly giving way to a more com-
plex and richer understanding of how socio- 
technical system configurations contribute to 
success or failure in surgery. While this complex-
ity may take time to elucidate and understand 
[54], it offers many new ways to think about how 
improvements in the efficiency, safety, and qual-
ity of surgical care might be delivered.

 Summary

The primary purpose of this chapter has been to 
describe in some detail several selected theories 
and concepts derived from human factor engi-
neering and research that could be applied to sur-
gery. While some examples have been provided, 
there is a huge range of applications for this type 
of approach. There are many devices in the OR 
that are poorly designed and predispose to error. 
Few considerations are given to how OR teams 
make decisions, the importance of situational 
awareness, and distributed cognition. Automation 
is often assumed to perform better than humans, 
but this is not always the case, and increasing 
technology always increases complexity and cre-
ates unexpected effects. Direct observations of 

processes and performance-shaping factors in 
cardiac operating rooms have allowed us to begin 
to explore how the human factor lens can help us 
understand why we do what we do, why things 
go right and why things go wrong, and what we 
might do—aside from trying harder—to achieve 
more of the former, and less of the latter.

References

 1. Gilbreth F, Gilbreth L. Fatigue study: the elimination 
of humanity’s greatest unnecessary waste, a first step 
in motion study. New York: The MacMillan Company; 
1919.

 2. Taylor FW. The principles of scientific management. 
New York: Harper & Brothers; 1911.

 3. Fitts PM, Jones RE. Analysis of factors contributing 
to 460 “pilot error” experiences in operating aircraft 
controls. Report No. TSEAA-694-12. Dayton: Aero 
Medical Laboratory, Air Materiel Command, U.S. Air 
Force; 1947.

 4. Fitts PM, Jones RE. Psychological aspects of instru-
ment display. Analysis of 270 “pilot-error” experi-
ences in reading and interpreting aircraft instruments. 
Report No. TSEAA-694-12A. Dayton: Aero Medical 
Laboratory, Air Materiel Command, U.S. Air Force; 
1947.

 5. Meister D. The history of human factors and ergonom-
ics. Mahwah: Lawrence Erlbaum Associates; 1999.

 6. Wickens CD, Hollands JG. Engineering psychology 
and human performance. 3rd ed. Upper Saddle River: 
Prentice Hall; 2000.

 7. Reason JT. Human error. Cambridge: University 
Press; 1990.

 8. Reason J. Managing the risks of organisational acci-
dents. Aldershot: Ashgate; 1997.

 9. Dekker SW. The field guide to human error investiga-
tions, vol. 1. Aldershot: Ashgate; 2002.

 10. Fitts P. Human engineering for an effective air naviga-
tion and traffic control system. Washington, DC: 
National Research Council; 1951.

 11. de Winter JCF, Dodo D. Why the Fitts list has per-
sisted throughout the history of function allocation. 
Cogn Tech Work. 2014;16(1):11.

 12. Final report on the accident on 1st June 2009 to the 
Airbus A330-203 registered F-GZCP operated by Air 
France flight AF 447 Rio de Janeiro—Paris. Paris, 
France: Bureau d’Enquêtes et d’Analyses pour la 
sécurité de l’aviation civile (BEA). 2012.

 13. Bainbridge L. Ironies of Automation. Automatica. 
1983;19:775–9.

 14. Woods D, Sarter N, Billings C. Automation surprises. 
The handbook of human factors. 2nd edn. 1997.

 15. Perry SJ. An overlooked alliance: using human fac-
tors engineering to reduce patient harm. Jt Comm 
J Qual Saf. 2004;30(8):455–9.

K. Catchpole



49

 16. Singh H, Ash JS, Sittig DF. Safety assurance factors 
for electronic health record resilience (SAFER): study 
protocol. BMC Med Inform Decis Mak. 2013;13:46.

 17. Seymour NE, Gallagher AG, Roman SA, O’Brien 
MK, Andersen DK, Satava RM. Analysis of errors in 
laparoscopic surgical procedures. Surg Endosc. 
2004;18(4):592–5.

 18. Catchpole K, Perkins C, Bresee C, et al. Safety, effi-
ciency and learning curves in robotic surgery: a human 
factors analysis. Surg Endosc. 2015;30(9):3749–61.

 19. Norman D. The design of everyday things. New York: 
Basic Books; 1988.

 20. Davis FD. Perceived usefulness, perceived ease of 
use, and user acceptance of information technology. 
MIS Q. 1989;13(3):22.

 21. Food and Drug Administration. Draft Guidance for 
Industry and Food and Drug Administration Staff: 
Applying Human Factors and Usability Engineering 
to Optimize Medical Device Design. U.S. Department 
of Health and Human Services; 2011.

 22. Sedlmayr B, Patapovas A, Kirchner M, et al. Comparative 
evaluation of different medication safety measures for the 
emergency department: physicians’ usage and accep-
tance of training, poster, checklist and computerized deci-
sion support. BMC Med Inform Decis Mak. 2013;13:15.

 23. O’Reilly D, Mahendran K, West A, Shirley P, Walsh 
M, Tai N. Opportunities for improvement in the man-
agement of patients who die from haemorrhage after 
trauma. Br J Surg. 2013;100(6):749–55.

 24. Endsley MR. Toward a theory of situation awareness 
in dynamic systems. Hum Factors. 1995;37(1):32–64.

 25. Wright MC, Taekman JM, Endsley MR. Objective 
measures of situation awareness in a simulated medi-
cal environment. Qual Saf Health Care. 2004;13 
Suppl 1:i65–71.

 26. Tenney YJ, Pew RW. Situation awareness catches on: 
what? So what? Now what? Rev Hum Factors Ergon. 
2006;2(1):34.

 27. Klein GA. Sources of power: how people make deci-
sions. Cambridge: MIT Press; 1998.

 28. Klein G. Naturalistic decision making. Hum Factors. 
2008;50(3):456–60.

 29. Klein G, Wright C. Macrocognition: from theory to 
toolbox. Front Psychol. 2016;7:54.

 30. Hutchins E. How a cockpit remembers its speed. 
Cognit Sci. 1995;19:23.

 31. Furniss D, Masci P, Curzon P, Mayer A, Blandford 
A. Exploring medical device design and use through lay-
ers of distributed cognition: how a glucometer is coupled 
with its context. J Biomed Inform. 2015;53:330–41.

 32. Catchpole K, Giddings AEB, de Leval MR, et al. 
Identifying and reducing systems failures through 
non-technical skills. Surgeon. 2005;3:3.

 33. Mishra A, Catchpole K, Hirst G, Dale T, McCulloch 
P. Rating operating teams—surgical NOTECHS. In: 
Mitchell L, Flin R, editors. Safer surgery—analys-
ing Behaviour in the operating theatre. Aldershot: 
Ashgate; 2009.

 34. de Leval MR, Carthey J, Wright DJ, Reason JT. Human 
factors and cardiac surgery: a multicenter study. 
J Thorac Cardiovasc Surg. 2000;119(4):661–72.

 35. Catchpole KR, Giddings AE, de Leval MR, et al. 
Identification of systems failures in successful paediat-
ric cardiac surgery. Ergonomics. 2006;49(5–6):567–88.

 36. Catchpole KR, Giddings AE, Wilkinson M, Hirst G, 
Dale T, de Leval MR. Improving patient safety by 
identifying latent failures in successful operations. 
Surgery. 2007;142(1):102–10.

 37. Catchpole K, Godden PJ, Giddings AEB, et al. 
Identifying and Reducing Errors in the Operating 
Theatre. Patient Safety Research Programme. 2005. 
http://pcpoh.bham.ac.uk/publichealth/psrp/publica-
tions.htm. PS012.

 38. Mishra A, Catchpole K, McCulloch P. The Oxford 
NOTECHS system: reliability and validity of a tool 
for measuring teamwork behaviour in the operating 
theatre. Qual Saf Health Care. 2009;18(2):104–8.

 39. Wiegmann DA, Elbardissi AW, Dearani JA, Daly RC, 
Sundt TM. Disruptions in surgical flow and their rela-
tionship to surgical errors: an exploratory investiga-
tion. Surgery. 2007;142(5):658–65.

 40. Gurses AP, Kim G, Martinez EA, et al. Identifying and 
categorising patient safety hazards in cardiovascular 
operating rooms using an interdisciplinary approach: a 
multisite study. BMJ Qual Saf. 2012;21(10):810–8.

 41. Wahr JA, Prager RL, Abernathy JH, et al. Patient safety 
in the cardiac operating room: human factors and team-
work: a scientific statement from the american heart 
association. Circulation. 2013;128(10):1139–69.

 42. Mishra A, Catchpole K, Dale T, McCulloch P. The 
influence of non-technical performance on technical 
outcome in laparoscopic cholecystectomy. Surg Endosc. 
2008;22(1):68–73.

 43. Catchpole K, Mishra A, Handa A, McCulloch 
P. Teamwork and error in the operating room: analysis 
of skills and roles. Ann Surg. 2008;247(4):699–706.

 44. Morgan L, Hadi M, Pickering S, et al. The effect of team-
work training on team performance and clinical outcome 
in elective orthopaedic surgery: a controlled interrupted 
time series study. BMJ Open. 2015;5(4), e006216.

 45. Morgan L, Pickering SP, Hadi M, et al. A combined 
teamwork training and work standardisation interven-
tion in operating theatres: controlled interrupted time 
series study. BMJ Qual Saf. 2015;24(2):111–9.

 46. Shouhed D, Catchpole K, Ley EJ, et al. Flow disrup-
tions during trauma care. J Am Coll Surg. 
2012;215(3):S99–100.

 47. Blocker RC, Shouhed D, Gangi A, et al. Barriers to 
trauma patient care associated with CT scanning. 
J Am Coll Surg. 2013;217(1):135–41.

 48. Catchpole K, Ley E, Wiegmann D, et al. A human fac-
tors subsystems approach to trauma care. JAMA Surg. 
2014;149(9):962–8.

 49. Catchpole KR, Gangi A, Blocker RC, et al. Flow dis-
ruptions in trauma care handoffs. J Surg Res. 
2013;184(1):586–91.

4 Surgery Through a Human Factors and Ergonomics Lens

http://pcpoh.bham.ac.uk/publichealth/psrp/publications.htm
http://pcpoh.bham.ac.uk/publichealth/psrp/publications.htm


50

 50. Ahmad N, Hussein AA, Cavuoto L, et al. Ambulatory 
movements, team dynamics and interactions during 
robot-assisted surgery. BJU Int. 2016;118(1):132–9.

 51. Allers JC, Hussein AA, Ahmad N, et al. Evaluation 
and impact of workflow interruptions during robot- 
assisted surgery. Urology. 2016;92:33–7.

 52. Tiferes J, Hussein AA, Bisantz A, et al. The loud sur-
geon behind the console: understanding team activi-

ties during robot-assisted surgery. J Surg Educ. 
2016;73(3):504–12.

 53. Catchpole KR, Dale TJ, Hirst DG, Smith JP, 
Giddings TAEB. A multicenter trial of aviation-
style training for surgical teams. J Patient Saf. 
2010;6(3):180–6.

 54. Catchpole K, Russ S. The problem with checklists. 
BMJ Qual Saf. 2015;24(9):545–9.

K. Catchpole


	4: Surgery Through a Human Factors and Ergonomics Lens
	 Introduction
	 Humans and Automation
	 Human Factors in Device Design
	 Cognition in Context
	 Performance-Shaping Factors
	 Summary
	References


