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Preface

The First International Conference on Interactive Collaborative Robotics (ICR) was
established as a satellite event of the 18th International Conference on Speech and
Computer (SPECOM) by St. Petersburg Institute for Informatics and Automation of the
Russian Academy of Science (SPIIRAS, St. Petersburg, Russia), Munich University of
Technology (TUM, Munich, Germany), and Tomsk State University of Control Sys-
tems and Radioelectronics (TUSUR, Tomsk, Russia).

Challenges of human–robot interaction that are usually discussed during SPECOM
have become so real and pressing that they encouraged organizers to start a new
conference and invite researchers in the area of social robotics and collaborative
robotics to share experiences in human–machine interaction research and development
of robotic and cyberphysical systems.

ICR 2016 was hosted by the Budapest University of Technology and Economics
(BME) and the Scientific Association for Infocommunications (HTE), in cooperation
with SPIIRAS, TUM, and TUSUR. The conference was held during August 24–26,
2016, in the Aquincum Hotel Budapest located in a prime area alongside the river
Danube, on the Buda side of this magnificent city and across the river from the serene
Margaret Island, with its famous thermal waters.

This volume contains a collection of submitted papers presented at the conference,
which were thoroughly reviewed by members of the Program Committee consisting of
around 20 top specialists in the conference topic areas. Theoretical and more general
contributions were presented in common (plenary) sessions. Problem-oriented sessions
as well as panel discussions brought together specialists in limited problem areas with
the aim of exchanging knowledge and skills resulting from research projects of all
kinds.

We would like to express our gratitude to the authors for providing their papers on
time, to the members of the conference reviewing team and Program Committee for
their careful reviews and paper selection, and to the editors for their hard work
preparing this volume. Special thanks are due to the members of the local Organizing
Committee for their tireless effort and enthusiasm during the conference organization.

August 2016 Andrey Ronzhin
Gerhard Rigoll

Roman Meshcheryakov
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A Control Strategy for a Lower Limb
Exoskeleton with a Toe Joint

Sergey Jatsun, Sergei Savin(&), and Andrey Yatsun

Southwest State University, 50 let Oktyabrya 94, Kursk 305040, Russia
teormeh@inbox.ru, savin@swsu.ru, ayatsun@yandex.ru

Abstract. In this paper a lower limb exoskeleton with a toe joint is studied.
A mathematical model of the exoskeleton is presented, and the equations of
motion are given. The exoskeleton is controlled with a feedback controller. The
control system attempts to move the center of mass of the exoskeleton along the
desired trajectory. To find the joint space trajectory that allows to perform the
desired motion a numerical optimization-based iterative algorithm for solving
inverse kinematics is given. The algorithm allows to engage and disengage the
toe joint, based on how close the mechanism is to a singular position. That gives
us an automatic human-like toe joint engagement, that can be controlled though
certain parameters, which is discussed in the paper. The results of the numerical
simulation of the exoskeleton motion are presented.

Keywords: Lower limb � Exoskeleton � Control system � Active toe joint �
Verticalization

1 Introduction

An exoskeleton is a wearable device that enhances the capabilities of the human who
uses it. There are applications for exoskeletons in industrial production, warfare,
medicine and life style improvement. This includes rehabilitation exoskeletons/Such
exoskeletons enable the user to do the tasks they could not do before and also a provide
positive influence on the user’s health condition [1, 2]. For people who lost the ability
to walk these goals can be achieved by the use of a lower limb exoskeleton [3–5].

One of the main challenges in the development of lower limb exoskeletons is the
need to design a control system capable of performing a wide range of human-like
motions while guaranteeing the safety of the user. There are several ways of generating
desired exoskeleton motions, which include methods based on inverse kinematics [6],
the use of motion pattern generation [7] and the use of the information about user’s
state to predict their intended movements [8, 9]. The first two methods are closely
related to the approaches adopted in humanoid robotics where significant progress in
motion control has been achieved. The main safety issue for lower limb exoskeleton
users is the possibility of losing vertical balance and falling. To prevent this from
happening specific control methods such as zero-moment point (ZMP) control are
adopted [10, 11]. ZMP control provides the criteria that can be used to check if the
mechanism is vertically balanced.

© Springer International Publishing Switzerland 2016
A. Ronzhin et al. (Eds.): ICR 2016, LNAI 9812, pp. 1–8, 2016.
DOI: 10.1007/978-3-319-43955-6_1



Although significant progress in lower limb exoskeleton design has been achieved
there is still room for improvement, because of the possibility of adopting a more
anthropomorphic exoskeleton structure. An example of such improvement is the
introduction of a toe joint. Most of the modern exoskeletons have rigid feet, which
limits their motion capabilities and makes their movements less natural. In papers [12,
13] it was shown that introducing a toe joint into a humanoid robot design allows the
robot to perform a wider range of motions and can lead to better overall performance.
The introduction of a toe joint into a rehabilitation exoskeleton can allow the use of
more complex therapy procedures.

In this paper we consider a lower limb exoskeleton with a toe joint performing
verticalization motion. The objective of the paper is to present an algorithm that allows
automatic engagement of the toe joint, while maintaining balance of the mechanism.

2 Mathematical Model of the Exoskeleton

In this paper we study an exoskeleton consisting of two legs and connected to a torso
via active rotational joints. Each leg includes four links (thigh, shin, foot and toe)
connected in series via a rotational joint equipped with a motor. We consider the case
when the toe links remain motionless on the ground at all times during the vertical-
ization process. We assume that the links are connected to the parts of the human body
is such a way that the human and exoskeleton joint axes coincide. The motion takes
place in a sagittal plane. In papers [6, 14] it was suggested that this type of exoskeleton
motion can be accurately modeled by a planar mechanism model. A diagram of the
model is shown in Fig. 1.

In Fig. 1 Oxy is the ground reference frame, points O2 � O5 are active joints, points
Ciði ¼ 1; 5Þ are the centers of mass of the links, Miþ 1;i are the torques produced by the

Fig. 1. Diagram of a lower limb exoskeleton with a toe joint; 1 – toe link, 2 – foot link, 3 – shin
link, 4 – thing link, 5 – torso link

2 S. Jatsun et al.



motors and ui are the angles that determine the orientation of the links relative to the
horizontal axis Ox. Point O6 is the end of the 5-th link of the mechanism. The masses of
the links are given as the sum of the masses of the links of the exoskeleton and the
human body parts they are attached to. The mass distribution of the human body can be
found in [15].

For further derivations we introduce a vector of generalized coordinates q:

q ¼ u2 u3 u4 u5½ �T: ð1Þ

It is possible to describe the system with only four generalized coordinates because
of the assumption that the toe link remains motionless at all times during the verti-
calization process. The equations of motion of the system are given in vector form in
the following way:

AðqÞ q:: þCðq; _qÞþGðqÞþUð _qÞ ¼ BM; ð2Þ

where A(q) is a joint space inertia matrix, Cðq; _qÞ is a vector of generalized Coriolis
and normal inertial forces, G(q) is a vector of generalized potential forces, Uð _qÞ is a
vector of generalized dissipative forces, M is a vector of motor torques, and B is a
linear operator that transforms the vector of motor torques into the vector of the
generalized forces. Algorithms for calculating the mentioned vectors and matrices, as
well as detailed discussion of their properties can be found in [16].

The given Eq. (5) can be used t model the motion of the system. Some of the
expressions (6) and (7) will be used in the controller design in the next chapter.

3 Control System Design

In this section we consider the design of the control system that realizes verticalization
motion of the robot. The control system uses a pre-generated desired trajectory of the
center of mass of the system, and then uses an inverse kinematics algorithm to derive
the desired time functions of generalized coordinates, which are used as an input for a
feedback controller. A diagram of the control system is shown in Fig. 2.

Fig. 2. Diagram of the control system

A Control Strategy for a Lower Limb Exoskeleton with a Toe Joint 3



In Fig. 2 x�C and y�C are the desired coordinates of the center of mass, u�
i are the

desired values of the generalized coordinates and e�i are components of the control error
vector:

e ¼ e1 e2 e3 e4½ �T¼ q� q�; ð3Þ

where q� is the vector of the desired values of the generalized coordinates, defined in
the same way as q. The values of x�C and y�C can be found using ZMP control
methodology (as it was done in [17]) or directly given by polynomial functions, as it
was done in [6, 18]. Here we will consider the later case.

The control actions of the regulator are given by the following equation:

M ¼ B�1Að€q� þKpeþKd _eÞ; ð4Þ

where Kp and Kd are diagonal gain matrices with positive elements. The derivation of
this controller and the discussion of its properties can be found in [19]. The general
theory of such feedback controllers is presented in [20]. The method of tuning the gain
matrices Kp and Kd is given in paper [21].

A numerical optimization-based algorithm is used to solve the inverse kinematics
problem. Such approaches have been adapted in humanoid robotics, where robots such
as the Atlas use numerical optimization algorithms to solve the inverse kinematics
problem with an onboard computer while the robot is operating [22, 23]. The proposed
here algorithm works in two stages. During the first stage it checks whether or not the
required position of the body should be obtained without engaging the toe joint. If the
toe joint should not be engaged then on the second stage the algorithm finds such
orientations of the shin, thigh and torso that the center of mass is placed in the desired
position. This is done via optimization over the vector of decision variables q, with the
value of /2 restricted to be equal to p. If the toe joint needs to be engaged than this
restriction is being taken off.

The decision on whether or not the toe joint should be engaged is made based upon
how close the mechanism is to a singular position. To measure how close the mech-
anism is to a singular position we introduce the following matrix J:

J ¼ @rC5
@q

@rC5
@q

� �T

; ð5Þ

where rC5 is the radius vector that describe the position of the center of mass of the
torso link of the robot. The matrix J is a square four by four, and it becomes singular
when the mechanism enters a singular position. Its condition number j Jð Þ gets larger as
the mechanism approaches a singular position, which allows us to use it as an indicator.
The work of the algorithm during the first stage can be described as follows:

u2 ¼ p if j Jð Þ\jmax

a1 �u2 � p if j Jð Þ� jmax

�
; ð6Þ

4 S. Jatsun et al.



where a1 is a constant that defines the restriction in the range of motion of the toe joint
and jmax is a threshold value for the condition number of J. There are also additional
constraints placed on the decision variables. These constraints are there because the
human body has restricted ranges of motion in the joints:

a2 �u3 � u2 � a3; a4 �u4 � u3 � a5; a6 �u5 � u4 � a7; ð7Þ

where ai are the constants that determine the range of possible motions in the joints of
the exoskeleton user. They can be either individually measured using standard pro-
cedures or obtained from the literature [24]. Relations (8) and (9) form the set of
constraints for the optimization problem.

On the second stage the proposed algorithm minimizes the following objective
function:

J1 q; tð Þ ¼ rC qð Þ � r�C tð Þ�� ��: ð8Þ

It should be noted that the objective function (10) depends on time, which reflects
the iterative nature of the algorithm – it needs to be run for every point of time where a
solution of the inverse kinematics problem is needed.

The formula for the desired joint space trajectories q� tð Þ obtained by the algorithm
has the following form:

q� tð Þ ¼ argmin
q

J1 q; tð Þ: ð9Þ

The resulting desired joint space trajectories q� tð Þ are smoothed by an averaging
filter before being used as inputs for the control system.

4 Numerical Simulation

In this section we study the controlled motion of the system. In Fig. 3 the time
functions of the generalized coordinates are shown.

Fig. 3. The time functions of the generalized coordinates; 1 – u2(t), 2 – u3(t), 3 – u4(t), 4 – u5(t)

A Control Strategy for a Lower Limb Exoskeleton with a Toe Joint 5



We can observe the graph u2ðtÞ shown in Fig. 3 Behave similar to a piece-wise
polynomial function. For t\2:89 s u2ðtÞ ¼ 180�, and after that it over the next two
seconds it monotonically decreases till it reaches the value of 102.6°. We can show that
the time tc at which the graph u2ðtÞ starts to decrease depends on the chosen value of
jmax. This is illustrated on the Fig. 4.

The time tc denotes the moment when the toe joint is being engaged. Analyzing the
graph shown in Fig. 4 we can note that for values of jmax less than 4 the engagement of
the toe joint happens almost immediately, which means the mechanism performs
verticalization while tiptoeing. This may lead to problems with maintaining the vertical
balance of the mechanism. When the value of jmax is larger than 5 it shows a more
linear relation with tc. Graph tcðjmaxÞ can be used as an instrument for choosing the
parameter jmax, such that it would provide the desired toe joint engagement time. It is
also possible to demonstrate that the final value of u2 is a function of desired value of
y�C at the end of the motion.

The fact that the presented algorithm only engages the toe joint when the mecha-
nism is close to a singular position mimic the behavior of humans. In many of the
human movement the toes start to act only when the leg becomes completely extended
or folded (the examples are tiptoe motion, crouching, double support phase of walk-
ing). It can be demonstrated that the algorithm can be used to move the exoskeleton to a
crouching position where the toe joints will be automatically engaged, because that
position is also close to singular. It also should be possible to use the same general
principal for toe joint engagement during walking.

5 Conclusions

In this paper a lower limb exoskeleton with a toe joint was considered. A mathematical
model of the exoskeleton was presented, and the equations of motion were given.
A control system based on a feedback controller was proposed. The inputs for the
control system were generated by defining a desired trajectory of the center of mass of
the mechanism and solving the inverse kinematics problem. A numerical
optimization-based iterative algorithm for solving inverse kinematics was proposed.
The algorithm allows to engage and disengage the toe joint, based on how close the
mechanism is to a singular position. That gives us an automatic human-like toe joint

Fig. 4. The dependence of tc on the value of jmax
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engagement, that can be controlled though certain parameters that were discussed in the
fourth chapter of the paper.

Acknowledgements. Work is supported by RSF, Project № 14-39-00008/.

References

1. Bogue, R.: Exoskeletons and robotic prosthetics: a review of recent developments. Ind.
Robot Int. J. 36(5), 421–427 (2009)

2. Ferrati, F., Bortoletto, R., Menegatti, E., Pagello, E.: Socio-economic impact of medical
lower-limb exoskeletons. In: IEEE Advanced Robotics and its Social Impacts (ARSO),
pp. 19–26 (2013)

3. Ferris, D.P., Sawicki, G.S., Domingo, A.: Powered lower limb orthoses for gait
rehabilitation. Top. Spinal Cord Inj. Rehabil. 11(2), 34 (2005)

4. Veneman, J.F., Kruidhof, R., Hekman, E.E., Ekkelenkamp, R., Van Asseldonk, E.H., Van
Der Kooij, H.: Design and evaluation of the LOPES exoskeleton robot for interactive gait
rehabilitation. IEEE Neural Syst. Rehabil. Eng. 15(3), 379–386 (2007)

5. Jatsun, S., Savin, S., Yatsun, A., Turlapov, R.: Adaptive control system for exoskeleton
performing sit-to-stand motion. In: IEEE 10th International Symposium on Mechatronics
and its Applications (ISMA), pp. 1–6 (2015)

6. Jatsun, S., Savin, S., Yatsun, A., Malchikov, A.: Study of controlled motion of exoskeleton
moving from sitting to standing position. In: Borangiu, T. (ed.) Advances in Robot Design
and Intelligent Control. AISC, vol. 371, pp. 165–172. Springer, Heidelberg (2016)

7. Jimenez-Fabian, R., Verlinden, O.: Review of control algorithms for robotic ankle systems
in lower-limb orthoses, prostheses, and exoskeletons. Med. Eng. Phys. 34(4), 397–408
(2012)

8. Dollar, A.M., Herr, H.: Lower extremity exoskeletons and active orthoses: challenges and
state-of-the-art. IEEE Trans. Rob. 24(1), 144–158 (2008)

9. Kawamoto, H., Lee, S., Kanbe, S., Sankai, Y.: Power assist method for HAL-3 using
EMG-based feedback controller. In: IEEE International Conference on Systems, Man and
Cybernetics, vol. 2, pp. 1648–1653. IEEE (2003)

10. Vukobratovic, M., Hristic, D., Stojiljkovic, Z.: Development of active anthropomorphic
exoskeletons. Med. Biol. Eng. 12(1), 66–80 (1974)

11. Aphiratsakun, N., Parnichkun, M.: Balancing control of AIT leg exoskeleton using ZMP
based FLC. Int. J. Adv. Robot. Syst. 6(4), 319–328 (2009)

12. Nishiwaki, K., Kagami, S., Kuniyoshi, Y., Inaba, M., Inoue, H.: Toe joints that enhance
bipedal and fullbody motion of humanoid robots. In: Proceedings of the IEEE International
Conference on Robotics and Automation, ICRA 2002, vol. 3, pp. 3105–3110. IEEE (2002)

13. Sellaouti, R., Stasse, O., Kajita, S., Yokoi, K., Kheddar, A.: Faster and smoother walking of
humanoid HRP-2 with passive toe joints. In: IEEE/RSJ International Conference on
Intelligent Robots and Systems, pp. 4909–4914. IEEE (2006)

14. Jatsun, S., Vorochaeva, L., Yatsun, A., Savin, S.: The modeling of the standing-up process
of the anthropomorphic mechanism. In: Proceedings of the 18th International Conference on
CLAWAR, Assistive Robotics, p. 175. World Scientific (2015)

15. Plagenhoef, S., Evans, F.G., Abdelnour, T.: Anatomical data for analyzing human motion.
Res. Q. Exerc. Sport 54(2), 169–178 (1983)

16. Featherstone, R.: Rigid Body Dynamics Algorithms. Springer, New York (2014)

A Control Strategy for a Lower Limb Exoskeleton with a Toe Joint 7



17. Panovko, G., Savin, S., Jatsun, S., Yatsun, A.: Simulation of controlled motion of an
exoskeleton in verticalization process. J. Mach. Manuf. Reliab. (2016)

18. Jatsun, S.F.: Locomotion control method for patients verticalization with regard to their
safety and comfort. In: 26th DAAAM International Symposium on Intelligent
Manufacturing and Automation, pp. 1129–1137 (2015)

19. Jatsun S.: Algorithm for motion control of an exoskeleton during verticalization. In: ITM
Web of Conferences, vol. 6 (2016)

20. Ortega, R., Spong, M.W.: Adaptive motion control of rigid robots: a tutorial. Automatica 25
(6), 877–888 (1989)

21. Jatsun, S., Savin, S., Yatsun, A.: Parameter optimization for exoskeleton control system
using Sobol sequences. In: Proceedings of 21st CISM-IFToMM Symposium on Robot
Design (2016)

22. Feng, S., Whitman, E., Xinjilefu, X., Atkeson, C.G.: Optimization based full body control
for the atlas robot. In: 14th IEEE-RAS International Conference on Humanoid Robots
(Humanoids), pp. 120–127. IEEE (2014)

23. Feng, S., Whitman, E., Xinjilefu, X., Atkeson, C.G.: Optimization-based full body control
for the DARPA robotics challenge. J. Field Robot. 32(2), 293–312 (2015)

24. Roaas, A., Andersson, G.B.: Normal range of motion of the hip, knee and ankle joints in
male subjects, 30–40 years of age. Acta Orthop. Scand. 53(2), 205–208 (1982)

8 S. Jatsun et al.



A Recovery Method for the Robotic
Decentralized Control System
with Performance Redundancy

Iakov Korovin1, Eduard Melnik2, and Anna Klimenko3(&)

1 Southern Federal University, Rostov-on-Don, Russia
2 Southern Scientific Center of the Russian Academy of Sciences (SSC RAS),

Rostov-on-Don, Russia
3 Scientific Research Institute of Multiprocessor Computing Systems,

Southern Federal University, Taganrog, Russia
anna_klimenko@mail.ru

Abstract. The fault of the robotic control system is critical and leads to the
general system failure, while autonomous robots have to gain their aims without
any maintenance. Contemporary academic studies propose decentralized control
systems as prospective from the robustness point of view. On the other hand, a
performance redundancy allows to optimize resource utilization and improve the
fault-tolerance potential of the control system. This paper is devoted to the
recovery method of the robotic decentralized control system with performance
redundancy. A reconfiguration problem has been formalized, decentralized
method of the solution obtaining is represented. Also some simulation results are
given and discussed.

Keywords: Decentralized control system � Robustness � Fault-tolerance �
Simulated annealing � Autonomous robots control

1 Introduction

Fault-tolerance is extremely important for autonomous robotic systems. The large
amount of them is performing their tasks in hazardous and aggressive environments,
where a man is not supposed to be located. Besides, autonomous robots perform and
must achieve their goals without any repair for a long terms of time.

In robotics, some classifiers of failures are proposed. For example, in [1] the general
failure levels are concerned: mechanical level (a joint becomes lock); hardware level
(sensor does not perform properly); controller level; controlling computer level.

Another classification of failures is described in [2]: sensors; effectors; communi-
cations; power system; control system.

Human and physical faults as a cause of failure are distinguished in [3], where the
detailed taxonomy (Fig. 1) also can be found.

In the scope of this paper the robot control systems are under consideration.
Contemporary control systems are the software and hardware complexes, where dis-
tributed computing paradigm is used widely. The monitoring and control tasks (MCTs)
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within the control system are performed by computational units (CUs). Each MCT
allocates some computational resources, and each CU performs more then one MCT.
The control system architecture from the management point of view can be centralized,
hierarchical or decentralized. Some works show that the decentralized control system is
potentially more fault-tolerant then others [4], but needs additional research in the fields
of cooperative problem solving, multiagent systems, etc.

Author of [5] defines a fault-tolerant control system as a control system, which is
able to automatically maintain the system stability and an acceptable performance when
component failures occur. To gain these objectives, following principles must be
implemented: fault detection; fault isolation; fault identification; fault recovery.

Usually, passive or active recovery methods are used [2]. Within the active recovery
methods two main reconfiguration strategies are used. The first one propose using of
some pre-defined control laws, the second one is oriented to the on-line synthesis of the
system controller with respect to the fault identification.

In the scope of this paper recovery method for the decentralized control system with
the performance redundancy will be considered. The next section contains the brief
explanation of the performance redundancy in comparison to the structural one. Sec-
tion 3 is devoted to the reconfiguration problem formalization with the graceful system
degradation objective. Section 4 contains reconfiguration method, and, at last, Sect. 5
presents some experimental results and discussion.

2 Performance Redundancy and Decentralized Dispatching

Structural redundancy is widely used nowadays [4]. As mentioned in [5], redundancy is
the key ingredient in any fault-tolerant systems. Almost all of modern aircraft such as
Boeing 777 and Airbus A320/330/340 have used triplex- or quadriplex-redundant
activation systems, flight control computer and databus systems [6, 7].

Performance redundancy considers all CUs as performing elements with some
performance reserve. Advantages of performance redundancy are explained in details
in [8–10].

The way of ICS dispatching is important too: the centralized dispatching has
multiple drawbacks, in particular, the main dispatcher fault is the cause of the entire
system failure without the possibility to recover.

Fig. 1. Failures taxonomy

10 I. Korovin et al.



Decentralized dispatching of the ICS operates with equal control elements.
Each CU is controlled by its own software agent (Fig. 2), which operates as a kind of
MCT. In the case of CU failure (software or hardware) agents of operational nodes
begin a recovery procedure via reconfiguration: MCTs from the faulted node can be
launched by the operational ones.

ICS with decentralized dispatching and performance redundancy has good recover
possibilities, but requires the design and implementation of the cooperative recovery
methods and algorithms.

3 Reconfiguration Problem Formalization

Let the input data be the following:

• A set of MCTs G = {xi}, i = 1…N, where xi – the size of task i, N – the number of
tasks.

• Let G ¼ Gc [Gnc, Gc \Gnc ¼ ;, where Gc – a subset of critical MCTs, Gnc — a
subset of non-critical ones. Non-critical MCTs can be eliminated from the system
during reconfiguration. The number of critical MCTs is Nc, and the number of
non-critical MCTs Nnc;

• Let Gf be the set of MCTs from the faulted CU. Gf�G, Gp is the performing tasks,
Gp�G, Gp \Gf ¼ ;.

• A planned completion time for the set G is Tplan.
• Number of CUs is M with the performance p.

Let’ s take into consideration that we have to allocate the MCTs from the set Gf

within the system of operational CUs, on which the tasks from the set Gp are allocated
with the constraint of completion time Tplan. Let the resource allocated by CU j for the
subtask i be kij. The tasks allocation before the failure is described by matrix R:

Fig. 2. Performance redundancy and software agents representing the CUs
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R ¼
r11 r12 r1M
. . . . . . . . .
rN1 . . . rNM

������
������; ð1Þ

where rij ¼ f ð xi
kijp

Þ, f ð xi
kijp

Þ ¼
xi
kijp

; if xi is running on CU j;
0; otherwise:

�

Let the failure occurred on the CU with number d. The column d of matrix R is
deleted, so there is M − 1 columns and N − |Gf| lines in the new matrix Rf. Renumber
the elements of Rf in the following way, saving the indexes from the matrix R in the
upper positions:

Rf ¼
rij11 rij12 riM1ðM�1Þ
. . . . . . . . .
rNj11 . . . rNMðN�Gf ÞðM�1Þ

������
������: ð2Þ

Rf describes the system state before the reconfiguration and contains the allocation
of the operational tasks among the operational CUs. Rr will be the allocation of the task
set G on the M − 1 CUs. Formally, the subset Gf will be added to the Gp with the
number of CUs = M − 1:

Rr ¼
rij11 rij12 riM1ðM�1Þ
. . . . . . . . .
rNj11 . . . rNMðNÞðM�1Þ

������
������; ð3Þ

rklij ¼ f ð xi
kijp

ÞgðxiÞ;

gðxiÞ ¼ 0; if xi 2 Gnc and eliminated from the system;
1; otherwise:

�
ð4Þ

Let’s consider matrix W:

W ¼ uðxkl1jÞ uðxkl2jÞ . . . uðxklNjÞ
� � ð5Þ

where uðxkl1jÞ ¼
0; l ¼ j;

n; otherwise

�
k; l — the saved indexes of matrix R, j — the number

of CU in matrix Rr, n — the integer number.
The matrix W describes if the MCT xi was relocated from CU l to CU j.
The first objective function can be written in the following manner:

F1 ¼
XN
i¼1

uðxklij Þ ! MIN: ð6Þ
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The next objective function component is load balancing which can be written in
the following way.

F2 ¼ ð
XN
i¼1

kik �
XN
i¼1

kilÞ ! MIN; 8k; l; kik � Rr: ð7Þ

In other words, we need to find MCTs allocation with respect to load balancing
objective function. While the desirable option is to deliver the graceful system
degradation, it is useful to keep running as much MCTs as possible. The maximum
number of non-critical tasks running equals to the maximum summa of all g(xi) in the
matrix R’.

The last objective function component will be as following:

F3 ¼ �
XN
i

gðxiÞ ! MIN: ð8Þ

Herewith the time constraint must be satisfied:

8j :
XN
i¼1

r0ij � Tplan; j 2 ½1. . .M�: ð9Þ

Let’s put the current multicriteria optimization problem to the following form:

F ¼
XN
i¼1

uðxklij Þ ! MIN; ð10Þ

ð
XN
i¼1

kik �
XN
i¼1

kilÞ� c; �
XN
i

gðxiÞ� l; 8j :
XN
i¼1

r0ij � Tplan; j 2 ½1. . .M�;

xi [ 0; 0\kij\1, where 0\c\1 is the assumed level of load dispersing, l is the
integer number.

4 Cooperative Problem Solving

The problem formalized earlier contains a kind of k-partition problem (or bean-packing
problem) which is NP-hard, so there is no polynomial algorithms for the solution
obtaining. In the scope of this research the simulated annealing (SA) with the
“quenching” temperature is used [11] to reach an acceptable solution in a reasonable
time.

With the shortage of time and the using of decentralized control, it is appropriate to
initiate a search for a new system configuration at all operational nodes (which are
represented by the agents, Fig. 2).
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After CU or MCT fault detection and identification (which are out of this paper’s
scope), the reconfiguration is initialized, and every performing agents launches the new
configuration search.

As soon as one of the agents finds allowable configuration, solving, in fact, a
constraint satisfaction problem, it notifies other agents, which take the solution found as
a new configuration proposed to perform.

Here we have to make some assumptions. The system of agent is synchronous in
terms of work [12]. If one agent sends a message, agent-addressee receives it without
delay. There is no message losses in the communication network. The model of
communication network is fully connected graph. Then, the next assumption takes
place: some agents can broadcast incorrect solution as a result of search. So, the
cooperative configuration search method must have a kind of mechanism to prevent the
further usage of unviable solution.

Each agent also must have a queue (Q) for the incoming messages and a queue
(S) for the viable solution. Besides, we assume every agent know the constraints for the
MCTs: launching time spans, data transfer interconnections, etc.

Generalized method based on a simulated annealing for one agent is represented
below:

1. Set the initial parameters: temperature, quenching ratio, etc.
2. Generate solution R in a random manner.
3. If Q contains any solutions, go to the 4.
4. Beginning of the cycle

4:1. If Q contains any solutions, go to the 5:
4:2. Generation of new solutions: R.
4:3. Calculate the value of F.
4:4. Check the admissibility of F
4:5. If the current solution is acceptable, go to 5.
4:6. Temperature correction. Go to step 4.
5. Broadcast the solution reached.

5:1. Range the solutions in the Q.
5:2. Verify the best solution. If the verification is successful, go to 6.
5:3. If the solution is unviable, delete it from Q. Go to 5.2.
6. Broadcast the verified solution.
7. Choose the most frequent viable solution from S for the execution.
8. End.

The cooperative method described above allows every agent to have all solutions in
Q after at least one agent found a solution. Verification process contains the check of
constraints for the MCTs. The S queue contains solutions estimated as “viable”. We
assume that if solution S1 was accepted by N1 agents, and solution S2 was accepted by
N2 agents, S1 is “viable” if N1/N2 = 2 [12].
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5 Simulation Results and Brief Discussion

Taking into consideration the shortage of time, the first simulation study is in the field
of solution obtaining speed. For this study SA with Boltzmann generation rule and
quenching ratios 0.9; 0.8; 0.7 was used (Fig. 3).

The results of pilot simulation allow to affirm that some local minimas can be
reached fast enough (10–20 iterations). It makes SA a perspective search method even
in the time shortage circumstances (2 eliminated non-critical tasks as a result).

Next simulation is made for the different number of calculating agents (5;10) with
the initial number of MCTs = 50 (Fig. 4).

Fig. 3. SA with “quenching” temperature scheme convergence speed

Fig. 4. The number of eliminated MCTs within 5 and 10CUs cooperative problem solving
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It is seen, that with the increasing of agents number the quality and the speed of the
solution obtaining becomes better. The best result for the 5 agents is 5 eliminated
non-critical tasks, while the best result for the 10 agents is 3 lost tasks.

6 Conclusions

Fault-tolerance is one of the important aspects for the autonomous robots. An enor-
mous field of tasks is performed without man’s assistance, so the robots should be
reliable, viable and fault-tolerant.

In the scope of this paper the decentralized robotic control system recovery is
considered. A reconfiguration problem is formalized, and a method for the cooperative
problem solving is proposed. A method represented bases on the parallel multistart SA
and provides some degree of robustness in the circumstances of incorrect agent
behavior. It must be noted, that SA with “quenching” temperature scheme can be “fast”
enough to find local minimas. Also, a group of searching agents improve solution
quality significantly. For example, if one agent can find a local minima of unaccepted
quality, another one, with different initial computational point, can find the acceptable
solution. It must be noted, that the redundancy must be sufficient.

The future work is proposed to be directed to the field of robust distributed algo-
rithms and one’s modelling and efficiency estimation.

Acknowledgements. The reported studywas funded by SSCRASproject 0256-2014-0008within
the task 007-01114-16 PR and by RFBR projects 14-08-00776-a and 15-37-20821-mol-a-ved.
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Abstract. This paper presents an analysis of datasets of images of
human faces with annotated facial keypoints, which are important in
human-machine interaction, and their comparison. Datasets are divided
according to external conditions of the subject into two groups: datasets
in laboratory conditions and in the wild data. Moreover, a quick review
of the state-of-the-art methods for keypoints detection is provided. Exist-
ing methods are categorized into the following three groups according to
the approach to the solution of the problem: top-down, bottom-up and
their combination.

Keywords: Facial keypoint · Keypoints detection · Facial landmark
localization · Dataset · Computer vision

1 Introduction

The purpose of facial keypoints detection (FKD) is to detect keypoints, also known
as feature points or fiducial points, on a human face, see Fig. 1. This task is very
complex and demanding due to various external conditions, for example, illumi-
nation, pose or occlusion, or internal conditions, for example, face expression or
aging.

Despite all these problems, FKD is a very popular task with high relevance in
computer vision with applications in robotics mainly for human-machine interac-
tion. Existing methods can be categorized into three groups. Methods in the first
group use a top-down approach to solve FKD problem. The top-down approach
is essentially every approach, that starts with the big picture of the problem and
breaks it down into smaller segments. In the second group, there are methods,
that use a bottom-up approach. In this approach the problem is first speci-
fied in the detail. These details are then linked together to form bigger subsys-
tems, which are also linked together until a complete top-level system is formed.
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The third approach is a combination of the previous approaches. We provide
more information about these methods in Sect. 2.

To create the vast majority of these methods it was required to have data
for training and testing. A wide range of datasets (also known as databases)
was created for this task around the world. Facial keypoint detection datasets
can be divided into two groups according to external conditions of the subject.
In the first group of datasets the subject is captured in laboratory conditions,
i.e. usually with constant illumination, with a known pose, and without any
occlusion. In the second group, there are datasets with images captured in the
wild (i.e. with variable external conditions). Detailed information about these
datasets can be found in Sect. 3. Some of these datasets, especially in the wild
datasets, are used for benchmark testings of new algorithms.

Fig. 1. Facial keypoints (white dots), picture from MUCT database [1].

2 State-of-the-Art Methods

There is a lot of existing algorithms to solve FKD problem nowadays and we
provide a quick review of them in this section. The FKD usually starts from
a bounding box around detected face returned from a face detector (for exam-
ple Viola-Jones detector [2]), but some existing algorithms merge these tasks
(face detection and FKD) into one. Following steps are different from method
to method, however, we can find some common elements and according to these
elements we can divide existing methods into some groups. There are many pos-
sible divisions of existing methods, we chose to divide them into the following
three groups according to the approach to the solution of the problems: top-down
approach, bottom-up approach, and their combination.

2.1 Top-Down Approach

The top-down approach starts from the big picture and proceeds down to the
smaller segments. The strength of this approach lies in creating highly adapted
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algorithm for the given problem. A typical example of a method falling into this
category is Active Appearance Model (AAM) [3], for example Antakos et al. [4]
based their novel generative deformable model on AAM and pictorial structures.
Yu et al. [5] successfully employed two-stage cascade deformable shape model to
effectively localize facial landmarks from a single camera. In the same year the
Robust Cascade Pose Regression method [6] was proposed. In 2014 Asthana et al.
proposed Chehra tracker [7] with very good results. The tracker uses a discrim-
inative model that is trained as a cascade of regressors. Moreover, the authors
have developed an efficient strategy to update the model. Tzimiropoulos [8]
proposed a similar approach, however, he used regression to learn a sequence
of average Jacobian and Hessian matrices from the data and from the descent
direction. He uses this regression to fit the facial deformable model.

2.2 Bottom-Up Approach

The bottom-up approaches are based on obtaining information directly from
images of human faces. FKD then uses RGB or grayscale values of individual
pixels or larger regions to determine the exact position of the landmarks. Typical
representatives of the bottom-up approach are methods based on deep neural
networks (DNN) [9,10]. The whole image serves as an input to the network. This
approach is more general but at the cost of complexity and computing power.
Other bottom-up methods use regressors to detect feature points [11,12].

2.3 Combination

Because of the specific strengths of top-down and bottom-up approaches some
form of combination is desired to obtain methods utilizing the strengths of both.
Segmentation-aware Part Model uses graph cut as an extension to general part
model to identify occluders [13]. In [14] regression of local binary features was
used in combination with ensemble trees.

3 Datasets

In this section, we provide an analysis of the selected datasets. Due to the restric-
tions of the article range and due to the amount of different datasets, we could not
include them all, but we selected the most important ones and those which sig-
nificantly differs from other datasets. We provide comparisons between datasets
in Table 1 and example images (see Fig. 2) at the end of this section.

3.1 LFPW

Labeled Face Parts in the Wild (LFPW) [15] dataset is one of the most popular
datasets for keypoints detection benchmarks. The goal of the dataset’s creators
was to create a set with more challenging conditions (especially pose) than BioID
dataset [16].
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Table 1. Comparison of datasets from Sect. 3.

Dataset Number of Number of Conditions Resolution
images keypoints

LFPW [15] 1432 35 Variable Variable

MUCT [1] 3755 76 Laboratory 640× 480

HELEN [17] 2330 194 Variable Variable

AFW [18] 205 6 Variable Variable

AFLW [19] 25993 21 Variable Variable

COFW [20] 1852 29 Variable Variable

300-W [21] 4102 68 Variable Variable

Multi-PIE [23] 75000 39–68 Laboratory 3072× 2048

XM2VTSDB [24] 2360 68 Laboratory 720× 576

Fig. 2. Exemplary pictures from different datasets. Starting from top left corner row-
by-row it is LFPW [15], MUCT [1], COFW [20], HELEN [17], AFLW [19].

Release 1 of LFPW originally contained 1432 images divided into 1132 train-
ing images and 300 test images. The dataset is designed to test facial points
detection algorithms in unconstrained conditions. The main advantage of this
set is a large variation of faces in different illuminations, poses, and expressions.
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However, it shares only a list of image URLs due to copyright issues. That means,
that some links are no longer valid. Images were downloaded from the web and
were analyzed by an off-the-shelf face detection system. Each of 35 fiducial points
was labeled manually by Amazon Mechanical Turk workers.

3.2 MUCT

MUCT database [1] was created to provide more diversity of illumination, age,
and ethnicity than landmarked 2D face databases at the time.

The database consists of 3755 RGB images captured in laboratory conditions
with 640× 480 resolution. There are 276 persons of different ages, ethnicities, and
both sexes included in the database. Each person was captured from five cameras
simultaneously (each camera captured the subject from different angle). More-
over, each subject was captured in two or three lighting conditions (ten different
lighting setups were used in total). There were 76 keypoints manually annotated
on each image. If the keypoint was occluded, it was assigned to coordinates [0,0]
(top left corner of the image). Persons have a natural expression in the images.

3.3 HELEN

Vuong et al. [17] effort was to create a dataset with high resolution images with
broad range of appearance variation, including pose, illumination, expression,
and occlusion. The dataset consists of images from Flickr search. A face detector
was run on these images to filter out the ones with a small face area (smaller
than 500 pixels in width), then the remaining images were filtered further by
hand.

The dataset consists of 2330 high resolution images in variable conditions and
with variable resolutions divided into a training (2000 images) and a testing set
(330 images). The images were manually annotated using Amazon Mechanical
Turk. Each of them contains 194 keypoints on 7 contours.

3.4 AFW

Annotated Faces in the Wild (AFW) dataset [18] contains 205 images with 468
faces with a large variation in appearance (pose, age, ethnicity) and external
conditions. Each face is labeled with 6 keypoints (tip of the nose, center of the
eyes, corners of the mouth, and the center of the mouth), a bounding box and
a discretized viewpoint. The main difference between this dataset and the other
“in the wild” sets is in its annotation of multiple non-frontal faces in a single
image.

3.5 AFLW

The main motivation to create Annotated Facial Landmarks in the Wild (AFLW)
database [19] was the need for a large-scale, multi-view, real-world face database
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with annotated facial features. Images were gathered on Flickr and then manu-
ally searched for images containing faces.

The database consists of 25993 faces (59 % females and 41 % males) with 21
manually annotated facial keypoints (no annotation is present if a facial keypoint
is not visible). Most of the images are colored. The main advantage of this dataset
is its big variation in pose, external conditions, ethnicity and age of the subjects.
Moreover, the database also provides face rectangles and ellipses.

3.6 COFW

Caltech Occluded Faces in the Wild [20] contains 1007 face images in real-world
conditions. Images show different levels of occlusion and they are annotated
by hand with 29 keypoints. Both occluded and unoccluded feature points are
annotated. Average occlusion is 23 %. Dataset is divided into grayscale and color
images.

3.7 300-W

This dataset [21] has been created for the 300 Faces-In-The-Wild Challenge 2013.
It contains images from LFPW, HELEN, AFW, XM2VTS [22], FRGC ver.2
and IBUG. All images have been re-annotated with unified 68 and 51 keypoints.
Images from IBUG dataset contain 135 posses and expressions. Testing data are
composed from newly collected 300 outdoor and 300 indoor images.

3.8 Multi-PIE

Multi-PIE [23] is a large dataset created at Carnegie Mellon University in 2010.
It contains 337 different subjects, captured from 15 view points with 19 different
illuminations. The total number of images is more than 750.000 but only 6152
of them are annotated with AAM-based style labels. The labels have between 39
and 68 keypoints depending on the pose. All points were annotated manually.
Images are stored as JPG (high-res) or PNG. The dataset can be ordered on
a dedicated USB-attached hard drive with world-wide delivery.

3.9 XM2VTSDB

XM2VTSDB [24] contains 2360 images of 295 subjects annotated by hand with
68 keypoints. Images are in color with a uniform resolution 720× 576. Video
sequences and corresponding audio recordings are part of the dataset. There
are other datasets containing both audio and video used for audiovisual speech
recognition (for example UWB-05-HSCAVC [25] or REPERE [26])
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4 Conclusion and Future Work

The task of facial keypoints detection is a challenging problem in the field of
computer vision that is receiving big attention over the last years. The facial
keypoints detection datasets are an integral part of this problem. There are
many different datasets available, which can be used in the effort of creating
a robust algorithm that can reliably handle broad ranges of lighting conditions,
poses, occlusions, expressions or even aging. We provided a brief analysis of these
datasets and their comparison. We also provided a short summary of the state-
of-the-art facial feature keypoints detection methods. It is hard to orientate in
such a fast developing field as facial keypoints detection and it is necessary to
spend enormous amount of time to gather all of the information needed before
the actual research work. We hope this article will help others with that and
simplify their work.

We would like to focus our future research on developing a robust facial
keypoints detection method based on deep neural networks. We will utilize some
of the datasets as training and testing data. Moreover, we are planning to use
the results from the detection for face recognition and lip tracking.
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26. Giraudel, A., Carré, M., Mapelli, V., Kahn, J., Galibert, O., Quintard, L.: The
REPERE corpus : a multimodal corpus for person recognition. In: Proceedings of
the Eight International Conference on Language Resources and Evaluation (LREC
2012) (2012)



Attention Training Game with Aldebaran Robotics
NAO and Brain-Computer Interface

Stepan Gomilko, Alina Zimina, and Evgeny Shandarov(✉)

Laboratory of Robotics and Artificial Intelligence,
Tomsk State University of Control Systems and Radioelectronics (TUSUR),

Tomsk, Russian Federation
evgenyshandarov@gmail.com

Abstract. This paper describes design, creation and preliminary testing of hard‐
ware and software for BCI (Brain-Computer interface)-based humanoid robot
control. The system, the concept of which is presented in the article, is assumed
to use for training ADHD patient’s attention.
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1 Introduction

Last years the very promising approaches in human-computer interaction (HCI) were
investigated: speech recognition, movements, postures and gestures [1]. One of the new
methods of HCI is brain-computer interface (BCI).

In recent years, BCI devices have become commercially available. Therefore, many
new opportunities have become available to developers and researchers to create funda‐
mentally new applications based on such devices.

One of such applications could be a hardware and software system that offers atten‐
tion training programs for children with Attention Deficit Hyperactivity Disorder
(ADHD). The prevalence of this psychological disorder makes it necessary to develop
effective methods of therapy. One of the challenges researchers face is how to make a
child genuinely interested in an object.

The main feature of this solution is its combination of the BCI and the humanoid
robot NAO. The process of attention training is game-based.

2 Background

2.1 Attention Deficit Hyperactivity Disorder

ADHD encompasses a wide range of symptoms, but is most often associated with inat‐
tention and hyperactivity that interfere with one’s ability to do everyday tasks. ADHD
often leads to decreased performance in school during childhood, and difficulties
working in adulthood.
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According to the statistics, approximately 4 to 18 % of Russian children have ADHD,
in the US this figure is 4–20 %, 1–3 % in the UK, 3–10 % in Italy, 1–13 % in China,
7–10 % in Australia. Boys are diagnosed with ADHD, approximately nine times more
often than girls. It’s important that ADHD symptoms are found not only in children, but
also in adults. For example, 3–5 % of adults suffer from ADHD in the US. In 30–70 %
of cases the ADHD symptoms remain for the whole life [2].

From the neurological point of view ADHD is a stable and chronic syndrome with
no established treatment. However, most experts consider that the most effective
approach is the combination of several methods that should be selected individually for
each case. The methods of behavior modification, psychotherapy, educational and
neuropsychological correction are used [3]. One of the methods of non-drug treatment
for ADHD is a therapy based on the biofeedback (BFB). Biofeedback technique has
been used to treat ADHD for over 30 years. Active participation of a child in treatment
is one of the advantages of this method [4]. In the therapeutic phase a patient is taught
the technique of brain activity self-correction using adaptive feedback where visualized
EEG characteristics are the controlled parameter [5].

In 2012 Lim et al. showed that the 8-week training children through games using
BCI led to a significant improvement in inattentive symptoms and hyperactive-impul‐
sive symptoms. We decided to test whether this experiment efficiently if we add to the
gameplay something bright, eye-catching. This element became a humanoid robot that
looks like a child.

2.2 Global Software Engineering

From October 2013 and January 2014 Ritsumeikan University and Tomsk State Univer‐
sity of Control Systems and Radioelectronics (TUSUR) held a collaborative Japanese-
Russian university course in Global Software Engineering (GSE). Lectures were deliv‐
ered by Victor Kryssanov (Ritsumeikan University), Tomasz Rutkowski (University of
Tsukuba) and Evgeny Shandarov (TUSUR) via teleconference. The goal of the practical
part of the course was to organize a group of students with different majors to execute
the final project. Some of the students were located in Tomsk (Russia), and others were
in Kyoto (Japan), so all discussions and collaboration within projects took place in social
networks. During this course, students have been developing scenarios of human-robot
interaction by BCI Emotiv EPOC. The robot used was Aldebaran Robotics NAO and it
was located in Tomsk, meanwhile Emotiv EPOC was located in Kyoto.

As a result of its work, one of the groups has developed a scenario for treatment of
ADHD in children. Our group: Titinunt Kitrungrotsakul, Dang Tuan Linh, Boonsita
Roengsamut, Peeraphan Puttawetmongkol, Zhu Shuaizhen, Egor Sidorov, Gomilko
Stepan, Dashkevich Mikhail.

2.3 Emotiv EPOC

Emotiv EPOC is a device that implements the BCI functions. It is a helmet with elec‐
trodes which read electroencephalography (EEG) of the user’s mental activity. Emotiv
EPOC has 14 sensors plus 2 references offer optimal positioning for accurate spatial
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resolution, gyroscope, Wi-Fi module and USB interface. Signals were analyzed by the
BCI 2000. The P300 speller included in BCI 2000 is a BCI application with which it is
possible to input a letter of the alphabet using human thought. P300ClassifierGUI is used
for the analysis of collecting data together with P300 Speller [6].

This technology can be used for disabled patients, such as controlling an electric
wheelchair, mind-keyboard, or playing a hands-free game. BCI based attention training
game can be a potential new treatment for ADHD [7]. It has lower price than analogue
and it has shorter preparation time to use [8]. However, before using the BCI individual
calibration has to be carried out. It is important to ensure that the calibration is as quick
as possible, because people with ADHD have wave P300 amplitude mostly lower than
healthy persons, or extremely elevated. The amplitude of wave P300 correlates with
lack of attention [9]. It should be noted that the signal pickup and command recognition
requires 300 ms [6].

2.4 Aldebaran Robotics NAO

To hold the child’s attention, we should involve him in gameplay and arouse his interest.
For example, we can use a bright moving toy attracting attention. Motions should not
repeat in the script.

The Aldebaran Robotics Nao was used for experiment. The Nao is a research plat‐
form used by more than 550 prestigious universities and research labs around the world.
It is a small humanoid robot, measuring 58 cm in height, weighing 4.3 kg and having
25 degrees of freedom. It has a range of sensors and actuators: 2 loudspeakers, 4 micro‐
phones, 2 cameras, a gyroscope, an accelerometer, and range sensors (2 IR and 2 sonars).
The robot has an embedded computational core and connects externally via Wi-Fi or
Ethernet. The Nao has a generally friendly and non-threatening appearance, which is
therefore particularly well suited for child-robot interaction [10].

3 Robot-Human Interaction Scenario and Experiment

Based on the review, the following robot-human interaction scenario was proposed. The
BCI Emotive EPOC is used by child. The robot explains the rules of the game to the
child by voice. The robot voice synthesized by ALTextToSpeech module of NAOqi
framework. Then the robot demonstrates a sequence of four activities (e.g. go forward,
backward, left, right) to the child. After that the robot asks the child to “repeat” the
sequence of ‘thinking’ commands to the robot. Commands are formed by BCI. The robot
executes these commands one by one and if the command is correct, the robot waits for
the next command, and if not, it asks to try again. In the end, the robot congratulates a
child and offers to play again.

The main goal of the proposed game is to train child to hold attention. Cycle of the
game will completed successfully when the initial sequence of activities will fully
performed by robot.

The diagram of the system is shown in Fig. 1. The BCI part of the work was carried
out by students in Kyoto. The robot executing the commands was in Tomsk.
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Communication between components of the system was conducted over HTTP on the
public Internet networks. Client and server components communicate via a developed
protocol. Protocol commands were transmitted to the server using the GET method in
the format http://<server address>/set_command.php?<Command>. Command set
included F (NAO moves forward), B (NAO moves back), R (NAO moves right), L
(NAO moves left).

Fig. 1. Diagram of the system

The robot polls the server every two seconds for the command. The user interface
is shown in Fig. 1 in P300 Speller section.

As we mentioned above, all work related to BCI carried out by our colleagues in
Kyoto. Group in Tomsk has developed server software and robot software (Fig. 1).
Choregraphe tool from Aldebaran Robotics was used to develope robot software and
motions. This is a visual development environment that allows you to program robot
and to create natural motions for NAO. We had used Python to develop some of parts
of code. PHP was used to develop server software.

Preliminary testing of the system we carried out by hand forming commands.
Collaborative experiment was in January 2014. Microsoft Skype was used to ensure
visual contact research groups.

At the time of the experiment, the team has created five sequences of motions for
the robot. Experiments were carried out for two hours. During this time, four complete
cycles of the game have been successfully run. The main flaw of the system was a
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significant time interval between the beginning of the command formation and its
execution by NAO, which was about 15–20 s. The main reasons for this were long delay
in reading, analyzing and sending commands to the BCI (15–20 s) and delay in polling
of the server by robot (2 s).

4 Conclusions

As a result of this work the team has proposed the system concept for training attention,
implemented a prototype game and performed tests of the system via the public Internet
networks. The main problem was the long delay between commands. Given the success
of the experiments of Lim and others [7], this scenario may be used in further experi‐
ments with people suffering from ADHD. In the next work stage the therapeutic effec‐
tiveness of the prototype will be investigated.
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Abstract. In this paper, we propose a conceptual model of a cyberphysical
environment based on a new approach to distribution of sensor, network,
computing, information-control and service tasks between mobile robots,
embedded devices, mobile client devices, stationary service equipment, and
cloud computing and information resources. The task of structural-parametric
synthesis of the corresponding cyberphysical system is formalized. Methods of
integer-valued programming are used for the task solution.
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1 Introduction

Problems of two scientific paradigms, such as robotics and an ambient intelligent space,
until recently were solved independently of each other. As a result, it was impossible to
equip the robot with a multimodal user interface with the functions of a speech dia-
logue because many complex pattern recognition tasks could not be solved by limited
computing and information resources of mobile robotic systems. Nowadays, with the
development of cyberphysical systems and cloud robotics, as well as with the use of the
so-called ecological approach, where a mobile robot only performs specialized func-
tions that cannot be solved by stationary surrounding devices, the methods of
human-robot communication and collaboration are changing dramatically.

Necessity to develop robotic companions capable of speech and multimodal
communication with user is announced by developed countries, where the problem of
aging and increasing number of incapable persons is very acute. Research activities of
multimodal interfaces which offer natural communication between human and
computer-based system were being held since end of 20th century. However, questions
of single-modal analysis (speech, mimic or gesture, etc.) were being discussed since the
middle of the 20th century. Development of the cloud technology and cyberphysical
systems led to a breakthrough in the multimodal interfaces field. Application of dis-
tributed computing resources for collection, segmentation and analysis of large
amounts of data from various modalities, which are used in conversations allows to
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recognize audiovisual patterns. It can solve the problem of designing personalized
multimodal interfaces, which sense the environment similarly to the user during the
interaction.

An important point in the organization of functioning of such intelligent cybernetic
spaces is the synthesis of the system for distributing tasks of ensuring multimodal
interaction of users with mobile robots and with other service devices of cyberphysical
systems (CPS).

2 Related Works

In [1], the authors raise the problem of the predictability of CPSs. In queuing systems
that operate in real time, the accuracy and period of forecast become critical. In most
cases, execution time of tasks and resources for solving these tasks are predicted using
the measures of minimum/maximum tasks execution time [2].

The paper [3] is dedicated to the development of a crowd-sensor platform that
employs user mobile devices to assess the social dynamics and delivery of personalized
services. The new cloud service SAaaS (Sensing and Actuation as a Service) that
performs for the user perception tasks and activities through mobile client devices and
cloud resources is proposed in [4]. The problems solved by crowd-sensor mobile
systems are presented in more detail in [5].

An overview of the basic principles, models and applications used in
cyber-physical systems is presented in [6]. A future cyber-physical system, according
to [7], must satisfy three basic principles of stability, security and consistency.
Achieving these objectives is associated with the problems of concurrency and relia-
bility of the operation of physical sensors, activators, and computer systems.

In [8], the authors discuss the possibility of using mobile robots to create a cascade
communication network in remote areas or search and rescue regions where there is no
cellular communications. With the use of the genetic algorithm and the method of
partial swarm optimization, the calculation of coordinates of the position of individual
robots and their peer-to-peer communications is conducted taking into account the
location of obstacles.

An analysis of the existing approaches and technical solutions WiFI, ZigBee, RFID
for passive determination of users in office premises with an extensive radiocommu-
nications network infrastructure is presented in [9]. A distinctive feature of the pro-
posed approach is the analysis of the change in the power of signals transmitted
between wireless posts that occurs because of the presence of users on the signal
propagation path. During this analysis no client devices are used. An evaluation of the
system sensitivity to external factors and a comparison with other research systems
were carried out in [10, 11]. In a similar study [12], the localization accuracy of up to
7 cm of five people moving in the room was experimentally obtained. An analysis of
the existing wireless communication standards used in cyber-physical systems is pre-
sented in [13].

Despite the availability of the results of solving particular problems of
cyber-physical systems management, currently there are no solutions to the problem of
synthesis of such systems for specific applications and, as a consequence, to the
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important task of ensuring interaction between system elements. Conceptual modeling
is an important step towards achieving these objectives.

3 Conceptual Model of Cyberphysical Intelligent
Environment

Hereinafter, we will assume that a cyberphysical system has to solve a dual task:
First, it is creating in specified areas a physical space of such conditions (“infor-

mation fields”), when each element (node) of CPS, located in these areas, can deter-
mine its location, share information with other elements, identify and assess the state of
the environment (user).

Second, it is creating and maintaining such CPS structure that will ensure inter-
action (direct or energetic) with the user within a predetermined (or minimal) period of
time; in the process of this interaction a target task facing the system will be executed.

It should be noted that the task of creating the above-mentioned conditions may be
imposed both on the entire space (globally) and on any its part (locally); either on the
entire predetermined time interval (continuously), or any discrete time instants and
intervals (discretely). A set of numerical parameters that characterize certain conditions
(information fields) may be additionally specified.

We consider mobile robotic, client, embedded, stationary and cloud components as
the CPS elements (Fig. 1). Their main subsystems can be associated with four pro-
cesses (types of functioning): interaction; functioning of target and service technical
means; movement; consumption and (or) replenishment of resources.

It follows from the above that for each type of the CPS element we should for-
mulate the aim of its functioning related to the processes of interaction with the user
and other elements (nodes) and determine an appropriate sequence of actions to reach
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Fig. 1. A conceptual model of a cyberphysical space
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the goal. An analysis shows that, in this case, it is convenient to conceptually describe
the specified activity of CPS elements using the notion of “operation”, by which we
mean the action or system of actions having a common goal [14].

As is clear from Fig. 1, the purpose of functioning of the CPS element is realized
when the element performs operations related to the information, material and energy
exchange with the environment, the user, and other elements of the space. Thus, the
exchange operation is a major, backbone factor, combining (integrating) various
activities (movement, performance of technical means, resource consumption, etc.).
Cyber-physical interaction is carried out at five main levels: sensor, network, com-
putational, data management, service.

4 Task Distribution Between Elements of Cyberphysical
Intelligent Environment

To formalize the interrelations between different variants of arranging the elements (or
a plurality of such elements) of the system, alterative-graph formalization is used [15],
in which the above-mentioned variants are given as peaks of an alternate graph, and the
arcs reflect the nature of the interrelations between them (Fig. 1).

Let GJ be a graph defining the variants of the composition and the interrelation of
possible CPS nodes; G�

J 2 GJ is a subgraph that specifies one of the possible variants of
the implementation of CPS nodes and interrelations between them. The vertices of the
graph GJ are identified with variants of arranging the information processing nodes,
possible locations of nodes, complexes of technical means, etc. The arcs of the graph
reflect the interrelations between the nodes; GI is a graph of the interrelations of per-
forming alternative system management functions; G�

I 2 GI is a subgraph that defines
one of the possible variants of implementation of system functions. The vertices of the
graph GI are identified with information processing procedures, management tasks and
their stages, and so on depending on the problem. The arcs of the graph reflect levels of
cyber-physical interaction. < is a procedure of mapping the graph GI upon GJ , which
determines the distribution of functions, performed by the system, over its nodes.
ng g ¼ 1; g0
� �

is the quality characteristics of the creation and functioning of CPS.
Then the static problem of CPS structure synthesis can be represented as follows:

extr<0 G�
I 2 GI

� �<� G�
J 2 GJ

� �� �
;

<g G�
I 2 GI

� �<� G�
J 2 GJ

� �� �
; g ¼ 1; g0; <� 2 <: ð1Þ

In the allocation of tasks between the CPS nodes, two types of < mappings are
possible: (1) each task (stage) is executed only in one of the several possible system
nodes; (2) tasks (stages) are executed in multiple system nodes.

Suppose we are given a plurality of tasks i ¼ 1; I
� �

(stages m ¼ 1;mi) of inter-
action (sensor, network, computational, data management, service) and variants of their
arrangement k ¼ 1;K

� �
, a plurality of system nodes j ¼ 1; J

� �
and variants of their

arrangement p ¼ 1;Pj
� �

.
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The task of CPS structure synthesis, in this case, can be stated as follows:

F0 xik; ximn; ximj; xjp
� � ! opt; ð2Þ

where F0 are optimized quality indicators, e.g. a mean dwell time of tasks in the
system; The expressions (3) and (4) determine the restriction on operating costs and on
nodes loading respectively:

X
i;m;n;j

Bimnj i0m0n0j0ximnjxi0m0n0j0 �B ð3Þ

X
i;k;m;n

Rc
ikmntxikmnj �Rc

jpt � Pc
jpt; j ¼ 1; J; c ¼ 1; c0; ð4Þ

where Bimnj i0m0n0j0 ¼ aimnj if imnj ¼ i0m0n0j0; Bimnj i0m0n0j0 ¼ bimni0m0n0cjlj0l0 , if imnj 6¼ i0m0n0j0;
aimnj are costs of performing the m-th stage of the i-th task in the j-th node; bimni0m0n0 is
the average flow of information between the mn-stage of the i-th task and m′n′-stage of
the i′-th task in the process of system functioning; cji0j0i0 - costs of transmitting a unit of
information from the node j to the node j` (the nodes are equipped with technical means
of the l-th and l′-type, respectively); Rc

ikmnt is the amount of resources of the c-th type
for time t needed to perform the m-th stage of the i-th task; Pc

jpt are resources needed to
carry out operational tasks.

xik ¼ 1; if the i-th task is solved using the k-th method;
0 - if not,

�

is a variant of solving the task;

ximn ¼ 1; if the m-th stage of the i-th task is performed using the n-th method;
0 - if not,

�

is a variant of performing the stage;

ximj ¼ 1; if the m-th stage of the i-th task is performed in the j-th node;
0 - if not,

�

is a scope of the task;

xjp ¼ 1; if the j-th element is realized using the p-th method;
0-if not,

�

is a variant of node implementation;

ximnj ¼ 1; if the m-th stage of the i-th task is performed in the n-th variant in the j-th node;
0 - if not

�
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is a variant of task solving, the stage and the node in which the stage is performed;

xikmnj ¼
1; if the n-th variant of the m-th stage of the i-th task,

solved using the k-th method, is performed in the j-th node;
0 - if not,

8<
:

is a variant and a method of task solving, a variant of the stage and the node in which
the stage is performed.

The presented formalization of the synthesis of the CPS structure (1) makes it
possible to solve the problem of tasks distribution between the elements (nodes) of CPS
using the methods of integer programming.

5 Conclusion

Solving the problem of synthesis of the optimal CPS structure is complicated taking
into account the dynamics of user behavior, system elements and technical means. This
is because the optimal rules for nodes functioning and the corresponding quality
characteristics may be determined only after the list of problems solved by a given node
as well as their optimal service procedure become known. In its turn, the distribution of
tasks over the nodes depends on the characteristics of their maintenance in nodes.

Further research is expected to generate a list of tasks of multimodal service of
users of cyberphysical intelligent environment [16–18]. For the implementation of the
corresponding cyberphysical system, the minimum set of technical means is supposed
to be used: 5 video cameras; 3 microphone arrays; 3 mobile client devices with dif-
ferent operating systems; 2 mobile robots; network equipment; activation executive
devices; a server to support resource-intensive computations of audiovisual signal
processing and the analysis of the external information resources required to obtain
additional data on users. This technical means and technological platform of audio-
visual signal processing were used for creation of an intelligent meeting room. Now
they are being extended by using mobile robots and client devices to model collabo-
rative work of distributed means and mobile robots for the user behavior analysis and
provision of required services [19, 20].
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Abstract. The article considers the problem of distributed control for a group
of heterogeneous vehicles. A survey of tasks and group control methods is
given. A problem is posed to synthesize a local control algorithm ensuring
motion if a heterogeneous group in a 2D environment with nonstationary
obstacles. The algorithm is used to calculate the required speed and robot’s
heading. A principle is used that allows us to treat all the neighboring objects as
repellers. Unlike the known methods, in the proposed approach the repelling
forces are formed at the outputs of dynamic units allowing us to perform syn-
thesis in the state space instead of a geometric space. Motion steady state modes
analysis of the planned paths is performed and their stability is considered. The
presented results allows to improve the operation of the robot safety among
human environment.

Keywords: Heterogeneous groups � Group control � Vehicle � Decentralized
control

1 Introduction

A group of robots usually joins robots supplementing each other’s functionality [1]. So
the potential of a group of robots is higher than that of an individual robot of any type.
In group control problem, the groups often consist of intelligent robots, that are built
using intelligent methods such as fuzzy logic, artificial neural networks and expert
systems [2]. Intelligent control methods require performing mathematical and logical
operations. So implementation of intellectual control methods requires high capabilities
of the computing system.

In a number of cases task solution doesn’t require action of the whole group of
robots. In this case a subgroup of robots is organized that is called a “cluster” and is
oriented on solution of a specific task [3].

Robot’s group can implement the methods of centralized, decentralized or hybrid
control strategy described in [4, 5] and other numerous articles. In centralized control
methods the group of robots has a “robot-leader” Basing on information coming from
the group member robots and on the information about the tasks set for the group by a
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higher level control system, control system solves the tasks of cluster formation and
distributes the tasks among them. A more promising approach is the decentralized
control strategy that leads to distributed group control systems. In this case the group
control system is implemented by informational junction of computing systems of
several robots or all the robots in the group [4, 5].

Currently, the main issue is the safe operation of the robot in the human envi-
ronment. In this context, this article deals with the problem of constructing a control
system that ensures safe operation in an environment with obstacles.

For the first time the idea of using repelling and attracting sets in vehicles control
was introduced in the works of Platonov in 1970 [6], where the potentials method was
presented as a solution of the path finding problem. In the world literature the main
references are made to the works of Brooks and Khatib [7, 8] published in 1985 and
1986. Another mobile robot control work using the force fields ideas was performed by
Hitachi company in 1984 [9]. Nowadays the potential field method is widely spread.
The work [10] presents the idea of transforming point obstacles into repellers using
Lyapunov instability theorem. In [11] this approach is extended for 3D space and in
[12] the control task is considered for environments where obstacles can take various
configurations.

Nowadays potential field method is used widely. In [13] artificial potential field are
applied for autonomous space mobile robots. Time-variant artificial potential fields are
proposed. In [14] an enhanced potential field method that integrates Levenberg-
Marquardt algorithm and k-trajectory algorithm into the basic potential field method is
proposed and simulated.

2 Problem Statement

Let’s consider vehicles with the following equations of kinematics (Fig. 1):

_y1i ¼ Vi cosui; _y2i ¼ Vi sinui; ð1Þ

where y1i; y2i; Vi – vehicle’s coordinates and speed; ui - heading angle; i ¼ 1; n.

Fig. 1. State variables and coordinates system
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Vehicle’s position is described by coordinates y1i; y2i in the coordinates system
Oy1y2. Speed Vi and heading ui are the controls.

3 Control Algorithm

Let y2i ¼ 0, and y1i 6¼ y1j; 8i 6¼ i; i; j ¼ 1; n. Let’s enumerate the vehicles so that their
index i ¼ 1; n increases with increasing coordinate y1i.

Assume that the group consists of heterogeneous vehicles that require different
distances among them. Let’s introduce linear functions that will be used as a foundation
for repellers. In Fig. 2, y1i – position of ith vehicle; y1i�1 – position of a vehicle or
obstacle next to the left; y1iþ 1 – position of a vehicle or obstacle next to the right.

Form the equations of line I, and II presented in Fig. 2 we get the equations for
additional dynamic variables forming the repellers in the state space of the vehicles’
group

_zi ¼ k1i þ k2ið Þy1i � k1iy1iþ 1 � k2iy1i�1 þ k1i � k2ið ÞL
L

; i ¼ 1; n: ð2Þ

It is necessary to find controls ui; Vi ensuring stabilization of additional variables zi
and motion of robots along the axis Oy2 with constant speeds. For solution of this task
we introduce quadratic functions of the following form

Vi ¼ 0:5z2i : ð3Þ

The derivative of the expression (3) accounting for the Eq. (2) is

Fig. 2. Formation of repellers with linear repelling forces for a heterogeneous group of vehicles
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_Vi ¼ zi _zi ¼ zi k1i þ k2ið Þy1i � k1iy1iþ 1 � k2iy1i�1 þ k1i � k2ið ÞLð Þ=L: ð4Þ

In order to ensure that the function (4) in negatively definite and guarantee constant
motion speed the following functional relations are to be satisfied

wi ¼
k1i þ k2ið Þy1i�k1iy1iþ 1�k2iy1i�1 þ k1i�k2ið ÞL

L þ aizi ¼ 0
_y21 � Vk ¼ 0; y2i � y2i�1 ¼ 0; i ¼ 2; n

� �
: ð5Þ

Let’s require the closed-loop loop system of the ith vehicle to satisfy the following
reference equations

_wi 1½ � þ T1iwi 1½ � ¼ 0; i ¼ 1; n

w1 2½ � ¼ 0; _wi 2½ � þ T2iwi 2½ � ¼ 0; i ¼ 2; n:
ð6Þ

From Eqs. (1), (5), (6) we get

uix
uiy

� �
¼

L
k1i þ k2i

k1i _y1iþ 1 þ k2i _y1i�1

L
� ai

k1i þ k2ið Þy1i � k1iy1iþ 1 � k2iy1i�1 þ k1i � k2ið ÞL
L

� �

� LT1i
k1i þ k2i

k1i þ k2ið Þy1i � k1iy1iþ 1 � k2iy1i�1 þ k1i � k2ið ÞL
L

þ aizi

� �

Vk; i ¼ 1

_y2i�1 � T2i y2i � y2i�1ð Þ; i ¼ 2; n

�

2
66666664

3
77777775
;

ð7Þ

Vi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2ix þ u2iy

q
; ui ¼ arctan uiy=uix

� 	
: ð8Þ

Accounting for (8) the equations of the closed-loop system have the following form

_y1i
_y2i
_zi

2
4

3
5 ¼

uix
uiy

k1i þ k2ið Þy1i�k1iy1iþ 1�k2iy1i�1 þ k1i�k2ið ÞL
L

2
4

3
5: ð9Þ

The closed-loop system (9) decomposes into two independent subsystems con-
sisting of the first and third; and the second equations. So let’s perform separate
analysis of these subsystems. At first let’s consider a subsystem consisting of the first
and the third equations of the system (9).

Expressions for the steady state for system (11) are:

y1i ¼ k1iy1iþ 1 þ k2iy1i�1 � k1i � k2ið ÞL
k1i þ k2i

; zi ¼ 0; i ¼ 1; n: ð10Þ

For ith robot the variables y1iþ 1; y1i�1 are external, i.e. the control systems of each
robot are autonomous. Besides, since system (10) is linear, zero equilibrium point is
analyzed. Thus stability analysis comes down to analysis of the following system:
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_y1i
_y2i
_zi

2
4

3
5 ¼

� ai þ T1ið Þy1i � LT1iaizi= k1i þ k2ið Þ
Vk; i ¼ 1
�T2iy2i; i ¼ 2; n

�

k1i þ k2ið Þy1i=L

2
664

3
775: ð11Þ

The stability conditions of the system (11) have the following form

ai [ 0; T1i [ 0; T2i [ 0: ð12Þ

Figure 3 presents the modeling results for the closed-loop system (11). The
parameters are ai ¼ 2; T1i ¼ 3; T2i ¼ 3. The number of robots is equal to 5. Without
any obstacles in the robot’s working area kji ¼ L; j ¼ 1; 2; i ¼ 1; 5. If an obstacle
emerges, the robots closest to it change the repulsion coefficient. In our example
k12 ¼ 1:3L; k23 ¼ 1:3L.

4 Analysis of Control Algorithm in an Environment
with Mobile Obstacles

For the sake of simplicity, analysis is performed for the case kji ¼ k. However, all the
reasoning can be applied to the case of a homogenous group of vehicles. Assume that
obstacles motion speeds are constant. At a certain moment of time t1 the obstacle gets
into the robot’s working area. At the moment t2 [ t1 the obstacle gets out of this area.
Let’s assign k ¼ L, ai ¼ k=L. The variables y1iþ 1; y1i�1 are considered to be external
for an ith robot and obstacles’ motion speeds are constant. From (11) we get the
following system
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Fig. 3. System modeling results for piecewise-constant repulsion coefficients
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_zi
_y1i

� �
¼ 0 2k=L

�0:5T1i �k=L� T1i

� �
zi
y1i

� �
þ A1tþA2

A3tþA4

� �
: ð13Þ

A1 ¼ 0:5 k=Lþ T1ið Þ Vi�1 þViþ 1ð Þ; A2 ¼ 0:5 Vi�1 þViþ 1ð Þþ 0:5 k=Lþ T1ið Þ V0
i�1 þV0

iþ 1

� 	
;

A3 ¼ �k Vi�1 þViþ 1ð Þ=L; A4 ¼ �k V0
i�1 þV0

iþ 1

� 	
=L

_y1i�1 ¼ Vi�1; y1i�1 ¼ Vi�1tþV0
i�1; _y1iþ 1 ¼ Viþ 1; y1iþ 1 ¼ Viþ 1tþV0

iþ 1;

where Vi�1; V0
i�1; Viþ 1; V0

iþ 1 - measured constants.
Solving system (13) we get:

zi ¼ C1e
�k

Lt þC2e
�T1i t;

y1i ¼ �0:5C1e�
k
Lt � 0:5C2T1iLe�T1i t=kþ 0:5 Vi�1 þViþ 1ð Þtþ 0:5 V0

i�1 þV0
iþ 1

� 	
:

(
ð14Þ

The free component of the expression (14) approaches zero if the values of
k=L; T1i are positive. The forced component leads to the change of the robot’s position
by the following value

Dy1i ¼ 0:5 Vi�1 þViþ 1ð Þ t2 � t1ð Þ: ð15Þ

Let’s consider a situation presented in Fig. 4. Suppose that in steady state a group
of robots moves with a constant speed Vk directed along the axis Oy2. The transverse
speed components of the robots become equal to zero at the time the robot reaches the
fracture line of the left boundary. In the proposed approach a shift of the working area
boundary is interpreted by the control system as a mobile obstacle moving with a
constant speed. Let robots moving with a speed Vk pass through the segment BC during
the time t2 � t1ð Þ. Then from the triangle ABC we get:

VL ¼ Vkctgc: ð16Þ

Fig. 4. Motion of a robot in the area with variable boundaries
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Now let’s consider situation when a mobile obstacle emerges between ith and (i-1)th

robots during the time interval t2 � t1ð Þ. In this case the group of robots splits into 2
subgroups having obstacles at both sides. Let’s consider one the subgroups consisting,
e.g., out of robots numbered from 1st to i-1. In this case we can get the expression:

D�y1j ¼ i� jþ 1ð ÞVL þ jV1p

 �

Dt= iþ 1ð Þ; j ¼ 1; i� 1: ð17Þ

Figure 5 presents the modeling results for a group consisting of five robots. The
modeling conditions match the ones of the previous example. The left boundary of the
working area is described by the following equation:

yL ¼ 0; 8 y2 [ 100ð Þ & y2\50ð Þ
0:5t; 8 50� y2 � 100ð Þ

�
; j ¼ 1; i� 1;

5 Conclusion

The article proposes and analyzes an algorithm of distributed control of a group of
heterogeneous vehicles in obstructed environment. The algorithm is built using the
control principle that allows the control system to interpret all the neighboring objects
as repellers. We propose a method of repellers introduction forming the repelling forces
using a dynamic unit integrating distance to the neighboring obstacles. The performed
analysis and modeling results demonstrate effectiveness of the proposed methods for
obstructed environments. The proposed approach can also be applied for nonstationary
environments because the obstacles are formally treated as vehicles.
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The proposed algorithms can be used in path planning systems of different type of
vehicles [15, 16].
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Abstract. The current paper covers the solution of the problem of decentralized
control of a network-centric group of heterogeneous robots (robots of various
types), that have various functional capabilities, during collective execution of
complicated tasks received from consumers in a priori unknown moments of time.
Here, the complicated task is the task which requires performance of a certain set
of various interconnected operations for its execution. In the paper we describe
methods of multi-agent adaptive distribution of operation of complicated tasks
between the robots of the network-centric group according to their current condi‐
tion and functional specialization. The methods are based on interaction of
program agents which represent interests of the individual robots of the group
during distribution of operations of the incoming tasks.

Keywords: Network-centric group of robots · Heterogeneous robots ·
Complicated task · Decentralized control · Multi-agent distribution of operation ·
Program agent · Prototype of program service · Model of robotics group

1 Introduction

A robot is a technical system which is capable to substitute human during execution of
certain operations, and first of all those, that can cause damage or death to people during
execution. During last decades robots are used in many domains of science and techni‐
ques, particularly in space and underwater research, or take part in removing aftermath
of emergency situations and anthropogenic disasters, guarding of territories and research
of area, military operations and etc. However, at present it becomes more and more
evident that a single robot is capable to solve a rather limited class of tasks. At the same
time solution of complicated tasks is possible only if we use a group [1] of robots with
various functional capabilities. The principal advantages of group use of robots during
of execution of a complicated task are:

1. Reduction of the task execution time because it is possible to distribute its separate
operations between the robots.

2. Increasing of probability of successful execution of the task because failure of one
individual robot does not lead to failure of the whole system, and operations assigned
to this robot can be re-distributed between the rest of the robots of the system.
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2 Current State of Research

At present research in the domain of group use of robots are actively undertaken in many
advanced countries of the world [2–4]. According to analysis of results of research in
the domain of group behavior of robots we can make the following conclusions:

1. There is no general methodology of task solution, when robots are controlled as a
group. Each time the developer team has practically to invent and develop new
algorithm of group control that can be used for solution of their particular tasks.

2. In the majority of projects developers use principles of either centralized control of
the robot group, when control is provided by a single centre, or aggregative control,
when behavior of the robots of the group is defined by elementary rules of interaction
with neighbor robots. The first approach does not allow control of large groups of
robots because one centralized control node (CCN) cannot provide effective service
in a real-time mode and has low fault tolerance, because failure of the CCN or
communication lines has disastrous consequences for the whole group, and the
second approach does not provide effective execution of complicated tasks which
require interaction of the robots of the group for concurrent execution of various
actions.

That is why the problem of development of a certain generalized methodology of
group control of robotics groups during execution of complicated tasks is extremely
urgent. The methodology is based on use of unified software tools which allow creation
of a network-centric group of robots and unlimited scaling of its members, and decen‐
tralized control of the group during execution of the flow of a priori unknown user tasks.

3 The Decentralized Approach

Owing to decentralized network-centric organization of the robotics group, it is possible
to avoid the specified shortcomings. Here we assume that each robot of the group has
its own individual control device (CD) and coordination of their collective actions during
execution of the group task is performed by means of information interaction via some
communication bus [5, 6]. Such network-centric organization of the robot group
provides: first of all, high fault-tolerance of system because it has no “bottleneck” like
CCN, and failure of any robot does not lead to failure of the whole group; secondly,
ability of practically unlimited increasing on the number of the robots in the group by
simple connection to the communication bus and, finally, reduction of computational
load of the control device of an individual robot because it must control the given robot
but not the whole group. In turn, it reduces technical requirements to the CCN and it
provides real-time control.

However, on the other hand, such decentralized organization of a network-centric
robotics group requires development of fundamentally new methods and algorithms of
group control of robots during execution of complicated tasks [7].
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4 Problem Definition

In a generalized form the problem of control of a network-centric group consisted of
robots of various types can be presented as follows.

Let us assume that a network-centric group  contains  robots , where
each robot can perform a certain set of operations 

. Let us consider that the robots of the group must perform a certain set
(a flow) of various complicated tasks , which can be received from
different consumers in random moments of time. Here each such complicated task

 is represented as an acyclic graph of operations , whose vertex 

corresponds to an operation , which belongs to the set , and the edge

 means, that the result of the operation , which corresponds to the vertex ,
is required for the operation , which corresponds to the vertex . Besides, the
consumer defines the time moment , in which he would like to receive the result
of his task .

The aim of the robots of the network-centric group  is to perform all tasks of
consumers to the specified moments of time [8].

5 Suggested Approaches

It is obvious that the problem of execution of the user’s task  by the group of robots
 can be solved in two steps:

1. First of all, among the whole set of robots it is necessary to select a subset (an
association) of robots, which provide execution of the specified task to the required
moment of time , to distribute the operations that correspond to the vertices of
the graph  of the task  between the robots of the association and to set a
time schedule of execution of the interconnected operations.

2. After that each robot  of the association, performs all its operations according
to the time schedule.

It is evident, that here the main problem is the first step [9]. To be more specific, it
is the problem of distribution of the operations of the task between the robots of the
group and specification of the time schedule of their execution. The problem of speci‐
fication of the time schedule (network planning) was analysed in many research works.
Therefore, if the graphs   of all tasks of the set  are defined
and the group of robots  remains unchanged, then, using well-known methods, we can
beforehand specify such schedules for each task from the set  and save them in
the memory of robots . Then, when a new task  is received, the CD of each
robot of the group can read from the memory the distribution (schedule) of operations
which correspond to the task and start to execute them.

However, this is the ideal case. In reality graphs of operations of performed tasks
can be a priori unknown, and the cast of the group can be unpredictably changed. For
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example, failures of some robots are possible [10]. Besides, the tasks, as we assumed
before, can income in a priori unknown moments of time, and therefore it is impossible
to use ready-made schedules for their execution, because the robots, which are required
for execution of the new task, can be involved, in the current moment of time, in execu‐
tion of the tasks which were received earlier. Therefore, we have a problem of devel‐
opment of the method of adaptive distribution (making of schedules) of operations for
all robots of the group  during execution of the flow of a priori unknown tasks  with
the help of the control devices of individual robots of the group.

The problem of schedule making can have four different statements, that depend on
the specified organization of the network-centric group:

1. In the most simple case all robots of the group  are similar and are able to perform
similar sets of operation, i.e. , .
In addition, similar operations  are performed by all robots during the same
time, i.e.  . Such case
corresponds to a completely homogeneous group of robots that have the similar
specialization and similar functional capabilities for execution of similar operations.

2. In the more complex case sets of operations performed by individual robots of the
group , are similar, i.e.  , but
the time of execution of identical operations  by different robots of the group

 is different. It depends on the status of the robot and on the conditions of the
environment, i.e.  . This
case corresponds to a homogeneous group of robots with similar specialization and
different functional capabilities of execution of similar operations.

3. In the third case the sets of operations, performed by different robots of the group
, are also different, i.e.  ,

though it is also possible that . Here the time of execution of similar

operations  for all robots  is the same, i.e. 
. The case corresponds to a hetero‐

geneous group of robots, when each robot has its own specialization, but their tech‐
nical capabilities of execution of similar operations are similar.

4. Finally, in the most complex case the robots of the group  perform different sets
of operations, i.e.  and , and the time of execution of similar
operations  by different robots is also different, i.e. 

. This case corresponds to completely
heterogeneous group of robots in which all robots have different specialization and
have different functional capabilities for execution of similar operations.
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6 Methods of Multi-agent Adaptive Distribution of Operations of
Complicated Tasks Between the Robots of the Network-Centric
Group

The first question, which arises when we are trying to the problem of control of network-
centric group of robots, is how and in what form the robots must receive the tasks from
consumers. It can be provided by a certain specially dedicated node connected to the
common communication channel, i.e. so-called “bulletin board” (BB) which can be used
for placement of consumer tasks. So, before placing the task  on the BB, the consumer
is to represent it in some formalized form – as a descriptor. The descriptor of the task 
must contain the following data:

– the graph  of the task , represented, for example, as a table of
complexity;

– the list of vertices of the set  and operations of the set , that correspond to the
vertices;

– the time moment , to which the task must be executed.

The second question is how the robots must distribute the operations that correspond
to the vertices of the incoming graphs of the tasks, and specify the schedule of their
execution. It can be provided by means of the multi-agent approach [7, 8]. Here we
suggest to use program agents as active elements. They are physically implemented
within the CD of the each robot  of the group which “represents its
interests” during distribution and execution of the consumer’s tasks. It is possible to
represent functioning of the network-centric group of robots during execution of the
flow of consumers’ tasks as follows.

1. The user forms his task  as a graph  and defines the required
moment of time , to which the solution must be received. The descriptor of
the task  represented in such a form is placed on one of bulletin boards
connected to the network-centric infrastructure.

2. The program agent of the robot , which is not involved into execution of any other
tasks, polls bulletin boards, searching the job for “its” robot. If a certain task 
is found on the BB, then the agent tries to become a member of the association 
which will execute the task. So, the agent of the robot  selects a fragment 
in the graph of the task, that is the most complicated and takes the longest time to
be executed, i.e. a certain sequence of vertices not occupied by other robots, and that
can be executed to the specified moment of time by a corresponded robot.

3. If such fragment is found, then the agent  joins the association  that executes this
task. The agent removes vertices that correspond to the selected fragments from the
graph of the task and assigns the required execution time to the adjacent tops of the
remaining subgraph. The execution time is calculated in order to provide execution
of the operations of the selected fragment to the specified moment of time.
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4. Then the robot  starts execution of the operations which correspond to the task
fragment selected by the agent. Performing each operation of the fragment the agent
of the robot checks, first of all, if all necessary data are ready, and controls the time
schedule, estimating the time of execution of the whole fragment. If the initial data
are still not received from the other members of the association, then the robot goes
into the waiting mode. If the robot cannot provide execution of the task fragment in
the specified time, i.e. it cannot follow the time schedule, then the agent makes a
report on the bulletin board and leaves the association.

5. When the robot  has successfully executed the selected fragment of the task , its
agent starts polling the bulletin boards again and tries to find a new task for its robot.

7 The Experiments and the Results

Verifying the efficiency of proposed algorithms is a very hard task because there is great
amount of parameters in such system and it is almost impossible to carry out experiments
with real hardware. That is why we had to create the program model, which allows
modeling group of up to 1000 robots solving up to 250 tasks [8].

The main target of experimental research is the practical proof of efficiency of
proposed algorithms, but also we wanted to evaluate of the relative loss of time due to
decentralized dispatching. That is why we had to carry out several series of experiments
with different parameters.

There are many important parameters in network-centric group that is why we
decided to use planning of experiments: we divided parameters to three groups: Primary
(system parameters) (P), Secondary (parameters of specific tasks and robots) (S), and
Tertiary (user-conditional parameters) (T). In the end, we decided to explore influence
of following parameters of distributed CS:

• number of robots (P1);
• frequency of incoming tasks (P2);
• performance of robots (S1);
• complexity of task (S2);
• priority (T1);
• number of subtasks (T2);
• time for solving the task (T3).

For primary parameters we decided to use absolute values, for secondary parameters
relative values and for tertiary parameters limited random values. To make result more
precise due to random values we carried out every experiment three times.

The results show that the percent of actual load at robots was good: from 52 % to
90 %. That means that time loss due to organization ranged from 10 % to 48 % of the
ideal time.
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8 Conclusion

Implementation of the suggested approach provides:

– quasioptimal distribution of operations of various tasks between the robots of the
group;

– high useful loading of the robots of the group during execution of the flow of user
tasks;

– high probability of execution of the user tasks to the specified time;
– unlimited increasing (scalability) of the robot number of the group;
– increased fault-tolerance of the robot group because failure of any robot does not lead

to failure of the whole system.
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Abstract. The aim of this paper is to develop a robotic system which can navigate
in an indoor environment and charge several electrical devices. Several algo‐
rithms such as Travel Salesman Problem, Probabilistic Roadmap and Fuzzy C-
means Clustering are used for development of such a system. The testbed is
constructed by Arduino Uno, Arduino WIFI Shield, Go-between Shield by
Mayhew Lab and Polulu Zumo robot for Arduino Ver.1.2. All the algorithms are
coded by MathWorks MATLAB and Simulink. The core of the wireless charging
robot is to optimize the best performance for single robot to charge multiple
devices. Owing to the computation restriction of the mobile robot, the calculation
will be done on remote server and communicate with the robot through Wi-Fi
connection. By this, the computation load on mobile robot can be reduced as well
as improving the efficiency. A real-time feedback system is also built to promote
accuracy in actual environment. After the development of improved stability and
flexibility, the robot can be brought to real life as an interactive and collaborative
robotic system.

Keywords: Interactive collaborative robotics · Mobile robot · Wireless charging ·
Probabilistic roadmap

1 Introduction

Nowadays, people rely more and more on mobile device such as smartphones, smart‐
watches, tablets and etc. Power transmission becomes a significant issue while more
energy is needed for individual mobile devices user. We can see people try to find plugs
for their devices in public. Instead of letting people to find the plugs, it is much more
convenient for a robot to bring the energy to the user. By this, we develop a wireless
charging robot which carried power bank and equipped with Qi charging transmitter use
for charge devices support Qi charging.

The main idea of our research is to combine two existing technologies of wireless
charging and mobile robotics in order to have optimum charging performance in static
and dynamic environment for single or multiple nodes according to the state of the art
in robotics and wireless charging. The robot could use probabilistic roadmap which
solves the problem of determining a path between a starting point of the robot and a goal
while avoiding collisions. With the Travelling Salesman Problem, we can extend our
system to multiple devices. Wireless charging robot gets the command from server and
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completes the charging mission with considering to spend least time and consume
minimum power. Although mobile wireless charging robot is highly flexibility, there
are many restrictions to the hardware. In order to reduce to computation load of the
system, we aim to make the trajectory planning and navigate the robot to arrive to the
destination precisely via Wi-Fi connection. The main computation would be on the
server and each mobile robotic node would follow the instruction for wireless charging.
We not only use the camera to capture the environment but also as an indoor localization
resource. In addition, the camera acts as a real-time feedback system and sends data to
the server to reduce inaccuracy occur in real environment. After developing a working
test bed prototype and improvements, such system can be used in various environments
such as office, lab, campus, air-ports, and train stations.

2 Background

2.1 Collaborative Robot

The concept of collaborative robot is that a human and a robot interact with each other.
In our case, the robot charges the mobile device by receiving the demand from human.
Although the robot did not interact directly with human, it assists human to charge
mobile device to reduce human effort for charging.

2.2 Wireless Power Transfer

Charging mobile device wirelessly is an advanced approach. Although this charging
method has been introduced to the world for a long time, it just becomes the trend
recently. It allows portable electronics to charge them without ever being plugged in
ubiquitous power wire. Transferring power without physical connection between the
source and appliance reduces the charging process for the user. The most important
advantage of wireless charging is to allow mobile devices to be charged when the trans‐
mitter and receiver are closed and lose the constraint of a power cord. By not having to

Fig. 1. Wireless charging robot and human interact with each other
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deal with cords, the user doesn’t have to worry about harming the wire by accident and
the various types of chargers for various devices (Fig. 1).

The charging technology used in our case is Qi standard. This technology uses
inductive coupling between two planar coils to transfer power from the power transmitter
to the power receiver. In order to obtain enough magnetic fields, both transmitter and
receiver need to be closed to each other. This is the reason why the robot needs to
approach to the devices [1, 2].

3 Methodology

3.1 System Description

The case presented in this paper is to charge a mobile phone by wireless charging robot.
For this purpose, a wireless charging robot was assembled with Arduino Uno, Arduino
WIFI Shield, Go-between Shield by Mayhew Lab and Polulu Zumo robot for Arduino
Ver.1.2 (Fig. 2). In order to make the system works, an ideal environment include a gray
plane and a camera above it was set for the robot to accomplish this mission.

Fig. 2. Inside view of the robot (without power bank and Qi transmitter)

On the gray plane which was set as the moving range for the robot, a few white
blocks represent the barrier and black dots represent the mobile device need to be
charged was placed. In the beginning, the camera captures a picture of the environment

Fig. 3. Flowchart of the system processing steps (Color figure online)
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for the computer to build the map. The computer calculates the possible way for the
robot and sends moving command to the robot through Wi-Fi. The red and blue rectan‐
gles on the robot are feature points for the computer to recognize the direction which
the robot is facing (Fig. 3).

3.2 Robot Design

During the tests, we design different prototypes. Owing to the restriction of the locali‐
zation system we designed, the robot should be whole black. In the beginning, we
covered the robot with a simple black box which is light but not attractive. Furthermore,
this design causes too much friction because it touches the floor and drag by the robot.
Soon we finished our second design which improved the cons of first prototype. In this
design, we considered the structure including the space for Qi transmitter and power
bank. The bottom of the case is lifted from the floor so the friction problem was solved.
During the test, a serious problem occurred. The design was too heavy for the Zumo
robot to carry and the robot does not move as we expected. To solve the entire problem
that founded during the tests, we modified the localization system. A simplified design
was introduced after the localization system can filter the noise which cause by the
robot’s components (Fig. 4).

Fig. 4. Prototype evolution

3.3 Recognition of the Map

Digital Image Processing: In the beginning, the camera takes a bird’s eye view picture
of the whole environment. To recognize the goals and obstacles, digital image processing
is applied to filter the information which we needed. First, a high pass filter is applied
to the image to enhance the contrast ratio: make bright part brighter and dark part darker.
Next step, the enhanced image is converting into gray scale which makes the value of
all pixels become 0 to 255. By this, we set the value larger than 210 become obstacles
and value lower than 30 become goals. After this process, the salt and pepper noise might
occur. To remove the noise, average filter is applied to both goal and obstacle image
(Fig. 5).
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Fig. 5. Flowchart of digital image processing

Fig. 6. Centers calculates by fcm function

Fuzzy c-means Clustering: After the image processing, fuzzy c-means clustering is
applied to calculate the center of each goal. In this step, we applied fcm function in
MATLAB. fcm performs the following steps during clustering (Fig. 6):

1. Randomly initialize the cluster membership values, μij.
2. Calculate the cluster centers:

(1)

3. Update μij according to the following:
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(2)

4. Calculate the objective function, Jm.
5. Repeat steps 2–4 until Jm improves by less than a specified minimum threshold or

until after a specified maximum number of iterations [3, 4].

3.4 Path Planning

By obtaining the map which process form camera image, the computer is able to know
the goals and obstacles in the environment.

Genetic Algorithm for Travelling Salesman Problem: For the first step, the
computer decides the order of the goal by using Genetic Algorithm for Travelling
Salesman Problem. The aim of using this technique is to move from one node to another
exactly once and end the journey with minimum total distance.

For this case, express the problem in math is solve , where  is the path.
 is the distance of path . Our target is to find the  which makes minimum  (Fig. 7).

Fig. 7. Sequence decided by GA for TSP

The Genetic Algorithm stands on natural evolution rule, Survival of the fittest. It is
a method which does not need to explore every possible solution in the feasible region
to obtain a good result. Encoding, evaluation, crossover, mutation and decoding are the
steps of GA process [5].

Probabilistic Roadmap: After decided the sequence of the goals, the computer
calculate the way for the robot by Probabilistic Roadmap to avoid collision. In the
beginning, random nodes are generated in the free space in the map (blue nodes in
Fig. 8). Connections between each node are created and avoid crossing occupied space
(gray lines in Fig. 8). The number of random nodes is carefully tuned after tests.
Increasing the number of nodes can increase the efficiency of the path by giving more
feasible paths. However, the increased complexity increases computation time.
The additional nodes increase the complexity but yield more options to improve the
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path. The final path is created by finding an obstacle-free path using this network of
connections with the shortest total distance [3, 6].

Fig. 8. Path decided by Probabilistic Roadmap (Color figure online)

3.5 Robot Control

In the final step, it is time to bring the simulation to reality. The Zumo robot is driven
by two separate motors. The speed of the right motor is  and the left is . By
adjusting the , we are able to change the direction which Zumo robot faced. The same
method as calculating the centers of the goals was used to calculate the centers of the
feature points which is use for knowing the location and the direction of the Zumo robot.
Owing to the constrains of data type which the Wi-Fi shield supported, we need to encode
the  calculated by the computer and decode in Zumo robot (Fig. 9(a)).

Fig. 9. Control module of the mobile robot

4 Result and Conclusion

We have done many tests and adjust the variables to optimize the performance. We have
measured and compared the execute time with different scenario including goal number
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and placement. According to the data acquired from tests, we found that the more
concentrate the goals are, the less time is needed for path planning (Fig. 10).

Fig. 10. Wireless charging robot performance in an indoor environment

5 Future Works

To improve the charging performance, we are planning to extend our system to multiple
robots. Furthermore, the localization system will be modified or changed to fit the envi‐
ronment which is similar to the reality. We believe that after modification, the wireless
charging robot can be widely use in our smart society.
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Abstract. In this paper we describe our experiments with a group of collabora‐
tive robots, IoT devices connected to robots based on WebSockets RFC 6455
Protocol using Google protocol buffers for message handling, distributed infor‐
mation system for it and a human interaction problem with these systems.

Keywords: Internet of Things · Robotics as a service · WebSockets ·
Collaborative robots · Google protocol buffers · Robo-hockey competition ·
Distributed information system

1 Introduction

In the IoT age, producing almost any machine going forward means giving it an IP
address on the Internet. With robots we no longer just retrieve information from some‐
where remote, we no longer just become tele-present somewhere else, we can now act
on the physical world in a location other than where our physical body exists. This aspect
of robotics is rarely discussed outside of a few existing examples such as military drones
or healthcare. Yes, there are and will be many cases where fully autonomous robots will
be designed to perform particular tasks for us. It’s not necessary for us to be involved
in controlling the operation of our vacuum cleaning robots. However, there will be just
as many cases (and perhaps many more) where we will want to act, in a general sense,
in a remote location, and where we’ll share decision making and control of the robot,
with the robot.

In Fig. 1, we demonstrate a very low size and low power new IoT device in compar‐
ison with “old” hardware, but they can control regular human oriented devices (refrig‐
erators, washing machines and etc.) and communicate with robots. So there we see a
very quick technology revolution for such type of devices.

2 “Robots as a Service” Approach in Building Distributed
Information Systems

The basic idea is that run web service infrastructure support on a robot control system
board. One of the solution is to use Web Sockets technology [1]. The WebSocket
Protocol enables two-way communication between a client running untrusted code in a
controlled environment to a remote host that has opted-in to communications from that
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code. The security model used for this is the origin-based security model commonly
used by web browsers. The protocol consists of an opening handshake followed by basic
message framing, layered over TCP. The goal of this technology is to provide a mech‐
anism for browser-based applications that need two-way communication with servers
that does not rely on opening multiple HTTP connections (e.g., using XMLHttpRequest
or <iframe>s and long polling).

Other idea is to decrease maximum data exchange between robots using well opti‐
mizing binary data protocol for objects handling over network channels. And the best
solution there is using Google Protocol buffers. Google Protocol buffers are Google’s
language-neutral, platform-neutral, extensible mechanism for serializing structured data
– think XML, but smaller, faster, and simpler. We can define how we want our data to
be structured once, then we can use special generated source code to easily write and
read our structured data to and from a variety of data streams and using a variety of
languages.

3 Robot to Robot and Robot to Human Communication Problem

Social science literature indicates many types of human communication behavior used
during collaborative tasks, including attentional cues to indicate an area of focus, staging
actions to maximize shared visual information, gestural and speech cues indicating
intentional goals or instructions, and coaching actions such as feedback, encouragement,
and empathetic displays to build team rapport. Effectively producing all of these

Fig. 1. Completely new IoT hardware ESP8266 ESP-05 with antenna (green small square) and
old IoT hardware WiFly RN-XV 171 (red big square) placed in low level robot control system
(Color figure online)
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communication actions on robots, in real-world task environments, is not currently
feasible and would be difficult to generalize across different robot embodiments; for
example, indicating attentional focus is different with humanoid and non-humanoid
robots. Based on a review of the relevant social science literature covering human-
human collaborations, and on observations of person-person task collaboration in our
experimental setting, we focus in this work on using speech. Speech works well across
different embodiments and is effective in communicating intent. On the other hand,
speech has obvious limitations in noisy environments, with users with hearing or
linguistic limitations, and in certain scenarios, such as disambiguating many similar
objects. Nonetheless, speech is a natural human communication modality that addresses
a range of use cases in home and work environments. Other methods of group robot
control is not suitable if robots are different (Fig. 2).

4 Language Modelling for Robots-Human Interaction Using NooJ
Approach Experiment

The goal of this experiment [3] is to interact with some number of robots in order to
make them perform commands. With NooJ approach [2] this model can be designed in
much easier way compared to other tools. The idea is to design the language that would
be common and close to every-day language of the humans and that it would be able for
machines to ‘understand’ it. Further design will be dedicated to replaying the model that
has already been designed and the new data which is the new possible language

Fig. 2. Group of different types mobile robots controlled by Android application using Wi-Fi
protocol
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constructions, phrases, linguistic units, etc. that can be expected from humans in order
to interact with machines in their natural way.

At the start stage of the work we use deep syntactic analysis to get the model that is
as simple as possible and yet far from underfitting the real model. We will use such
concepts as ‘Subject’, ‘Action’, ‘Object’ and ‘Features’. Using NooJ Syntactic Grammar
we design graph model for combining all these concepts and linguistic units that will
refer to them. Eventually we perform play-out routine to generate dictionary for robots
using NooJ Dictionary. Some units from this dictionary for Belarusian language will
look like:

‘Subject’ (GUID in our example) refers to a robot’s name. ‘Action’ refers to an action
to be performed by robots that is usually represented by a verb. ‘Object’ represents a
target of the action. And ‘Features’ is an add-on to specify ‘Object’ or ‘Action’.

Using such kind of concepts, which are natural for humans, and NooJ tools we can
generate Language Model for robots-human interaction and it will be high level stand
of robot control system (Fig. 3).

Fig. 3. Ontology semantic based high level standard of control system for three robots
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5 Experiment of Controlling Two Groups of Robots Functioning
Opposing Each Other

Experimental studies were carried out in two stages (Fig. 4). In the first phase conducted
field tests using the experimental group of mobile robots. The group consists of eight
robots and the central computer. Each robot is equipped with a wireless modem XBee
Pro, working in the broadcast mode, the microcontroller the low-level control system
and tracked chassis with dimensions 150 × 190 × 100 mm.

Fig. 4. Hockey with robots competition

Low-level control system implements a targeted reception of data packets from the
central computer, and execute control commands, and send to the central computer of
sensory data.

The central computer is equipped with a radio modem of the same type as the robots.
Its software allows you to communicate with robots, data storage and the formation of
management teams with interviews scrap-hundred milliseconds.

For the interaction of robots and the central computer network protocol is designed
based on the physical and data link layers XBee Pro and implements the application
layer of the OSI model, as well as elements of the network and transport levels to the
extent necessary to control a group of robots.

Using existing robots possible to determine the basic relationships that characterize
the information transfer processes in a group of robots. The dependence of the time the
data packet on the packet size, the effect of the removal robot the signal strength (RSS)
and the related transmission errors, the maximum number of simultaneously operating
the transmission in the broadcast mode radio modem [4–7].
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6 Conclusions

Our experiments give us vision that we need to create a new programming algorithms
for software development of distributed information system for collaborative robots and
IoT. This algorithms should adopt well known approaches to a new class of Intellectual
robots with complex control system and IoT enabled devices. We recommend build
software stack using Web Sockets, Google Protocol Buffers (Table 1) for serialization/
deserialization over TCP Wi-Fi high speed connection. Also we need to develop an
Operating system for robot or adopt current used (ROS) for collaborative robots.
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Table 1. Sterilisation/deserialization performance comparison for small and large objects in
different common used data object formats (Size in bytes, time in milliseconds)

XML Binary JSON-service
stack

Protocol buffer

Size (large) 323.981 204.793 141.863 104.191
Deserialize

(large)
7.889384 19.39763 5.731472 3.82069

Serialize (large) 5.508091 13.700064 3.559688 1.447036
Size (small) 298 669 86 62
Deserialize

(small)
0.015977 0.019405 0.00174 0.003883

Serialize (small) 0.021897 0.021023 0.003645 0.000989
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Abstract. In the paper, we consider a method of developing a simulation model
of a humanoid robot preserving its size and mass-inertial characteristics. We
describe a developed model of the servomotor and a method of tuning its PID
controller as well as a method of robot interaction with the surface based on the
PD controller. With the help of a special method of tuning the PID controller in
Simulink program, controls coefficients for the servomotor models were selec-
ted. The experimental results have shown that the servomotors can reach a
predetermined angle of rotation and maintain this position with sufficient
accuracy. We have conducted a simulation of the interaction of the humanoid
robot with the floor surface. With Simulink software blocks, we have made a
switch that activates support reaction force at the transition of the robot foot
coordinates along a vertical axis to a negative value, which provides an adequate
interaction of the model of the robot with the floor model.

Keywords: Humanoid robot � Mass-inertial characteristics � Servomotor � PID
controller

1 Introduction

Currently, modeling is one of the most important and indispensable stages of designing
mechatronic devices and robotic systems. To make the development process faster, as
well as identify and eliminate errors at an early stage, various simulation software tools
are used. The feasibility of using simulation to design robots is defined by the fol-
lowing factors:

• Provision of building models with a large number of elements of the system under
development;

• Carrying out complex experiments that are not available for a real object;
• Visibility of the experiments and results;
• Provision of monitoring of changes in the values of variables over time;
• Solution of tasks that are impossible to solve analytically;
• Determination of the most important variables of the system and their interactions.

In [1], a method of modeling and simulation of the robot using SimMechanics
library is presented. The physical modeling, parameter setting, and simulation of the
model are considered in detail. The paper describes the creation of the model of the
robot in SimMechanics to carry out experiments on the robot gait using a method of
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inverse pendulum as an example of the classical nonlinear control experiment.
A mathematical model of the pendulum is built taking into account the equations of
Newtonian dynamics, the model itself is made from SimMechanics blocks. The
development of a feedback system to meet the imaging requirements is described,
which enabled the authors of the paper to make a conclusion about the possibility of
using SimMechanics for unstable nonlinear systems and robots. The authors make the
following conclusions:

• There is no need to calculate the direct problem of dynamics and output complex
differential equations, in which it is easy to make a mistake, for modeling in
SimMechanics;

• Model, built in SimMechanics, can be used to test the control system.

In [2], the development of a humanoid robot with the help of Virtual Reality
Modeling Language (VRML) and the simulation of the model in SimMechanics is
considered. Since a robot production is a costly process, a simulation model has been
developed to conduct experiments on the robot in the absence of the possibility of real
experiments. The model of a humanoid robot allows one to study the kinematics,
dynamics and a control method of a real construction before production of a prototype.
Technology for creating a robot model, discussed in this article, allows one to simulate
the entire object, rather than individual joints, so changing the size of one part will lead
to the automatic change of the size of the entire structure in order to preserve relations
between the parts. This article presents a simple, reliable, cheap and easy-to-use way to
develop robots in SimMechanics and VRML. In addition, this model allows one to
carry out experiments on the control systems of gait and work of robot arms.

The paper [3] considers the development of the geometric and mathematical model
of a robotic arm Mitsubishi RV-2AJ with 5 degrees of freedom. The model of the robot
is designed using SolidWorks CAD software and SimMechanics library in Simulink.
The article describes the process of transferring the model from CAD to Simulink/
SimMechanics environment. With the preservation of the models of manipulator parts
as XML files, the size and mass-inertial characteristics of the construction do not
change when they are further connected to SimMechanics blocks. The authors consider
the development of a feedback control system, the results of which show that this
model is 98.99 % the same as Mitsubishi’s actual manipulator.

In [4], the authors consider the development of the model of a humanoid robot in
Simulink /SimMechanics environment as well as mobility algorithms that enable the
robot to achieve a stable anthropomorphic gait. An experimental prototype of the
Russian human-sized robot - a robot AR-601 M- is used as a simulation object. The
model of the robot, unlike the original, has 11 degrees of freedom, since at this stage it
is intended only for modeling the robot’s gait. The gait of the model is based on the
concept of ZMP (zero moment point) and the inverse pendulum. For a dynamically
stable gait the model is tracking the initial position of the robot. During the simulation,
the maximum speed for a stable gait of the model is 0.3–0.4 m/s. The authors note that
this is only the initial development. Further development of the project will be aimed at
increasing the degrees of freedom by adding new joints in the model for full compli-
ance with the robot AR-601 M as well as at a more detailed development of humanoid
gait using MotionCapture system (MoCap).
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Taking into account the recent research devoted to design of anthropomorphic
robot construction the own simulation model was investigated. Further, the developed
simulation model of an anthropomorphic robot for carrying out experiments on the
design, tuning of servomotors and developing a control system is described.

2 Development of Simulation Model of Humanoid Robot

To solve the problem of development of the humanoid robot model, a Simulink pro-
gram of MATLAB software package is used. Simulink is a graphical simulation
environment that allows one to build dynamic models, including discrete, continuous
and hybrid, nonlinear and discontinuous systems using block diagrams in the form of
directed graphs. Simulink combines the clarity of analog machines and the accuracy of
digital computers, possessing all the capabilities of MATLAB.

Simulink implements the principle of visual programming whereby a user creates a
model of the object under study, using building blocks of the library. In the interactive
simulation environment it is possible to change parameters even at runtime of model,
thereby observing alterations in the behavior of the object and results of its operation in
real-time.

SimMechanics Library is a separate library of Simulink/MATLAB software,
intended for the simulation of the mechanical movement of solid objects, according to
the laws of theoretical mechanics [5]. Similar to all the models developed in Simulink,
the model in SimMechanics is represented as a block diagram of the relevant building
library blocks. Mechanical blocks of SimMechanics represent physical objects or
connections between them. Using the library one can model a mechanical system
consisting of any amount of solid objects. Joints with translational and rotational
degrees of freedom are used to connect solid objects. Assigned parameters of
SimMechanics block are the mass-inertial properties of objects, coordinates of the main
points such as the centers of mass, connection points of joints, points of application of
external and control actions. Kinematic constraints, forces and torques can be applied
in blocks [6]. SimMechanics allows measuring motion parameters in the process of
modeling.

SimMechanics uses MATLAB visualization tools for spatial representation of the
mechanical system throughout the modeling process. In addition to the simplified
display in the form of approximating polygons or ellipsoids, the expansion package of
virtual reality VIRTUAL REALITY TOOLBOX can be used, which allows to link the
model of the solid object with the appropriate file and ensures monitoring of the
movement of the model during the simulation in the VRML browser.

Building a model of the mechanism in SimMechanics includes the following steps:

– Determination of the mass-inertial characteristics of solid objects, their degrees of
freedom and constraints in accordance with the objects coordinate systems;

– Inclusion in the model of virtual sensors for measuring parameters and virtual
motors for ensuring movement of mechanisms, attached forces and moments;
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– Launching the simulation process (implemented on Simulink platform) and the
study of the movement of the mechanism until it stops because of existing
restrictions;

– Visualization of the simulation process (mechanism movement) during the overall
simulation process in a special graphic window [7].

Figure 1 presents a model of the robot under development. Dimensions of the
model of the robot are the following: height is 906 mm; width of the shoulders is
317 mm; width of the foot is 170 mm; weight is 8 kg. This model is a prototype, and
its design is being improved, so the size, weight and type of the model change in the
course of development.

The model consists of 21 blocks of solid objects of Body library in SimMechanics,
representing robot design elements: feet, lower legs, knees, etc. These blocks are
connected via joints performing rotational degree of freedom along one of the axes Ox,
Oy, Oz. Each Joint block is connected to the position sensor and a servomotor model
which receives a control signal specifying the angle of rotation of joint. The model of
the robot has 22 rotational degrees of freedom, which ensures spatial motion of the
robot, movement of its arms, a tilt and turn of its head to assess the environmental by
means of a robot camera. The model was made in the SolidWorks CAD software,
where mass-inertial characteristics of the design elements were calculated, and trans-
ferred to SimMechanics environment with the help of the utility simmechanicslink
preserving all calculated characteristics.

Fig. 1. A model of the robot being developed in SolidWorks CAD software
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3 Tuning Parameters of the Model of Servomotor
of Humanoid Robot

To move the model in a virtual space and to perform any other movements, actuators
must be connected to the model hinges. In this construction, servo models with a DC
motor are used as actuators. This type of motor has been selected due to its sufficient
capacity and small size. Servo model in Simulink is shown in Fig. 2.

Servomotor model consists of blocks of SimElectronics library - electronic com-
ponent library. Figure 2 shows that the servo model consists of a control signal gen-
erator (block Step); the adder that receives the negative value from motor rotation
sensor, which forms a feedback to the motor; a proportional–integral–derivative con-
troller (PID controller); a block of DC motor. In the PWM Rate subsystem there is a
system for calculating the duty cycle; voltage value at which the motor will run in the
opposite direction; a short circuit unit. In the subsystem Power Amplifier there are
PWM and H-Bridge blocks. In the right part of the scheme there are the DC motor
block and sensors connected to it, a special block for connecting the motor model to the
elements of the library of SimMechanics - Revolute-Rotational Interface. DC motor
block represents electrical and rotating DC motor characteristics, using the model of
electric circuit consisting of power supply, inductor and resistance [8].

PID controller of the model must be tuned for accurate rotation through a prede-
termined angle. For the most efficient operation of the PID controller it is necessary to
select gains for each controlled object individually. In Simulink there is a specialized
block that represents the given controller, whose coefficients can be set manually or
automatically. For automatic selection of coefficients PID Tuner subroutine is used.

Fig. 2. A model of servomotor in Simulink
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Figure 3 shows graphs of the transition process of servomotors operation at assigning a
specific angle of rotation of the first knee and hip joints. Figure 3.a shows the transient
characteristics of the joint rotation at robot’s knee through 30º; Fig. 3.b - rotation in the
hip joint of the model through 60º.

These graphs show the transient characteristics of the rotation angles of servo-
motors; the overshoot of the PID controllers; an ability of servomotors to hold a
predetermined angle. The obtained transient characteristics allow us to judge about the
correctness of tuning the controller. As can be seen from Fig. 3, the actuators reach the
predetermined rotation angle and maintain this position with sufficient accuracy. The
first graph shows the overshoot by 2.5º, but in this design construction such a small
overshoot can be neglected. It follows from the graphs that the automatic adjustment of
PID controller coefficients is successful, and the motors are working correctly.

4 Experimental Verification of the Robot Simulation Model

Using the building library blocks SimMechanics it is easy to simulate complex systems
consisting of many objects and joints, but for this, the model needs to have a rigid
connection with the fixed surface (support), as the library does not have the automatic
recording of interactions between objects. To realize this interaction, we developed a
simplified surface model. In this case, it was a model of the floor as the object in which
with the presence of the load (forces acting on the surface) there occur forces that
oppose the load, thereby preventing the deformation of the object. A model was
constructed on the basis of Simulink blocks (Fig. 4).

Figure 4 shows the scheme of interaction of the model of the robot with fixed
support, built similarly to a proportional derivative (PD) controller. Block Body Sensor,

Fig. 3. Servomotors operation: (a) transient characteristics of the knee joint, (b) transient
characteristics of the hip joint
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determining a change of coordinates and velocity, is connected to the robot foot. Block
Surface Level sets the height wise shift of level of the surface in the global coordinate
system. Blocks Switch X, Y, Z are the control blocks of the support reaction force
along the Y-axis and of sliding along the axes X and Z. If there is a positive change in
the robot foot coordinates along the vertical Y-axis relative to the value in block
Surface Level, in this case, Y > 0, then block Switch Y receives the signal from Zero
Impact block. This models the absence of reaction from the surface, since the foot is
located above it. If the coordinate of the Y-axis becomes smaller than a predetermined
value in block Surface Level, then the block Switch Y takes values of the subsystem
Normal Force equal to the support reaction force. The floor is modeled as a spring
which has a force opposing the load, so for the subsystem Normal Force coefficients of
elasticity and damping are used. The subsystem Sliding presents the blocks for cal-
culating sliding on the surface along the axes X and Z respectively. In this case, the
value of blocks is equal to zero, which simulates the absence of sliding on the floor
surface. Values from block Switch arrive at the block Body Actuator, which generates a
corresponding force acting on the object and preventing it from falling through the
surface.

Figure 5 shows a diagram of the mass center of the foot of the robot being
developed. There is practically no change in position of the mass center of the foot
along the Y-axis (upper line); changes occur during the first 2 s of simulation and are
equal to about 1 mm, which is associated with the selected elasticity and damping
coefficients. The position of the center of mass along the X-axis (middle line) does not
change and is equal to zero as under the initial conditions.

Along the Z-axis (bottom line), there is a slight sliding in the positive direction
approximately equal to 1 mm for the first 2 s of the simulation, which satisfies error
conditions of the model being designed. As is clear from Fig. 5, the model of the
surface allows the object to stand on it in view of the surface elasticity and sliding
friction.

Fig. 4. A scheme of robot interaction with the floor
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The initial works at design of anthropomorphic robot was started for investigation
legs [9]. A twin-engine layout, used in the knee joint, ensures higher joint power along
with independent interaction with the neighboring hip joints and tibia joints when
bending. The larger bending angle of knee joint relative to the single-engine layout is
achieved. The number of degrees of freedom of each leg integrated with pelvic
mechanism rises to 7. At the stage of the prototype manufacture, the Dynamixel
actuators produced by Robotis are used to validate and debug the units operation. To
reduce the electrical load on the main battery of the robot, the femoral parts of the legs
are provided with a mounting pad for additional batteries powering servos. The
application of the anthropomorphic robot is focused on the educational purposes,
particularly on participation in robot soccer competitions, as well as on the develop-
ment of assistive technology of human-computer interaction based on multimodal
interfaces [10–15].

Fig. 5. Position of the mass center of the robot foot

76 A. Denisov et al.



5 Conclusion

With the use of Simulink software, a model of the anthropomorphic robot with ser-
vomotors, connected to joints, was developed; PID controllers were tuned; the system
of interaction with the floor was designed. The most suitable servomotors for the real
robot can be chosen taking into account mass-inertial characteristics of parts and due to
the type of actuator. The model has the same number of degrees of freedom as a real
robot being developed as well as the same mobility of joints. Thus, the constructed
model allows one to conduct experiments on the robot control system at the stage of
design engineering, which reduces the creation time and cost of the robot. A disad-
vantage of the given model and of using simulation modeling is that there are elements
in the model, some components of which are approximate. Thus, the model does not
fully correspond to the real object and only allows estimating the real robot and its
behavior to a certain degree. In the future, we are planning to improve models in order
to correspond more accurately to real objects and connect them to the motion control
system as well as to simulate movement of the robot in space.
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Abstract. The concept, general provisions and some results of the research &
education initiative of Saint-Petersburg State Marine Technical University
(SMTU) «Marine Robotics: Education through Research» (MRER) are consid‐
ered in the paper. The directions of research conducted at SMTU in the field
of marine robotics, as well as up-to-date technologies of training of future
engineers specializing in a certain area are represented. Some work results of
a student team, developing a small unmanned remotely operated vehicle (ROV)
are presented to exemplify the «through project study» approach. One of the
innovative solutions validated on this ROV is implementation of hydroa‐
coustic modem based on polyphase filters and employed for positioning and
communication with other AUV.

Keywords: Education marine robotics · Education through · Research approach ·
ROV · AUV · Underwater glider · Wave glider

1 Introduction

SMTU has considerable experience in both investigations, aiming at the development of
modern marine technical objects and systems, and in application of advanced technolo‐
gies, supporting educational process. Combining these two types of activities enables to
teach students of all three educational levels with much higher efficiency. This approach
promotes the development of creative professional competencies of the future engineer,
specializing in applied marine sciences. The SMTU MRER initiative under realization at
present time correlates eMaris project [1] (TEMPUS program), executed earlier, and with
the just submitted InMotion project [2] (program Erasmus +). Use of the Education
through Research approach gives positive practical results, associated with both enhance‐
ment of quality of professional training of students and with creation of innovative devel‐
opments, carried out with direct participation of students, and attractive for potential
customers. In this connection special attention is allocated to highly demanded direction –
marine robotics, which comprises solutions of complex multidisciplinary problems
providing creation of novel prototypes of marine techniques, possessing unique opera‐
tional properties. These tasks are being solved with participation of specialized academic
departments and laboratories, carrying out their activities in close contact with the contin‐
gent of students.
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2 Educational Robotics at SMTU

Use of the Education through Research approach implies acquisition by the students of
miscellaneous knowledge in the process of conducting concrete scientific research
projects as members of design teams.

Supported in the frame of this approach are:

– collective and individual design studies of students;
– use of up-to-date classes and development test-beds, equipped with simulation

(imitation) systems for virtual elaboration of technical solutions;
– support of the «through project learning» by industrial enterprises by means of online

lectures and consultations in the course of realization of the projects (with use of
videoconferencing systems of high definition);

– participation of students with their projects in the international competitions.

Students of different academic specializations can take part in a wide spectrum of
research activities in research directions related to: hydrodynamics, dynamics of objects,
structural mechanics, designing of the object and its systems, information & measure‐
ment complexes, communication systems, power plants, artificial intelligence, auto‐
matic control systems, mission planning.

In its research and educational projects the SMTU is orientated toward prospective
directions of the development of marine robotics, including:

– development of advanced platforms for underwater and surface applications;
– development of new propulsors, drives and power plants;
– development of efficient systems for navigation and positioning under water (IMU,

correlation lags, USBL, LBL);
– development of systems for control, processing of the information from gauges,

sonars and optical cameras, enabling to solve difficult problems autonomously;
– furthering of cooperative use of marine robotic systems.

3 Research and Educational Projects of SMTU Within the MRER
Initiative

At SMTU there has been carried out a number of research and educational projects both
of complex, and also related to the development of separate components of underwater
robots. Among such projects are (see Fig. 1):

– the project of underwater vehicle «Aphalina» with bionic propulsor [3];
– development of flapping fin propulsor [4],
– the project of small-sized inspection ROV [5];
– the project of underwater glider [6];
– scaled mock-up of wave glider [7];
– development of an underwater communication system [8];
– development of compact sectoral search sonar system.
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Fig. 1. Underawter vehicle «Aphalina» with flapping wing propulsor [3], bionic propulsor of
underwater robot [4], small-sized inspection ROV [5], SMTU underwater glider [6], SMTU scaled
mock-up of wave glider [7], SamGTU-SMTU wave glider (underwater module)

In the process of the development of objects and systems widely used are open plat‐
forms both software and hardware. Open software examples include OpenFoam, ROS,
Gazebo, UWSim, and Octave. Open hardware platforms can be exemplified by micro-
controllers Arduino, single-board microcomputers RaspberyPi, BeagleBone Black/
Green, various drivers of collectorless electric motors and collectorless motors proper.

An exemplary education-through-research project is that for the development of an
experimental ROV [5]. The goal of the project was in that the students should acquire
experience in creation of a light-class ROV with a perspective of further development
of the vehicle toward a partial and full automation as well as its use in inspection oper‐
ations and for solution of some salvage tasks.

At the stage of the concept development, there were specified concrete technical
requirements for this vehicle:

• speed of motion: in cruise - 2 m/s; lateral - 0.5 m/s; vertical: 0.25–0.5 m/s;
• maximum submersion depth up to 50 m;
• maximum electric power consumption - 3000 W;
• availability of a system of depth retention;
• availability of a system of automatic course retention;
• mass of the vehicle up to 15 kg, mass of the land-based (ship-based) equipment up

to 10 kg;
• vehicle dimensions - 800 × 500 × 400 mm;
• securing possibility of work in currents with speeds up to 1 m/s.

Second stage – development of mathematical model of ROV, which enables evalu‐
ation of sea-going and maneuvering parameters of the vehicle under development.
Mathematical model of underwater vehicle, based on the known motion equations of a
solid body, can be represented in the following vector-matrix form [9]:
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(1)

(2)

(3)

where Tuy and Ψuy(δ,U) – are correspondingly: diagonal matrix of time constants of
the ROV hull and vector of nonlinear functions of right-hand side of the actuator
equations; δ – is a vector of control action upon the ROV elements due to actuators;
U – vector of controls, formed by the ROV control system, where X– m-vector of
internal coordinates (state coordinates); M – (m × m)-matrix of mass & inertia param‐
eters; Fu(x,Y,δ,l) – m-vector of control forces and moments, here l – is a vector of
construction parameters; Fd(x,Y,l) – m-vector of nonlinear elements of the ROV
dynamics; Fv – m-vector of measured and not measured external perturbations;
Y = (P,θ)T – n-vector of position P and orientation θ (output coordinates) of the body
coordinate system relative to the basic coordinate system, n ≤ 6; Σ(θ,x) – n-vector of
kinematic links; ΣP(θ,x), Σθ(θ,x) – vectors of linear and angular velocities of the body
coordinate system relative to the basic coordinate system.

The coefficients of hydrodynamic forces and moments as well as the added masses
of the ROV under design have been determined in [10]. Screw propellers were chosen
as a propulsor-rudder complex of the ROV for the maneuverability at small speeds. In
order to analyze maneuverability of the vehicle there was formalized a distribution of
control forces and moments of a concrete configuration of propulsor-rudder complex
with cruise ducted screw propeller and bow thruster (Fig. 2).

Fig. 2. Scheme of distribution of control forces of propulsor-rudder complex of the ROV (P1x,
P1y, P1z – projections of thrust forces, generated by the cruise ducted screw; P2, P3. – thrust forces,
generated by the bow thrusters in the horizontal and vertical directions)

Chosen for the evaluation of controllability of the underwater vehicle was a standard
approach, consisting in that: for the object to be controllable, it is sufficient that the thrust
of the propulsion devices and hydrodynamic forces should exceed the required control
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forces along coordinate axes [9]. In particular, conditions of controllability can be
written in the following form:

(4)

where Pmax – is a maximum thrust force, generated by the propulsor along the corre‐
sponding axis, Fx, Fy, Fz, My, Mz – projections of the vector of forces and moments upon
the axes OX, OY, OZ.

As all control channels are used to control either thrust of the cruise propulsor or that
of the thrusters, control of position and motion is available along all axes simultaneously.

Thus, the constructed mathematical model allows to take account of the hull form,
position and parameters of the propulsors, and to calculate the ROV motion parameters.

Finally, making use of the developed mathematical model, the project participants
have chosen an appropriate hull form, position of the propulsors, their power, position
of the centers of gravity and buoyancy.

Knowledge of these characteristics allowed passing to design stage (elaboration of
the structure of the vehicle) and software development.

The ROV was designed with use of the SolidWorks 2013 CAD system. There was
created and elaborated a 3D model of the object, and released construction documen‐
tation necessary for manufacturing and assembly of the vehicle.

The ROV hull included three main parts: a supporting frame, elements providing
neutral buoyancy (floats) and pressure hull (sealed enclosure for electronic equipment)
(Fig. 3).

Fig. 3. The hull components: frame, element providing neutral buoyancy and pressure hull for
the equipment

Details of the hull of the robot and fins were manufactured using milling machine
with numerical control. For manufacturing details of the hull there were used polypro‐
pylene plates.

The pressure hull was an aluminum cylinder with a flange and a cover. Fixed to the
external cover was a special internal casing comprising electronic equipment. On the
cover there were placed sealed cable inlets for connections of the motors, gauges and
power and control cables of the ROV.

Six collectorless motors T200 of BlueRobotics [11] were used as cruise and side
motion propulsors.
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Locations of propulsors of the ROV are schematically shown in Fig. 4. A variant of
the propulsion installation configuration, adopted for the vehicle under design, envisages
turning of the work sector of the vehicle (manipulator, camera, and lighting) rather than
direct turning of the propulsors with the vehicle being constantly orientated against the
current. Additional advantage of such a system is a possibility of auto-stabilization of
the ROV against the current by means of using the keel.

Fig. 4. Scheme of location of the ROV propulsors

The stage of the software development and on-board electronics was executed in
parallel with the development of the vehicle hull.

Often times the ROV software is distributed i.e. operates simultaneously on several
computers. In the system under discussion, the software operates on both shore and the
underwater vehicle. In the chosen approach, the software is launched on two computers
and is synchronized through single-rank local system.

Besides, the system implies use of standard periphery, including USB connected
(joystick, camera, etc.).

The problems of use of the periphery and local network synchronization have been
solved long ago. Therefore, to accelerate the development of software and to enhance
reliability of the system it appeared reasonable to use ready and verified solutions. After
analysis of different software libraries there was taken a decision to employ framework
ROS (robot operating system) [12].

Structural scheme of the developed software and the source code of the system are
accessible at the address [13].

Installed on the ROV are the gauges of depth, micromechanical accelerometers,
gyroscopes and a magnetometer. In the course of the development of the project addi‐
tional gauges can be connected with use of interfaces I2C, SPI, USB.

To elaborate the control system there was conducted an imitation modeling of the
ROV motion in water with use of open software complexes of the type of UWSim,
Gazebo. The goal of this work consisted in elaboration of the control algorithms, eval‐
uation of their stability and reliability in different situations and their subsequent transfer
into the developed ROV. In the course of the imitation modeling there were also found
some deficiencies of the ROV structure, which later on have been eliminated. Eventu‐
ally, the elaborated software was transferred on the ROV to get the vehicle prepared for
the trials (Fig. 5).
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Fig. 5. Real ROV and it’s simulation model in Gazebo

For positioning of the ROV and communication between it and other underwater
vehicles, the ROV is equipped with a hydroacoustic modem. Represented in the market
at present time are hydroacoustic modems of the companies Evologics [14], Aquatec
[15], Sonardyne [16], LinkQuest [17], Shtil [18] and others. These up-to-date modems are
capable of transferring data either with speeds up to 48 Kbit/s at distances up to 1–2 km
(modem S2CR 40/80 of EvoLogics GmbH), or up to 7–10 km with a speed 2,5 Kbit/s
(UWM10000). Implemented in these developments are: phase manipulation, patented
modulation technology S2C, frequency modulation and so on. Declared modulation rates
are reached at certain conditions in hydroacoustic channel. However, real conditions are
diversified and such phenomena as refraction, dissipation, reverberation result in distor‐
tions of the acoustical signal on receiving side. These distortions of the received signal
significantly reduce the data transfer rate in hydroacoustic channel.

Used for protection of the signals due to pulse and tonal hindrances in majority of
modems is OFDM (division of the signal spectrum into sub-bands by the method of
short time DFT). Insufficiencies of this method include a rigid connection between width
of the frequency channel and buffer duration for its calculation. Therefore, there was
proposed another algorithm: division of the spectra into sub-bands with decimation
made through polyphase filter, resulting in presence of adaptive equalizer and decoder
in each subband. The modem structural scheme is shown in Fig. 6.

BPF Equalizer Decoder

BPF Equalizer Decoder

BPF Equalizer Decoder

M
ux

… 

Fig. 6. Structural scheme of hydro-acoustical modem based on poly-phase filters

Use of polyphase modems and equalizer enables to dynamically select number and
width of the subbands, as well as the duration of one symbol, resulting in increase of
data transfer rate at high SNR, retaining protection against pulse, tonal hindrances and
Doppler shift as well as enhancing reliability of receiving data at low SNR through
increase of the sub-band width and simplification of the modulation [8]. Obtained
through modeling of data transfer was a graph of bit error rate (BER) versus SNR, shown
in Fig. 7.
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Fig. 7. Modem simulation results in terms of pulse and tone noise

With use of the obtained theoretical results, there was developed a prototype of a
hydroacoustic modem based on polyphase filters, which will be tested on an ROV in
open water in the summer of 2016.

The stage of the development of electronic equipment of the vehicle included selec‐
tion of on-board computer, motor control system, power system and a set of gauges.

The function of on-board computer is performed by an open software board Beagle
bone Black [19], operating under Linux. The main merits of the board are: small size,
low cost and extensive in-built periphery which is of interest for an educational non-
commercial project. To connect the sensors and control modules, as well as to protect
the board from unfavorable interferences and impulse impact, there has been developed
a special extension board featuring the IMU module [19].

The concluding stage of the work included trials, comprising three sub-stages: shore
trials, basin trials and open water trials. On shore trials were indispensable from general
verification of the functioning of all ROV systems, towing tank trials of the ROV
(Fig. 8) permitted to assess dynamics of the vehicle and acceptable operation of the
whole system as well as to correlate the results of the trials with the mathematical model
developed previously.

Fig. 8. Testing of the experimental ROV model by students of SMTU

Tests conducted in the towing tank of SMTU showed that the experimentally meas‐
ured dynamic characteristics of the ROV correlate fairly well with those modeled earlier
within the Gazebo system.
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Intermediate results of the research & education project were presented by the SMTU
Ph D student M. Chemodanov and SMTU students’ team during the international MATE
ROV Competition - 2013 [20].

Open water trials of the ROV are scheduled in the summer of 2016.

4 Conclusion

The SMTU MRER initiative is, on the one hand, orientated toward improvement of the
quality of educational process of training of future engineers and providing correlation
of the professional competencies required by industrial enterprises with academic
competencies acquired by students at the university and, on another hand, - toward the
development of innovative technical systems in the field of marine robotics.

The general objectives of the initiative «Marine Robotics: Education through
Research» are:

– creation of a «park» of marine robotic platforms of different types to support an
innovative research & education process;

– furthering of modular robotic platforms of «open»class«Open-AUV», «Open-
ROV», «Open-ASV», which can be upgraded with modules of different useful load
for solution of urgent practical problems;

– forming of open research & education resource base on the models of individual and
cooperative use of marine robotic platforms;

– setting up of an inter-university Marine Robotics Educational Network for realization
of joint research & education projects (including those in the format of double
diplomas, structured doctoral programs, research and educational traineeships, etc.)
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Abstract. In this paper, an overview of human-machine interactive
communication for controlling lifting devices is presented, covering also
the integration with vision and sensorial systems. Following a general
concept, and motivation towards intelligent human-machine communica-
tion through artificial neural networks, selected methods are proposed,
which provide further directions both of recent as well as of future
research on human-machine interaction. The aim of the experimental
research is to design a prototype of an innovative interaction system,
equipped with a speech interface in a natural language, augmented real-
ity and interactive manipulators with force feedback.

Keywords: Speech communication · Intelligent interface · Interactive
system · Natural language processing · Neural networks · Intelligent
control · Human-machine interaction · Artificial intelligence

1 The Design of an Innovative Human-Machine Interface

Innovative ARSC (Augmented Reality and Smart Control) systems designed for
processes of precise positioning of objects and cargo can be equipped with intelli-
gent systems of speech interaction between lifting devices and their human oper-
ators. Artificial intelligence-based technologies find their application in modern
systems for controlling and supervising machines using vision systems - machine
vision [1], augmented reality [2], speech-based interactive communication [3–7]
as well as interactive controllers [8] providing force feedback.

The design and implementation of human-machine interactive systems is an
important field of applied research. Recent advances in development of proto-
types of speech-based interfaces are described in articles in [4,9–11]. The pro-
posed system is presented in abbreviated form in Fig. 1. The concept specifies
integration of a system for natural-language communication with visual and sen-
sorial systems. The presented research involves the development of a system for
controlling a loader crane, equipped with vision and sensorial systems, inter-
active manipulators with force feedback, as well as a system for bi-directional
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communication through speech and natural language between the operator and
the controlled lifting device.

The fundamental concept of the interaction systems between loader cranes
and human operators assumes that they are equipped with the following subsys-
tems: augmented reality vision, speech communication, natural language process-
ing, command effect analysis, command safety assessment, command execution,
supervision and diagnostics, decision-making and learning, interactive manipu-
lation with force feedback. The novelty of the system also consists of inclusion
of several adaptive layers in the spoken natural language command interface
for human biometric identification, speech recognition, word recognition, sen-
tence syntax and segment analysis, command analysis and recognition, command
effect analysis and safety assessment, process supervision and human reaction
assessment. The proposed interactive system (Fig. 2) contains many specialized
modules and it is divided into subsystems.

Fig. 1. A concept of the ARSC systems for loader cranes.
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Fig. 2. Structure of the system for speech interaction between the loader crane (Hiab
XS 111) and the operator equipped with vision systems and interactive manipulators.
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The subsystem of visually aiding loader crane control with augmented reality
generates virtual images of augmented reality (including markers, points), and
also projects images from the vision system on a monitor setup or inside of 3D-
vision goggles. The operator’s extended field of view contains a camera system
in configurations: parallactic setup - synchronization with the operator’s head,
and a system of stationary cameras making a virtual camera.

The subsystem for speech communication is used to perform the following
tasks: processing the operator’s spoken commands, operator biometric identi-
fication, converting voice commands to text and numerical notation, handling
errors, analysis of words, recognition of words, analysis of commands’ syntax,
analysis of commands’ segments, recognition of commands, meaning analysis of
natural-language messages, as well as converting text into voice messages (speech
synthesis). The voice communication subsystem also provides voice feedback to
the operator including reporting on the crane’s working conditions’ safety and
expert information for exploitation and controlling. It is also communicated with
a subsystem of interactive manipulators with force feedback.

The subsystem of effect analysis and evaluation of the operator’s commands
is designed for the following tasks: analysis of a state after hypothetical execu-
tion of a command, evaluation of technical safety, evaluation of crane systems’
and process’s states, evaluation of crane working conditions’ safety, forecasting of
process states’ causes, evaluation of commands’ correctness, as well as detection
of the operator’s errors. The commands’ safety assessment subsystem is assigned
to evaluate the command correctness. The subsystem of the command execution
is capable of signaling of process states. The execution of commands involves
determination of process’s parameters and its manner of execution for the config-
uration of the crane. The subsystem for supervision and diagnostics implements
crane diagnostics, supervision of the controlling process, remote supervision with
mobile technologies. It also includes the tasks related to measurements of the
crane’s working space and collection of geometrical data using photogrammetric
techniques. The decision-making and learning subsystem is composed of expert
systems, and the intelligent learning kernel integrated with augmented reality.
The system is also linked with the interactive manipulators providing force feed-
back, which include the operator’s shoulders’ movement interactive scanner for
gesture-based manipulation, a shifter with the forces-measuring system, and a
multi-axis joystick. It is a connection to a force feedback-based communica-
tion channel (crane’s working conditions diagnostic information) containing force
feedback from the crane to the operator’s shoulders’ movement scanner system,
force feedback from the shifter to the crane’s drivetrain, as well as force feedback
from the crane to the joystick system.

2 Meaning Analysis of Commands and Messages

The concept of the ARSC system includes a subsystem of recognition of speech
commands in a natural language using patterns and antipatterns of commands,
which is presented in Fig. 3. In the subsystem, the speech signal is converted to
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text and numerical values by the continuous speech recognition module. After
a successful utterance recognition, a text command in a natural language is
further processed. Individual words treated as isolated components of the text are
subsequently processed with the modules for lexical analysis, tokenization and

Fig. 3. A concept of a system of recognition of speech commands in a natural language
using patterns and antipatterns of commands.
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parsing. After the text analysis, the letters grouped in segments are processed
by the word analysis module. In the next stage, the analyzed word segments
are inputs of the neural network for recognizing words. The network uses a
training file containing also words and is trained to recognize words as command
components, with words represented by output neurons.

Fig. 4. (A) Block diagram of a meaning analysis cycle of an exemplary command,
(B) Illustrative example of recognition of commands using binary neural networks.

In the meaning analysis process of text commands (Fig. 4A) in a natural
language, the meaning analysis of words as command or message components is
performed. The recognized words are transferred to the command syntax analysis



Human-Machine Speech-Based Interfaces 95

module which uses command segment patterns. It analyses commands and iden-
tifies them as segments with regards to meaning, and also codes commands as
vectors. They are sent to the command segment analysis module using encoded
command segment patterns. The commands become inputs of the command
recognition module. The module uses a 3-layer Hamming network to classify the
command and find its meaning (Fig. 4B). The neural network of this module
uses a training file with possible meaningful commands.

The proposed method for meaning analysis of words, commands and mes-
sages uses binary neural networks (Fig. 4) for natural language understand-
ing. The motivation behind using this type of neural networks for meaning

Fig. 5. (A) Hybrid neural model of effect analysis and safety assessment of commands
in a cargo manipulation process, (B) The architecture of the hybrid neural network
used, (C) Neuron of the pattern layer, (D) Neuron of the output layer.
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analysis [12] is that they offer an advantage of simple binarization of words,
commands and sentences, as well as very fast training and run-time response.
The cycle of exemplary command meaning analysis is presented in Fig. 4A. The
proposed concept of processing of words and messages enables a variety of analy-
ses of the spoken commands in a natural language.

Fig. 6. Proposed learning systems using previously executed operations and patterns
executed by the operator.
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3 Effect Analysis and Safety Assessment of Commands

In the innovative speech interface, the problem of effect analysis and safety
assessment of commands can be solved with hybrid neural networks. The pro-
posed method (Fig. 5A) uses developed hybrid multilayer neural networks con-
sisting of a modified probabilistic network combined with a single layer classifier.
The probabilistic network is interesting, because it is possible to implement and
develop numerous enhancements, extensions, and generalizations of the origi-
nal model [13]. The effect analysis and safety assessment of commands is based
on information on features, conditions and parameters of the cargo positioning
process. The effect analysis and safety assessment is performed by the developed
hybrid network that works as a classifier of the cargo manipulation process state.
The architecture of the proposed hybrid network is shown in Fig. 5B–D.

The proposed innovative speech interface is equipped with learning) sys-
tems using previously executed operations and patterns executed by the oper-
ator. The developed learning systems are based on proposed hybrid neural
networks (Fig. 6) consisting of self-organizing feature maps (Kohonen networks
[14] combined with a probabilistic classifier. The inputs of the hybrid networks
contain selected features of the parameters describing configurations of the loader
crane. The outputs represent individual configurations of the crane which provide
self-organizing feature maps of the previously executed operations and patterns
executed by the operator.

4 Conclusions and Perspectives

The designed interaction system is equipped with the most modern artificial
intelligence-based technologies: voice communication, vision systems, augmented
reality and interactive manipulators with force feedback. Modern control and
supervision systems allow to efficiently and securely transfer, and precisely place
materials, products and fragile cargo. The proposed design of the innovative
AR speech interface for controlling lifting devices has been based on hybrid
neural network architectures. The design can be considered as an attempt to
create a new standard of the intelligent system for execution, control, supervision
and optimization of effective and flexible cargo manipulation processes using
communication by speech and natural language.
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Abstract. This study describes a new approach to a problem of the human-robot
interaction for remote control of robot behavior. Finding a solution to this problem
is important for providing control of robots and unmanned vehicles. At the inter‐
action a human operator can form commands for robot control. It is proposed to
use a noninvasive brain-computer interface based on the decoding of signals of
brain activity during motor imagery to generate the supervisor commands for
robot control. The principles of the interaction of human as an operator and robot
as an executor are considered. Using the brain-computer interface the operator
can change robot behavior without any special movements and modules
embedded into robot’s program. The study aimed to development of the human-
robot interaction system for non-direct control of the robot behavior based on the
brain-computer interface for classification of EEG patterns of imaginary move‐
ments of one hand fingers in real-time. Example of such human-robot interaction
realization for Nao robot with neurofeedback is considered.

Keywords: Brain-computer interface · Classifier committee · Imaginary finger
movements · Human-robot interaction

1 Introduction

The human future is directly connected to the development of means of human-machine
communications. At the first stage of the development people communicated with
computers using traditional means of the communications, which included keyboards,
monitors, printers, devices of graphical input and output realizing simple interfaces.
During the artificial intelligence development, speech and visual communication means
have been created for intellectual interfaces. In the last 20 years rapid development of
neurophysiology, artificial intelligence and methods and devices of registration of bioe‐
lectrical signals have provided the possibility of elaboration of new means of human-
machine communications based on direct perception of nervous system signals.

Nowadays among the most popular machines controlled by computers, robots are
widely used as assistants of people. These can be mobile robots participating in rescue
and military operations or unmanned vehicles. Currently strong interest arises to a
problem of autonomous control of robots with service functions. At the present time
interaction of disabled human and humanoid robot assistant is the most urgent. The
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humanoid robot is the new kind of mobile robots with human-like form and behavior.
That’s why development of the user-friendly human-robot interface is crucial for the
effective application of such robots for rehabilitation and care of disabled people.

The perspective way of realization of the user-friendly human-robot interaction is
the use of so-called brain-computer interfaces (BCI). BCI is a modern neural technology,
capable to provide human communications with external electronic and electromechan‐
ical devices on the basis of registration and decoding of brain activity signals. BCI allows
a human to cooperate with environment by means of transformation of brain activity
signals into control commands for external devices or computer programs [1]. Such BCI
should work in real time and therefore to form control signals with the minimum delay
defined by the speed of external device’s feedback. BCI can be used for rehabilitation
of patients after stroke and in other cases. For rehabilitation purposes BCI based on
recognition of imaginary movements is one of the most suitable [2].

Electroencephalography (EEG) is often used as the mean of registration of the
bioelectric activity of brain corresponding to motor commands. Modern researches show
that EEG has considerable potential for implementation in BCI as noninvasive and rather
low-cost technique. However, the factor restricting practical application of BCI based
on EEG signals is the complexity of reliable and stable decoding of brain signals.
Another factor is the difficulty of classification of EEG patterns of imaginary movements
in a real time.

At the present time noninvasive BCIs based on EEG are realized for decoding of
imaginary and real movements of large parts of body, for example, arms and feet. At
the same time such BCIs are not effective for decoding of fine movements, for example,
fingers of one hand. This problem is difficult due to the anatomic affinity of the brain
structures involved in the implementation of imaginary movements, and insignificant
differences in EEG signals of imaginary movements of fine body parts. The solution of
this problem demands big computing resources for data analysis. It is necessary to note
that for real time system there are additional requirements for multithreading and time
delays.

There are several scientific groups and the organizations in Russia that conduct
studies in the field of BCI development, many of which are known at the international
level [3, 4]. Thus, there are attempts for creating human-robot interface using BCI based
on EEG signals.

The most of studies devoted to control of robots at individual and group levels. At
the individual level there is interaction of human operator and a single robot as a separate
act in which operator forms a message with instructions (commands) for robot and
checks their executions. At the group level of interaction the special interest presents a
problem of interaction of operator and the group of robots, performing teamwork, which
requires carrying out common intentions of all team members to achieve the common
goal.

The objective of the study is the development of the human-robot interaction system
for non-direct control of robot behavior by means of the BCI based on online EEG pattern
classification of imaginary movements of fingers with minimal time delay.

In the following sections principles of the human-robot interaction using BCI for
robot control system organization are discussed. In the third section the real time BCI
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is described. In the fourth section experiments related to BCI robot control are described.
The work is based on authors’ experience in design of noninvasive BCI and intelligent
control systems of robots.

2 Principles of Human-Robot Interaction Using BCI

In robot control systems operators must have possibility to input instruction to change
behavior of robots. In this work it is proposed to do it through noninvasive BCI decoding
brain activity signals and forming supervisor commands for changing robot behavior.
For practical realization of such a system neurofeedback can be used, which allows the
brain to adapt and to enhance EEG signals of imaginary commands [3]. The delay of
the system response should be small enough in order to provide coupling of brain signal
and performed command in user consciousness.

For implementation of the human-robot interaction systems using noninvasive BCI
it is necessary to provide the effective interacting of systems of registration, prepro‐
cessing, classification of EEG signals, and control (based on the decoded motor
command) in real-time.

Basic constructing principles of such systems of human-robot interaction are related
to realization of BCI in real-time and could be formulated as follows:

• achievement of high accuracy of EEG pattern classification, which is acceptable for
effective usage of BCI in robot control systems;

• providing enough degrees of freedom for BCI, which is determined by the amount
of the decoded imaginary commands; for example, the most of realized BCI classify
3–4 mental states [5–8];

• optimization of time and computing resources required for feature extraction, using
single trial approach [9, 10].

3 Structure and Components of Real Time BCI

Noninvasive BCIs based on EEG include modules of registration and preprocessing of
EEG signals for features extraction in spectral or time domains, EEG pattern classifi‐
cation of imaginary commands and command recognition (Fig. 1).

EEG signal
registration 
and prepro-
cessing

Features 
extraction in 
time domain

EEG pat-
tern classi-
fication

Command 
recognition

Fig. 1. Structure of noninvasive BCI

To study the possibility of implementation of the human-robot interaction system
based on noninvasive BCI, the variant of BCI earlier developed by authors was applied
for classification of imaginary movements of fingers of one hand [11, 12]. Adaptation

Human-Robot Interaction Using Brain-Computer Interface 101



of this variant of BCI to robot control was made by the use of specially developed
program and methodic. According to the methodic we offered subjects to imagine 4
types of imaginary movements of fingers, which corresponded to commands for robot:
“Forward”, “Stop”, “To the right”, “To the left”. Each of the commands was matched
with the movement of the certain finger of the right hand - thumb, index, middle, and
little fingers accordingly. On the first step subject should push the button of the computer
mouse by the finger appointed for control of the required robot behavior, in rhythm given
by sounds. When the sound ceased, subject had to continue to imagine movements by
the same finger (without real movements). The instruction is oriented on imagination of
movements with kinetic static feelings [13]. In one block of trials real and imaginary
movements repeated several times. As a result the subject should execute not less than
hundred real and hundred imaginary movements in given rhythm in one block of the
experiment.

Registration of EEG was carried out by means of 32 channel digital EEG encepha‐
lograph by “Mitsar” and the software package WinEEG nineteen silver-chloride scalp
electrodes that were located according to the 10–20 international system. EEG signals
were registered in the frequency band 0.53 Hz–30 Hz. The electrode impedance was
kept at less than 5 kΩ, the quantization frequency was 500 Hz. EEG artifacts such as
movements of eyes were excluded from the analysis. The time area of the analysis was
600 ms from the beginning of trials. In this window the last stages of preparation to
imaginary movement and the imaginary movement itself were presumably located.

Analysis of EEG patterns was made in time domain. To maintain the necessary speed
of the system feature extraction was carried out from each separate trial without accu‐
mulation (single-trial approach). The algorithm of the joint analysis of two feature spaces
was used: the square under the curve and the length of the curve of segments of EEG
signal. The given features were computed in sliding window of analysis.

The developed committee of qualifiers of EEG patterns is based on artificial neural
networks (ANN) and support vector machines (SVM). These methods are effective
means of classification of imaginary movements [14].

ANNs are based on principles of the nonlinear, distributed, parallel and local data
processing and adaptation. In this work ANNs are realized in the form of multilayered
perceptron, consisting of three layers: two hidden and one output. As activation functions
in the hidden layers sigmoid functions were used. Linear function was used in the output
layer.

The method of SVM offered by Cortes and Vapnik [15] is related to methods of
linear classification. The method essence consists in separation of sample into classes
by means of the optimum dividing hyperplane which has equation:

, where   , coefficients  depend on  (vectors of

class membership labels) and from values of scalar products. Thus, it is required to
know the values of scalar products, which are determined by the kernel function:

.
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Based on the results of the studies [12, 15, 16] in our work the SVM classifier based

on a Gaussian radial basis function: , for  was
implemented using the MATLAB LIBSVM package [17].

The two level classifier committee has been developed. It has the first level consisting
of two ANNs (ANN (S) and ANN (L)) and two SVM based qualifiers (SVM (S) and
SVM (L)), and the second level the second-level generalizing neural network (ANN
(C)) for merging the results of the first level qualifiers (Fig. 2).

ANN(S) SVM(S) ANN(L) SVM(L)

To the right
To the left

ANN(C)

Forward
Stop

Segment square (S)
Curve length of segment 

(L)
20 20

16

4 4 4 4

Fig. 2. Structure of the two level classifier committee

Classifiers of the first level analyze separate feature vectors (the length of the curve
L or the square under the curve S) obtained for 20 segments of EEG signal (20 features
on L and 20 features on S). The results of the first-level classifiers form the feature vector
for the second level generalizing ANN (16 components), which makes the final decision
on the assigning of the trial to one of the classes.

Work of BCI in the real-time regime assumes continuous reading of EEG data. To
maintain the continuum of an input data recording and its parallel analysis, the method
of multi-threaded programming has been used: data flow 1 records EEG in the buffer
and data flow 2 debarks data from the buffer and process it (Fig. 3).

The system presented on Fig. 3 works as follows: as soon as the trial N has ended
and the following trial N + 1 starts, data flow 2 debarks the data of the trial N, pre-
process it, extracts features and classifies the obtained EEG pattern. Thus, simultaneous
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record and analysis of EEG data is realized, which is important for classification of all
trials without exceptions and for speed BCI increase.

4 Results of Robot Control Based on the Real-Time BCI

Anthropomorphic robot NAO with 23 degrees of freedom (Fig. 4) was used for robot
control experiments by means of noninvasive BCI with the system of classification of
EEG patterns.

Fig. 4. Mobile robot controlled by noninvasive BCI

EEG device

Artifact 
remove

Feature 
extraction

EEG pattern 
classification

Command
recognition

Current trial

EEG recording

Waiting for 
the end of the
current trial

Trial 1 Trial 2

Data flow 1

Data flow 2

Fig. 3. Scheme of the real-time classification system
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This robot was controlled by means of BCI, which formed the high level (supervisor)
commands instead of the direct control of drives of degrees of freedom. Four commands
were used: “Forward”, “Stop”, “To the right”, “On the left”. The experiment showed
possibility to train the classifiers of BCI to recognize these commands and to use them
for the robot control.

The conducted research of BCI prototype has shown that its characteristics meet the
requirements of real-time control systems. Time delays required to receive the answer
from the classifier are in limits of 600 ms that is sufficiently small to use in BCI with
neurobiofeedback. According to the self reports of subjects their imaginary commands
were clearly linked to the obtained answers of the control system.

The probability of the successful classification of imaginary commands in BCI is
highly individual. As shown a certain part of subjects (32.6 %) cannot work with BCI
based on EEG signals. In this study the average decoding accuracy of 4-class classifi‐
cation by means of the committee of heterogeneous classifiers was 60 ± 10 %, maximum
- 77 ± 5 % (guessing level for the 4-class problem was 25 %).

5 Conclusions

The study highlighted several problems of elaboration of the effective system of human-
robot interaction based on noninvasive real-time BCI such as low accuracy and speed
of classification of EEG patterns of imaginary movements, small number of degrees of
freedom and demand in optimization of computing resources.

Noninvasive BCI, which met the requirements of practical use in real time, was
developed. The maximum delay of the system did not exceed the duration of one trial
that allowed using neurobiofeedback. Multithreading realized in the system allowed to
record and analyze EEG signal simultaneously without data loss and to carry out reliable
on-line classification.

Efficiency of the developed BCI could be additionally raised by the training of
subjects with the use of neurofeedback, enhancement of mathematical methods of
features extraction and by the individual adjustment of the classification system for
subjects. In the future studies it’s supposed to develop the human-robot interaction
modules for both individual and group robot control in real time.

References

1. Wolpaw, J.R., Wolpaw, E.W.: Brain-Computer Interfaces: Principles and Practice. Oxford
University Press, Oxford (2012)

2. Daly, I., Billinger, M., Laparra-Hernández, J., Aloise, F., García, M.L., Faller, J., Scherer, R.,
Müller-Putz, G.: On the control of brain-computer interfaces by users with cerebral palsy.
Clin. Neurophysiol. 124, 1787–1797 (2013)

3. Frolov, A.A., Roshin, V.U.: Brain computer interface. Reality and perspectives. In: Scientific
Conference on Neuroinformatic MIFI 2008. Lections on Neuroinformatics (2008). http://
neurolectures.narod.ru/2008/Frolov-2008.pdf (in Russian)

Human-Robot Interaction Using Brain-Computer Interface 105

http://neurolectures.narod.ru/2008/Frolov-2008.pdf
http://neurolectures.narod.ru/2008/Frolov-2008.pdf


4. Kaplan, A.Y., Kochetkov, A.G., Shishkin, S.L., et al.: Experimental-theoretic bases and
practical realizations of technology “Brain computer interface”. Sibir Med. Bull. 12(2), 21–
29 (2013). (in Russian)

5. Bai, O., Lin, P., Vorbach, S., Floeter, M.K., Hattori, N., Hallett, M.: A high performance
sensorimotor beta rhythm-based brain-computer interface associated with human natural
motor behavior. J. Neural Eng. 5(1), 24 (2008)

6. Hsu, W.: Embedded grey relation theory in hopfield neural network application to motor
imagery eeg recognition. Clin. EEG Neurosci. 44(4), 257–264 (2013)

7. Huang, D., Lin, P., Fei, D.Y., Chen, X., Bai, O.: EEG-based online two-dimensional cursor
control. In: Conference of the IEEE Engineering in Medicine and Biology Society, pp. 4547–
4550 (2009)

8. Leeb, R., Scherer, R., Keinrath, C., Guger, C., Pfurtscheller, G.: Exploring virtual
environments with an EEG-based BCI through motor imagery. Biomed. Technik. 52, 86–91
(2005)

9. Asensio-Cubero, J., Gan, J.Q., Palaniappan, R.: Multiresolution analysis over graphs for a
motor imagery based online BCI game. Comput. Biol. Med. 68(1), 21–26 (2016)

10. Billinger, M., Brunner, C., Müller-Putz, G.R.: SCoT: a Python toolbox for EEG source
connectivity. Front. Neuroinformatics 8, 22 (2014)

11. Sonkin, K.M., Stankevich, L.A., Khomenko, J.G., Nagornova, Z.V., Shemyakina, N.V.:
Development of electroencephalographic pattern classifiers for real and imaginary thumb and
index finger movements of one hand. Artif. Intell. Med. 63(2), 107–117 (2015)

12. Stankevich, L.A., Sonkin, K.M., Shemyakina, N.V., Nagornova, Z.V., Khomenko, J.G.,
Perts, D.S., Koval, A.V.: Pattern decoding of rhythmic individual finger imaginary
movements of one hand. Hum. Phisiology 42(1), 32–42 (2016)

13. Neuper, C., Scherer, R., Reiner, M., Pfurtscheller, G.: Imagery of motor actions: differential
effects of kinesthetic and visual-motor mode of imagery in single-trial EEG. Cogn. Brain.
Res. 25, 668–677 (2005)

14. Lotte, F., Congedo, M., Lecuyer, A., et al.: Review of classification algorithms for EEG-based
brain-computer interfaces. J. Neural Eng. 4(2), 1 (2007)

15. Cortes, C., Vapnik, V.N.: Support-vector networks. Mach. Learn. 20(3), 273 (1995)
16. Shawe-Taylor, J., Cristianini, N.: Kernel Methods for Pattern Analysis. Cambridge University

Press, New York (2004). http://www.kernel-methods.net
17. Chang, C.C., Lin, C.J.: LIBSVM: a library for support vector machines. ACM Trans. Intell.

Syst. Technol. 2(27), 1–27 (2011). http://www.csie.ntu.edu.tw/~cjlin/libsvm

106 L. Stankevich and K. Sonkin

http://www.kernel-methods.net
http://www.csie.ntu.edu.tw/~cjlin/libsvm


Interactive Collaborative Robotics and Natural Language
Interface Based on Multi-agent Recursive Cognitive

Architectures

Murat Anchokov, Vladimir Denisenko, Zalimkhan Nagoev,
Zaurbek Sundukov(✉), and Boris Tazhev

Institute of Computer Science and Problems of Regional Management of Kabardino-Balkarian
Scientific Center of Russian Academy of Sciences,

I.Armand Street, 37a, Nalchik, Russia
iipru@rambler.ru, azraiths@gmail.com

Abstract. The article represents a review of the world current state in robotics,
its fields of implementation and application. It provides a description of a complex
collaborative robotic system for monitoring and reconnaissance of leaks and spills
of flammable, explosive and toxic substances, for elimination and prevention of
accidents aftermaths.   The work describes the robotic system software and func‐
tional modules. It introduces methods and algorithms of natural language inter‐
action on the basis of multi-agent recursive cognitive architecture.

Keywords: Collaborative robot · Robotic system · Natural language interface ·
Program control station · Monitoring and reconnaissance

1 Introduction

Practical robotics is no more a category of scientific or engineering interests but of
commercial interests. In a report, Worldwide Commercial Robotics Spending Guide, it
is forecasted that the compound annual growth rate (CAGR) in robotics and related
services will grow 17 % per year, in other words, it will increase from $ 71 billion in
2015 to $ 135.4 in 2019 [1, 2].

In contrast to previous technological revolutions, the transition to a new technolog‐
ical mode, characterized by massive substitution of physical and mental labor for
unmanned execution of production and management actions by robots, takes place in
the context of formed solvent demand on new equipment.

Human life will change dramatically because of robot implementation in houses, all
services, hobby and spare time etc. Speedy (in 3–4 years) implementation of robots is
expected in the consumer and service sectors: warehouse and transport logistics, various
infrastructure inspection, entertaining business, marketing and trade, delivery services,
agriculture, medicine, and construction. The sphere of education and social services,
security services, housing and communal services (directly or indirectly) have already
been searching for advanced systems that can replace human staff.
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There are also radical changes in the system of robotics offers. Advances in the
development of intellectualization of information processing and decision-making lead
to the rapid expansion of the applicability of robots and to a dynamic market growth.
Current developments are oriented to the use of “human” tools, industrial and household
equipment, ensuring safe transfer in industrial and home environment. According to the
International Federation of Robotics, the population of personal robots will reach 100
million units within five years. A number of countries have begun researches on the
impact of robotics technological on the legal and ethical standards, the infrastructure of
cities and strategic communications.

Collaborative robots is a relatively new trend in robotics that supposes side-by-side
man-machine co-operation. Collaborative robots are usually equipped with sensors and
machine vision to avoid robot-human collisions. These robots are not supposed to be
used in specially shielded areas but in close cooperation with people. The main task of
such side-by-side collaboration is to protect people from injury.

Let us take a close look at the state of the art in collaborative robotics.
ABB YUMI is a double-handed robot, its main application field is small parts

assembly. This robot is rather compact, has accurate vision, dexterous grippers, sensitive
force control feedback, flexible software and built-in safety features [3].

Roberta robot is designed for small and medium-sized enterprises. The robot’s main
characteristics are: safe, lightweight, 6 degrees of freedom without singularity points,
good pay load to structural weight ratio, cheap. It is equipped with cameras that capture
abnormal items in the gripper. The machine vision is not just for safety, it is used to
guide the manipulator to the right position as well [4].

APAS is a first certificated assistant robot. It is in a protection leather cover that
provides direct man-machine cooperation without safety fences [5].

FANUC has designed the world first collaborative robot with a 35 kg payload. There
are differences between CR-35iA and the rest of the FANUC family: it is green, it has
soft shell, it is not surrounded by defensive shields. That frees up a lot of floor space
und cuts costs. It will gently stop if someone comes too close while it is working [6].

F&P Personal Robotics has launched ultra-light-weight PRob1R. It can be used in
multi-step assembly tasks because it is fast and safe and due to its weight can be quickly
modified to different sizes and types of batches [7].

There are many other collaborative robots that are worth paying attention at, for
instance, NEXTAGE, KUKA - IIWA, MABI SPEEDY-10, MRK SYSTEME KR 5 SI,
PAVP6, Scara, etc.

2 Problem Formulation

The aim of this work is a description of the software of the prototype of multi-agent
robotic system. The robot is designed for monitoring leaks and spills of flammable,
explosive and toxic substances, fires, situation analysis, decision-making, synthesis and
implementation of collective action plans, prevention and elimination of accidents after‐
maths, catastrophes and natural disasters on the basis of interaction with the stationary
robotic firefighting complexes in conjunction with mobile technical means of
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reconnaissance and hardware to optimize decision-making and carrying out fire and
rescue operations in the complex conditions.

3 Implementation

The functional analysis of the robotic system allows to identify the following functional
modules:

– multi-agent system of aggregation of data from different measuring devices and the
formation of a unified model of the emergency area on local data registered by a
distributed robotic system and stationary sensors;

– intelligent decentralized control expert system of decision-making under conditions
of accidental leaks, spills and fires on the basis of a distributed multi-agent knowledge
base;

– station software wearable of management and control;
– software modules of the robotic system.

Portable command station includes the operator workstation, equipped with a digital
radio link with modules of the robotic system, and a computer with a special software
interface, supporting the high-level exchange of data, analyzing and visualizing data on
the status and conditions of complex tasks.

Software control center contains the following components:

– video module for teleoperator mode;
– module of graphic realization of multimodal data;
– module that provides interaction with the operator and robot via natural language

interface.

Figure 1 represents the video module interface that provides the following functions:

Fig. 1. The video module recognition at work
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– receive and display data from the camera;
– provide with correct data;
– change the module operating modes of onboard computer vision.

Figure 2 presents module of graphical visualization, providing the following functions:

– receive information from sensory subsystems;
– visualize received information;
– provide an opportunity to control the robot by means of control commands from the

keyboard and gamepad devices.

Fig. 2. The main window of the module

Data visualization module updates information in real time on the map, and allows
to observe emergency boundaries (Fig. 3).

Fig. 3. Construction of contours of the emergency zone
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4 Natural Language Module

The module is a software system, its components are on the command station and on-
board computer of the autonomous mobile robot. The system provides a bi-directional
exchange of natural language statements in a dialog system style and is designed to input
tasks (missions) into the intelligent control system of the robot. The dialog mode is used
to clarify and confirm the understanding of structure and sequencing of missions, limited
by the application area of the autonomous robot.

Natural language interaction is based on multi-agent recursive cognitive architecture
(MuRCA) [8–14]. MuRCA allows to understand the limited subset of natural language
in the following way: each word has agents for its representation in the intelligence
system. A “working life” of an agent depends on the amount of energy it possesses, i.e.
the lower it is, the higher are its chances to “die”. In order to support its life, from the
very beginning of its creation agent is determined to make contracts with other agents
that already exist in the system.

These contracts have two main functions: energy-information exchange and repre‐
sentation of linguistic interrelationship between agents. Contracts can be made only
between agents that make sense, in other words, there cannot be a contract between
“dark” and “go”, because there is no such syntactic structure in the natural language;
but there can be a contract between “dark” and “spot” or “go” and “we”, because there
are such constructions in the natural language.

According to this algorithm, we can teach the system words of the limited subset of
the natural language that is necessary to the robot. Consider that the system already
knows words: “turn” and “left”. Let us teach it the phrase “turn left”. After we have
typed or pronounced the phrase, the agents in the system that are responsible for these
separate words activate and send each other offers to make contracts.

After all necessary contracts are made, the system makes an attempt to execute the
order. The robot carries out an action or a set of actions and the system asks the user
whether this action is right. If it is right, the system remembers the phase and the corre‐
sponding action, if it is wrong, the system asks for some specifications and the procedure
cycles.

Fig. 4. A complex collaborative robotic system
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5 Conclusions

The result of this work is a complex collaborative robotic system that monitors and
reconnoiters the emergency zone, prevent and eliminate accidents aftermaths and disas‐
ters (Fig. 4), program control station, which allows the operator to set tasks by means
of natural language interface, control, and decision-making system.
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Abstract. An overview of the existing anthropomorphic robots and an analysis
of servomechanisms and bearing parts involved in the assembly of robot legs are
presented. We propose an option for constructing the legs of the robot Antares
under development. A two-motor layout, used in the knee, ensures higher joint
power along with independent interaction with the neighboring upper and lower
leg joints when bending. To reduce the electrical load on the main battery of the
robot, the upper legs are provided with a mounting pad for additional batteries
powering servos. Direct control of the servos is also carried out through the sub-
controllers, responsible for all 6 engines installed in the articular joints of the
robot legs.

Keywords: Anthropomorphic robots · Servomechanisms · Kinematic scheme ·
Antares · Component parts design · Two-motor knee · Pelvic mechanism

1 Introduction

Among problems, which developers of mobile general-purpose and special-purpose
robots face nowadays, are issues of robot’s flotation ability on the rugged terrain, auton‐
omous movement and control of kinetic equipment [1]. A lever-hinge system of human
and animals mobility, created by nature, is the most adapted to the natural earth’s surface
and is suitable for use during movement of the anthropomorphic robot [2].

Because of the lack of a unified methodology and software for engineering lever-
hinge systems for anthropomorphic robots, developers are forced to create their own
software in the design process of each individual robot [3, 4].

The aim of this article is to analyze the existing solutions to the construction of lever-
hinge mechanisms of the lower extremities (legs) of anthropomorphic robots and to
develop the rational structure of legs of the robot Antares.

One of the simplest structures of the biped robot is described in [5]. It is made up of
two-millimeter aluminum sheet, includes six servos operated by EyeBot controller, and
weighs 1.11 kg. When walking the robot reaches a speed of 120 m/h at a maximum angle
of 60° between the hips. Such robot architecture with six servos is used in [6] to study
the operating angles of the joints of the knee, ankle and hip.
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The anthropomorphic robot in the HanSaRam series, which regularly participates in
the FIRA league since 2000, is discussed in [7]. HanSaRam-VIII (HSR-VIII) robot has
28 servos, weighs 5.5 kg and can move at a speed of up to 12 cm/s.

In [8], the anthropomorphic robot Lola, having 7° of freedom per leg, weighs 55 kg
with the 180 cm height. The problems of the stability of the robot after stopping as well
as a gradual contact of foot parts with the surface when walking are discussed. Elastic
materials of the toe and heel of the robot foot ensure reduction of impact force on the
robot structure during touching the surface.

Home assistive robot with 14 servos and 16° of freedom, presented in [9], has
anthropomorphic upper body architecture and a wheelbase. The paper mostly focuses
on two-handed manipulation of objects by robots during transferring domestic objects.

The anthropomorphic robot SWUMANOID, 92 cm high, having in the construc‐
tion 24 servomechanisms of the series Dynamixel, is designed in [10] to simulate
motions and swimming in water. Unstable rolling of robotic body in water complicates
the calculation of the kinematics of movements of a floating robot that consists of 21
composite components.

The paper [11] proposes the original software platform for modeling a kinematic
motion scheme of anthropomorphic robot legs, where elements of legs are considered
as series-connected parts, and recursive algorithms with low computational complexity
are used for solving direct and inverse tasks of leg movements.

For moving on complicated uneven surfaces, impassable for tracked or wheeled
robots, more sophisticated nonanthropomorphic structures are also being developed,
with one [12], four [13], six [14, 15] and a large number [16] of lower extremities.

Based on the conducted analysis of structures of anthropomorphic robots, the robot
Poppy of the French company INRIA Flowers and Darwin-OP robot of the company
Trossen Robotics were determined to be the closest analogues to the robot Antares under
development. Let us consider these robots in more detail.

Details of the anthropomorphic robot Poppy are created based on 3D-printing, which
allowed much cheaper production of the robot parts and made it possible to use less
powerful servos, but reflected on robot stability when walking. The robot has 25 servo‐
mechanisms Dynamixel MX-64 and MX-28 [17], which ensure unobstructed movement
of the limbs with a given accuracy and strength margin as gears are made of metal. The
robot is controlled by a single-board computer Raspberry Pi and is equipped with 16
force-measuring sensors, 2 HD cameras, a stereo microphone and an inertial measure‐
ment unit. Poppy’s “face” is an LCD-screen, which can show “emotions” or information
about errors.

Modular robot design helps the researcher to change the movement of any robot’s
limb by isolating the desired limb from the rest of the body, almost without affecting
the performance. The structure is specially designed for the installation of additional
sensors and connection cables. In addition, such a design facilitates periodic robot
maintenance service. However, the center of mass of Poppy is located in the solar plexus,
which adversely affects load distribution. The robot becomes unstable and cannot move
independently (only with the help of human). Poppy has the same number of degrees of
freedom as Antares in the pelvic region, distributing them in a different way, which
makes it not so mobile in the knee and ankle joints. The leg joints have only 3 motors
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(one in each ankle, knee and hip joints). This adversely affects the overall mobility of
the robot, judging by the video footage and design files of the robot available from the
developers.

The robot Darwin-OP is a robot platform intended for research and development
within the framework of educational process. DARwin OP has high performance and
dynamic characteristics and a wide range of sensors. The robot communicates with
people by using loudspeakers, microphones, cameras, tactile sensors, LEDs, hand
gestures. It possesses 20 Dynamixel actuators that ensure free movement of limbs with
a given accuracy and strength margin, as the gears are made of metal. The center of mass
is located in the center of pelvis, which ensures the correct distribution of the load during
walking and inertia, especially in the extremities. A modular robot design helps the
researcher to change the movement of any limb of DARwin OP. The structure also
allows the installation of additional sensors.

2 Design of Leg Joint of the Anthropomorphic Robot Antares

Designing Antares included several steps associated with the development of joints of
legs, arms, torso and head. First priority is given to designing the leg joint because of
the following reasons: the high complexity of the layout of joint parts; necessity of this
joint for robot movement in space; complexity of calculating joint unit due to the
assumed highest load of parts relative to all other joints.

A kinematic scheme (Fig. 1a) displays the overall layout of all the links that make
up a single mechanism of robot’s lower limbs. A tree graph (Fig. 1b) represents the
kinematic structure of the actuating mechanism of the robot. The pelvic mechanism in

(a) (b)

Fig. 1. A kinematic scheme and a tree graph of the legs of the Antares robot
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both the scheme and the graph is represented by a single joint (Fig. 1b) and a link
(Fig. 1a) as it performs only axial rotation function concerning each leg; in the following,
actuators of each leg are marked as separate links. Since the kinematic scheme of robot’s
legs is branching, this causes certain difficulties in its description. Because the sequential
arrangement of joints is indicated by links, each of which is responsible for the move‐
ment in its plane of movement and is mutually dependent on the closest joints and links.
This is because the spatial position of each next link depends on the preceding link in
the kinematic scheme, which is also displayed in the graph. The exception is the pelvic
mechanism shown at the top of the scheme, since in this case its position in space is the
result of the overall mechanism performance. The tree graph (Fig. 1b) helps to under‐
stand the relations in the kinematic scheme (Fig. 1a). It shows that the links are combined
in joints, except for the end joints 4 and 8, which are the feet of robot’s legs. From the
graph it is clear that the joints 1, 2, 3 and 5, 6, 7 have bidirectional connections, which
is due to the mutual dependence between these joints, as they directly affect the position
of each other in space during robot movement.

Total toe structure includes pelvic joint and two identical leg joints consisting of
simpler attachment point to the pelvic, hip, knee, lower leg, ankle and foot units. Joints
of robot pelvic and legs are developed in accordance with the proportions of the human
body, adjusted for assumed growth. Their total length is 510.7 mm. The length of ankle
and hip joints is 20 cm. Auxiliary batteries (an installation site is provided) will be
installed in the upper legs to reduce the electrical load on the main battery of Antares as
well as to control actuator powering, which will help to avoid power supply problems.
To save the processing power of the main controller and the computer located in the
torso, auxiliary controllers will also be installed in the upper leg joints. These controllers
are responsible for the work of all six engines of robotic leg joints. The given design
complicates the calculation of the kinematics of the robot motion, but provides more

Fig. 2. Functional capabilities of the two-motor knee
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complex movements. Through the use of twin-engine layout in the knee a separate leg
joint is obtained, which interacts with neighboring upper and lower leg joints, allowing
them to be independent of each other when bending (Fig. 2). In addition, the use of two-
motor knee simplifies the selection of servo, as in this type of knee the load is divided
between two separate motors. Another advantage of this unit is that it facilitates design
engineering of the above-mentioned joints of the upper and lower legs.

Interconnected plate lines, linked by screw couplings and cross plates, make up the
basis of the leg structure of Antares. For parts manufacturing, 2, 4 and 10 mm thick
aluminum sheets were used. 6-mm-thick aluminum rods were applied for the crossties.
Parts made from 2 mm thick aluminum sheet are the basis of the joints of lower and
upper legs, foot and pelvic attachment. The joints parts made from 2 mm sheet are
structurally designed for power loads and pressure from top.

The parts made from 4-mm-thick aluminum sheets are used as stiffening ribs
intended for the torsional loads. From these sheets we made transverse upper and lower
leg struts and mounting plates of the hip (4 mm thick) and foot. It is also intended to use
them to locate the internal components, such as an auxiliary battery, actuators controller
of the entire leg joint. Along with the transverse plates, aluminum bars are used as
stiffening ribs but only as elements of structural reinforcement.

In the tibial joint a broader transverse plate is used in order to achieve sufficiently
reliable structure. This was necessary to ensure that the ankle could be used as efficiently
as possible, which required the free use of the internal space of ankle joint. Screw
coupling in this case is not only a stiffening rib, but also an arresting stop so that the
ankle joint could not be broken and lead to the damage of other components while
working. From 10 mm thick aluminum sheets one type of parts is made — a special
bearing plate used for the assembly of hip and ankle joints.

For motors Dynamixel MX-64, used in the leg joints, the flanges were made that are
necessary for linking separate joints parts and components to provide mobility and
stability. The flanges are located in a special socket on the motor housing and the bearing
and secured by a special cover which prevents the collapse of the structure during motion
and because of vibration. An obligatory requirement for the bearing is a height of
3.5 mm, to comply with the centering of axial arrangement of engines in the overall
structure, which is important during robot movement.

Pelvic mechanism is located in the lower part of the torso of Antares and is designed for
the axial legs rotations as well as for accommodating the main battery. The construction

Fig. 3. Pelvic mechanism
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includes two bushings, gears with gear ratio 1: 1, two motors Dynamixel MX-28,
two 2-mm-thick plates, and the flange bearings 8 × 14 (Fig. 3). The choice of less powerful
servos, compared with those used in the construction of the other legs joints, is substanti‐
ated by the fact that for axial rotations the high power of engines is not required.

The hip and ankle joints are formed by pairwise motor connection with metal inserts;
in the motor housing extra strong plastic or aluminum are used in order to withstand
physical loads on the motor housing during movement. Pairwise motor connection
provides space saving in the construction, in order to avoid excessive massiveness. This
is necessary to ensure the mobility and flexibility of the assembled joints. In addition,
the construction of the hip and ankle joints is designed to the highest possible repro‐
duction of functionality of human ankle and hip joints which are similar to a spherical
joint with a limited angle of rotation. Thus, to reproduce the human joint structure, it
was decided to introduce to these joints two cylindrical hinges with mutually perpen‐
dicular axes. This solution is applied because, at the moment, it is not possible to repeat
structure of the spherical joint and make it controllable to the full for the anthropomor‐
phic mechanism, sufficiently reliable and compact, relatively inexpensive and not
requiring constant maintenance. Achieving all of this will complicate both the construc‐
tion itself and the control of the robot. The implemented solution, in turn, simplifies the
structure of the robot ankle without compromising ankle capabilities.

3 Experiment Results

The leg construction provides large steering angles for the motors, which ensures greater
flexibility and ductility of the joint compared with the mentioned analogs. The robot can
easily do the splits, raise the leg straight or at an angle, bend it at the knee, while keeping
the foot parallel to the floor, if necessary. There are a variety of sit-ups rather than some
specific predetermined movements seen in the analogues, including touching the floor
by the pelvic mechanism without the threat of damaging its joints. Pelvic mechanism
provides axial rotation of the robot lower limbs, which has a positive effect on its port‐
ability and allows it to rotate on the way with a minimum turning radius, turn in the
necessary direction on the spot and perform a wider range of different leg movements
than those available to humans.

Pelvic mechanics allows the robot to rotate each leg at 360° around its axis; however,
at this stage we limited it up to 270°, since there was no need for such a large range of
rotation. The angle of flexion at the hip joint is 120°. The maximum extension angle is
45°. The side lunge of the leg is +90°. Similar to humans, it is impossible to fully bring
the leg back, as the lower limbs will touch each other. The maximum bringing back of
the leg is 55°. The legs are brought back up to the moment when they almost touch each
other, and this limits the range of the stroke. The side lunge of the leg is limited to an
angle of 135°. It was decided to set limits up to 90°. This is due to the fact that the robot
should resemble the structure of the human, and this angle allows the robot to do the
splits. In this case, there is no need to have a greater range of variations of the leg position
in the hip joint.
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The knee joint comprises two servos combined into one unit. This design solution
increases the mobility and strength torque of the knee. This allows the actuator to bend
the knee at an angle of 162°. The use of two actuators in the knee joint entails constant
synchronization of the motors relative to each other, since one actuator does not provide
the same large angle of the displacement in a joint without a significant loss in power
and mobility of the structure. The result is that the location of motors corresponds to the
perpendicular position relative to the frontal plane of the robot. The ankle design
provides the eversion — the displacement of the foot inwards to the sagittal plane as
well as the inversion — shifting of the foot outwards from the sagittal plane. Changing
the generalized coordinate of the ankle joint in roll represents a rotation of the foot
relative to the upper limb from the neutral position. The angle of the foot position
changes: eversion is 90° and inversion is 90°. Moving toe upwards relative to the neutral
position is taken as a positive angle, and downwards — as the negative angle. In this
case, the pitch angle of the foot deviates from +88° to −180°. Figure 4 shows the results
of work to change the generalized coordinate of the robot foot. Movement is carried out
in full compliance with design feature that limits the angles of pitch and roll.

Fig. 4. Turning angles of the leg

Apart from the pelvic mechanism responsible for axial rotations of legs and being a
separate unit, in the legs structure we applied actuators Dynamixel MX-64. Each
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Dynamixel has a unique ID for connection to the common data line, supports the connec‐
tion TTL, RS485 and others, can be connected to the common control bus; available LED
or emergency shutdown (torque-off) functions may be set to predetermined values of
temperature, current and voltage. These actuators can be adjusted to move more smoothly.
Dynamixel servos can be controlled from a PC or a microcontroller, which is a great
advantage in the development of prototypes. Without the battery and the controller
installed in the hip joint, the estimated total weight of the metal frame, servos and flange
connections is 1.07 kg, of which 756 g account for the Dynamixel MX-64 servos.
Construction of the two joints of the leg and pelvic mechanism weighs 2.44 kg.

Table 1 shows a comparison of the different angles of deflection of legs positions of
the human and developed prototype of an anthropomorphic robot Antares. Based on this
table, we can conclude that the various actions typical of the human and the robot can
be executed by the latter, as the ranges of changes of human positions angles lie within
the ranges of changes of robot angles.

Table 1. The comparison of the angles of the human and the robot Antares

Human Antares
Range by the pitch of foot from −50º to 40º from −88º to 180º
Range by the roll of foot from −30º to 20º from −90º to 90º
Range of flexion-extension, for the hip from +120º to 20º from +110º to 45º
Range of flexion-extension, for the knee from 0º to 110º from 0º to 162º
Range of the side lunge of the leg in the hip from 0º to 45º from 0º to 90º
Range of the relative bringing back of the leg in the hip from 0º to 30º from 0º to 55º
Range of rotation for the hip from −45º to 45º from −45º to 45º

It should be noted that, except for the range of the foot roll, all other angles are
artificially limited in order to avoid unnecessary contact of the parts lying in a single
plane at the time of motion. Since the robot represents a robotic platform intended for
scientific research and development within the framework of educational process, its
modular nature can help the researcher to change the movement of any limb by isolating
the desired limb from the rest of the body, almost without affecting performance. The
structure is specially designed for the installation of additional sensors and connection
cables. In addition, such a design facilitates periodic robot maintenance service.

Load weight balancing in the legs of the robot taking into account the maximum
supposed weight of 8 kg occurs according to the following formula:

where, F is the force applied to the lower leg assembly; P is a weight, which keeps the
lower leg; the denominator — 2, since all the weight is distributed over 2 legs. Figure 5
shows the torque supplied to the motor shaft of the ankle in the process of raising the legs.
The graph shows that the ankle motor has a maximum torque when the robot is in a sitting
position. The tension in the construction of the lower and upper leg with a total weight of
the robot equal to 8 kg is 7.44·105 N/m2. The conducted study on the maximum load
revealed that the lower leg can withstand a load of 1040 Newtons. Summarizing, we can
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say that the lower and upper leg individually can withstand 13-fold vertical load on the
structure, without succumbing to deformation and breakage. It was taken into considera‐
tion that fasteners for flange connections were fixed and immobile.

Fig. 5. The dependence of the torque of the motors № 2 to № 5 on their operational time

The graphs show that, except for the motor № 2, the maximum motor torque appears
to be at the beginning of the time interval and decreases with time. The graph in Fig. 5
shows that the ankle motor has the maximum torque when the robot is in a standing
position, as keeping this position is the most time-consuming task for this type of engine.
For the motor № 2, the shape of the curve remains practically unchanged with increasing
or decreasing the load. With the motors № 3 and № 4 a similar situation may be observed.
The graph № 2 practically mirrors the graph № 4, while the graph № 3 is almost identical
to the graph № 5 because the program in simulation grouped the motors. The first group
includes the motors № 2 and № 3, the second – motors № 4 and № 5. In a group one

(a) (b)

Fig. 6. (a) displacement of shafts of the motors № 2 to № 5 and their operational time; (b) rotational
speed of shafts of the motors № 2 to № 5 and their operational time
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motor is responsible for the leg rise, and the other for holding the knee and hip in a
position perpendicular to the support surface. In this simulation the motors № 2, 3 and
4 are used to lift the robot leg. Apart from performing leg lifting, the motor № 3 also
holds the knee in a required position, which is achieved by synchronizing the operation
of motors. Figure 6 displays the displacement of motor shafts of the ankle, knee and hip
joints when the robot starts to move from a standing position. The tension occurring in
the structure of the lower or upper leg, with a total weight of the robot equal to 8 kg, is
7.44·105 N/m2. Figure 6 presents the angular displacement and rotational speed of the
shafts of the motors № 2 to № 5.

According to the study, the lower leg can withstand a maximum load of 1040 N.
Summarizing, we can say that the lower and upper legs individually can withstand a 13-
fold vertical load on the structure, without succumbing to deformation and breakage. It
was taken into consideration that fasteners for flange connections were fixed and immobile.

4 Conclusion

The conducted analysis showed the presence of anthropomorphic robot models from
30 cm to 180 cm high with a different number of degrees of freedom and kinematic
schemes. It was concluded that the closest analogues to the robot Antares under devel‐
opment are Poppy and Darwin-OP robots. A two-motor layout, used in the knee, ensures
higher joint power along with independent interaction with the neighboring upper and
lower leg joints when bending. The electrical load on the main battery of Antares is
reduced by the use of auxiliary batteries installed in the upper legs and powering the
servos. The direct servo control is also performed by the auxiliary controllers responsible
for the work of all six engines of the leg joints. Studies of the prototype design have
demonstrated that individual components and parts have a more than ten-fold safety
margin. The robot under development is intended for development of assistive technol‐
ogies of human-computer interaction based on multimodal interfaces and use for educa‐
tional purposes such as participation in robot football competitions [18–24].
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Abstract. Formation task in a group of unmanned aerial vehicles (UAVs) is a
very important problem in a multi-robotics. The paper contains a brief analysis
of existing methods for formation task in groups of robots. A new method for
solving formation task in a group of quadrotors is proposed. The method make it
possible to ensure accurate compliance with distances between quadrotors in the
formation, as well as featuring low computational complexity.

Keywords: Formation task � Milti-robotics � Quadrotor � Unmanned aerial
vehicle

1 Introduction

The progress in a microelectronics and a computing make it possible to produce
small-sized UAV, which can be cheap and easily accessible in case of mass production.
However, practical possibilities of a single UAV are limited. As widely shown in the
recent literature [1], robustness and flexibility constitute the main advantages of
multiple-robot systems vs. single-robot ones. Also the use of group of UAVs opens
wide perspectives for unmanned aircraft [2, 3].

Micro Aerial Vehicle (MAV) can be classified on: airplane, helicopter, bird-like,
insect-like, autogiro and blimp. The work [4] compare a lot of characteristics like
power cost, control cost, payload/volume, maneuverability, mechanics simplicity,
aerodynamics complexity, stationary flight, low speed fly, high speed flight, surviv-
ability, vulnerability, vertical takeoff and landing, endurance, miniaturization, indoor
usage. There are a lot of practical applications where some of the characteristics are
much important then some others, which make it possible and reasonable to use other
types of small-sized UAVs. There is a comparison of various types of MAV in [4],
where showed that quadrotors are the most universal type of MAV. It does not mean
that other types of small-sides UAVs are not important and useful. All of them could be
useful in various specific spheres and applications.

Groups of unmanned quadrotors can be used for a video monitoring, forming
phased antenna arrays and other applications (see for example [5] and the references
therein). This applications requires mutual position relative to each other quadrotors in
a group. The target location of quadrotors in space is named “formation”, and the task
of forming the formation is named “formation task”.
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2 Known Methods for Solving Formation Task

There are some well-known methods for solving a formation task in a group of mobile
robots, including a behavior based [6, 7], leader-follower approach [8–12], a virtual
structure/virtual leader approach [13], based on the game theory [14] etc. However
some of the methods make it possible to form a formation by only a certain set of
shapes. Some others require considerable computing resources, but there are not such
resources on-board of quadrotors.

Many of the methods are aimed at positioning quadrotors in absolute coordinates,
but in practice compliance required distances between the quadrotor is more important
than the quadrotor’s positioning in absolute coordinates.

Thus the formation task in a group of quadrotors needs a computationally simple
method, which provide to derive desired target formation of various sharps and precise
distances between quadrotors. Such method for solving 2D formation task on a plane is
proposed in [15]. This work is continuing this approach to 3D formations.

3 Formal Statement of the Formation Task in a Group
of Quadrotors

There is a set R of controlled quadrotors ri 2 R i ¼ 1;N
� �

, where N – is the number of
quadrotors in a group. The status of each quadrotor ri 2 R is described by the vector of
status si tð Þ ¼ ½si;1ðtÞ; si;2ðtÞ; . . .; si;hðtÞ�T , where the state variable si;hðtÞ mean quadro-
tor’s coordinates xiðtÞ; yiðtÞ; ziðtÞ, current speed, acceleration, roll uiðtÞ, pitch hiðtÞ and
yaw wiðtÞ angles, the remaining board energy reserves, etc.

Current mutual arrangement of quadrotors in a group is described by the matrix

Dt ¼

0 d1;2ðtÞ d1;3ðtÞ � � � d1;NðtÞ
� 0 d2;3ðtÞ � � � d2;NðtÞ
� � 0 . .

. ..
.

� � � 0 dN�1;NðtÞ
� � � � 0

2
666664

3
777775
;

where each element di;j tð Þ of matrix D tð Þ represents the distance between quadrotors ri
and rj the current time.

Each quadrotor ri 2 R has information about their own condition si tð Þ, and infor-
mation about distances di;j tð Þ i; j ¼ 1;N; i 6¼ j

� �
between the quadrotor ri 2 R and other

quadrotors rj 2 R j ¼ 1;N; j 6¼ i
� �

. Each quadrotor ri 2 R has a control system, which
make it possible to change coordinates xi tð Þ ¼ xiðtÞ; yiðtÞ; ziðtÞ according to control
inputs ui tð Þ based on the mathematical model considered in [4].

In order to prevent collisions and a mutual interference of quadrotors, the limit of
positions is introduced:
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xi tð Þ � xj tð Þ
�� ���Dr; ði 6¼ j; i; j ¼ 1;NÞ; ð1Þ

where Dr – is a minimal acceptable distance between quadrotors, excludes mutual
interference of quadrotors.

The target formation is a set V of target positions vl 2 V l ¼ 1;N
� �

of single
quadrotors. Each target position vl 2 V is described by a point pl l ¼ 1;N

� �
with

coordinates ðxl; yl; zlÞ. But there is not information about point’s pl l ¼ 1;N
� �

coordinates xpl; ypl; zpl l ¼ 1;N
� �

and about assignments between quadrotors ri 2 R
and target positions vl 2 V.

The only one available information about the target formation is a matrix

Df ¼

0 d1;2 d1;3 � � � d1;N
� 0 d2;3 � � � d2;N

� � 0 . .
. ..

.

� � � 0 dN�1;N

� � � � 0

2
666664

3
777775
;

where each variable di;j of Df is a distance between points pi and pj of target positions
vi and vj in a target formation.

Formation task in the group of quadrotors is to determine a sequence of controls
u tð Þ ¼ ½u1 tð Þ; u2 tð Þ; . . .uN tð Þ�T which lead a group from start formation with distances
D t0ð Þ to desired target formation with distances Df for minimum time and with a
restrictions on the quadrotor’s positions (1).

4 The Proposed Method

We propose the following method for solving formation task, which is named
“methods of spheres”, which is continuing the “method of circles” [15].

At the first step we need to choose the target position vl and the quadrotor ri, which
are used for the beginning of formation building. Point pc is the center of the

group. The point pc is described by radius vector lc
!
:

lc
!¼ 1

N

XN
i¼1

li
!
;

where li
!

is a radius vector of a quadrotor ri 2 R i ¼ 1;N
� �

positions xiðtÞ; yiðtÞ; ziðtÞ.
After that distances between point pc and point of ri current position should be
calculated:

li;c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xc1Þ2 þðyi � yc1Þ2 þðzi � zcÞ2

q
:
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Then find the quadrotor with a minimal distance minðli;cÞ; i 2 1;N
� �

between itself
and the center of the group.

The nearest for the point pc quadrotor ri get an assignment with target position v1.
And the current coordinates of the quadrotor ri is a coordinates p1 of the target
position v1.

At the second step the assignment for target position v2 and its location
p2ðxp2; yp2; zp2Þ is determined. For this construct a sphere c1;2 with center in point p1
and radius d1;2 (from the matrix Df ). Then construct N � 1 straight lines, each one
passing through the point p1 and the current position of quadrotors riði ¼ 2;NÞ

xp2i � x1
xi � x1

¼ yp2i � y1
yi � y1

¼ zp2i � z1
zi � z1

; i 2 ½2;N�:

To determine the coordinates of the intersection points of these lines and the sphere
c1;2 for each quadrotor riði ¼ 2;NÞ use the system of equations:

xp2i � x1
xi � x1

¼ yp2i � y1
yi � y1

;

xp2i � x1
xi � x1

¼ zp2i � z1
zi � z1

; i 2 ½2;N�

ðxp2i � x1Þ2 þðyp2i � y1Þ2 þðzp2i � z1Þ2 ¼ d21;2:

8>>>><
>>>>:

and get equation’s roots ðxp2i1 ; yp2i1 ; zp2i1Þ and ðxp2i2 ; yp2i2 ; zp2i2Þ for each riði ¼ 2;NÞ.
Then calculate distances between quadrotors riði ¼ 2;NÞ and their points
ðxp2i1 ; yp2i1 ; zp2i1Þ and ðxp2i2 ; yp2i2 ; zp2i2Þ:

li;p2iq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xp2iq
� �2 þ yi � yp2iq

� �2 þ zi � zp2iq
� �2q

; q 2 ½1; 2�; i 2 ½2;N�:

Fig. 1. Definition of the target position’s point p2
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The quadrotor with the minimal length of distance minðli;p2iqÞ; q 2 ½1; 2�i 2 2;N
� �

get an assignment target position v2 and point p2 with coordinates xp2; yp2; zp2
� �

, like it
is showed at Fig. 1.

At the third step the coordinates p3ðxp3; yp3; zp3Þ of the target position v3 is deter-
mined. For this construct two spheres c1;3 and c2;3. The sphere c1;3 has the center in
point p1 and the radius d1;3. The sphere c2;3 has the center in point p2 and the radius
d2;3. Then find the set of points of intersections of spheres c1;3 and c2;3. It is a circle:

xp3 � x1
� �2 þ yp3 � y1

� �2 þ zp3 � z1
� �2¼ d21;3;

xp3 � x2
� �2 þ yp3 � y2

� �2 þ zp3 � z2
� �2¼ d22;3:

8<
:

Then find points p3i; i 2 ½3;N�, which are nearest for quadrotors riði ¼ 3;NÞ. Then
calculate distances l3;i½i ¼ 3;N� between quadrotors riði ¼ 3;NÞ and each of roots
xp3;q; yp3;q
� �

; q 2 ½1; 2�:

lp3q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xp3q
� �2 þ yi � yp3q

� �2 þ zi � zp3q
� �2q

; i 2 3;N
� �

; q 2 1; 2
� �

:

The quadrotor with the minimal length of distance minðlp3qÞ; i 2 3;N
� �

; q 2 ½1; 2�
get an assignment target position v3 and point p3 with coordinates xp3; yp3; zp3

� �
, like it

is showed at Fig. 2.
At the fourth step the coordinates p4ðxp4; yp4; zp4Þ of the target position v4 is

determined. For this construct three spheres c1;4, c2;4 and c3;4. The sphere c1;4 has the
center in point p1 and the radius d1;4. The sphere c2;4 has the center in point p2 and the
radius d2;4. The sphere c3;4 has the center in point p3 and the radius d3;4. Then find
points of intersections of spheres c1;4, c2;4 and c3;4:

Fig. 2. Definition of the point p3ðxp3; yp3; zp3Þ of target position v3
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xp4 � x1
� �2 þ yp4 � y1

� �2 þ zp4 � z1
� �2¼ d21;4;

xp4 � x2
� �2 þ yp4 � y2

� �2 þ zp4 � z2
� �2¼ d22;4;

xp4 � x3
� �2 þ yp4 � y3

� �2 þ zp4 � z3
� �2¼ d23;4:

8>><
>>:

At the each next step the coordinates pl l ¼ 4;N
� �

of target position vl is deter-
mined. For this construct 4 spheres cl�4;l, cl�3;l, cl�2;l and cl�1;l with centers at pl�4,
pl�3, pl�2, pl�1, and radiuses dl�4;l, dl�3;l, dl�2;l, dl�1;l.

Then find points of intersections of spheres cl�4;l, cl�3;l, cl�2;l and cl�1;l, use the
system of equations:

xpl � xl�4
� �2 þ ypl � yl�4

� �2 þ zpl � zl�4
� �2¼ d2l�4;l;

xpl � xl�3
� �2 þ ypl � yl�3

� �2 þ zpl � zl�3
� �2¼ d2l�3;l;

xpl � xl�2
� �2 þ ypl � yl�2

� �2 þ zpl � zl�2
� �2¼ d2l�2;l;

xpl � xl�1
� �2 þ ypl � yl�1

� �2 þ zpl � zl�1
� �2¼ d2l�1;l:

8>>>>>><
>>>>>>:

Then calculate distances li;pliq½i ¼ l;N� between quadrotors riði ¼ k;NÞ and each
of roots xplq; yplq; zplq

� �
:

li;pliq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xpliq
� �2 þ yi � ypliq

� �2 þ zi � zpliq
� �2q

; q 2 ½1; 2�; i 2 ½l;N�:

The quadrotor with the minimal length of the distance minðli;pliqÞ; i 2 l;N
� �

; q 2
1; 2
� �

get an assignment target position vl and the point pl with coordinates
xpl; ypl; zpl
� �

.

Fig. 3. Computer modeling software
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When all assignments and coordinates of all target positions are obtained, each
quadrotor moves to its own target position by straight line, except the case with threat
of collisions between quadrotors. In latter case quadrotors circumnavigates each other
along the arc.

5 Computer Modeling and Experiments

The proposed approach to derive desired target formation was tested by using the
software model (Fig. 3) and the experimental stand, using a group of quadrotors.

Fig. 4. The maximum time of solving formation task for different numbers of quadrotors within
a group, s

Table 1. The average and maximum values of distance and time during solving formation task
using the method of spheres

Number of quadrotors in the
group

4 5 6 7 8 9 10

The average length of
quadrotor’s paths, m

8,25 6,8 10,4 9,1 12,7 11,5 13,8

The maximum length of
quadrotor’ paths, m

20,0 20,1 28,5 28,7 33,6 39,1 41,9

The average sum of lengths of
quadrotor’s paths, m

33,0 33,9 62,7 64,1 102,2 104,5 112,4

The average time of solving
formation task, s

4,0 4,1 5,6 5,7 6,7 7,7 8,3

The maximum time of solving
formation task, s

4,1 4,2 5,7 5,9 6,8 7,9 8,4
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An information exchange between quadrotors into a group and with the operator’s
control panel implemented by Wi-Fi. Inertial navigation system is used. Formation task
was solved on a horizontal plane, when all quadrotors into a group fly on at the same
altitude (*1 m). The average horizontal velocity of quadrotors is 5 m/s. The average and
maximum values of distance and time during solving formation task using the method of
spheres is shown in the Table 1 and Fig. 4.

In contrast to the well-known quadrotors formation projects [16], in that experi-
ments external cameras or sensors were nor used. Quadrotors determined its positions
only by on-board sensors.

6 Conclusions

In this paper we consider the problem of formation task on the plane for those cases
where the mutual position of quadrotors is more important rather than absolute coor-
dinates of their positions in space.

The algorithm based on a proposed method has a low computational complexity,
allows to create formations with various shapes, and opens up opportunities for
practical application groups of quadrotor UAV for video monitoring, forming phased
antenna arrays and mobile telecommunication systems.
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Abstract. This paper describes the principles of mimic recognition and repro‐
duction for robots with ability to simulate facial emotional states of a human face.
A new method of describing and managing the emotional state from basic
emotional states is proposed. The method introduces a more natural way to control
facial states and can be combined with a proposed natural speech interface model.
The research results were tested in real conditions on several events using robots
with silicone human-like faces.

Keywords: Service robotics · Emotional state · Mimic recognition · Mimic
reproduction · Facial actuators · Natural interface · Speech interface

1 Introduction

One the most quickly developing niches of contemporary robotics is service robotics,
that is oriented on direct interaction between humans and robots, whereas human is not
specially trained for that interaction. Development of service robotics gave some results
in natural (or close to natural) speech interfaces. Control task for human-operator trans‐
forms into verbal dialogue between operator and robot. The latter may inform the oper‐
ator of the current situation and ask to define more precisely his commands. Often the
speech dialogue is not sufficient to “mutual understanding”. In such cases may be applied
systems that use gestures, which is important for people with hearing and speech
dysfunctions. Lately new results were acquired in the field of human-like robots with
skin imitation. Such robots allow to reproduce the mimic of a speaking person [1, 2].
With mimics the robot-companion can express its attitude to perceived messages, own
current state and environment. Whereas, unlike speech, the mimic facial state does not
need to be translated. Mimics represent a common image of evaluation in accordance
with behavioral rules and goals, provided with robot’s knowledge base. However, more
complicated problems take their place. In common, there are two interrelated problems
of control: the first is how to describe the intellectual components of processes, the
second is about the executive part of robot’s mimic apparatus. Another problem is the
speech and mimic correlation. Here the main problem is to recognize the sense of the
verbal information. Using the mimic support we suppose to raise the effectiveness of
human-robot speech communication.
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2 The Problem of Mimic Recognition

First group of problems presumes psychological analysis and emotion formalization.
Fominykh [3, 4] attempted in his research to describe emotions as a result of internal
reflection, that is internal evaluation of messages of one speaker in terms of own inter‐
ests. Author proposed “emotional algebra”, which allows calculating characteristics of
emotional reaction on a set of given situations. Perspectives of using emotions in human-
like robotics and some approaches of implementation are described in works of Ishiguro,
Scholtz and others [5–7].

First of we need to identify basic emotional states (BES), that can be recognized by
people independent of their nationality and cultural level. P. Ekman proposed 6 BES
based on his psychological works [8, 9]. They are happiness, sadness, anger, fear,
surprise and disgust. They should be expanded with 7th BES – the neutral state. So, the
problem is lowered down to imitate the 7 mimic states.

While describing facial expressions of human face Ekman has developed FACS – a
facial expression coding system. FACS declared a facial state in terms of typical action
units (AU). AUs describe movement of distinctive facial points, which most often depict
movement of a separate facial muscle. The deficiency of this system is the binary nature
of AUs (e.g. “left eyebrow raised”) and do not have intermediate values. To make the
description closer to the human’s perception we must augment binary movements with
fuzzy variables to express the level of AU and of emotional state altogether. For example,
“left eyebrow is a little raised” or “fully raised”. These linguistic variables characterize
different degrees of facial element manifestation. Now, the mimic state on the whole
may be represented with a fuzzy vector of action units. To solve the task of BES recog‐
nition by this fuzzy vector the procedure of fuzzy inference is proposed. It is a well-
known fuzzy classifier which may be realized as a hybrid neuro-fuzzy four-layer network
of ANFIS type. The first layer contains the membership functions (“a little”, “fully”,
“neutral”, etc.). The second layer contains fuzzy neurons of logic conjunction. The third
layer realizes the weightened linear combinations of the previous layer neuron outputs
and the last layer is formed from the usual activation functions of sigmoid type. The
classifier output is the basic emotional states such as “smile” or “sadness”. The network
may be taught with backward error propagation method, just like any usual neuro clas‐
sifier.

Simpler then using linguistic evaluation variables is the interval evaluation methods
which also may be proposed to express the degree of implementation of observed values
to one of defined states. In this case, subjective evaluation should be omitted or statistical
research must take place to define probability of belonging of observed state to evaluated
emotional state.

An example of such research is represented in Fig. 1. Here, evaluated elements
are mutual point positions of mouth, eyes, brows, nose and the face contour. The
result of evaluation is a set of probabilities of one of the 7 BES (e.g. “happy with
probability of 56 %”).
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Fig. 1. Emotional state recognition with the EmoDetect algorithm, (Neurobotics, 2013)

While using linguistic translations the statistical experiments become unnecessary,
but subjective (or probabilistic) approach occurs in determination of functions
describing fuzzy variable implementation (lips are compressed tight, mouth corners are
a bit apart and so on). Nevertheless, undoubtful advantage of linguistic variable method
is the possibility of more accurate analysis of facial expressions, which means evaluation
of emotions, intermediate to BES.

The proposed method is bound to another approach, suggested in some works [1,
2] – the Emotional Cartesian Space (ECS). This approach is depicted in Fig. 2. In the
ECS the x coordinate represents the valence and the y coordinate represents the arousal.
Each expression e(v,a) is consequently associated with a point in the valence-arousal
plane where the neutral expression e(0, 0) is placed in the origin. ECS allows describe
an emotional state in more detail and should be used in further research.

Fig. 2. Emotional Cartesian Space. BES are pointed on the edge of the circle.

Versus ECS the suggested approach in this article describes emotional state in terms
of BES and can be represented as Fig. 3. ECS is used to solve the inverse task of
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evaluation of human facial expressions and was used in diagnostic research of several
illnesses. The current analysis of the facial expression of operator is necessary to control
the operator’s state for safety of robotic or any other complicated control system.

Fig. 3. Cartesian Space of Basic Emotional States

3 The Problem of Mimic Reproduction

Let’s focus on the second group of problems – the reproduction (imitation) of mimic
states for human-like robots. In this case the suggested scheme on Fig. 3 is more practical
and efficient. This approach is suggested to be called as the Cartesian Space of Basic
Emotional States (CSBES) [14]. In terms of interval method each sector corresponds to
one BES and distinguishes its intensity (“force”). Usage of linguistic variables allows
to determine emotion modality and intensity for each of BES.

The CSBES as well as the ECS uses interpolation of values between presets in each
of the BES. A preset is an array of facial actuator positions that represent current
emotional state. The radius represents the factor of emotion. The closer the point in
CSBES to the central (neutral) point - the less aroused it is. The main difference between
CSBES and ECS – the BES are positioned equally around the circle with a slight reorder.
In the ECS the BES go as follows: Happiness, Surprise, Fear, Anger, Sadness, Disgust.
In CSBES: Happiness, Surprise, Fear, Anger, Disgust, Sadness. This reordering has
come from analysis of actuator arousal graphics, mainly the eyebrows and eyelids
(Fig. 7). CSBES distributes the arousal evenly, without doubling the maximums of
arousal functions. Thus, CSBES represents the facial actuator arousal model closer to
the physical model of emotion reproduction.
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There are several robotic emotional reproduction techniques: computer graphics,
solid-state mechanics, multicolored facial backlight and anthropomorphic construction
with skin imitation (most as a copy of infamous or existing people). Figure 4 shows
examples of twin robot of H. Ishiguro, American robocopy of writer Philip K. Dick and
Russian robot Alice Zelenogradova (Neurobotics Ltd.).

Fig. 4. Human-like robots: Geminoid (Japan), Philip K. Dick (USA), Alice (Russia)

The last robot is equipped with 19 actuators (Fig. 5) which represent the mimic
apparatus for emotion synthesis. Actuators in this robot are servomotors and have
following purposes:

• 3 servos implement the Gough-Stewart platform for the neck;
• 1 rotates the jaw to open the mouth;
• 3 ocular servos for mutual vertical and independent horizontal movement of cameras

inside of each eye;
• Group of mimic servos deform silicone skin and take part in emotion synthesis:

• 2 unpaired motors – “evil” and “puppy eyes” that accordingly move the point
between the brows forward and upwards;

• 10 paired motors – oral (“smile”, “sad”, “scepsis”), separate eyebrow and eyelid
lift.

For example, fear is synthesized with mouth opening, « puppy eyes », left and right
eyebrow lift and “scepsis” actuators.

Emotions are synthesized changing the actuator values (Fig. 6). The knowledge base
of robot must contain settings that correspond to fuzzy emotional vector components,
for each of basic emotional states. When receiving a command, expressed in fuzzy values
(such as “strong anger” or “light surprise”), from higher level control system – the
program select the corresponding emotional vector and linguistic transcription, that
defines the intensity of emotion.

Coverage zones for different actuators do not match and the depiction of mimic state
(in interval method) is asymmetric. The comparison of coverage zones in ECS and
CSBES is shown on Fig. 7. In particular for the “evil” actuator, that brings the wrinkle
between brows forward, in ECS we can observe 2 maximums and in CSBES – only one.
Each maximum matches strong tension of corresponding actuator. There is a dead zone
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in ECS in lower right quadrant, the occurrence of which requires additional accuracy
while defining the point of mimic state in other three quadrants. The CSBES (Fig. 4)
has a different circumferential order of BES and lacks that dead zone disadvantage. This
statement allows to synthesize emotional states more graphically and accurate with the
same size of controlling elements on the screen.

Fig. 5. Facial actuators of Alice Zelenogradova (Neurobotics, Russian Federation)

Neutral Happiness Surprise Happy surprise

CSBES: r = 0
CSBES: a = 0°, 

r = 1
CSBES: a = 60°, 

r = 1
CSBES: a = 30°,

r = 1

Fig. 6. Emotion synthesis of robot Alex (Neurobotics, Russia)
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Fig. 7. Difference of coverage zones (a-e) of ECS and CSBES of several actuators and common
coverage zones (f) for every actuator. “A” means are of coverage of corresponding method. The
outer bound corresponds to maximum, the center to minimum and the middle circle to the neutral
positions of actuator.

For controlling the mimic apparatus of human-like robots there are several control
methods, each of which has its advantages and disadvantages for different synthesis
tasks. The independent BES control method has total control over modelled emotion,
but its textual or encoded value is long and difficult to perceive. According a higher level
method of ECS, the control signal is written short (2 coordinates), but requires some
knowledge from the operator and accuracy in defining the 2D-point corresponding to
the emotional state. Suggested method of CSBES is similar to ECS method, but is
synthesized for graphical representation usability for an unprepared operator. This
method allows to encode the control signal in formal mathematical and linguistic values
and in more natural language record. CSBES method is compatible with several
emotional state recognition algorithms and can be used for telemetric replication of
mimic state between operator and a human-like robot.

4 Speech Interface and Dialogue

Speech communication is the main way for service robot control. The speech interface
includes the recognition and linguistic modules (Fig. 8). The latter realizes semantic
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interpretation of information (speech understanding). The dialogue module controls the
dialogue process.

Fig. 8. The diagram of the speech interface.

Usually, speech recognition is based on the comparison of pronounced words with
their patterns from a knowledge base. The most effective are the DTW (Dynamic Time
Warping) and HMM (Hidden Markov Models). The speech base for service robot oper‐
ators often may be individual. The dialogue may be presented as a sequence of messages.
There are some typical dialogue scenarios. Messages are used: (a) to inform the operator
about the automatically compiled plan of operation; (b) give the robot tasks by operator;
(c) to correct the plan of operation or the condition of its fulfillment; (d) to inform about
evaluation of environment by robot (e) to inform about results of operations; (f) to inform
about evaluation by robot of its own condition, etc. The scenery itself may be presented
as a sequence of frames.

In most cases, teaching by demonstration approach is used. [10]. Another way is the
task-oriented learning [11, 15]. Some investigations in this field presents multimodal
interfaces which combine speech and gestures [12]. Lately the authors demonstrated an
alternative approach based on the modified Petri nets. The nodes of the net are the current
states of the robotic system and the arcs are the events entering from other modules of
the dialogue system. The kernel of the system is the dialogue manager which may
address to the planning module to predict the next condition of the environment up to
the desired condition [13].

Using the technology proposed above it is possible to connect the speech dialogue
with the emotional content of the messages. The simplest way to solve the task is by
replicating the mimic state of the operator’s facial state during the speech message. More
complicate task is to form the artificial mimic state of the robot “face” in connection
with the sense of the information. Another block connecting speech understanding and
emotion composition (modality and intensity of emotion) is introduced (Fig. 8). For
example, negative emotion may correspond to the message of dangerous situation (for
robot or for operator). The same is for message of operator’s error during control or
planning. Also for deficit of time for task solution. The positive emotion may be
connected with successful operation fulfillment, optimal planning etc. Taking into
consideration all the factors formalized in fuzzy terms it seems possible using the fuzzy
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procedure to determine the modality and the intensity of emotion. The interpretation of
the corresponding emotion on the “face” of service robot make the mutual understanding
in human-robot dialogue easier.

Together with the usual textual messages (from “speech-to-text”) – the emotional
messages can be used throughout the dialogue. The knowledge base of robot may contain
reactions to emotional impacts (e.g. the human became sad or angry at some point of
conversation).

5 Conclusion

The article proposed a new method of describing the changes of emotional states of
human face in terms of actuator arousal. It enhances classic models of Emotional Carte‐
sian Space and Action Units for the emotional reproduction with robotic “face”.

Another approach for “naturalizing” robotic control is the speech interface. The
speech interface is fuzzy, so as the emotional reproduction algorithm. They both work
close together in natural speech interface.

The preliminary experiments showed that the combined speech – mimic interface
make the human-robot dialogue much more productive and reliable. It most effective
for service robotics as the operator uses the language close to natural. Usage of linguistic
variables and fuzzy logic makes it possible to control robot by human almost without
any special training.

The advances in appearance of robots (the problem of the “uncanny” valley soon
will be solved), their interactive features and behavior lead to a new era of social robotics.

Now the next unsolved problem in human psychology is the contact with technical
system almost in the same way as with a human, so the technical system becomes a
partner. We suppose the intellectual interface is another step in the direction of new
human-robot society.
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Abstract. In this work we consider an environment exploration and mapping
task for a group of heterogeneous mobile robots. We propose a range of methods
tied together in a hierarchical two-level control system. The distinguished fea-
tures of the proposed system are the use of subdefinite models for robot
localization as well as an original mechanism for local interaction. We present
both theoretical and experimental results. On the experimental side of the study
we conduct both simulation experiments as well as a real robotic swarm system
investigation.

Keywords: Collective robotics � Exploration �Mapping � Subdefinite models �
Multi-robot systems

1 Introduction

Multi-robot systems have become a hot research topic due to the fact that many
practical applications such as environment monitoring [1], technical inspection [2],
search and surveillance [3] and several others can not be solved by a single robot.
Many of these tasks can be formally expressed as various multi-robot exploration and
mapping problems [4–6], which in turn can be decomposed into localization and
mapping, path planning (obstacle avoidance) and multi-robot interaction (communi-
cation) problems.

Localization and mapping are traditionally viewed as a single coupled problem, e.g.
SLAM problem, and various techniques and methods of solving this problem are known.
Typically these methods rely on a Kalman filter [7], particle filter [8], graphs [9], etc. One
should note that the vast majority of SLAM algorithms relies on accurate sensor mea-
surements and meticulous odometry. This restricts the application of existing approaches
to some well-defined classes of tasks and makes them unsuitable for other classes (for
example, indoor SLAM methods are not good in outdoor navigation and vice versa).
However, in general SLAM can perform well (or satisfactorily) if the SLAM pipeline is
appropriately chosen in accordance with the features of specific tasks and robots.

In this paper we describe an approach of solving the multi-robot exploration and
mapping problem which has the following distinctive features. Firstly, we rely on a
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well-established SLAM methods but consider the output (a robot location and a local
map) to be not error-free (which is a realistic assumption) and we augment this output
with a topological map of the environment constructed using subdefinite models.
Secondly, we rely only on the local robot interaction and use inter-robot communi-
cation to guide the path planning. As for the environment, we consider it to be partially
known to the robots, e.g. we consider particular distinctive markers to be present
(although neither their absolute, nor relative position is known a priori).

The paper is organized as follows. In Sect. 2 we present methods that are used to
solve the multi-robot mapping and exploration task. In Sect. 3.1 we present the results
of the modeled experiments. Section 3.2 is devoted to the investigation of the real robot
case in indoor mapping scenarios.

2 Models and Algorithms

We consider the control system of each mobile robot involved in group exploration and
mapping task to be decomposed into two hierarchical levels: strategic (high) and
tactical (low). Navigation modules of the strategic level perform fuzzy localization of
the robot using predefined markers and characteristic objects. A schematic map is
constructed on this level via recognition methods based on subdefinite models calcu-
lations. Modules residing on the tactical layer deal with obstacle avoidance, trajectory
following, etc. In this work we examine only the strategic level of the system, e.g. the
methods that are used to localize a robot (by using subdefinite calculations and fuzzy
spatial models), methods of map refining, mapping methods for a single robot being
part of the group and, finally, map merging techniques and strategies.

Problem Statement. We consider a group of robots, each of which has the ability to
determine its location and to mark obstacles on a map. Communication among the
robots is strictly local — each one can talk only with its nearest neighbors. Therefore,
the robots are equipped with transceivers with limited range. The goal of the robot
group is to jointly construct a map of the environment.

As already mentioned, group or joint mapping tasks can be reduced to the problem
of investigation of a map fragment by a single robot and global map construction from
several such fragments obtained via communication between robots. The map fragment
exchange task requires, as a rule, existence of a stable and broad communication
channel. The communication system structure, in general, doesn’t limit the robots’
capability to transmit information to all accessible neighbors [10, 11]. However, the use
of a fully connected topology is too bulky, despite its logical simplicity.

The global map construction can be reduced to the task of fragment integration,
which consists of comparison of each part, similar areas detection and overlaying
fragments correctly. Without the unified coordinates’ binding it becomes a nontrivial
task of searching for common subgraphs.

In the following section we describe the navigation task solution on the strategic
level. Firstly, a mechanism that allows a robot to determine its location relying on a
given schematic environmental map is described. After determining its approximate
location, the robot should define the map more precisely. Then the movement trajectory
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planning mechanism is described, and finally the problem of group mapping and
navigation is discussed.

2.1 Robot Localization

The robot localization system relies on data from a video camera (for landmark-based
navigation) and from ultrasonic range sensors (for obstacle detection). Sub-definite
procedures [12] are at the heart of the localization methods. These procedures are
extensively used when the variables used to model some domain can not be determined
precisely but only determined as probability interval estimates, which is our case. We
represent robot’s and markers’ locations as sub-definite variables. It is also assumed
within the approach under consideration that the interpolation functions that bind the
variables’ values with each other do exist. In addition, an iteration procedure is
implemented that narrows the variables’ domains at each step. Thus we work with a
computational model which consequently narrows the area of indeterminacy of
investigated variables’ values, e.g. the robot’s and markers’ locations.

We use a well-known spatial model — a regular grid composed of square cells of
identical size that represents the map. This representation is convenient and frequently
used in such type of tasks, for example in [13]. As long as the localization system is
based on landmarks (Fig. 1a), another approach is frequently encountered: along with
registering cells on a map, objects and relations between them are also registered, for
example [14, 15]. We use two-component color markers and marine signs of definite
shapes as the landmarks (Fig. 1b). A recognition system was developed that is capable
of estimating such attributes of the objects as color, form, size and orientation in space.
An identification of objects was implemented that relies on a composition of various
attributes.

To identify the robot’s location on a map we use a voting method. Suppose there
exist several functions that determine possible locations of the robot based on several
criteria: computer vision, sensor data, previous positions history, global navigation, etc.
The robot’s location in this case is identified by a distribution of candidate-cells rij on
the map.

Fig. 1. (a) Combined map, objects and relations, (b) Used markers (Color figure online)
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f mðXtÞ ¼ Rtm ¼ frij; rik; . . .g; ð1Þ

where Xt is the input data at a moment t. Let the method 1 give the distribution R1,
method 2 — the distribution R2, etc. Then the robot location is determined as follows:

Rt ¼ k1R1
t � k2R2

t � . . .� kMRM
t ; ð2Þ

where the operation ⊕ is a superposition of two distributions that in a simple case
match a value to the amount of times the cell is presented in sets Rm, km — the
weighting coefficient utilized for increasing influence of a criteria against the
remainder.

Rt ¼ fcijrij; cikrij; . . .g; ð3Þ

where cij is the amount of times the corresponding cell is encountered with their
weighting coefficients in distributions Rm. We will denote the value c in the following
as the vote of this cell, and the function fm — as a voting method. The system has three
methods of voting implemented:

1. The cells from which the current scene can be seen are determined. In other words,
for every cell the following condition is examined:

dist r Oið Þ; r0ð ÞL Oið Þ � dist r Oj
� �

; r0
� �

L Oj
� ��� ��\d; 8Oi;Oj 2 O tð Þ; ð4Þ

where Oi is a current scene object O(t), r(Oi) is a map cell, containing an object Oi,
r0 — a verified cell, dist(r1, r2) — the distance between the r1 and r2 cells, d — an
established error, L(O1) — the O1 object’s height on the image. The cells fitting this
condition receive a voice.

2. An approximate distance from the robot to an object is determined based on the
information about the approximate sizes of objects for every object. All cells
positioned at this distance also receive a voice.

3. We assume that the robot can not change its position rapidly between two sequential
observations. Thus, the cell, in which the robot was located in the previous moment
of time, as well as neighboring cells, receives a voice in every step of the algorithm.

Consequently, we consider that the robot is located in the cell with the maximum
amount of voices. A few cells could satisfy this criterion, so we choose only one using
a mean value or using additional qualifying criteria. Let us describe the mechanism of
voting in terms of subdefinite models (further SD-models). The robot position in this
case is an H-value, i.e. some set, belonging to a whole range of definition. In this case
the SD-expansion is the cells the map was divided into, and the range of definition
accordingly is the whole set of map cells.

DNM ¼
d11 . . . d1M
. . . . . . . . .
dN1 . . . dNM

8<
:

9=
;: ð5Þ
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Let us use an SD-variable, determining a possible robot location as a cells set:

X ¼ dij . . . dkp
� �

: ð6Þ

The main idea of using SD-models is gradually decreasing the field of indetermi-
nacy. The transformation of sets is performed using SD-operations.

fi : X1 ! X2: ð7Þ

In case of the represented system, the SD-operations are voting methods, trans-
ferring all definition range to SD-values. Consequently, possessing a set of voting
methods fi and sequentially applying them to the initial set, we get a set of possible
locations Xi for every method.

fi : D ! Xi: ð8Þ

After that a superposition operator is applied, which leaves only the cells with the
maximum amount of votes.

F : X1 . . .Xi ! XF : ð9Þ

The set represents possible robot locations. In the following, the averaging oper-
ation can be applied and one location among all others can be selected:

�f : XF ! x: ð10Þ

2.2 Map Refinement

A map refinement procedure is triggered at each step of the navigation algorithm to
update a partially known map in accordance with the new sensor measurements, e.g.
measurements produced by the ultrasonic rangefinders. Each map cell is characterized
by its weight w, which initially equals to zero and increases in case an obstacle is
detected in that cell (so the cell is considered untraversable for the robot, Fig. 2).

Fig. 2. Marking untraversable cells on a grid representation of the map.
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As the location of the robot is subject to errors, the same is true for the obstacles. To
handle this problem the following approach is adopted.

1. A degradation function FD is introduced. This function decreases the weight of the
cells over time in case these weights are below some predefined threshold. It means
that cells with high probabilities of being blocked, e.g. the cells that are conse-
quently reported as untraversable by the navigation system, will not lose their
weight. At the same time, obstacles that were put on the grid map by mistake will
tend to disappear. In the simplest case, a linear function can be used for cells weight
degradation:

FD wð Þ ¼ w� kD: ð11Þ

Here kD is the degradation coefficient.
In case the current weight value is lower than the initial value (zero) the

degradation procedure is not performed for this cell.
2. All possible untraversable cells (taking into account the robot’s localization error)

are marked so, but the weight for each cell is calculated by the following formula:

wt ¼ wt�1 þ k0
N2 ; ð12Þ

where N is the number of possible robot’s locations. Values of the coefficients k0
and kD are set in accordance with the following inequalities:

k0 [
kD
N2 ; for large N;

k0\
kD
N2 ; for small N:

ð13Þ

Thus, map refinement functions by receiving measurements of the rangefinders and
a robot location on a grid map as the input and producing a marked grid as the output.

2.3 Individual Mapping and Map Merging

As written above, grids are used as environment models for each member of the group
of mobile robots. Path planning for each robot is based on the following approach.
Consider a grid area sized N � M:

F ¼ ðS1;S2; . . .; SN�MÞ; ð14Þ

Each element of the working area (grid cell) si is assigned the value of a potential uI

which defines the attractiveness of that map area for a robot. Negative values are
considered to be attractive for the robot, while positive — distractive. Movement
direction in this case is defined as the direction of the whole field:
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�E ¼ �
XN�M

i
hi; ð15Þ

Here hi is the derivative of the potential ui which in the simplest case can be calculated
in the following way:

hij j ¼ ui

rki;robot
; ð16Þ

where ri, robot is the distance between the robot and the considered (i-th) cell.
Unexplored regions of the working area are considered to be of high attractiveness

for a robot initially and while it explores them they lose their attractiveness. During the
exploration the robot always moves towards the area with the minimum sum of
potentials. A merging procedure is triggered after all individual exploration tasks are
finished. To merge maps, all robots must form a topology which we call a static swarm
[16] and then start communicating with each other and exchanging maps and routes. To
increase efficiency of the group exploration and mapping task we also suggest using
local interaction.

Robots Interaction. If the robots are planning their paths to stay far from each other,
unnecessary duplication of mapping effort (two or more robots mapping the same area)
can be avoided. Thus, it can be beneficial to generate an “avoid me” signal so that the
other robot that receives the signal knows that the area he is moving to has already been
explored. At the same time, when the configuration of obstacles is not trivial, it can be
beneficial to perform multiple examinations of such working area by different robots to
obtain a consistent map model. In such cases, a communication command “approach
me” should be utilized.

In accordance with the path planning strategy presented above “avoid me” and
“approach me” signals can be implemented as changing the potential values of the
corresponding grid cells, e.g. grid cell that are occupied by the robots generating the
signals. For a robot’s “avoid me” signal, the value of the cell’s potential is increased
(repulsing other robots) and vice versa. It should be emphasized, that these changes of
the potential field are registered by each robot on its local map, depending on the cell
that the signal was registered in by the robot. On the other hand, interaction between
robots is implemented using explicit communication: robots broadcast messages to all
their neighbours.

3 Experimental Evaluation

3.1 Model Experiments

Both in simulation and in real robot experiments the map was divided into a 30 by 50
grid of cells. Grids used in the experiments had 5 % to 30 % filling rate, meaning that
5 %–30 % of the cells were untraversable (occupied by the obstacles). Each experi-
ment involved 16 robots. For each task, two communication profiles were used: with
local communication while mapping and without such communication. As one can see
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from the Table 1, using the suggested local communication method significantly (an
order of magnitude) increases the time efficiency of the mapping routine.

A step of simulation corresponds to the time a robot moves from a cell to an
adjacent cell. One can note that the mapping time increases with the increase of the
number of obstacles. It happens because a robot’s path becomes more complicated
when a larger number of obstacles is present. It could probably be possible to decrease
the overall computation cost by using more advanced path planning techniques.

We would also like to note that, due to localization errors, the mapping method
without local communication tends to detect more obstacles than actually exist. For
example, for maps with 30 % blocked cells, the number of detected obstacles is one
third times as much again than it should be. Using local communication while mapping
positively influences this problem. In this case the number of detected obstacles almost
equals the actual number.

3.2 Field Experiments

Field experiments were carried out using a DrRobot X80 Pro platform [17]. This robot
is a two-wheeled mobile platform with a differential drive equipped with ultrasonic and
infrared (IR) rangefinders as well as a Wi-Fi camera (Fig. 3a).

The control system was implemented within the ROS framework: ROS Indigo [18]
on a GNU/Linux Kubuntu 14.04 personal computer (installed on each robot). Control

Table 1. Mapping time comparison

Blockage percentage
5 % 10 % 15 % 20 % 25 % 30 %

Average mapping time
(steps)

With
communication

29,58 30,28 31,48 32,47 33,75 35,46

Without
communication

326,63 334,07 343,65 353,79 364,47 376,02

Fig. 3. (a) DrRobot X80Pro Platform used in the experiments, (b) Fragment of the polygon used
in experiments, (c) Virtual model in Gazebo
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of a robot is based on automata techniques. All commands — both low-level (move-
ment forward, backward etc.) and high-level (exploration, mapping etc.) are modeled
as Mealy machines. CV system based on the OpenCV library is used for marker-based
robot localization while ultrasonic range-finders data is used to detect obstacles and
construct a local map. The global map is updated each time local maps are shared by
the group.

The local communication was implemented on IR connection based on RC5 pro-
tocol. The aim of the local communication is the identification of the nearest robots that
are considered neighbours and their relative position. Four transmitters and receivers
are located on a robot facing different directions at a 90° angle. The robot transmitted
its own unique ID number in four directions simultaneously through a standard RC5
command using four IR diodes.

Experiments were carried out on a polygon (Fig. 3) sized 10 � 20 meters with four
robots involved. A virtual model of the polygon was created beforehand using Gazebo
simulation software [19] in the ROS framework.

Twelve markers were placed in different locations on a polygon. Each marker is a
cylinder with a marine navigation sign (unique for each marker) painted on the surface.
The highest precision of localization was achieved when different markers were
detected in a single image of the CV video stream. However due to the polygon large
size, such situations occurred rarely. In this case, robots behaved in the following way.
First robot performed a full rotation scanning all the markers and trying to localize itself
by narrowing the ambiguity region. If this region still remained too large, then robot
started to move in a random direction just following a trajectory created by the path
planner and relying on encoders’ measurements.

In case the markers are not unique, the localization error becomes much higher as
the ambiguity region significantly enlarges. At this point, we would like to mention that
a robot’s location is composed of two components: a grid cell (x and y coordinates) and
a heading angle (orientation). When the size of the grid cell was large (more than the
diameter of a robot footprint), most of the errors occurred in the heading angle esti-
mation. By latter we mean that the x and y coordinates’ estimation error was much
lower than the heading estimation error. This is due to the geometrical aspects of
calculations as well as the low level of orientation discretization (8 values).

4 Conclusion

Conducted experiments showed the applicability of the proposed methods in explo-
ration and mapping tasks. At the same time, the results of the simulated experiments
only partially correspond to the real world experiments. This is due to the observation
methodology of the experiments that allows giving only qualitative estimates.

Directions of the future work include but are not limited to the following. Firstly,
the environment should become more complex by adding additional obstacles and
active objects — intruders. In addition, a system of precise tracking of a robot’s
location on the polygon is needed. Existence of such a system will allow to obtain not
only qualitative estimates but quantitative measurements, too.
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Abstract. This paper proposes an automatic laparoscopic camera tracking for
conducting optimal visualization of the required area such as operated field in
the minimally invasive surgery. A robotic surgery system was designed and
developed to perform the camera handling and tracking task during laparoscopic
surgery. The method of positioning and automatic tracking for the surgical
instruments during the laparoscopic operations was developed. The significant
difference of the method is the usage of the markers and reference points that are
placed at the visible area (outside the abdomen). This technique allows us to
define the coordinates of the laparoscope and the surgical instruments in the
operated field by the usage of the methods of vector algebra and geometric
transformations without application of the image recognition. The algorithm of
the laparoscope control and automatic tracking for the surgical instruments was
offered. Also the conditions for the optimal visualization of the operated field
were determined. The field of the required laparoscope position according to the
surgical instruments was defined. The experimental research of the offered
method was done and its justifiability was confirmed. The offered method of
positioning and tracking is universal for the different types of the robotic holders
with different number of DOFs.

Keywords: Robotic surgery system � Laparoscopic camera � The method of
the positioning and tracking for the surgical instruments � Robotic camera holder
for laparoscopy � Minimally invasive surgery � The reference points � Methods
of vector algebra and geometric transformations � Position error

1 Introduction

The development in medical treatment is heading toward the minimization of surgical
intervention and post-operative injury. It is possible by the usage of the minimally
invasive surgery [1]. Visualization of the operated field is provided by the assistant
actions based on voice commands of the surgeon. This approach has some disadvan-
tages connected with reducing of depth perception of surgeon manipulation, increasing
of hand tremor by the long operation, limited range of motion, increased fatigue and
tactile limitations. Also there are some difficulties with control of laparoscopic camera
position because of assistant tries to combine an overview of the treated area with the
doctor’s commands but it isn’t always provide safe movement of the laparoscope in the
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A. Ronzhin et al. (Eds.): ICR 2016, LNAI 9812, pp. 153–162, 2016.
DOI: 10.1007/978-3-319-43955-6_19



goal position. The more progressive usage of the robotic camera holders such as Aesop,
EndoAssist, Naviot [2–5] can overcome some of these disadvantages because of the
surgeon controls the camera via control interface by means of a pedal, joystick or voice
control [6–9]. This kind of system does not exclude the influence of the human factor
that can lead to errors by the surgeon as operator [10].

The development of the systems and methods based on the positioning and auto-
matic tracking for the surgical instruments with the required accuracy allows us to take
off task of camera control from assistant and surgeon and therefore decrease the
influence of the human factor, reduce the number of medical staff and extend the
functionality of the surgeon during the operation.

2 Description of the Robot-Assisted Surgical System

The process of the laparoscopic surgery by the usage of the robotic laparoscopic
camera holder is represented as a system. In Fig. 1 the flow chart of the robot-assisted
surgical system with automatic positioning and instruments tracking is shown [10].
Initially the positioning process is described only for one surgical instrument, as the
placement of the second (auxiliary) surgical instrument is defined similarly to the first,
while the changing of the laparoscope position in the operated field is fulfilled rela-
tively to leading tool [4–8, 11].

The surgeon performs operation basing on the video image of the operated field by
the usage of the surgical instruments that are introduced by the trocars. The current
coordinates of the laparoscope and instruments are defined by the usage of the optical
localization system and external video camera in the operating room. This kind of
localization system uses the external reference points and markers that are placed on the

Fig. 1. Flow chart of the robotic surgical system
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visible parts of trocars. The position and orientation of the laparoscope and instrument
are determined by the angle of the reflected rays from the reference points.

The obtained coordinates come in the control unit where the microcontroller
generates the control commands for the changing of the position and orientation of the
robotic holder or focusing of the laparoscopic camera in order to get the optimal
visualization of the operated field. The control unit transmits the generated control
signals to the motion controller. The motion controller sends the commands to the robot
actuators for changing of placement of the robot joints according to the required
trajectories of the joints and goal position of the laparoscope.

All decisions that relate to certain input conditions (placement of the surgical
instruments) and output conclusions (characterize the movements of the laparoscope)
are kept into the block “statistics of results”. The information about all results is used
for comparative analysis of work and following adaptation of control unit parameters.
The robotic holder moves the laparoscope depending on the field of the surgical
operation and current position of the instruments. The kinematic connection between
robot links during its movement is necessary to determine the boundaries or safe field
of function.

Further image of the operated field from the laparoscopic camera is transmitted to
monitor via communication links that allows surgeon to track for his/her actions and
continue to perform the operation in real time.

The offered system of automatic tracking for surgical instruments can be used for
the different commercial robotic holders of laparoscope and robot-assisted surgical
systems, such as Aesop, Zeus, SoloAssist, da Vinci. Existed robotic holders have
different DOF, sizes of the links and types of joints. But the usage of the offered
automatic control system of the laparoscopic camera doesn’t depend on the robot
configuration [12–15].

3 Method of Positioning and Automatic Tracking
for the Surgical Instruments Basing on the Markers
and Reference Points

The goal of the offered method is connected with determination of the placement of
surgical instrument and laparoscope in the operated field basing on the visible parts
outside tools [16–18]. If the measurements of the instrument and laparoscope are
known in advance it can be determined their position and orientation in the operated
field by the application of the mathematical methods without analysis and image
recognition. In Fig. 2 the reference points and DOF of the surgical instrument and
laparoscope are shown for the minimally invasive surgery.

In Fig. 2 there are following accepted designations: O1 – laparoscope incision
point; O2 – surgical instrument incision point; A – end effector of the instrument; B –

end effector of the laparoscope; C – tip of the surgical instrument; D – tip of the
laparoscope; q – length of the visible part of the laparoscope; H – angle between the
laparoscope shaft and the vertical axis; u – rotation angle.
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Both angles are described according to the pivot point (incision point). The point
O1 is determined as origin.

The position of the surgical instrument and laparoscope is determined basing on the
triangulation method by the application of optical system such as Polaris [19] that uses
the LED sensors on the laparoscope and surgical instrument for definition of the points
coordinates Ci, Di, O1, O2 [20].

The difference of the offered approach is that the coordinates of the reference points
of the laparoscope and instrument are determined in the visible area basing on the
receiver fixed in advance in the operated room [17, 18, 20]. Basing on the common
view of the operated room the coordinates of the reference points C, O2, D, O1 are
found sequentially from sources (L1, L2, L3) and receivers (S1, S2, S3) (Fig. 3).

Fig. 2. Surgical instrument and laparoscope during minimally invasive surgery

Fig. 3. The process of the transmission signal from the reference point C and receiver S1
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The coordinates of the A and B are calculated by the usage of the spherical coor-
dinate system after determination of the coordinates of the points Ci, Di, O1, O2 and
orientation of the corresponding vectors [21]:

x ¼ qsinHcosu; y ¼ qsinHsinu; z ¼ qcosH; q� 0; �p�u� p; 0�H� p: ð1Þ

The task of the automatic tracking for the surgical instruments and providing of
optimal visualization of the operated field is reduced to determination of the coordi-
nates (x1, y1, z1) of the point A and basing on this point the required position and
orientation of the laparoscope is defined (x2, y2, z2) of the point B (Fig. 4). The optimal
view of the operated area is determined by the position of the instrument end effector
that should be in the center of video laparoscope image transmitted to the monitor.

There are two conditions for reaching of optimal view of the operated area:

– the lines which are located the vectors CA
�!

and DB
�!

must be intersecting, that is

CA
�! � DB�!� �

¼ 0;

– the vectors CA
�!

и DB
�!

must be noncollinear, the point Ai – the center of the lines

intersecting which are located the vectors CA
�!

и DB
�!

.

The offered algorithm of tracking for the surgical instruments consists in the fol-
lowing steps.

Step 1. The coordinates (x5, y5, z5) of the point O1 (laparoscope incision point) and
(x6, y6, z6) of the point O2 (surgical instrument incision point) are determined.

Step 2. The coordinates (x1, y1, z1) of the current position of the end effector of the
instrument Ai, i ¼ 1;N at time point t = i are determined.

Fig. 4. Schematic representation of the tracking task
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Step 3. The equation of line is constructed by the coordinates of the points Ai and
O2. The surgical instrument lies on this line. The canonical equation of the line has the
following view [21, 22]:

x� x6
x1 � x6

¼ y� y6
y1 � y6

¼ z� z6
z1 � z6

: ð2Þ

Step 4. The equation of line is constructed, on this line the laparoscope lies at time
point t = i. The equations of lines for the surgical instrument and laparoscope intersect
at point Ai. The equation of line is constructed by the coordinates of the points Ai and
O1. The canonical equation of the line on which the laparoscope lies has the view:

x� x5
x1 � x5

¼ y� y5
y1 � y5

¼ z� z5
z1 � z5

: ð3Þ

Step 5. The coordinates of the point Breqi xBreqi ; yBreqi ; zBreqi

� �
at time point t = i are

determined. The optimal view of the operated field is determined by the position of the
end effector of the instrument that should be in the center of the video laparoscope
image. Therefore restriction on the length of the maximum allowable area of the end
effector of the laparoscope relative to the position of the end effector of the instrument
depends on the safety settings and visualization quality:

kmin � BmaxBminj j � kmax; ð4Þ

where kmin and kmax – the minimum and maximum value of the length BmaxBmin.
Condition of the restriction on the allowable distance from the instrument end

effector to the laparoscope end effector has the following view:

rmin � rj j � rmax; ð5Þ

where rmin and rmax – the minimum and maximum allowable distance from the end
effector of the instrument to the end effector of the laparoscope.

Step 6. Scope of the operated field is determined also by the viewing angle of the
camera. The laparoscopic camera scope depends on the laparoscope configuration but it
can be represented in common view as shown in Fig. 5 [23].

Angle h between the vectors VCA and VAB is determined as [22]:

h ¼ cos�1ð
~VCA � ~VAB

VCAj j � VABj jÞ; ð6Þ

If the value of the angle h is less than hreq than it means that the instrument locates
in the scope (video laparoscope image). If the value of the angle h is more hreq than it
means that the instrument locates out of the video laparoscope image.

Step 7. The position error is calculated after fulfillment of tracking process and it is
represented as deviation between the current and required position of the laparoscope:
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ei ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxBreq � xBcur Þ2 þðyBreq � yBcurÞ2 þðzBreq � zBcurÞ2

q
� 1mm; ð7Þ

where xBreq ; yBreq ; zBreq

� �
– the coordinates of the required position of the laparoscope;

xBcur ; yBcur ; zBcurð Þ – the coordinates of the current position of the laparoscope.
Step 8. Transfer is fulfilled t to step 2 at the next moment t = t + 1.
Step 9. The algorithm continues until the operation is complete or end of work the

operation in the automatic mode.
Step 10. The mean square deviation for every link is calculated after end of work of

the algorithm:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

ðei � eÞ
vuut ; ð8Þ

where r — mean square deviation of the position error; ei — the current value of the
error; e — the mean value of the error.

4 Results of the Experiments

The 20 tests of the different types of trajectories were fulfilled in the programming
language Matlab R2014b. In the Fig. 6 the path following graph of current and required
trajectories of the laparoscope for the first test is shown. The current trajectory of the
laparoscope movement approximates to the required characteristic. The maximum
value of the position error was 1 mm and the minimum value was 0.1 mm.

The values of the position error consist only in deviation of the method, configu-
ration parameters of the robotic holder and hardware in this research are not taken into
account. The mean square deviation of the position error by the 20 tests was
0.3781 mm. Therefore the maximum value of the position error does not exceed the
minimum threshold by the parameter of the positioning accuracy [4, 5, 7, 8, 11, 17].

Fig. 5. Laparoscopic camera scope
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The obtained value of the mean square deviation with taking into account hardware
with a high probability allows providing the given value of positioning accuracy. The
values of the position error and mean square deviation do not exceed the threshold value
(7). Basing on the source analysis the threshold of position error is 5 mm [11, 17].

5 Conclusion

The method of the positioning and automatic tracking for the surgical instruments
during the minimally invasive surgery was developed. The difference of this method is
the usage of the markers and reference points that are placed on the visible area. This
feature allows to determine the accurate position and orientation of the instrument and
laparoscope in real time, whereas the most approaches based on the intraabdominal
analysis of the operated field where bad visibility and heterogeneity of the environment
decrease accuracy of the obtained data.

The algorithm of the automatic tracking for the surgical instruments with the usage
of the vector algebra and geometric transformations was developed. Experimental
research with the different types of the trajectories was done. The received values of the
error are not exceed the threshold value (7) therefore the positioning requirement for
the surgical instrument is satisfied. The offered method can be used in the other fields of
robotics where necessary to provide autonomous camera control and high accurate
process of positioning.

Acknowledgement. This paper was made with support of the Russian Science Foundation
Grant 14-19-01533 at the Southern Federal University, Russia.

Fig. 6. The path following graph of the current and required trajectories of the laparoscope for
the first test
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Abstract. The recognition of facial gestures using biopotentials mus-
cle signals has been proposed for human machine interface. Real-time
myoelectric control requires a high level of accuracy and computational
load, so a compromise between these two main factors should be consid-
ered. The most informative electromyogram features, required number of
channels and the most suitable architecture of the neural network were
identified in this study. In this paper, a results of preprocessing data were
proposed to use in facial gestures classifier. The effectiveness of different
sets input data combinations was also explored to introduce the most
discriminating.

Keywords: Electromyography · Gesture recognition · Neural
networks · Human machine interface · Signal preprocessing

1 Introduction

Facial gesture recognition is important for touch free control of different devices,
such as wheelchairs, artificial limbs, and so forth. Despite the fact that there
are a number of publications on this problem [1–4,7], some areas still have a
wide space for research. For example, an equivalent of this method is the use
of camera. This method has several drawbacks and limitations. Firstly, changes
in the light conditions makes impossible recognition of facial gestures (except
for infrared (IR) camera, but it has a high cost). The proposed method is inde-
pendent of lighting conditions. The second, using camera in gesture recognition
requires large computational resources. Under the same technical resources, the
proposed method has the best performance. That’s why the purpose of this
research is the analysis of one particular area the assessment of capability for
facial features gesture recognition based on the study of on the facial EMG signal
characteristics.

2 Methodology

2.1 Data Acquisition

The experimental part of the study is implemented by using the following
equipment and software: “Synapsis” system (developed by SMC “Neyroteh”,
c© Springer International Publishing Switzerland 2016
A. Ronzhin et al. (Eds.): ICR 2016, LNAI 9812, pp. 163–171, 2016.
DOI: 10.1007/978-3-319-43955-6 20
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registration certificate FSR 2010/07176, March 29, 2010; software for electroneu-
romyographic system “Synapsis” (developed by SMC Neyroteh). Post-processing
and signal detection are performed by using MATLAB (developed by The Math-
Works).

Surface one-use electrodes (1 cm in diameter located at 2 cm distance) are
used for the acquisition of electromyographic signal. Recording configuration is
bipolar, to reduce the influence of the any noise component. Electrodes are placed
on the frontalis muscles, dexter temporalis and sinister temporalis muscles [7].

Ten mentally and physically healthy volunteers (5 males and 5 females aged
19–26 years) participated in the study. Mimic gestures considered in this study
are the following: (1) jaw contraction; (2) “ear-to-ear” smile; (3) raising eyebrows;
(4) frowning eyebrows. The skin was cleaned using alcohol wipes to remove grease
and traces of sweat. Electrodes are placed on muscle belly in order to achieve
the higher amplitude signal [6,7].

The participants made each gesture 5 times in 2 s (active signal) with a 5 s
pause between the muscle contraction to eliminate muscle fatigue effect. The
power spectrum was calculated for the evaluation of the signals for each compo-
nent of the noise signal for each participant.
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Fig. 1. The power spectrum for a sample of one of the participants
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EMG analysis is implemented to extract the features that allow to classify
gestures in this study. So it was necessary to eliminate the effect of any noise on
the curve shape.

The graph of the power spectrum for one of the participants on the sample
“jaw contraction” is shown in Fig. 1. Slices can be seen at frequencies of 50, 100,
150, 200, 250 Hz. It occurred because of the usage of notch filter. As for the rest
the power spectrum for facial EMG is trivial. EMG bandwidth is placed in the
range from 0.1 Hz to 400 Hz, which corresponds with a range of facial EMG.
Then the pre-processing of the signal has been carried out for the removing of
peak-burst and data smoothing.

2.2 Active Signal Extraction

It is necessary to extract the active signal part, because only active signal is
useful for the detection and determination of various facial gestures. Despite the
fact that the sample was recorded in the “5 s rest - 2 s force” mode, there are
areas of active signal that trespass the 2 s interval, (Fig. 2).

Active signal interval may either achieve higher or lower step of the defined
interval or be dislocated in terms of a determined time period. This is due the
inaccurate performance motions member. Taking this into account, 7 s of active
signal are used for further processing. Signals are recorded on the three channels
simultaneously, in result there is a three-dimensional data set (with 3× 7) for
each gesture.
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2.3 The Input Feature Vector Creation

It is more rational to consider not the very indications of the time series, but
its most essential features. That’s why, the filtered signals were segmented at
the preparatory feature selection stage with non-overlapping windows of 25 ms
length [4,8].

Figure 3 presents the results of the segmentation and feature extraction for
one of the study participants.
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Fig. 3. Creating a feature vector according to MAX feature

Since the signal length of each channel is 7000 ms, in result of segmentation
we obtained 280 intervals (7000/25 = 280). Feature extraction is an important
step in the treatment of EMG. It has a direct impact on final performance of
the system. Reliable signs should allocate the most important characteristics
of the facial EMG signal. They also should have a low computational cost for
use in real-time applications. Previous studies have been investigated a number
of different functions with different complexity and efficiency for EMG signals
processing [5,6]. Peak Value was the most discriminative feature for the number
of studies [8]. It is used to find the maximum absolute peak value of EMGs. For
further analysis we calculated maximum peak of EMG, defined as:

xk = max|xi|, (1)

where k - segment number, xi - the instantaneous value of EMG signal
segment [5].
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As a result, three-dimensional function-vector was calculated for each par-
ticipant of the study, which contained 1120 values (for four facial gestures).

2.4 Minimum Redundancy - Maximum Relevance Criterion

The authors suggest MRMR criterion to evaluate the efficiency of each chan-
nel [7]. Algorithm MFMR (minimum redundancy - maximum relevance) uses
a heuristic criterion to establishing a balance between the most relevant (bond
strength characteristics of the response), and the minimum excess (connections
between pairs of features). This is a greedy algorithm (based on the selection of
a particular one pass), which focuses only on pairwise redundancy and ignores
conjugate (compound logical connections features to predict the answer).

The reducing of the computational complexity is the main motivation for
reducing the number of channels. In addition to the channels, which have a low
classification ability is very likely situation of two “good” canal (with almost
equal classifying abilities), which have high correlation with each other. The sec-
ond reason to reduce the number of information is the increase of the classifier’s
generality. Minimum redundancy criterion is often used for it.

The maximum relevance is the choice of signs in pattern recognition, which
aims to identify the subset of data that are relevant and best describe the statis-
tical properties of the classified variable. MRMR method was proposed nearly a
decade ago [7].

Average values of all Mutual Information values between individual functions
fi and class C determine the relevance of feature set A and class C as follows:

D(A,C) =
1
|A|

∑

ff∈A

MI (fi, C) , (2)

where MI mutual information, is calculated as:

I(A,B) =
∑

b∈B

∑

a∈A

p (a, b) log
(

p (a, b)
p (a) p (b)

)
, (3)

where p(a, b) is the joint probability distribution function of A and B, p(a) p(b)
is the marginal probability density functions A and B respectively.

It is seen that I(A;B) = 0, where A and B are statistically independent
and p(a, b) = p(a)p(b). This means that the combination of several individ-
ual attributes can achieve high recognition accuracy if they provide additional
information.

The redundancy of all features in set A is calculated as:

R(A) =
1

|A|2
∑

fffj∈A

MI (fi, fj) . (4)

Then MRMR can be achieved by finding a maximum value of the difference of
these parameters [7]:

MRMR = max [D (A,C) −R (A)] . (5)
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2.5 Classification

In order to recognize facial gestures, the extracted features are to be classified in
distinct classes. The classifier should not depend on factors that have a significant
impact on the EMG patterns over time, such as the displacement of the electrode,
movement artefacts of EMG signals, skin excretions. Also new classifier should
classify samples with sufficient accuracy in real time with low cost calculations.
This is an essential condition for the human machine interface systems.

According to previous studies we know about successful implementations of
classifiers based on neural networks for classification myoelectric features. In this
study we suggest the use of neural network based on radial basis functions for
the classification of facial EMG. This method was proposed by S. Jaiyen and its
robustness was tested and proven by multiple data sets [8].

This routine training is very fast compared to traditional neural networks,
such as the direct distribution network, and a relatively small amount of memory
required for it [5–7]

Radial basis function networks have a number of advantages compared to
multi-layer feedforward networks. Firstly, they model arbitrary non-linear func-
tion with a single intermediate layer. This saves the developer from need to decide
for the number of layers. Second, the parameters of the linear combination of the
output layer are optimized by well-known linear optimization methods. These
methods are fast and there are no problems with local minimum, which interfere
with the learning algorithm back propagation. So RBF network is trained much
faster than a back-propagation algorithm.

The neural network was created with an RBF algorithm after the devel-
opment of input feature vector. The network architecture is the following: the
number of hidden neurons - 21, learning algorithm - radial basis function, error
function - entropy, activation function - Gaussian. Output activation: Softmax
function. Softmax together with a cross-entropy error function allows to modify
the network for probability estimate of class affiliation. The network was trained
for the half the original data [2].

3 Results and Discussion

3.1 Classification and Recognition Accuracy

Classification and recognition accuracy are shown in Table 1. This result was
obtained using the three data channels to all participants as the input feature
vector, and the average results indicating the error and the standard deviation.

Average maximum recognition accuracy was 93.4 % on the testing stage.
The best and the worst results are listed in the column “Maximum (Test)” and
“Minimum (Test)” for each of the study participants throughout the testing.
Research subjects 1, 2, 3, 4, 5, 6, 7 and 10 reached the maximum recognition
performance (more than 90 %).
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Table 1. Classification and recognition accuracy for each participant and for three
input channels

Feat.
Pat. 1 2 3 4 5 6 7 8 9 10 Av.±Std Err., %

M
A

X Train 98,5 98,0 97,0 92,3 98,0 93,7 98,0 81,2 86,0 93,3 93,6±5,8 6,4

Test 98,5 98,0 95,0 93,5 97,0 94,5 95,0 86,5 84,0 92,0 93,4±4,8 6,6

3.2 The Input Feature Vector Dimension Analysis

This section describes a ranking by criterion MRMR channels. It also evaluates
the impact of combinations of channels on the performance of the neural network
based on different input signal length, which used for network training. MRMI
selects channels based on the value of the mutual information measure that is
based on the degree of correlation between the functions themselves.

As a result channel 2 showed the highest rank of importance (its electromyo-
gram was recorded from frontalis muscle). Channel 3 showed the lowest rank (its
electromyogram was recorded from sinister temporalis muscle) after channel 1
(from dexter temporalis muscle).

Analysis was made on the construction of a network with a different dimen-
sion of the input feature vector. Two kinds of combinations have been assessed,
with using full-time active signal, and using only first second of every gesture.
Table 2 presents the studied combination for the channel number signal time:

Table 2. Sets for the time signal and channel number combinations and its training
results

N The channel number (the vector dimension) Time, s Accuracy, % Training time, s

N1 3 channel (channel 1; channel 2; channel 3) 7 93,4 0,25

N2 2 channel (channel 1; channel 2) 7 94,5 0,18

N3 1 channel (channel 2) 7 85,6 0,31

N4 3 channel (channel 1; channel 2; channel 3) 1 97,2 0,16

N5 2 channel (channel 1; channel 2) 1 97,1 0,14

N6 1 channel (channel 2) 1 73,3 0,35

Figure 4 shows the performance and the training time of achieved networks,
averaged for all of the participants. Networks were trained for three, two and
one channel respectively with the signal time of 1 and 7 s (according to Table 2).

Recognition accuracy was about the same for sets N1 and N2 (93.4 % and
94.2 % respectively). Also, it was for sets N4 and N5 (96,2 % and 95,1 % respec-
tively). It means the same information that is contained in the temporal muscle
channels. Recognition accuracy was low for both 7, and for 1 s input channel
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Fig. 4. Influence of channel numbers and input feature vector time on the recognition
accuracy and training time

while using only one channel, which showed the highest rank of significance
(N3 and N6, 85.6 % and 73.3 % respectively). In addition, the speed of learning
has grown strongly for it. So, despite the fact that the second channel showed
the highest rank value, it cannot provide enough information for classification
without other channel.

The next explanation has been offered to explain these results. The each
separate channel carries information from other muscles but a combination of
the three channels provides less discriminative feature sets. Also it caused more
data overlapping between the output classes which reduced the classification
accuracy. It can be concluded that the use of two channels optimally in terms
of time training and performance. Furthermore, using a one second of the input
signal provides a gain in training time.

Compared to another study on this problem [8], where the similar gestures
were examined, we noted that the classifier, which was used there, has lower
speed of training and higher dimension vector of input features.

4 Conclusion and Future Works

Real-time myoelectric control requires a high level of accuracy and computational
load, so a compromise between these two main factors should be considered.

The main advantage of RBF: learning takes one era, so we have a very fast
network training procedure (less than a second).

The peak values functions (MAX) were extracted from facial EMG, so MAX
showed the very accurate.

Also possibility of using one or two channels, and only one second of input
signal were evaluated and its robustness was proved.
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The proposed method of signal processing can be used for creating a robust
and fast gesture classifier. Recognized signals from facial muscles can be used to
control the robotic wheelchair, to control “smart house” systems and to work
with a personal computer.

Also this classifier allows the developing a control system of the robotic pros-
theses for the disabled.

In future research for larger sample of subjects and research for new effec-
tive gesture recognition algorithms will be the development of this work. Then
disabled EMG will be studied. The final stage will be a creation of a wheelchair
control system by EMG.

This research is supported by Institute of nanotechnology, electronics and
instrument making.
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Abstract. This paper considers the task of implementing proactive control of
robotic systems (RS) to rescue the sufferers. The use of a wide range of sensory
elements in the RS allows you to expand the list of monitored parameters and to
generate the control action with the use of predictive and proactive capabilities
based on the methods and technology of integrated modeling. Consider a set of
models allows to estimate the effectiveness of the existing RS rescue of sufferers
or form of requirements to performance characteristics of the created RS to
provide the necessary indicators of the effectiveness of rescue operations.

Keywords: Proactive control � Robotic system � Bayesian belief network �
Integrated modeling � Indicators of efficiency

1 Introduction

Active implementation of automated systems in control processes and reduction of the
operating personnel, as well as limited staff recruiting for emergency elimination in
terms of security, require solving the problem of emergency maintenance automation to
ensure the necessary level of efficiency and security. The human ambition to replace
with the technical means the direct involvement in carrying out different types of work
is an integral element of the civilization development process.

Recent achievements in robotics have found quite widespread use in solving
automation tasks in hazardous production facilities, in performing monotonous and
high-precision works. One of the problems solved by the automated control systems is
failure management and prevention of contingency that cannot be solved with the
implementation of reactive management, as for their implementation they require
consideration of all the available statistical information and the extended control of
parameters for monitoring and coordination.

In these conditions it is advisable to move to a new control technology based on the
concept of proactive management, which, in general, includes, in relation to organi-
zational and technical objects, functions of goal-setting, planning, regulation, as well
functions of accounting and control, monitoring and coordination.

© Springer International Publishing Switzerland 2016
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2 Concept of Proactive Management

Proactive management of objects, as opposed to traditionally used reactive manage-
ment, focused on rapid response and the subsequent avoidance of possible contin-
gencies and emergencies, involves prevention of these situations by creation in the
relevant management system of fundamentally new predictive and proactive capacities
at formulating and implementing control actions, based on the methods and tech-
nologies of system (integrated) modeling [1].

Proactive management methodology aims at identifying initiating events as well as
forming and implementing control actions focused on countering not effects but the
causes of possible contingency, emergency and crisis situations in the control object
[2]. An analysis of modern automated control systems showed that they implement
technical monitoring and management tools that fix the consequences of abnormal and
emergency situations and provide reactive management.

In order to implement the methodology of proactive management, it is advisable to
use robotic systems (RS), which have the properties of manipulation and locomotion
[3, 4] as technical control means in emergency situations. Given the complexity of the
accurate a priori determination of the entire spectrum and characteristics of contin-
gency, it is necessary to develop the RS samples with the possibility of algorithmic and
structural reconfiguration to eliminate unforeseen non-routine events. Such robotic
systems should be built on a modular architecture, which provides the connection of a
wide range of measuring instruments (sensors, cameras, technical vision systems, etc.),
as well as various actuators. As an example of implementing the methodology of
proactive management, let us consider the task of making a decision about assisting the
sufferer of an emergency.

3 Review of Ways of Making a Decision About Assisting
Sufferer of an Emergency Situation

Most researchers employ modeling and optimization to derive solutions to problems in
emergency situation. Assisting the sufferer of an emergency situation include facility
location, casualty transportation, relief distribution, stockpre-positioning and evacua-
tion among many others [5].

A major part of research in extent literature focuses on transportation models alone.
Horner and Widener [6], Hamedi et al. [7], Campos et al. [8], Ozdamar [9], Song et al.
[10] and Barbarosoglu and Arda [11] have formulated emergency transportation models,
which achieve the multiple objectives of minimizing the travel time and travel cost.

Costa et al. [12] identified the following actions that need to be developed for better
performance operations: transport, storage and handling, distribution and performance
evaluation. In this paper we focus on the two primary operations-casualty transportation/
evacuation and relief distribution. The major challenging areas under these primary
operations are vehicle routing, network design, and location/allocation. Vehicle routing,
location and allocation of various logistics problems has been the focus of many recent
researches [13–15]. But most of these researches are applicable only in ordinary
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logistics problems. Some of researchers developed distinct models for emergency
logistics operations due to its high degree of uncertainty [16–20].

4 Model of Assessing the Effectiveness of Sufferers Assistance

To inspect the disaster area it is necessary to use RS capable of detecting the injured,
inspecting and questioning them as well as carrying out manipulations to determine
their state, choosing the safest position for their transportation and implementing a
framework for the safe casualty movement process. The peculiarity of solutions to the
presented problems lies in the fact that there may be several sufferers, and when they
are detected, the RS should on-site forecast the possibility of saving the sufferer.

In case of detecting a sufferer in a zone of hazards, it is necessary to assess their
current state, forecast their change of state taking into account time required for
assessing the current state and for their evacuation from the danger zone, and to work
out a solution to carrying out the evacuation or further search for other sufferers.

To define the area to be inspected, the terrain and the effects of hazards, a model for
assessing the surrounding environment is developed. Formation of the optimal tra-
jectory for inspecting a target area and creation of the appropriate structure necessary
for the transportation of the sufferer structures are performed based on the model of
motion and reconfiguration of RS in different conditions. To determine the position for
transporting the sufferer a model for choosing transportation position is developed.
A decision about carrying out an evacuation or further search for the sufferers is made
on the basis of an estimation model of the effectiveness of sufferer assistance. The
interaction of given models is shown in Fig. 1.
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Fig. 1. Complex of models to develop solutions to help the sufferer
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It is possible to identify two types of key indicators of RS application efficiency
[21]. The first type of dependence of the efficiency Eð Þ on allowed damage Dað Þ is
characterized by the presence of threshold damage D�ð Þ (Fig. 2a). The second type of
dependence of efficiency on avoided damage occurs when the purpose of implementing
RS is the maximum reduction of possible number of sufferers (Fig. 2b). Indicator of
effectiveness is the mathematical expectation of the prevented damage E ¼ MðDprevÞ.

The main objective of rescue operations is detection of the maximum number of
surviving sufferers and their evacuation from the danger zone. In line with this
objective, the efficiency indicator is the mathematical expectation of the number of
found and rescued sufferers Nfr

� �� E ¼ M Nfr
� �

.
As criterion of efficiency of rescuing the sufferers Kfr an optimality criterion may be

adopted, according to which it is necessary to detect and rescue the maximum number
of sufferers per unit time:

Kfr ¼ M Nfr
� ��

Ts ! max, ð1Þ

where Ts — the time of search and rescue of sufferers.
We will take the law of death of sufferers as a basis to determine the effectiveness

of rescue works:

N ¼ N0e
�aTs ; ð2Þ

E E

*E *E

*D *D

aD
aD

maxD

maxE
First 

type of DE 

Second 
type of DE 

a)                         b)

Fig. 2. Hypothetical graphics of type of dependence of efficiency (DE)
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where N is the number of deaths in a given time, pax; N0 — the number of initially
alive people immediately after occurrence of an emergency situation, pax; a is the rate
of death:

a ¼ 1=Tms; ð3Þ

where Tms is the mean survival time from the moment of emergency situation occur-
rence until sufferer’s death, representing a variable, dependent on the type of emer-
gency, the extent of harm to the injured (in case of failure to render assistance) and
correctness of assistance.

From the formula (2) it is seen that the faster the assistance is provided, the larger
the number of saved lives. The experience has shown that with the reduction of the
time needed for the beginning of rescue operations in collapsed buildings (structures)
from 6 h to 1 h, the overall loss is decreased by 30 � 40 %, while doubling the rate of
works increases the number of saved lives by 30 � 40 % [22]. Thus, it is practical to
use the pace (intensity) of extracting casualties (the number of the rescued per hour of
work) as an indicator of the effectiveness of using robotic systems for rescuing suf-
ferers, which depends on the choice of sufferer transportation position.

The correct transportation position will improve sufferer’s survival rate by reducing
the action time of aggressive environment, while incorrect transportation position will
reduce the average survival time, thereby increasing the rate of death. In these cir-
cumstances, the rate of death will be determined by the following expression:

a ¼ KC
tr

�
Tms; ð4Þ

where KC
tr is the coefficient of influence of the transportation position on the rate of

death:

KC
tr ¼ 1; if the transportation position is correct;

KC
tr [ 1; if the transportation position is incorrect:

�

The time of search and rescue of sufferers when using RS will be determined by the
following expression:

Ts ¼ tESd þ tRSdepl þ tVs þ tVres; ð5Þ

where tESd is detection time of the emergency situation; tRSdepl is time of deployment of

RS; tVs is search time of the sufferer; tVres is time of rescue of the sufferer.
Time tVres comprises time tVpos of determining the position for transportation of the

sufferer and time tVle of loading and evacuation of the sufferer which depend on the
characteristics of RS and methods of their use.
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5 Choosing the Sufferer Position with Bayesian Belief
Networks

The model of choosing position for transportation of the sufferer is described in [23]
and has the following form:

\G;PAR[ ; ð6Þ

where G is the acyclic directed graph; PAR is a set of parameters that define a Bayesian
belief network (BBN).

The vertices of an acyclic directed graph G are the following:

(1) discrete variables indicating:

– transportation positions (supine position, prone position (with cushion under the
chest and head), on the right side, sitting (with a raised up hand at amputation),
semi-sitting position with a head bended on the chest) - x1; . . .; x5;

– the most common injuries (injuries of the spine, fractures of the pelvis and lower
extremities, brain concussion, neck injury, etc.) - x6; . . .; x23;

– signs of injury (loss of consciousness, the unnatural position of the neck and back,
tachycardia, headache, vomiting, speech disorder, etc.) - x24; . . .; x125;

– methods to identify signs of trauma (examination, questioning, and manipulation)
— d1; . . .; d3 which are connected with variables x24; . . .; x125;

– environment activity - A (“high”, “medium”, “low”, “absent”, on which depends the
application of the methods of determining injury). Information about the environ-
ment activity may be entered into the robot or specified by the robot with the use of
available noise or gas sensors, etc.;

(2) the vertex of the action, indicating detection (no detection) of the sufferer, - O.

The parameters of the network PAR are the following:

(1) for the vertex A, which does not have parental variables, a priori probabilities
(unconditional probabilities) that the environment activity (enemy) is “high”,
“medium”, “low”, “absent” are P ~Am

� �
, m ¼ 1. . .4. The sign “*” means a pos-

itive or negative definition of the variable;
(2) for the vertices x24; . . .; x125 conditional probabilities of dependence of signs of

injury on the methods of determining injuryare assigned P ~xkj~dn
� �

, k ¼ 24. . .125;
n ¼ 1. . .3;

(3) for the vertices x6; . . .; x23 conditional probabilities of dependence of injuries on
the signs of injuries are assigned P ~xjj~xk

� �
, j ¼ 6. . .23, k ¼ 24. . .125;

(4) for the vertices x1; . . .; x5 conditional probabilities of dependence of transportation
positions on injuries are assigned P ~xij~xj

� �
, i ¼ 0. . .5, j ¼ 6. . .23.

At the initial time (the injured is not found) the robot does not perform any actions
(examination, questioning, manipulation); it is assumed that the sufferer is present
somewhere and has the whole set of signs of injury; the transportation position is not
selected. Figure 3 shows the result of an posteriori inference in BBN with receiving the
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information about detection of the sufferer, environment activity – “medium” (only
“Examination” and “Survey” are performed), as well as information about the sufferer.

If the sufferer is found, then the action “Examination” is carried out, and, depending
on the environment activity, “Survey” and “Manipulation” are performed. As a result,
some signs of injury may be excluded, and therefore probabilities of injuries associated
with these signs may be reduced. This affects the choice of the position for trans-
portation. The optimal transportation position is selected:

x� ¼ argmax
xi2 x1;...;x5f g

Pðxij~x6; . . .;~x23Þf g: ð7Þ

Evaluation of the effectiveness of measures to rescue the sufferers showed that the
number of sufferers is largely dependent on the characteristics and methods of using
robotic systems. So, time tVpos of choosing the position for transportation of the sufferer
can be reduced by reasonable choice of signs of injury sufficient to determine x� (7). To
reduce the feature space it is necessary to evaluate informativity indicators of signs of
injuries x24; . . .; x125.

6 Analysis of Informativity Indicators of Injuries

Currently, the following indicators are used to give quantitative evaluation of infor-
mativity of signs: ratio of dispersions of signs of standard deviation of the ensemble,
values of correlation coefficients; a number of resolved disputes, distance between the
centers of classes, entropy; coefficient of informativity for binary features [24, 25].
What is common to all these indicators is that they provide a ranking of features and
comparative assessment of their informativity.

Fig. 3. Hypothetical graphics of type of dependence of efficiency
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Given the binary nature of the signs of injury x24; . . .; x125, in the conducted study a
coefficient of informativity is used for the evaluation of their informativity [25]. Such
an assessment of the informativity of signs is needed for reasonable reduction of the
dimension of feature space when forming the requirements for performance charac-
teristics of future-oriented robotic systems for rescuing sufferers [26–28].

7 Conclusion

In the event of abnormal and emergency situations, parameters of the control object or
the environment interacting with it pose a serious threat to human life and health. In
terms of safety, the elimination of such situations is possible only with the use of
robotic systems. A robotic system comprises a sensor system (sensors, machine vision
system, etc.), so it is possible to obtain additional information about the object of
research, which should be used to monitor and manage coordination. For realization of
these functions and transition from reactive to proactive management, it is necessary to
develop a set of models and methods that allow management in view of the evolving
situation. A complex of the models for decision-making about sufferer assisting
emphasizes the need to predict the situation, since it is possible to spend significant
resources to rescue injured people without meeting expectations. Incorrect decisions on
choosing the evacuation route (without forecasting changes in the environment
aggressiveness and calculating survival time) and transportation position (without
evaluating a state of the sufferer) may lead to the deaths during rescue operations. This
proves the correctness and feasibility of the adopted approach.
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Abstract. This paper describes the RoboCup Humanoid KidSize team Photon.
We used Robotis DARwIn-OP robot platform and develop own software to create
robot soccer team. We discuss about our software implementation of computer
vision, communications, movements and main control modules.

Keywords: RoboCup · Robot soccer · Computer vision · DARwIn–OP · Humanoid
robot

1 Introduction

RoboCup (The World Cup Robot Soccer) is an attempt to promote AI and robotics
research by providing a task of robot soccer game for evaluation of theories, algorithms
and agent architectures. In order for the robot to play a soccer game, wide range of
technologies need to be integrated [1]. Today RoboCup competitions dedicated to not
only soccer, but service, rescue and industrial robots.

Soccer competitions in RoboCup started in 1997 in MiddleSize, SmallSize and
Simulation leagues. The Humanoid League competitions was first established in 2002
and now have become ones of the most impressive in RoboCup [2]. Humanoid League
teams need to solve the problems in computer vision, locomotion, bepedal walking.
Commercially available robotic platforms such as Aldebaran NAO and Robotis
DARwIn-OP gave teams the opportunity to concentrate only on software development
in last years [2].

Team Photon from TUSUR University participated in RoboCup 3D Simulation
League in 2013–2014 and in 2015 started development in Humanoid League Soccer [3, 4].

2 Robot Hardware

As a robot platform we uses Robotis DARwIn-OP (Fig. 1). Our choice was based on
DARwIn-OP open architecture, technical specification and high repairability.
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Fig. 1. DARwIn-OP robot on a soccer field

DARwIn-OP is an anthropomorphic robot with 455 mm height and 20 DOF. Internal
computer based on Intel Atom processor and works on Ubuntu Linux. DARwIn Frame‐
work includes Motion, Vision and hardware specific C++ classes.

3 Software

3.1 General Architecture

The software framework consist of four general modules: walking control, computer
vision, communication and main control (Fig. 2). The software realized as modular, multi-
threaded architecture. C++ and bash scripting languages using for implementation.

3.2 Walking Control Module

Walking control software module provides for robot omnidirectional adaptive move‐
ments on playing field as well as performing pre-programming movements (actions).

Pre-programmed movements (actions) required to perform routine tasks: kick the
ball: left foot, right foot; get up after a fall; goal protection: one leg to the side, crouching,
falling to the side of the ball and so on. This set of movements created in the RoboPlus
software.

Software framework supplied with DARwIn-OP includes basic functions to ensure
omnidirectional robot movement on a horizontal surface. The walking controller used
allows us to tune robot gait with a large number of parameters. We used “standard”
software as a base and develop only the high level functions of motion control (“moving
forward”, “turn on the spot”, “move to the point”, “follow the ball” et al.).
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RoboCup Humanoid League Rules 2015 edition introduced a new type of field
surface: artificial grass. For stable walking on this field we need to tune robot gait
parameters. A lot of parameters must be tuned: increase “Foot height”, change “Hip
pitch offset”, increase “Step right/left”, reduce “Period time” and so on. This has ensured
a steady movement on artificial grass field at lower speed. It should be noted that the
setting walking parameters should be carried out for each robot in the team individually.

Fig. 3. Captured image

3.3 Computer Vison Module

Prior to 2015 an orange ball in RoboCup Humanoid Soccer League used. In this case
we can used the center of mass method for ball finding. This is stable and high speed

Fig. 2. Software framework
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algorithm. Since 2015 the FIFA Size 1 ball with 50 % white color uses in competition.
In this case, the use of the center of mass algorithm does not work, because there are
other white objects on the field: field layout, gates, fencing banners, etc. To create a new
ball search algorithm we used OpenCV library. The image captured from robot camera
(Fig. 3) is converted to the HSV color space.

Fig. 4. Binarized image with detected contours

Fig. 5. Blurring image

Then the image is binarized (Fig. 4). On the resulting black and white image we
detect contours. Blurring image to get rid of small objects (Fig. 5). To find ball we look
for all circuits similar in shape to a circle. The ball is the large round object on the field,
among the remaining contours are greatest (Fig. 6).
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Fig. 6. We’ve got the ball!

We using histograms of oriented gradients method [5] for goal detection. The
captured from the robot camera image (Fig. 7) is binarized (Fig. 8). Goal color for the
current lightning conditions have been used as a binarization threshold value.

Fig. 7. Captured goal image

Binarized image is divided into 640 vertical stripes. Histogram of oriented gradients
created on the number of white pixels in each vertical strip (Fig. 9). The bar chart clearly
shows two peaks corresponding to goal post. Using these data, we can find the center
of the goal, and robot position relative to goal.
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3.4 Communication Module

Open source software GameController used for game control in the RoboCup
Humanoid Soccer and Standard Platform leagues [6]. Communication is provided by
the transfer of broadcast packets over UDP, using port 3838. The packets contains
information about current match time, score, game phase et al. The game is divided
into phases: INITIAL - robots cannot move, just stand; READY — must stand up to
their original positions; SET — robots cannot change the position of their own;

Fig. 8. Binarized image

Fig. 9. Histogram of oriented gradients over image
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PLAYING - the game starts; FINISHED — the game is over. The module is imple‐
mented to obtain information from GameController, send replies and set states which
determines the behavior of the robot-player.

Also, communication module provides interaction between team players. Currently
we are not realized the full coordination of robot activities, only small amount of infor‐
mation sharing between robots: estimated position, direction, distance to the ball. It is
not enough to create a real game strategy, but allows, for example, autonomously make
a choice of robot for ball following. Also, based on the information from the goalkeeper
on the distance to the ball can be determined at which half the field is part of the game.

3.5 Main Control Module

Since the robot is a collection of a large number of both software and hardware compo‐
nents that work in an independent mode of each other, it was decided to build a model
of management of the robot based on an event-oriented approach. Automata-based
programming was used to develop the main control module.

We defined a set of states for robot on field as: FINDBALL — find the ball; BALL‐
FOLLOW — following the ball; FINDGOAL — search goal; KICKBALL — hit the ball;
STANDUP — robot is fall, need to get up. For the goalkeeper set of states:
SEARCH_BALL — find the ball; BALL_TRACKING — tracking of the ball;
CATCH_BALL — implementation of protective actions; RETURN_ON_POSITION —
a return to the position at the goal; STANDUP — robot is fall, need to get up.

Event markers used for change the current state: “receiving a signal from Game‐
Controller”, “loss the ball”, “ball is in the strike zone,” “the robot has fallen” et al. We
used different colors for robot eyes to indicate the current state.

4 Conclusion

In April 2015 the team Photon took part in Humanoid League competition for the first
time on RoboCup German Open in Magdeburg and get 2nd place in the league.
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Abstract. The process of control of mobile robots (MR) with typical
structure, which includes sensors, onboard computer, servomechanisms
being organized in multi-loop control systems, and a communicator, is
investigated. It is shown, that distinctive feature of the process of MR
control is rigid demands both to time of sensors/servomechanisms inter-
rogation, and to delay between receiving information from sensors and
delivering adequate command to servomechanism. Approach to modeling
of the process of interpretation of external commands by onboard dig-
ital control system, based on representation of cyclogram of equipment
functioning as 2-parallel semi-Markov process, is proposed. Method of
transformation of 2-parallel process into ordinary semi-Markov process
is worked out. Dependencies for definition of elements of semi-Markov
matrix of pooled semi-Markov process are obtained. Also are obtained
dependencies for calculation of time and stochastic parameters of wan-
dering through pooled semi-Markov process and distribution of prob-
abilities of residence of process in its states in steady state regime of
functioning. Perspectives of development of direction of mobile robot
control are determines.

Keywords: Mobile robot · Onboard equipment · Digital control ·
2-parallel semi-Markov process · Pooled semi-Markov process · Wander-
ing · Stochastic parameters · Time characteristics · Steady state regime

1 Introduction

Mobile robots (MR) are rather widely used for monitoring of environment in the
ecological, intelligence, military and other areas [10]. In spite of dissimilarity of
environments of operation (aerial, terrestrial, above-water, underwater), differ-
ence of solvable tasks, robot as object under control has the typical structure,
which includes sensors, onboard computer, servomechanisms being organized in
multi-loop control systems, and a communicator for receiving of outer commands
and transmission of information [6,9,11].

A distinctive feature of process of MR control is rigid demands both to time of
sensors/servomechanisms interrogation, and to delay between receiving informa-
tion from sensors and delivering adequate command to servomechanism. Besides,
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there is a problem of time coordination of operation of MR onboard equip-
ment [7]. This is why evaluation of time factor on the stage of working out of
mobile robot software is the important task [3].

Computer control of onboard equipment may be represented as execution a
sequence of operations, every of which may be defined both by random time,
being measured from the starting of operation till it finishing, and stochas-
tic character of transition to one of the next possible operation. So, adequate
approach to simulation of the MR control is semi-Markov process, which is char-
acterized by set of states, random time of a residence in states of set, and stochas-
tic character of switching to conjugated states. Sequence of operations forms a
cyclogram of operations. Execution of external commands is reduced to chang-
ing of predetermined sequence. So problem of synthesis of cyclogram may be
formulated as a problem of evaluation of time of wandering through states of
semi-Markov process, and the task of definition of current state in any time
moment [1,8].

2 Semi-Markov Process of Command Execution

Let us define the semi-Markov process, which simulates a cyclogram, as:

μh = {A,h(t)} , (1)

where A = {a0, a1, . . . , aj , . . . , aJ−K , aJ−K+1, . . . , aJ} – is the set of states; a0 –
is the model of the “begin” operator; {aJ−K+1, . . . , aJ} – is the subset of states,
which represent the “end” operators; {a1, . . . , aj , . . . , aJ−K} – is the subset of
states, which represent other operators; h(t) = �hj,n(t)� – is the semi-Markov
matrix of size (J + 1) × (J + 1); hj,n(t) – is the element of matrix at the inter-
section of j-th row and n-th column.

From h(t) may be obtained the stochastic matrix p =
∞∫
0

h(t)dt = (pj,n) and

matrix f(t) =
[
hj,n(t)
pj,n

]
= [fj,n(t)] of densities of time of residence the process in

its states A.
Real control algorithms are the cyclic ones, this is why in the semi-Markov

model of algorithm from states of the subset {aJ−K+1, . . . , aJ} one can switching
with probabilities pj,0 = 1, J − K + 1 ≤ j ≤ J into the state a0 during a
time fj,0(t) = δ [t] , J − K + 1 ≤ j ≤ J , where δ(t) – is the Dirac-function. If
in the semi-Markov process (1) all states of subset {a1, . . . , aj , . . . , aJ−K} are
attainable from a0, and from any state of subset {a1, . . . , aj , . . . , aJ−K} states
of subset {aJ−K+1, . . . , aJ} are attainable too, then semi-Markov process, which
simulates a cyclogram of MR control, is the ergodic one.

In parallel with semi-Markov process (1) develops the process, which simu-
lates the command generator:

μg = {b, [λ exp(−λt)]} , (2)

where b – is the single recurrent state; λ – is the density of flow of commands.



Semi-Markov Modelling of Commands Execution by Mobile Robot 191

Process (2) is the ergodic one a-priory. Processes (1) and (2) together form
the 2-parallel semi-Markov process [8], from which one should to construct the
abstract united semi-Markov process, which simulates the commands execution:

μ = μh∪̃μg =
{
A′,h′(t)

}
, (3)

where ∪̃ – is the symbol, which reflects the fact, that in (3) specific operation
of pooling, which takes into account the logic of functioning of MR, take place;
A′ = {a0, a1, . . . , aj , . . . , aJ−K} – set of states; h′(t) = �h′

j,n(t)� – semi-Markov
matrix of size (J + 2)(J + 2).

Logic of functioning of MR is the next. When command in turn arrives from
the generator the quasi-stochastic restart of cyclogram from states of subset
{a1, . . . , aj , . . . , aJ−K} through the state aJ+1 takes place. Structure of pooled
semi-Markov process constructed with taking into account the logic of pooling
is shown in Fig. 1.

Fig. 1. Pooled semi-Markov process (a) and model of generator (b)

Additional state simulates process of cyclogram restarting after arriving the
command, and provides quasi-stochastic switching mode to states of subset
{a1, . . . , aj , . . . , aJ−K} with probabilities {q1, . . . , qj , . . . , qJ−K}. In contradis-
tinction to a0, time density of switching to {a1, . . . , aj , . . . , aJ−K} if defined by
Dirac δ-function, i.e. fJ+1,j = δ[t], 1 ≤ j ≤ J −K, due to the fact, that informa-
tion about restarting state already is contained in the command from generator.

3 Stochastic and Time Characteristics of Pooled
Semi-Markov Process

Let us define the elements h′
j,n(t) of semi-Markov matrix h′(t). Let at any

moment of time occurs simultaneous switching the process μh to state aj and
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in turn switching the process μj . From this moment restarts simple 2-parallel
process [5]:

μ2
j =

⎧
⎪⎪⎨

⎪⎪⎩
{aj , O(aj), b} ,

⎡

⎢⎢⎣

0 hj(t) 0 0
0 0 0 0
0 0 0 λ exp(−λt)
0 0 0 0

⎤

⎥⎥⎦

⎫
⎪⎪⎬

⎪⎪⎭
, (4)

where O(aj) – is the output function of the state aj ;

hj(t) =
J∑

n=0

hj,n(t). (5)

Between elementary processes, included into simple 2-parallel process (4)
begins “competition”. Density of time of switching of “competition” winner is
defined as:

h′
j(t) =

[
J∑

n=0

hj,n(t)

]
exp(−λt) + λ exp(−λt)

[
1 −

J∑

n=0

Hj,n(t)

]
, (6)

where

Hj,n(t) =

t∫

0

hj(τ)dτ.

First summand of (6) describes the case, when in the “competition” wins
process (1), and process switches into the state an ∈ O(aj). Second summand
of (6) describes the case, when in “competition” wins the command generator,
and process (3) switches into the state.

When switching (3) into an ∈ O(aj) density of time remaining until the next
switching of command generator is defined as [5]:

fh→g(t) =
η(t)

∞∫
0

fjτg(t + τ)dτ

∞∫
0

Fjtg(t)dt

. (7)

In accordance with results, stated in [5], if g(t) = λexp(−λt), then fh→g(t) =
λexp [−λ(t + τ)]. So restart of simple process μ2 occurs just alike the case (4),
with this difference, that (4) takes the form:

μ2
n =

⎧
⎪⎪⎨

⎪⎪⎩
{an, O(an), b} ,

⎡

⎢⎢⎣

0 hn(t) 0 0
0 0 0 0
0 0 0 λ exp(−λt)
0 0 0 0

⎤

⎥⎥⎦

⎫
⎪⎪⎬

⎪⎪⎭
. (8)

After switching the process (3) into the state aJ+1, during the time, which
is defined by degenerative distribution, with probabilities {q1, . . . , qj , . . . , qJ−K}
process switches into states of subset {a1, . . . , aj , . . . , aJ−K}.
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In such a way, elements h′
j,n(t) of semi-Markov matrix h′(t) of pooled semi-

Markov process (3) are defined as:

h′
j,n(t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

hj,n(t) exp(−λt), when 0 ≤ j ≤ J, 0 ≤ n ≤ J ;

λ exp(−λt)
[
1 −

J∑
n=0

Hj,n(t)
]

, when 0 ≤ j ≤ J − K,n = J + 1;

qnδ(t), when j ≤ J + 1, 1 ≤ n = J − K;
0, in all other cases;

(9)

4 Properties of Pooled Semi-Markov Process

Pooled semi-Markov process (3) is the ergodic one. Thus follows from the fact
that both components of pooled semi-Markov process (3) are just ergodic ones.
When leaving aj ∈ A process return into an ∈ A, or switches into aJ+1 and then
return into {a1, . . . , aj , . . . , aJ−K}.

For ergodic semi-Markov process time and stochastic characteristics of wan-
dering from aj ∈ A till an ∈ A may be defined [2]. For this purpose semi-Markov
the matrix h′(t) should be transformed into the matrix j,nh′(t) by the next way:

– if j �= n, then elements of j-th column and n-th row of matrix must be replaced
with zeros;

– if j = n, then matrix must be increased on one row and one column, j-th
column of (J +2)× (J +2) matrix must be transferred into (J +2)-th column,
j-th column and (J + 2)-th row must be fulfilled with zeros.

Weighted density of time of wandering from state aj till state an is defined
as:

h̃j,n(t) =

⎧
⎪⎪⎨

⎪⎪⎩

�−1

(
r
J+1Ij

( ∞∑
k=1

{� [
j,nh′(t)

]}k
)

C
J+1In

)
, when j �= n;

�−1

(
r
J+2Ij

( ∞∑
k=1

{� [
j,nh′(t)

]}k
)

C
J+1IJ+2

)
, when j = n,

(10)

where �−1 [. . . ] and � [. . . ] – is the direct and inverse Fourier transform, corre-
spondingly; r

J+1Ij – is the row vector consisting of J + 1 elements, j-th element
of which is equal to one, and other elements are equal to zeros; C

J+1In – is the
column vector consisting of J + 1 elements, n-th element of which is equal to
one, and other elements are equal to zeros; C

J+2Ij – is the row vector consisting
of J + 2 elements, j-th element of which is equal to one, and other elements
are equal to zeros; C

J+2IJ+2 – is the column vector consisting of J + 2 elements,
(J + 2)-th element of which is equal to one, and other elements are equal to
zeros.

Due to the fact, that pooled semi-Markov process is the ergodic one, proba-
bilities of residence in the states a0 and {a1, . . . , aj , . . . , aJ−K} may be defined
as [4]

πj =
Tj

θj
, (11)
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where Tj – is the expectation of time of residence in state aj till switching into
one of states O(aj) or into state aJ+1; θj – expectation of time of return into
state aj ;

Tj =

∞∫

0

t

J+1∑

n=0

h′
j,n(t)dt; (12)

θj =

∞∫

0

t · f̃j,j(t)dt; (13)

f̃j,j(t) =
h̃j,j(t)

∞∫
0

h̃j,j(t)dt

. (14)

Let us note, that if J − K + 1 ≤ j ≤ J + 1, then πj = 0. This is due to
the fact that distribution of time of residence of process under investigation in
mentioned states is degenerative and its density is equal to δ(t), so for this case
Tj = 0.

Density, expectation and dispersion of time between switches are as follows:

fs(t) =
J+1∑

j=0

πj

J+1∑

n=0

h′
j,n(t); Ts =

∞∫

0

t ·fs(t)dt; Ds =

∞∫

0

(t−Ts)2 ·fs(t)dt. (15)

So, varying both the structure and parameters of semi-Markov process (1)
Thus, by varying the structure and parameters of the semi-Markov process (1),
and parameter λ of g(t) and probabilities {q1, . . . , qj , . . . , qJ−K}, one can control
of time characteristics of execution of commands by MR.

5 Experiment

The theoretical results were verified with use of Monte-Carlo method. Structure
of the process of execution of commands is shown in Fig. 2.

Nodes 1, 2 and associated links simulate switching of states when absence of
external commands. Probabilities of switch both from state 1 to states 1 and 2,

Fig. 2. Structure of process
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and from state 2 to states 1 and 2. (p21, p22) are equal to 0,5. Densities of time
of residence in states 1 and 2 are equal to

f1(t) =
{

1, when |t − 1| ≤ 0,5;
0, when |t − 1| ≥ 0,5; f2(t) =

{
2, when |t − 1| ≤ 0,25;
0, when |t − 1| ≥ 0,25.

Density of time between two commands is the next (for transparency expo-
nential distribution was replaced with uniform distribution):

g(t) =
{

5, when |t − 1| ≤ 0,1;
0, when |t − 1| ≥ 0,1.

In 2-parallel process 1 densities of time of switching of winner are the next:

h1(t) = hw1(t) + hwg1(t),

where hw1(t) – is weighted density of switching time of 2-parallel process from
the state 1 to one of states, 1 or 2; hwg1(t) – weighted density of switching time
of 2-parallel process into state 0, which leads to further switch into state 1 or 2;

hw1(t) =

⎧
⎨

⎩

0, when 0 ≤ t ≤ 0,5, t > 1,1;
1, when 0,5 ≤ t ≤ 0,9;
5,5 − 5t, when 0,9 ≤ t ≤ 1,1;

hwg1(t) =
{

0, when 0 ≤ t ≤ 0,9, t > 1,1;
5(1,5 − t), when 0,9 ≤ t ≤ 1,1.

Probabilities pw1 of switching into states 1/2, or pwg1 of switching into state
0 are equal in the case under consideration: pw1 = 0,5, pwg1 = 0,5. Histograms
for pure densities fw1(t) = hw1(t)

pw1
and fwg1(t) = hwg1(t)

pwg1
, being obtained with use

Monte-Carlo method are shown in Fig. 3.

Fig. 3. Densities fw1(t) and fwg1(t)
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Expectation and dispersion of density of time of switch 2-parallel process from
1 to 1/2 are equal 0,754 s (error 0,4 %) and 0,022 s2 (error 0,7 %). Expectation
and dispersion of density of switch time of 2-parallel process from 1 to 0 are
equal 0,994 s (error 0,3 %) and 0,0007 s2 (error 0,6 %).

In 2-parallel process 2 densities of tine of switching of winner are the next:

h2(t) = hw2(t) + hwg2(t),

where

hw2(t) =

⎧
⎨

⎩

0, when 0 ≤ t ≤ 0,5, t > 1,1;
2, when 0,75 ≤ t ≤ 0,9;
11 − 10t, when 0,9 ≤ t ≤ 1,1;

hwg2(t) =
{

0, when 0 ≤ t ≤ 0,9, t > 1,1;
5(1,5 − t), when 0,9 ≤ t ≤ 1,1.

Probabilities pw2 of switching into states 1/2, or pwg2 of switching into state
0 are equal in the case under consideration: pw2 = 0,5, pwg2 = 0,5. Histograms
for pure densities fw2(t) = hw2(t)

pw2
and fwg2(t) = hwg2(t)

pwg2
, being obtained with use

Monte-Carlo method are shown in Fig. 4.

Fig. 4. Densities fw2(t) and fwg2(t)

Expectation and dispersion of density of time of switch 2-parallel process from
2 to 1/2 are equal to 0,882 s (error 0,5 %) and 0,007 s2 (error 0,8 %). Expectation
and dispersion of density of switch time of 2-parallel process from 2 to 0 are equal
to 0,994 s (error 0,3 %) and 0,0007 s2 (error (0,6 %)).

Histograms of return into states 1 and 2 in process without external com-
mands are shown in Fig. 5.

Expectation and dispersion of density of time of return in state 1 is equal
to 1,98 s (error 1,0 %) and 2,104 s2 (error 0,9 %). Expectation and dispersion of
density of time of return in state 2 is equal to 2,01 s (error 0,5 %) and 2,15 s2

(error 1,03 %).
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Fig. 5. Histograms of return in state 1 (a) and 2 (b) without commands

When MR is under control, which induce switches from state 0 into state 1
with probability 0,9, histogram of return into stats 1 and 2 are as it is shown in
Fig. 6.

Fig. 6. Histograms of return in state 1 (a) and 2 (b) under commands

Expectation and dispersion of density of time of return in state 1 is equal
to 1,27 s (error 0,9 %) and 0,339 s2 (error 1,5 %). Expectation and dispersion of
density of time of return in state 2 is equal to 2,98 s (error 0,7 %) and 2,18 s2

(error 1,03 %).
Experimental parameters rather precisely correspond to the theoretical set-

tlements.

6 Conclusion

The proposed model of execution of commands by MR is focused on evalua-
tion of time intervals and current states of MR under external remote control.
Dependencies obtained permit with exactness to densities to evaluate named
parameters.
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Further continuation of investigation may be linked with working out on the
theoretical base a simple engineer methods of optimal software of MR control
with use as optimization criterion the cost of delay/advance of command execu-
tion and in-consistency of functioning of onboard equipment [5].
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Abstract. The paper propose an interaction scenario for collaborative work of
mobile robots for coalition creation and joint task solving. Scenario is considered
as cyber-physical-social system that includes acting resources (mobile robots)
that implements actions in physical space; information resources (robot control
blocks, user mobile devices, computation services, etc.) that operate in informa‐
tion space; and social resources (users) that form tasks in social space. The
following main operations have been identified for robot interaction scenario:
mobile robot set forming that are ready to participate in scenario, coalition crea‐
tion, scenario operation. Scenario has been implemented based on Smart-M3
information sharing platform that provides possibilities for different resources to
share information and knowledge in cyber space with each other based on RDF
ontologies.

Keywords: Mobile robots · Smart space · Interaction · Cyber-physical-social
system · Smart-M3 platform

1 Introduction

Last year’s a lot of research and development activities in the area of robotics have been
done [1]. One of interesting and important topic in this area is information interaction
support between group robots for joint task solving. It is assumed that robots have inter‐
faces for information exchange in common shared space. In this case, it is needed to
form coalitions and provide possibilities for collaborative work between robots that is
significantly enhance complex tasks solving by the robots.

Cyber-physical-social systems tightly integrate physical, cyber, and social spaces
based on interactions between these spaces in real time. They rely on communication,
computation and control infrastructures for the three spaces with various resources as
sensors, actuators, computational resources, services, humans, etc. Presented in the
paper scenario is considered as cyber-physical-social system that includes three types
of collaborated resources (Fig. 1):

• acting resources (mobile robots) that implements actions in physical space;

© Springer International Publishing Switzerland 2016
A. Ronzhin et al. (Eds.): ICR 2016, LNAI 9812, pp. 199–207, 2016.
DOI: 10.1007/978-3-319-43955-6_24



• information resources (robot control blocks, user mobile devices, computation serv‐
ices, etc.) that operate in information space;

• social resources (users) that form tasks in social space.

Cyber-Physical-Social System

Acting 
Resources 

Social Resources 

Information 
Resources 

Physical 
Space

Information 
Space

Social Space

Fig. 1. Resources interaction in cyber-physical-social systems

For interaction of the cyber-physical-social system resources the smart space tech‐
nology is used, which allows to provide information for sharing between different serv‐
ices of the system. This technology [2, 3] aims in the seamless integration of different
devices by developing ubiquitous computing environments, where different services can
share information with each other, make different computations and interact for joint
tasks solving. In the considered approach, the main goal of smart space technology is
to provide information sharing in information space of the cyber-physical-social system.
The open source Smart-M3 platform [4] has been used for organization of smart space
infrastructure for robots interaction. The use of this platform enables to significantly
simplify further development of the system, include new information sources and serv‐
ices, and to make the system highly scalable. The Smart-M3 platform consists of two
main parts: information agents and kernel  [5]. The kernel consists of two elements:
Semantic Information Broker (SIB) and information storage. Information agents are
software entities, installed on mobile devices of the smart space users and other devices,
which host smart space services.

The rest of the paper is structured as follows. Section 1 contains a related work
analysis in the area of robot interaction systems. Mobile robot interaction scenario is
presented in Sect. 2. Section 3 describes the implemented use cases. The results are
summarized in Conclusion.

2 Related Work

The paper [6] considers interaction of modular robots (M-Robots) configurations or the
execution of cooperative tasks such as moving objects or manipulating objects with
multiple modular robot configurations. There are two types of communications are used
in the approach: inter robot (between various M-Robot configurations of the colony and
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the control station) and intra robot (inside the M-Robot configuration). Intra robot
configuration is implemented via the CAN bus technology and using master-slave archi‐
tecture. For the inter robot configuration the wireless technology is used (between the
control station and each M-Robot).

Authors of the paper [7] propose the mobile robotic system consisting of the mobile
robot based on LEGO Mindstorms NXT kit and the OS Android-based smartphone
connected to NXT controller via Bluetooth. Smartphone uses video camera and imple‐
ments images analysis for determine actions to be implemented by the robot. It controls
the NXT control block which controls the robot engines and sensors.

A hybrid navigation strategy for several mobile robots is proposed in the paper [8].
Authors consider a scenario with several mobile robots and obstacles in 2D space. Every
robot has own task. Robots are moved in this space scan it using ultrasonic sensors and
interact with each other to exchange with information about their location, movement
direction, and obstacles. Proposed hybrid navigation system consists of the following
three layers: high-level layer for making a global plan and a reactive algorithm runs,
low-level layer for executing the plan, and deliberative layer for updating the plan in
every control cycle based on the current environmental knowledge to make sure that the
plan is valid and optimal.

The paper [9] describes a mobile robot based system for buildings maintenance and
monitoring. The system is based on robotics integrated development environment
(RIDE) platform. Every mobile robot is controlled by OS Linux-Based mini-ITX PC.
The system allows different users and different robots to connect at any time. For this
purposes, an identification and priority access mechanism has been proposed. The
system also supports detection and recharging of low-level batteries as the robots need
to be working autonomously for long periods of time.

Authors of the paper [10] mentioned that when a user and a robot share the same
physical workspace the robot have to keep an updated 3D representation of the envi‐
ronment. Authors are used Kinect Fusion technology together with range sensors to
make this representation. They are used The KinFu Large Scale (KinFu LS) project that
is an open source implementation of Kinect Fusion and propose the appropriate algo‐
rithms.

3 Mobile Robots Interaction Scenario

Presented in the paper scenario for mobile robots collaboration is based on Smart-M3
information sharing platform. It is assumed that mobile robots and other resources has
communication modules and can interact with each other.

3.1 Reference Model for Smart Space-Based Recourses Interaction

Reference model (Fig. 2) includes three spaces: social space, information space, and
physical space. The information space consists of smart space and information services.
Smart space provides possibilities for resources from social space and physical space
share information with each other and with computation service.

Smart M3-Based Robot Interaction Scenario for Coalition Work 201



Physical Space
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Information Space
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Fig. 2. Reference model for mobile robots interaction for words from letters formation

Social space consists of users who can publish and change information in smart
space. Physical space consists of mobile robots.

To provide semantic interoperability between robots their interaction in smart space
is based on ontologies. Each robot uploads its ontology to the smart space when it
connects to the system. The ontology represents the robot. It contains information about
robot requirements and possibilities. Robot requirements represent the information,
which the robot needs for starting its scenario. Robot possibilities is the information that
robots can provide in scope of the considered system. When a service/robot has infor‐
mation that can be helpful for other services/robots in the smart space, it uploads this
information according to previously uploaded own ontology.

3.2 Scenario Description

The following main operations have been identified for robot interaction scenario:
mobile robot set forming that are ready to participate in scenario (every robot is formed
own ontological model and shares it with the smart space), coalition creation (appearing
of the formalized task in the smart space, interaction of mobile robots), scenario oper‐
ation (coordination, synchronization, monitoring, and regulation). It is proposed to form
coalitions based on multi-level self-organization of mobile robots [11]. Robots are
interact with each other and with human smartphone and decide who will participate in
solving the task.

4 Use Case

Presented use case is aimed at checking the proposed reference model and coalition
formation scenario. For mobile robot construction Lego Mindstorms EV3 set is used
that have interfaces to interact with each other through Wi-Fi network.
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4.1 General Description

A use case presented in the paper is aimed for words from letters formation by mobile
robots. User forms a goal using personal smartphone. He/she determines letters sequence
and correspondence between letter and colors. This information is shared with the smart
space. Robots are moved in the area search letters, determine their color. Mobile robot
scans the area finds a letter, determine the color and shares with a computation service
current letter color. The computation service get information about current letter, letter
sequence, and correspondence of colors to letters. Based on this information it calculates
and shares with smart space location where this letter has to be dropped off. The robot
implements a task to pick up the letter move it to specified location and dropped it off.

This use case extends previous authors work related in the area of mobile robots
interaction based on Lego® Mindstorms EV3 Kit [12, 13]. Every mobile robot consists
of the following main components linked together by different Lego parts (see Fig. 3):
two big motors responsible for robot movement and turns; one small motor responsible
both for gripping and for picking the object up; color sensor set in the gripper and
responsible for the letter color determination; ultrasonic sensor responsible for the letter
searching.

Fig. 3. Lego® Mindstorms EV3 Education kit and mobile robot constructed from the kit

4.2 Computation Service

For the computation service, an algorithm is designed for providing information about
coordinates where a letter taken by a mobile robot has to be located. Robots able to
move, search letters using onboard sensors, and pick them up and drop them off. Every
letter has the unique color and robots are used a special color sensor to determine the
letter. A robot shares information about found letter with smart space and then it is
processed by computation service to get coordinates of the place where the letter has to
be dropped off. The flowchart of the designed algorithm is shown in Fig. 4. The compu‐
tation service joins smart space and subscribes to the following triple:

(Null, “holdsColor”, Null).
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Fig. 4. Algorithm flowchart for coordinates providing to robots based on found letter

When the triples with the predicate “holdsColor” are inserted into smart space by a
robot, the computation service gets appropriate notification (triple that includes name
of a robot that finds a letter and the letter color). After receiving information about the
letter color the service make the following queries to determine a sequence of the letter
in the word:

(Null, “hasColor”, [letter color]).
(“Word”, “is”, Null).

After the letter position determination the computation service calculates and forms
the coordinates of the point to the letter drop off. Abscissa in centimeters is calculated
using the following formula:

204 A. Smirnov et al.



where x0 – constant, x – coordinate of the letter, in centimeters, i – letter position in the
word, w – constant (width of one letter in centimeters). Ordinate is a predefined in
advance constant that is a middle of the table where robots are moved. Then the compu‐
tation service shares with smart space the following triple:

(“Robot”, “shouldGoTo”, [destination point]).

4.3 Mobile Robot Control Service

For every robot in the considered scenario the following service has been developed that
is uploaded to participating robots controllers. In the propose use case robots have to
recognize letter colors. It is implemented by special light sensor (included in the Lego
Mindstorms EV3 kit). Scenario has been implemented with assumption that letters are
located on one side of a robot. Robots are moving forward and scan area with an ultra‐
sound sensor. As a result, we have a data array which compares a distance traveled by
the robot and ultrasonic sensor’s measurement.

Fig. 5. Using ultrasonic sensor for finding letters (example for letter “M”)

In Fig. 5 the abscissa is represented by motor’s turns count which increased with the
robot movement. The ordinate is represented by distance acquired by the ultrasonic
sensor from the robot to the objects. The smaller value on the axis means the closer
object to the robot. The main goal is determination the center of the object according to
the values from the ultrasonic sensor. For achievement of this goal, we have to filter the
data for an object’s selection and working on them. At this moment we use cut the upper
half of graph ordinate because it allows us to accurately determine the boundaries of the
object and the distance between objects. After filtration, we have to calculate center of
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the letter for further transporting. Upper layer of the rest of data was taken for letter’s
shape localization and calculation of the letter center as the arithmetic average of
border’s values. If we can’t define the boundaries of the object (ultrasonic sensor adds
noise to measurement or filter cut one of borders of the objects, e.g.), then we take another
layer of data and repeat calculation again until the center of letter is not found.

4.4 User Mobile Application for Collaboration with Robots

For providing the user convenient interface for goal-setting the mobile application has
been developed. Mobile application is intended to provide possibility for the user to set/
change a sequence of letters and color of every letter and publish this information with
smart space. A user-friendly graphical interface has been developed using of Java
programming language. Application has been developed based on Android Studio Inte‐
grated Development Environment (IDE), that officially recommended by Google.
Beside it, the IDE that based on IntelliJ IDEA engine have comfortable interface settings
application color palette and built-in mechanisms for working with version control
systems. Application has three visible activities that has identity color palette. First of
it is the initial screen (for connection to smart space) and screen for publishing a word
with smart space.

The third activity is screen for colors for letters correspondence setting. Information
is shown in two columns. The first has Latin letter in alphabet order, the second – color
properties of them. Every letter can be one of the six colors or none.

Color displays letters in the first column depends on the second column. Because the
application palette has white background and colors in scenario can be white the method
that correctly show the letters that have the same color with background has been devel‐
oped.

5 Conclusion

The paper presents the description and implementation of reference model, the compu‐
tation service, services for mobile robots control, and the user mobile application for a
word publication in smart space. For the scenario implementation letters have been
developed using 3D printer. Robots are based on Lego® Mindstorms EV3 Kit.
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Abstract. One of the most significant features in applied linguistics
and recognition technologies used in methods of spoken language recog-
nition is speech signal which includes some primary tasks: preprocessing,
processing and recognition regarding next main important features of
acoustic analysis of spoken language: F0i, Ii, ti, Fni. This paper presents
one of the human machine methods with regard to continuous speech
detection on the basis of formant Fni analysis. There are many ways
to perform acoustic analysis, but the acoustic-phonetic recognition func-
tions at the phoneme and prosody level seem to be one of the classical
speech recognition methods.

Keywords: Speech recognition · Dialog system · Acoustic features ·
Formant tracking analysis · Prosody

1 Introduction

The study of the spoken language role in communication between human and
machine and the development of automated systems with languages of com-
munication natural for humans are under development. However, it has been
already established that the allocation of similar functions between human and
machine must be dynamic in the process of interaction based on certain per-
formance criteria (e.g., solution time, costs, etc.) [1], [7,8], [12]. Considering the
human-machine interaction, let us agree to consider a dialog as a time manage-
ment mode, in which there is at least one of the following feature present: aim of
the multimodal interaction for both partners, a certain degree of equivalence of
their activities in the process of solving a problem, expansion and improvement
of knowledge (skills) of one partner based on the knowledge base (skills) of the
other partner, particularly one partner learning from the other one, messaging
aimed at mutual understanding. Requirements for the dialog organization are
as follows: ease of learning in the use of dialog means, good error detection,
efficiency, consistency, adaptability, effectiveness, etc. [2,3], [5], [9], [13], [15].

One of the forms of human and machine interaction, which is considered
promising and is intensively developed in recent years, is a speech dialog as
a part of interactive human-machine systems [14]. The advantages of spoken
c© Springer International Publishing Switzerland 2016
A. Ronzhin et al. (Eds.): ICR 2016, LNAI 9812, pp. 208–218, 2016.
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speech over all other means of communication are as follows: hands are free;
it is easy to give special signs; no tools are required; the operator is not to
take a fixed position; lighting conditions and mechanical vibration are of no
importance, etc.; no keyboard and display needed; simple method of observ-
ing the response to the command; one can use a common channel for several
purposes; the human-machine system may include people with disabilities; pro-
tection against unauthorized access is allowed by means of voice recognition; it
is easy to provide interface to telephone systems.

However, voice communication has its drawbacks, which include exposure to
noise disturbances; difficulty in singling out random inclusions in large volumes of
information; inability to have unlimited data input into a machine for a long time.
Using natural language in human-machine interaction implies knowledge of the
specifics of its structure [4], [11]. First of all, an approach to language as a tiered
phenomenon is widely used. A linguistic tier (level in linguistics) refers to one of
the way to consider the language determined by the properties of units singled out
by a researcher. Usually the following tiers are identified: phonetic, phonological,
morphological, lexical, syntactic, and semantic one [9]. The term level is widely
used in linguistics. As this term is also used in communications technology, but
with a different meaning (e.g., sound pressure level, volume level, etc.), and the
term quantization level is used in digital technology, in order to avoid confusion,
in this paper the term level is replaced by the term tier.

The smallest unit of the peripheral tier of the language is a phoneme, which
serves to recognize words and their forms. For each language, there is a limited
set of vowels and consonants. When writing words phonemes are conveyed by
corresponding graphemes. Implementation of phonemes in a speech flow depend-
ing on its position in a syllable or word, on a specific sound environment, etc.
is called an allophone (variant) of this phoneme [6,7], [10]. Rules of phonemic
classification and combinatorics in language are studied in phonology (in partic-
ular, one of its sections, phonotactics). A phonetic tier relates to the study and
description of specific features of implementation (articulatory, acoustic, audi-
tory) of phonemes in the speech flow. Each phoneme is characterized by a set of
different (differential) features based on the description of articulation (speech
production) and acoustic properties of the phoneme. Such features include, for
example, deafness (no pitch is present), voicing (presence of pitch).

A morpheme is a unit of a higher tier than a phoneme. Using morphemes one
can describe the word structure consisting usually of a root morpheme (root),
prefixal and suffixal morphemes (prefixes, suffixes). The lexical tier covers the
vocabulary (words and word forms) of a language. The syntactic tier includes
such language units as a phrase, sentence. Using the syntax rules of construction
of phrases and sentences can be described and formalized for each language. The
semantic tier may include meanings of words and various grammatical forms.
Using the semantics, a relationship is established between objects of reality (the
real world) and their linguistic symbols that is, words.
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Using the pragmatic tier a relationship is established between language units
and the user. Rules for constructing words and their changes, and structures of
phrases and sentences are described in a special linguistics section, grammar.

In recent years, so-called context-free grammars become widely used; these
are mathematical models of the syntactic structure of a sentence. An example
of such a model is a tree (network) model, or a graph model. A set M with a
given binary relation R is called a graph and is denoted as <M; R>. Elements
of M are called nodes of the graph; the finite graph is called a tree. Any sentence
can be represented as a finite linearly ordered set. As part of the phonetic tier,
the following is studied: acoustic characteristics of speech, features of auditory
perception, articulation, i.e., the process of speech production and coarticulation
the process of articulatory mutual interference of sounds in the speech flow. As
a rule, coarticulation is most pronounced within the shortest unit of pronunci-
ation, a syllable. As a result of coarticulation there is a mutual assimilation of
articulatory movements of neighboring sounds, and, consequently, their acoustic
features [9].

2 Research and Discussion

Sensory robotic devices are defined as devices equipped with simulators of human
senses, i.e. as sensitized systems. Locomotion robotic systems are characterized
by active movements in space. Interactive robotic systems involve systems that
interact with each other and with the operator, who, in particular, uses voice
control. The bionic approach to the development of robotic systems implies the
use of bionics data, which studies features of organisms structure and activity
to create new tools, mechanisms and systems. A special role is played by the use
of the association principle of constructing a model of central speech processing
mechanisms, which is based on biological facts about the structure and properties
of neurons and their associations [4].

During processing of spoken speech, systems of speech automatic understand-
ing are mostly used. In contrast to speech recognition, their task is to establish
the meaning, i.e. semantic interpretation. Such systems use additional informa-
tion widely to establish the grammatical or semantic correctness of the utter-
ance (sentence). Using these systems one correctly evaluate and even supplement
poorly recognized parts of the sentence, so it can be said that these systems are
able to intelligently guess.

The main difficulty both for recognition and for understanding of speech lies
in identification of reliable signs at the acoustic-phonetic tier. Although speech
is a signal that varies over time, at the first stage stationary portions of seg-
ments can be studied in order to identify distinctive acoustic parameters. The
study, which was intended for searching formants and their values led to the
following results: accurate extraction of formants is not entirely a reliable oper-
ation; preparation of phonetically correct classification of the sound spectrum
is possible even with the help of a schematic (rough) description of acoustic
characteristics; accuracy of the spectral analysis is redundant.
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In a series of studies a program was designed and experimentally tested to
recognize individual words using a limited number of frequency parameters and
focusing on a description of temporal changes. Characteristics obtained as a
result of distinguishing similar words are rather significant in terms of validation
of parameters used, although it refers mainly to experiments with one speaker.
The analysis of natural speech samples when using segments of various lengths
revealed that the segment duration of 5 ms is optimal. All these observations
have been taken into account in the development of a reliable algorithm for
formant extraction.

The formant tracking algorithm is used quite successfully, but it does not
give a smooth trajectory as formant frequencies obtained have some errors that
occur for various reasons. This primarily relates to the beginning of the explosion,
where the signal level is quite low, and the spectrum changes rapidly. The speed
of formant changes is usually the highest at the beginning of the explosion, and
then tends to zero gradually in the areas of further transition, so the exponential
model is used to calculate the formant frequency:

Fi(t) = Fai + (Fbi − Fai)[1 − exp{−(t − t0)/τ}] and (t − t0),

where Fai is the initial value of Fi in the explosion segment (formant locus); Fbi

is the finite value; t0 is the beginning of the explosion; τ is time constant; (t) is
a function of the temporal segmentation.

When a number of formant frequencies is set on a limited transition area,
all these parameters except t0 can be identified uniquely with a minimum mean
square error. The above approach can provide a good approximation in detection
of the actual trajectory of the formant only when a corresponding temporal
interval of the trajectory is given. For a more precise formant extraction data
in the field of noise components should be excluded due to large individual
differences in the duration of the noise. Since the noise segment for voiced plosives
is characterized by a predominance of low-frequency components and the overall
low energy, speech information within the relevant frequency range can be useful
for automatic detection of this segment.

Our data indicate that formant loci of voiced plosive consonants are directly
dependent on the context, i.e. vary greatly due to coarticulation, especially for con-
sonants b and g, even if their areas are divided into F2 and F3 planes when data
obtained is processed independently of the context of the vowel. One might also
notice that neither their relative position nor their relationship with the stationary
(central) portion of the subsequent vowel does not remain invariant, hence recog-
nition of these consonants must be based on recognition of the context of the vowel.
Studying the possibility of using temporal characteristics indicates that the time
of energy increase could significantly increase the degree of separation between
voiced plosives, particularly between consonants b and g [9].

The process of integration of information on the parameters and attributes
has not been sufficiently studied. One possible explanation is proposed in a
model, according to which each of the attributes with a sufficient degree of cer-
tainty is identified as belonging to one of several classes. Then the process of
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collation takes place, during which the identification results for each phoneme
are compared with output results by feature detectors. Errors are characterized
primarily by presence of omissions due to the following factors: at the transi-
tion between two sounds it is difficult to separate them. It is particularly diffi-
cult to separate semivowels, liquid and nasal sounds from vowels nearby, which
leads to phoneme skip error; sometimes explosion after a voiceless closure at
the beginning of a word takes place so quickly that it is difficult to define the
class of phonemes; it happens sometimes that certain distinctive features are
under-represented by their acoustic keys.

So, a fricative consonant can be taken for a closure preceding an explosive
consonant; in connected speech (even within a single word) some sounds are much
reduced (and even dropped) that relates the problem of the ideal phonetic coding
of the vocabulary. This raises the question of multiple representations of the
vocabulary. In addition, errors occur due to repetition and insertions: sometimes
within such groups of phonemes as dr, gl, gr, pl where a vowel insertion between
two consonants is found; it is believed that one phoneme is segmented into two
phonemes, e.g. vowels i and u followed by consonant r often yield two vowels;
in connected speech in the presence of following vowels the program can detect
additional phonemes between them.

Modelling of possible errors is constructed based on false or correct seg-
mentation; presence of insertions; omissions; segment merging; decomposition
of segments into additional segments. A method is known that serves to inter-
pret speech patterns containing explosive consonants. Interpretation of speech
patterns includes the construction of hypotheses about possible phonetic tran-
scription of syllabic segments that are automatically allocated from the digital
representation of energy - frequency - time obtained from the instantaneous spec-
tral analysis of the voice message. Each hypothesis is evaluated, and a certain
degree of reliability is attributed to it, which allows further evaluation of the
hypotheses regarding the words, syntactic structure and semantics of the spoken
sentences.

The approach and rules described in a number of papers are an attempt to
formalize the intuitive logic used by phoneticians. Numeric functions are defined
as a probability measure of the speech pattern interpretation. The advantage of
this model is its flexibility. One can enter any ratio and any restriction obtained
in the course of research in the field of phonetics, and thereby optimize the
recognition performance. The algorithms used in some speech recognition sys-
tems have several tiers and sources of knowledge. Each source of knowledge
contains syntax rules that correlate a unit of this tier represented by a syntactic
category with a unit of the lower tiers. Attempts have been made to obtain rules
that explain context-related dependencies to resulting from coarticulation, using
automatically identified characteristics.

The speech signal at the input is subjected to an analysis based on the fast
Fourier transform. Then, spectra processing is performed to obtain the following
characteristics: S - total spectrum energy; B - energy in the frequency band of
200 ... 900 Hz; F - energy in the frequency band of 5 ... 10 kHz; A - energy in
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the frequency band of 3 ... 5 kHz; Rv - relationship between B and F. Phonetic
characteristics are obtained using a graph dictionary. The context specificity
of the rules is based on the articulation place of the preceding and subsequent
vowels. The recognition rules for stop consonants are based on information about
the formant transitions and descriptions of explosion spectra. To obtain speaker-
independent rules, one should consider not absolute values of measurements, but
relative ones.

The applied algorithm is based on information about the phonetic charac-
teristics. It makes it possible to accurately determine the beginning and end of
formant transitions, avoid measuring F2 and F3 during the closure, noise inter-
val and explosion. Conversion of acoustic data into phonetic and phonemic ones
is performed by a system, which puts forward and tests hypotheses on various
tiers. The following acoustic features are identified and used for pre-category
classification: ratio of low (200 ... 900 Hz) and high (5 ... 10 kHz) frequencies of
Rv; Rv parameter dispersion; sound duration; dispersion of total signal S energy;
ratio of S and Rv dispersion values. It should be noted that the representation
of the vocalic context is based only on the articulatory description of vowels,
for example, the place of their articulation determined by values of F2 on the
stationary part of the vocalic segment.

The research results indicate that by introducing coarticulation restrictions
in the recognition algorithm better results can be obtained than with methods
previously used. This approach can be used to distinguish various voiced conso-
nants in positions between vowels. In speech recognition a number of parameters
are used, most of which have theoretical equivalents and contain an equivalent
amount of information. The functions of the vocal tract cross-sectional area seem
to be the most preferred parameters, as they correlate most to movements of the
tongue, lips, and other organs of articulation. In recognition of words the main
problem is lexical search, i.e. search for the right words.

Two recognition methods have been evaluated based exclusively on acoustic
information. The first one is that the vocabulary is viewed sequentially and
for each word a similarity matrix is calculated, i.e. a list of first candidates is
formed. Then, an algorithm of sequential decoding is used. However, this method
is impractical since the average task time is 18 s for a single word. To reduce time
for lexical search, the second method is used the method of multi-tier approach
with silhouettes. The vocabulary is represented on various tiers lists by lists
of silhouettes. These tiers are obtained by means of phonetic coding based on
increasing accuracy. For example, vowels come first, then consonant phonemes
follow, further an oral (buccal) vowel is refined, then a nasal vowel, a conso-
nant semivowel, etc. Every word is discarded for which no silhouettes are among
the first candidates. This processing ends as soon as the number of candidates
becomes equal to the specified one. Then, the more accurate recognition is per-
fomed relying on the phonetic transcription for each word. Noteworthy is also the
method for best matching between the classified phonemic chain and a phonemic
chain of a lexical unit in the vocabulary. Here, a phonemic similarity matrix and
LP are used.
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The use of prosodic information implies reference to other tiers of the
language (syntactic, semantic ones), which provides a relatively self-contained
method of acoustic detection of syntactic structures, independent from poten-
tially erroneous sequences of hypotheses of the words derived from the input
acoustic information [6,7], [10]. Modern scholars expand the main prosodic fea-
tures helping to implement the automatic recognition of continuous speech,
including the stress, the F0 envelope of the utterance, rhythm, pausation, tempo,
change in the energy configuration and temporal correlation of segments in pre-
juncture and post-juncture positions at the boundary of sentences and syntag-
mas. The task of automatic continuous speech recognition cannot be accom-
plished without the inclusion of information on macrosegmentation of the text
into phrases and minimal semantic fragments extracted from the speech flow
syntagmas.

The development of the program for macrosegmentation of continuous speech
based on prosodic, syntactic and semantic information requires a series of stud-
ies aimed at solving the following tasks: identification of prosodic characteristics
of continuous speech segmentation on the hearing level; definition of the role
(functional weight) of individual prosodic parameters when marking boundaries
in continuous speech macrosegmentation; analysis of the effect of the rhythmic
structure of pre- and post-juncture words; syllable type (stressed, not stressed,
those in absolutely final positions, non-final positions, etc. ...) and the phonetic
quality of a stressed vowel on prosodic characteristics of pre- and post-juncture
phonetic words at the boundary of syntagmas and phrases. Since prosodic infor-
mation can influence the results of the recognition system, it is assumed that a
source of knowledge about prosodic information is needed that would be a mod-
ule of the recognition system, which can generate hypotheses or produce other
knowledge. Since almost all the prosodic algorithms are based on accurate input
information extracted from the acoustic signal, the great emphasis is put on the
development and organization of prosodic parameter extraction algorithms. It
is worth noting the possible impact of prosodic information on the higher parts
of the speech understanding system. The fact that such influence exists is well
known from works on human perception of speech, but it has not been consid-
ered at all or has been not sufficiently taken into account in speech recognition
systems.

There is a well-known method of interpretation and prosodic stylization. This
method allows, on the one hand, to identify the boundaries of prosodic groups
and syntactic constituents and, on the other hand, to establish the hierarchy
of semantic utterance constituents. The basic principles of this method are as
follows: (1) prosody is a multiparameter structure, selection of a single parame-
ter, usually F0, can lead to errors in the interpretation, as changes in F0 may
reflect various functions and not be in direct relation with the syntactic and/or
semantic organization of the utterance; (2) extraction of prosodic invariants is
related to the detection procedure involving transformation of objective data.
This transformation allows erasing microvariations and conversion of perceptual
data. It is important to properly distribute the relations between prosody and
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accent, syntax and semantics from the very beginning. Prosody has a demarca-
tion function of the syntactic constituents. It also has a semantic function in the
organization of the utterance. To avoid errors, the pitch raise and fall contour
should be calculated cyclically from the first detected maximum value.

In phonetics, the standpoint regarding the acoustic emphasis of the phonetic
word boundaries (rhythmic structure, RS) has undergone a number of changes.
The complete denial of the acoustic boundaries of a phonetic word was replaced
by statements that, in determining the phonetic word boundaries in the speech
flow it is quite practicable to rely on objective criteria: acoustic characteristics
of sounds at the juncture of phonetic words and their allophonic variance. In
delimitating the speech flow into phonetic words (and RS, too), acoustic char-
acteristics of juncture sounds is required in all cases: both without and with a
pause. As shown by a series of studies, the probability of a speech pause is depen-
dent on the following: nature of sound combinations (it is known, for example,
that a pause occurs in 95 % of cases in CV (consonant-vowel) combinations and
in 5 % of cases in VC combinations); rhythmic structure of neighboring words
(for example, if the first word ends with a stressed syllable, and the next word
begins with a stressed vowel as well, a pause between these words is more likely
than in the case where the stressed syllable of the first phonetic word is followed
by an unstressed syllable of the second phonetic word); place of the considered
juncture in the phrase. Along with the above linguistic factors that condition a
pause between words, there are non-linguistic factors such as an individual style
of pronunciation, breathing in the process of speech production, etc. A pause
serving as a boundary signal helps to identify the juncture sounds. As shown by
spectral and prosodic studies the mutual influence of juncture sounds in words
separated by a pause is observed in a number of cases, for example in a sequence
of a labial vowel and a consonant separated by a pause. The presence of a pause
of a certain duration in this case does not break coarticulation implemented in
this sound sequence. Of all the prosodic characteristics the most indicative one
for phonetic word segmentation is the duration.

Conclusions on the duration depending on various types of junctures are
obtained from a material of various languages, including Russian, German, Eng-
lish, etc. If one assumes that the intensity as compared with other physical
characteristics better determines the word structure forming a power arc, one
can say that intensity variations at the juncture of words also indicate a word
boundary. The determination of phonetic word boundaries in the speech flow is
accompanied with a number of difficulties arising due to the following factors:
phrase belonging to the style of pronunciation and type of utterance; position
of the phonetic word in the text; position of the phonetic word in the syntagma
and phrase. In the Russian material the boundaries of a phonetic word in the
speech flow are determined by the following: absence of vowel reduction of the
absolute beginning of the phonetic word (with the exception of the position after
an unvoiced consonant); devocalization of voiced consonants at the absolute end
of words in positions before vowels and sonants; formation of a special kind of
a geminate (doubling) at the juncture of consonants with the same phonetic
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quality. In determining the boundaries of a phonetic word in the speech flow it
is necessary to consider all these factors, as well as to correlate the frequency
envelope of the pitch and intensity with changes over time. The acoustic char-
acteristics in various combinations in the speech flow form acoustic parameters
of boundary signals.

The study of prosodic parameters of the spoken text goes beyond theoretical
issues and is of great importance for practical purposes: development of algorithms
that provide automatic verbal human-computer communication. At the same time
a number of difficulties arise related to the ambiguity of the speech signal, and per-
culairities of continuous speech segmentation. At the present stage the removal
of ambiguity in acoustic terms is achieved by including control units in the sys-
tem using the information of higher tiers of language. However, the lack of knowl-
edge in the field of acoustic features of the boundaries of semantic fragments of
the text makes it difficult to fully use such sources of information as the syntax
and semantics, for any system that claims to properly recognize and understand
speech, should find segments necessary for subsequent operations following cer-
tain features, distinguish essential features of these segments from non-essential
ones, use additional cues that are stored on the periphery of knowledge, etc. Find-
ing reliable prosodic features of semantic segmentation of the text is of particular
importance, as it makes it possible to perform proper semantic segmentation of the
spoken text, to identify the inventory of resulting fragments of the spoken text, to
determine types of relationships between semantic fragments of the text. In this
regard, it seems promising to use a search strategy, which includes the study of
prosodic feature modifications on the basis of two types of speech implementa-
tions per word and continuous (within the text) and the identification of prosodic
features providing reliable segmentation of the spoken text.

3 Conclusion

Continuous improvement of dialog communication forms between a human oper-
ator and a machine should lead to optimization of the dialog between them. The
human machine dialog in natural language involves the use of relevant technical
methods and specific linguistic knowledge. To develop such a dialog with a view
to the creation of next generation computers requires efforts of specialists in dif-
ferent fields of science. Studies have shown that close cooperation with linguists
is needed, as currently under developed projects of speech-controlled automated
systems are beyond the capability of one group of scientists. It is known that at
this stage the linguistic level of the human machine dialog is still quite low, and it
makes it difficult to create next-generation computers and impedes development
of optimal speech robot control. Researches in the field of human machine inter-
action proved the necessity of experiments for the study of learning processes
with the use of machines, formalization of natural language, modeling human
machine dialogs in natural language, development of machine concepts, expert
systems, databases, and knowledge bases.

The term dialog usually refers to the process of direct communication between
two subjects, in which there is constant change of speaker and listener roles.
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A dialog between people implies, as a rule, the presence of targeted messaging,
mutual understanding of partners, a certain equivalence of all their activities in
the process of messaging, enhancement of their knowledge and skills. A similar
definition is used both when considering the verbal interaction between peo-
ple and in construction of a dialog between a human and a machine. However,
there are other approaches to the interpretation of a human machine dialog. The
most common interpretation is as follows: human and machine perform dynam-
ically changing functions, thereby increasing the efficiency of the whole process
of solving a problem, starting with its wording and ending with the execution of
a debugged program. Mutual understanding is manifested in each of the part-
ners knowledge of the system of linguistic signs or codes, which build individual
messages, as well as in the presence of at least partially coinciding views on the
topic of their conversation.
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Abstract. The prototype software for humanoid robot assistant for a preschool
children was developed. Aldebaran NAO robot was used for this development.
This paper describes the idea, main concepts and applications for robot.

Keywords: Robot–human interaction · Aldebaran robotics NAO · Robot for
preschool children

1 Introduction

Social Robotics — a new direction in science, psychology and technology, including
robotic systems in social interactions. Social robots - is a promising direction, both in
terms of research and business.

Scope of social robots is extensive, it includes robotic personal assistant, companion
robots for the elderly, the robots to work with children, etc. It looks promising that
anthropomorphic robotic platform Pepper designed specifically for use in home.

Robot-Child Interaction could be based on human-centered interaction [1]. An
example of this can serve a number of projects designed to investigate the interaction of
children with robots. For example, the project «Aurora» is exploring the use of robots for
the purpose of therapy and education of autistic children [1], and the project «ALIZ-E» is
dedicated to the study of long-term interaction of the robot with children in the clinical
examination [2]. The very promising approach in human-computer interaction is an assis‐
tive Bi-modal interfaces where speech recognition and computer vision are used cooper‐
atively [3].

Robots are created to solved special tasks. However, in recent years it has been a
trend, when developers create so-called universal robotic platform. Functionality of such
robots depends on loaded set of applications. It is opening opportunities for independent
developers and making household robots more attractive from a consumer perspective.
Applications can be installed to robot, through the online stores, like Google Play Store
and Apple AppStore.
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2 Implementation and Experiments

2.1 “The Babysitter Robot” Project

The “Babysitter Robot” project has been developing in robotics and artificial intelligence
lab TUSUR since 2012. The aim of the project is to create hardware and software that
implements the functions of an assistant kindergarten teacher. The idea is that kinder‐
gartener can not provide enough attention to all children in the group during the day.
“Babysitter Robot” should help in this case, by interaction with children at least for part
of the day. The goal of the project is the creation and implementation of robotic software
and hardware in social work with children of preschool age.

The architecture includes anthropomorphic robotic platform with advanced commu‐
nication systems, a set of applications implementing the various scenarios of human-robot
interaction and program-manager, which providing launch of the desired application.

2.2 Robot Hardware

The project implementation uses a humanoid robot, which should provide the necessary
level of emotional connection to between child and robot. The selected platform is
ambiguous, because of the large different configurations of robots. Based on a set of
specifications for the task the robot Aldebaran Robotics NAO has been used. It has: 25°
of freedom; Sensors: 2 cameras, a 4 microphones, 9 tactile sensors and 8 pressure
sensors; communication: voice synthesizer, LED indicators and 2 speakers; connection:
WiFi and Ethernet. Choreographe as environment for software development.

Fig. 1. NAOqi framework system libraries
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NAOqi library provides tools for developers to implement character recognition and
image, voice control and the possibility of synthesis (Fig. 1). NAOqi main modules are:
Core - includes memory management techniques, a compound with a computer, etc.;
Motion - includes methods to controlling robot movement; Audio - module to work with
sound; Vision - Imaging module; Sensors - sensor processing.

2.3 The “Babysitter Robot” Applications

As was shown in our previous researches [3, 4], for efficient human-robot interaction is
important to write a perfect scenario. From 2012 we have developed several dozen child-
robot interaction scenarios, some of them after testing on focus groups have been
approved to include into project.

The app “Robot Control” allows the child to learn the basics how to control the
robot and overcome the psychological barrier in the interaction with the machine. Child
control robot by toy, which has solid contrasting color, such as red cube. According to
the scenario, the robot has to maintain a certain distance to the toy, about 1 m. If red
cube moves from the robot, robot moves to target, if closer - steps back. In this mini-
game the child has task simply move robot on any trajectory. NAOqi Vision library
functions was used to find the contrast object, based on the original image binarization
method. Direction detected according to the location in the center of mass in the frame
of monochrome pixels and distance by the ratio of the volume of these pixels to the total
number of them in the frame. The tests were conducted at various exhibitions (Fig. 2).

Fig. 2. Children control robot walking (Color figure online)

The “Excersises” application is designed to provide complex of physical exercises. The
scenario of app is, the robot greets the children and offers to repeat the exercise from him.
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The application includes following exercises: turns heads in different directions; warm
hands, elbows, shoulder joints; warm legs, waist; last exercise – “martlet” (Fig. 3). Robot-
child interaction based on robot voice module. Movements of robot were created in Chor‐
eographe software. This application provides the most favorable response of both children
and adults during the demonstration at presentations and exhibitions. Children of different
ages enjoy doing the exercises together with the robot.

Fig. 3. Children are doing excersises with robot

The application “Action Poems” based on the pedagogical practices method when
working with children of a half to 5 years. Kids like to illustrate the poem by actions, it
expands their vocabulary, improve coordination, creative thinking and imagination,
trains attention and memory. We have used a simple rhymes for application, such as
“The deer big house…”. Independent animations were created for each stanza and tran‐
sitions between them. An important parameter is the time to synchronize each stanza
and animation. Since the time required to perform the action is bigger than time needed
for “reading”, the synchronization was performed on execution of actions. Tests were
carried out in the laboratory and at the “RostUp-2014” exhibition. The demonstration
at the exhibition was held in front of focus groups - children aged 3 to 7 years. Tests
have shown results such as acceptance by the target audience, and was positive. Most
of the children diligently repeated robot actions. The robot animations in general, are
quite visible and easily understood by children. Motion Modules and Audio NAOqi
library were used.

“Traffic Officer” The application helps children learn the traffic signs in a game
form. The scenario includes the following steps: robot greeting; offer to learn and repeat
traffic signs; demonstration of the cards to children, then to the robot; robot scan cards;
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read out the text corresponding to the image on the card; if the card is unfamiliar or is
shown incorrectly, the robot says he does not know what is illustrated on card; at the
end of the lesson, the robot thanks children for their participation and bids farewell.

To implement this idea used features such as a robot voice synthesis text, vision
system and image recognition (NAOqi modules Audio, Vision, Motion). Image recog‐
nition performed based on the comparison with the reference image stored in the memory
of the robot. Creation of reference images produced manually. The tests were carried
out in the laboratory, at exhibitions and presentations. The app demonstrated high accu‐
racy and speed of character recognition.

Application “The game of emotions” shows children the ability of robot to demon‐
strate a variety of emotions. Scenario: children show pictures with images of emotion;
they determine what is this emotion; then show the picture to the robot; robot recognizes
picture, and performs typical actions for that emotion. The robot recognizes and demon‐
strates the following emotions: happiness, surprise, anger, sadness, fear. NAOqi Vision
and Motion modules was used (Fig. 4).

Fig. 4. The game of emotions

Application “Arithmetic” supposed to help children learn simple mathematical
functions in a playful way. This program implements a simple mathematical operation
(addition, subtraction, multiplication, division). The scenario is as follows: children
show cards with numbers and mathematical signs; They say the answer; then demon‐
strate the robot card, which gives the answer (Fig. 5).

The app manager allows you to choose an application to execute by oral and tactile
interaction with robot. NAOqi Core, Audio and Sensor modules was used. Execution
of any application can be stopped and interrupted by pressing tactile sensor.
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3 Conclusion

As a result of the work we have developed a prototype of software that implements the
functions of the robot-assistant preschool teachers, developed scripts interaction child-
robot and robot-children. The developed applications can be used in the advanced
systems based on commercial robotic platforms for use in home, such as Pepper robot
by Aldebaran Robotics and Softbank.
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Abstract. The paper describes the control system of an autonomous
mobile service robot using a human-machine dialogue to control the robot
in a way natural for human with the help of syntactic structures that
define the sequence of certain actions. The interaction with the robot
by means of natural language in the formation of target designations is
provided by the multimodal representation of the working area in the
form of a hybrid map of the surrounding space with highlited work areas
and locations of key objects complemented by a set of semantic rela-
tions that characterize features of the robot operation and impact of the
environmental changes on its operation. The article discusses the control
system of the mobile service robo, performing transport and logistics
operations in a public place in direct contact with lots of people around.
The proposed approach to the dialog control of the robot based on the
multimodal representation of the robot operation area not only simplifies
the process of determining the sequence of operations, but also enhances
the level of safety for other people, objects and the robot itself in the
process of fulfilling its service tasks.

Keywords: Collaborative robots · Autonomous navigation of a mobile
robot · Path searching · Hybrid terrain map · Safety of movements of
a mobile robot · Multimodal model of the world · Semantic network ·
Voice dialogue

1 Introduction

Currently, the use of service robotics becomes quite extensive. Unlike indus-
trial robots, usually operating autonomously without human involvement, ser-
vice robots are most often used in solutions of collaborative tasks performed
together with a human partner. Working together with a human partner does
not imply reducing the degree of autonomy of the service robot, and rather
imposes a set of specific safety requirements to the working process and simpli-
fying methods of human-machine interaction.
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Therefore, the robot control system must not only ensure its intended func-
tions, but also respond adaptively to changing environmental conditions and
commands received from the human partner. In this regard, the control system
must be able to simultaneously compare and analyze a large amount of vari-
ous information service operation parameters, environmental changes and their
impact on the robot operation, as well as assignments received from the human
partner. The degree of adaptability of the robot depends on the ability of the
robot control system to comprehensively assess the situation and to form the
most current control command.

The complexity of the information analysis lies in a variety of used data
describing a task. For example, to set a path of the mobile robot a geometric
description of the working area is used presented in the form of an array of
coordinates describing areas of allowed and restricted movements. The objects
which interact with the robot are described by coordinates of the working area
and with the help of parameters characterizing the object properties and the
number of possible operations. In turn, the human partners commands are spec-
ified as a set of instructions in natural language describing the action, the place
of its implementation and the object with which it is necessary to interact. As
a rule, this kind of data is rarely associated with each other, which reduces the
efficiency of situation evaluation and hampers the collaborative human-robot
interaction.

Currently for resolving of this contradiction the multimodal semantic repre-
sentation of environment is using, which includes composition of the navigation
information (geometric description of the work area - allowed and forbidden for
traffic areas, descriptions of objects with which communicates robot), as well
as the visual representation of objects as parameters of their images (images
or video of certain views of environment) [1]. These views are complemented
by semantic and topological network which unites them and adds the names
of objects presented on the navigation plane. Recognition of visual images of
objects improves the task of control process.

Using multimodal semantics, which includes the plan of rooms and a semantic
network that characterizes objects relations and visual images of objects, enables
effective control of the robot accompanied by visual control (inspection) of the
task. Control efficiency increases significantly when a dialogue is introduced in
the control circuit. Within the framework of human-robot dialogue there are
issues related with recognizing of the meaning of the sentences addressed to robot
by natural language [2], which solves by using of special dimensional language
for description processes and effective understanding task [3].

However, the dialogue is conducted by means of traditional computing: the
robot commands are given from the keyboard, and the responses for human-
companion are given on the monitor screen. Of course, using voice subsystem is
improving conditions dialog interaction between the robot and human-companion,
because the robot transmits the answers automatically by speech synthesis, and
recognizes human speech commands. The speech input and output allows to avoid
the close connection between human-companion and the robot and simplifies the
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process of communication with him [4]. There is an opportunity to communicate
with the robot at a distance by means of, for example, a headset with Bluetooth.

The paper presents a control system of an autonomous mobile service robot
exercising collaborative interaction with a human partner by speech dialogues on
a subset of natural language and performing transport and logistics operations
in a public catering facility in conditions of probable contact with visitors or
surrounding objects. A special feature of the control system is the robot’s capa-
bility to be engaged in an intelligent dialogue in preparation and execution of
tasks. An intellectual dialogue is possible with the use of a multimodal model of
the robot world, including the premises plan, a semantic network describing the
thing world of the robot in the form of interrelations of its objects and supple-
mented by visual information about objects surrounding the robot. The feature
of such a world model is combination of various modal representations of the
model by overlaying the semantic network on the premises plan, which makes it
convenient to visualize the world model, which in turn is ergonomic in terms of
storage of this information in the human partner’s memory. Naming the nodes of
the semantic web with not only lexical labels, but also using their speech equiv-
alents simplifies the use of semantic web for implementation in control system
of collaborative robot.

2 Mobile Service Robot Control System

The paper deals with the process of improving the control system of a mobile
service robot OBYS designed for transporting goods from the main hall of a
restaurant to technical premises.

A mobile robot OBYS (Fig. 1) was used which is a differential chassis
equipped with a laser scanning range finder Hokuyo UTM-30LX, a control sys-
tem based on a single board computer ODROID-XU4 and hardware-software
system ST-Robotics for autonomous navigation inside buildings.

The robot operation is performed in cooperation with a human partner serv-
ing the restaurant hall, who controls the robot by voice commands in natural
language and loads the robot with trays with dishes transported to technical
premises.

In addition to interacting with a human partner, in the course of work the
robot interacts with other people (visitors of the restaurant and service person-
nel) detecting them on its way and planning the route in order to ensure safe
movements. Since the robot moves in space-limited environment due to humans
constantly moving in close proximity, the robot control system performs some
situation evaluation during the formation of interaction with it.

The mobile service robot control system is a two-tier architecture consisting
of a base unit and an expansion unit (Fig. 2). The base unit of the control
system is responsible for controlling the mobile robot’s movements; it collects and
analyzes sensory data, generates a map of the working area; localizes the robot
and surrounding objects; plans the route and controls the robot’s movements.

The expansion unit of the control system provides a mechanism for collabo-
rate human-robot interaction by means of a natural language dialog unit which
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Fig. 1. Mobile service robot OBYS

is used by the human partner to form a sequence of working tasks for the robot.
In the formation of a natural language task its description is assocoated with a
topographical description of the work area indicating the geometric coordinates
on the premises plan, or any objects and actions with them. For example, the
task to move to the technical premises associates the geometric coordinates of
the target point with the topographical map of the premises plan. On the other
hand, the task to stay in the restaurant hall to load trays associates the topo-
graphical plan of the premises with many potential parking spaces, as well as the
robots current position and a comprehensive evaluation of the work area, taking
into account the position of surrounding objects, movements of people and safe
movements of the robot.

2.1 Hybrid Map of the Surrounding Space

Safe movement of the mobile service robot and effective interaction with a human
partner is possible through the use of multimodal representation of the surround-
ing space in the form of a multi-layer map of the robot’s working area (Fig. 3).

The surrounding area is represented as a set of dat from the topographic
plan, safe areas and restricted areas, and the local map based on data from the
robot-borne sensor systems [5]. The topographic plan is a geometric plan of the
premises with areas marked as restricted areas and areas of work operations.
Integration of information from a variety of local maps obtained from data of
the robot-borne sensor systems, is used to determine the environmental con-
ditions. For example, a map obtained from the laser scanning range finder is
used to localize the robot on the topographic plan, and a map obtained from
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Fig. 2. Architecture of the mobile service robot control system

Fig. 3. Multimodal representation of the working area

a set of sonars located on the perimeter of the robot, enables determination of
objects around the robot during its movement [6]. As a result, the evaluation
of changes in the working area status together with the assigned task allows
to create a sequence of safe maneuvers of the robot to ensure its movement in
rapidly changing space-limited conditions.

Robot route planning is provided with the use of a hybrid map, which is
an artificially created terrain map obtained by aggregation of individual map
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layers of the multimodal model of the surrounding space. Route planning with
the hybrid terrain map provides the capability to calculate the optimal route for
the current situation, as well as automatic and safe avoidance of collisions with
obstacles.

In contrast to the use of various algorithms of obstacle avoidance, route
planning with the hybrid terrain map provides guaranteed convergence of the
movement process to the target point.

3 Formation of Robot Tasks

3.1 Multimodal Model of the Robot World

Effective implementation of the speech dialogue is made possible by the intro-
duction of a multimodal model of the robot world into the control circuit; this
model is based on multimodal semantics. Using separate modules of synthetic
vision, speech input-output, networking and ontological conceptions of the robot
world does not provide efficient use of all information at the disposal of the robot
to solve service tasks. In this case, inclusion of the speech dialogue with the robot
into the control circuit is a non-intelligent procedure that enables, virtually, only
solutions to the problem of speech control.

Fig. 4. Semantic network projected on the premises plan

Combining all representations of these modalities into a single multimodal
semantic network fundamentally changes the situation: individual components of
the representation complement each other allowing to implement an intelligent dia-
logue. The robot world model includes: (1) a semantic network [7], the lower-level
vertices of which are objects of the premises in which the robot operates, associated
with top-level vertices corresponding to these premises; (2) video images of objects
(photo pictures or special graphic labels uniquely marking an object) located in the
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premises associated with lower-level vertices; (3) speech images of denotations for
these objects that are used for speech description of objects.

The semantic network describing the robot world model is projected onto the
premises plan, which includes coordinates of the objects depicted on it (see Fig. 4).
This representation convenient for its visualization to the human partner is natural
and ergonomic for its memorizing and storing in the human partners memory.

3.2 The Robot Movements Planning

The implementation of multi-modal model of the environment allows us to con-
sider the working area of the robot is not like an ordinary plan of the premises,
but as well as a collection of different working areas, endowed with a number of
custom features. In this work, working areas are endowed with features charac-
terizing features of the robot movement, for example - speed limit zones in each
of the rooms of the restaurant, or areas showing the dangers of movement of
the robot due to a possible clash with the restaurant staff or other robots. The
ability of the robot to effectively respond changes in the environment during it’s
movement enables secure collaborative interaction with the staff.

The multimodal model in addition to providing of the floor plan as a set
of working areas include more semantic links between the different zones. As a
result, it becomes possible to describe not only the conditions for movement of
the robot in a certain area, but also the conditions of the transition between
the zones. In particular, the semantic connections determine the direction of
movement of the robot, allowing you to advance consider the influence of the
environment in all the way of the robot motion.

The following shows an example of a movement from corridor to the technical
premises:

IF (“Start position” ∈ Corridor) ∪ (“Finish position” ∈ Technical premises)
→ Limitation of movement to the right

For example, when the robot moving along a corridor to the technical room
during his way may be staff coming from the hall to the left. In this case, the
robot usually performs a maneuver to the right, but there is another way out of
the hall on the right side of the hallway, as a result of the maneuver can lead to
a collision with the staff or visitors of the restaurant.

IF (“Start position” ∈ Corridor) ∪ (“Finish position” ∈ Table group No 2) →
(Speed reduce in Hall No 1) ∪ (reducing the size of the safety zone) ∪ (prohibition
of maneuvers)

When the robot moving from the corridor into the hall No 1 it overcomes
several narrow passages between the tables, among which visitors and restaurant
staff can move. To improve the safety of the robot required reduction velocity,
reducing the security zone around the robot and limitation of maneuvers.

Zones of restriction maneuvers and safety zones are fragments of hybrid map,
each of which is added to the map of the floor plan terrain and local maps of
different sensory subsystems. As a result of aggregation of data is formed hybrid
map that takes into account possible changes in the environment and safety
strategy robot.
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3.3 Dialogue with the Robot

Since the dialogue concerns mainly issues of movements, dialogue patterns are
limited to movements from the starting point to the target point of the premises.
Both points are points of the premises marked with their coordinates. The route
planning unit uses premises plans of the hybrid map creates the most effective
ways of moving for the mobile service robot.

Control commands for the robot are formed in the task planning unit using
the information of the current demand for service tasks, target designations
received from the human partner and the state of the environment. Control
commands in the whole are reduced to movements from location points of the
restaurant halls, through the corridor, to the technical area, and vice versa, and
to movements between location points in the restaurant halls. That is, tasks are
relatively simple. These tasks are set in a number of movement programs, the
specific parameters of which may change in the process of dialogue.

The dialog template in this case is extremely simple: (Rob), take (trays),
Shall I come back?, Yes, (to the) table number 6 (in) hall number 1, and other
similar commands, questions and answers. The dialogue allows entering coor-
dinates of the target point, or both initial and target points. In the process of
movement conflicts may occur that are resolved by addressing a question to the
human partner. This can be done remotely, as a Bluetooth headset is used. These
collisions may relate to both unforeseen obstacles on the robot route and other
unforeseen situations. In extreme cases, the robot may address to his human
partner who then takes the lead.

3.4 Speech Input-Output

To implement a speech dialogue with the robot, a system of command speech
recognition is used [4]. A fixed headset microphone is used that improves recog-
nition quality and also allows display robots speech messages on the phone of
the headset. Speech output is just playing responses recorded and downloaded
in the memory of the system.

Recognition of single commands is easy and convenient for use technology in
this case, also this is not very burdensome for the human-companion in terms
of training, because the dictionary, which describes all possible operations is
not large. It requires pronouncing the words of the dictionary of control system
before the start of each regular session of communication with the robot. On
the other hand, there is an adjustment to speaker like as an optional feature of
protecting against unauthorized communication with the robot.

4 Conclusion

The paper describes an integrated mobile service robot including modules of
navigation, control, representation of the world models, and dialogue imple-
mentation in its architecture. Using all available sensory data presented in an
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integrated form as a multimodal model of the world allows implementation of
effective intelligent speech dialogue of the human partner with the robot during
execution of tasks both in the process of task formulation and in the process of
its implementation, especially in emergency situations, which greatly facilitates
the work of the human partner and the robot. If a speech intelligent dialogue
subsystem is available, even an untrained person can work with the robot, which
plays a significant role in terms of the profitability of service robots.
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Abstract. We present software and hardware solutions for volumetric
display testing unit with projector array. We designed workstation based
on sixteen single-board computers Raspberry Pi 2Model B, which connect
our testing unit to the user computer. Also there is provided the inter-
face to load and control three-dimensional models in .3ds format through
user computer. Our experimental system provides sixteen images with
800× 600 resolution for forming volume in 160◦ visibility in horizontal
direction. Our developing project will be useful for application in simu-
lators and for solving CAD tasks in mechatronic systems. Further, it is
planned to create a volumetric display with all-round visibility of dynamic
full-color images with real-time visualization for dispatching applications.

Keywords: 3D-visualisation · Multiscreen system · Projector array ·
Volumetric display · Dispatching · Mechatronic systems · Raspberry

1 Introduction

There are nine scientific centers and thirty largest corporations had developed
autostereoscopic volumetric and 3D displays from 2009 to 2014 with different
level of success. However, developed models are not widespread due to poor
image quality and high product prices. Nevertheless, according to studies, there
is a significant increase of an efficiency in various activities when applying
3D-technologies. According to the analysis agency Gartner section of volumetric
(holographic) displays got into the promising technologies that are in its infancy.
It will be a significant growth of volumetric displays market. It is waiting for a
replacement of 3D-displays samples for a comparable price and with character-
istics, which will exceed their possibilities [1].

Special glasses or virtual reality helmets are applied for 3D visualiza-
tion. They use relatively expensive and complex technical solutions for 3D

c© Springer International Publishing Switzerland 2016
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demonstration without stereo glasses for mass audience. Among this are planar
autostereoscopic displays with a limited number of viewpoint and ‘air’ displays,
reproduced ‘hanging in the air’ images.

In this regard, there exists the problem of quality improvement of color and
resolution, also there problem of limited size of formed three-dimensional image
and reducing the cost of the product. Additionally there are needs of increasing
of informativeness of content images and reducing the proportion of computer
processing requirements for the data channels to the hardware and software
characteristics of the product.

This project is relevant to monitoring and control systems market because
visual aspect is essential component for operational activities and monitoring of
fast moving objects. Three-dimensional technology displays depth and/or height
of the object and transmits parts which inaccessible for two-dimensional technol-
ogy. Promising areas include the decision support in the design and management
of various technological objects or technical and organizational systems, based on
the volume dynamic and full-colored imaging. In addition, the produced prod-
uct will be useful for application in simulators and for solving CAD tasks in
mechatronic and interactive systems with three-dimensional images.

Our project is associated with formation of the relevant hypotheses and solu-
tion a number of interrelated problems. This article describes the current state
of the project.

2 Setting of the Problem

Currently, volumetric displays have not solved the following problems: (1) the
demonstration of full-color three-dimensional objects in good quality with all-
round visibility for mass audience, which do not use stereo glasses; (2) realization
of real-time volumetric broadcasts with network connection. Existing systems
have information flow required to reproduce the 3D-images, exceed the capacity
of existing communication channels.

These problems are complicated and their solution needs step-by-step imple-
mentation. In the first stage, we conduct a number of experiments (physical
and computing), which confirmed the validity of basic ideas. Next step (current
stage) is associated with the validation of hypotheses based on design of testing
unit for volume visualization.

To implement the testing unit it is necessary to form 3D images from pre-
arranged content and display it with 800× 600 resolution on the array of 16
projectors. Projectors form three-dimensional image seen in the range of 160◦

horizontally (in the future we are going to increase the number of video outputs
and the image resolution). This task is decomposed into a series of interconnected
subproblems. For this purpose, in particular, we need to offer and design solu-
tions for hardware and software implementation of the testing unit. Scientific
and technical originality of proposed solutions and the corresponding scheme
of testing unit for volume visualization are briefly described in Sects. 3 and 4
respectively.
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3 Scientific and Technical Originality of the Proposed
Solutions

We have proposed the volumetric display [2,3], which is based on a patented
technology combining optical image processing with computer. The following
principles can be underlined in volume image forming technology: (a) combined
application of optomechanical and computer image processing systems; (b) mul-
tiple image sources, each of which render dynamic images of the object of cor-
responding azimuthal position; (c) optical properties of testing unit allows to
obtain a large amount of non-recurring intermediate images, uniformly filling all
azimuthal observation space. And it is possible with a small number of reference
images; (d) anisotropic screen increases the observed brightness of the image and
provides the autostereoscopic effect.

Scientific and technical novelty of the proposed solution and the key differ-
ences between analogues are as follows: (1) set of output devices that is different
from existing solutions which flow of data is restricting and it could affect the
image quality and causing the use of devices with maximum performance. This
allows us to use hardware with undemanding requirements; (2) intermediate
images continuously and with equally density fill all azimuthal space of object
and to provide continuity of pattern in azimuth. That allow us to use a lim-
ited number of reference images of the object (not more than 72); (3) the total
information flow does not exceed the real throughput of standard computers
(∼ 100 Gb/s; with restriction of number of reference images to 80), which dis-
tinguishes it from functioning analogue, in which number of reference images is
not less than 180 and the flow of them has to restrict by the decline of resolu-
tion and color of images. It is allows in our case to provide the transfer of full
color reference images in FHD; (4) image processing, based on combination of
two reference images and optical system allows to ‘unload‘ the output device for
high-quality images with large size and high resolution.

As can be seen from the above, key benefits of proposed solution, based on a
combination of computer and optical image treatments, in comparison with the
analogues, introduced to the market or under the development, are as follows:
(1) 24 bits color depth is equal or higher in comparison with analogues (8–24 bit);
(2) reduced in two–six times data flow for normal work; (3) low requirements for
GPU performance and system output; (4) it is possible to use inexpensive and
accessible components.

4 Testing Unit Description

For the validation of our hypotheses, we carried out the work on the developing of
three-dimensional visualization testing unit. Around the axis 1, as shown in Fig. 1,
rotates opaque cylinder 2 at the rate of 1200–1500 rpm. The cylinder has through
holes 3, closed by transparent material. Inside the cylinder is sets a translucent
lenticular screen 4, which displays the volume image.
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Fig. 1. Testing unit structure diagram

On the front side of the testing unit is transparent multi-screen panel 5,
designed as a direct part of a multifaceted prism and coated with rear projection
film, which shows the primary image 6. The image forms on all the faces of multi-
screen panel with an array of DLP-projectors 7. Beams of light 8 focus on the
rear projection film layer.

Two parts of the optical system 9 and 10 send light beam, which crosses
the axis of the testing unit and reaches the surface of the polygon mirror 11,
composed of a flat mirror surfaces. After reflection from the polygon mirror,
the light beam reaches the screen 4 and forms the resulting image. Electric
motor 14 rotates cylinder with bearings 13.

This testing unit is the prototype of a circular volumetric display for 3D
visualization.

Fig. 2. Scene in 3Ds Max, top view
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To reduce the number of projectors, in first prototype unit we will use three
projectors, wich images are divided into 18 parts and projected through the
system of 36 mirrors on the screen (Fig. 2). Required location of the mirrors is
determined by calculations and then a corresponding composition was made in
3ds Max program.

This scheme is implemented to check the optical system of the display. In
addition to the method of volume formation with superposition of images of
object, recorded from different angles, also we tested the algorithm of sliced
image forming (Fig. 3).

(a) (b)

Fig. 3. Experiment of image formation from slices: (a) scene in 3Ds max; (b) visual-
ization of scene with primitives from slices

Above-described experiments and modeling focused on analysis of different
ways of volume formation and construction optimization of the optical system
and the testing unit design generally.

5 Testing Unit Architecture

The project realization is associated with the formation of relevant hypotheses
and solution of interrelated problems. One of the current tasks, which is devoted
to this article, is the image output to multiple devices, such as monitors or projec-
tors. This scheme can be used in the game industry to expand the virtual space,
for video wall visualization and so on. These solutions are used in 3D visualiza-
tion tasks. It is also reasonable to create testing units for hypothesis verification
of characteristic determination of processes, that occur in the formation of three-
dimensional image. In addition, we need to consider the requirements for speed
and flexibility of the respective architectures of information-computer systems,
during the development of our testing unit. Moreover, we need to determine
the methods of image formation and control for content, created for autostereo-
scopic displays [4–6] and use approved mathematical apparatus for image model
transformation [7].
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Fig. 4. Scheme of output images using single-board computers

As previously noted (Sect. 2) for volumetric testing unit implementation is
required to form a three-dimensional image by prearranged content output with
defined resolution to required projector array. Thus formed three-dimensional
image seen in a range of 160◦ horizontally. Our solution for software-hardware
part of volumetric visualization testing unit are listed as follows.

After evaluating of various ways to form and content control, we decided to
use the client-server connection method (Fig. 4), because it has sufficient flexi-
bility, scalability and acceptable for this task data transfer rate.

We use single-board computers to solve the problem of high cost. For the
experiments and evaluation of performance of the proposed scheme, we select
a single board computer Raspberry Pi 2 Model B, which has increased per-
formance, in comparison with older models. At an early date, we are going to
create a workstation (Fig. 5). Currently, performance capability tested with two
single-board computers.

Our system implements three operation modes: static image demonstration,
video playback and .3ds model loading and control. Let us take a closer look to
the last mode.

6 Testing Unit Software Development

The program on user computer opens the prepared 3D model in .3ds format,
which user can move, zoom and rotate by mouse. Simultaneously with the open-
ing of a model on the user’s computer, this model is also loaded into the work-
station. Depending on the projector location, the initial position of the model in
the workstation moves to a fixed angle of rotation. Any changes in model state
generated event (changing of mouse coordinates, pressing buttons, etc.)

This event, in turn, alters characteristics of the respective model and changes
a model matrix, which is transmitted over the network to workstation.

User computer performs the following functions: reading of a 3D model; inter-
working interface; scene mount; manipulation with the model in the scene; net-
work transmission of the matrices in workstation.

The workstation performs following functions: receiving data from the user
computer for changing the model state; angular ‘binding’ of the virtual camera
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(a) (b)

Fig. 5. Workstation CAD model with Raspberry boards: (a) boards arrangement on
the same shelf; (b) general view

in accordance with their position; on-screen display of graphic object; synchro-
nization of image outputs.

Fig. 6. The application window with an open textured model

Software application for reading and control 3D models on the user computer
is implemented using SharpGL library - it is OpenGL for .NET applications.
Workstation application is developed for OS Raspbian in cross-development
environment CodeTyphon. To read the three-dimensional object is selected 3DS
format, as it is quite common and well documented. 3DS file consists of data
blocks (chunks), which has a standard structure within the format.



Volumetric Display Testing Unit 241

Chunks form a tree structure; one block may contain several other sub-blocks.
Each unit has the following format: block header – 2 bytes, the size – 4 bytes,
data – n bytes and sub-blocks – m bytes.

Currently we implement the reading of models with textures in different
formats (Fig. 6). In the future we plan to add the ability to play animation,
assembly/disassembly of models and function of hiding/showing model details.

Content management from the user’s computer is based on the resulting
matrix, which is formed on the basis on matrices of displacement, rotation, and
scale.

For example, the loaded model increased in 1.05 times, then it moved along
X-axis over two units and over one unit against Y -axis, and rotated by 10◦,
6◦ and 10◦ around X-axis, against Y -axis and Z-axis respectively. The result
matrix is:

STRxRyRz =

⎡

⎢⎢⎣

1.03 −0.2 0.07 0
0.18 1.02 0.2 0

−0.11 −0.18 1.03 0
2 −1 0 1

⎤

⎥⎥⎦

Movement matrices formed when a user change the 3D model position. The
generated matrices are transferred to workstation boards, where they applied to
downloaded models.

7 Conclusion

In this article we have described the results of developing software and hardware
part of our autostereoscopic display project, scientific and technical originality
and stages of realization. It is described composite image forming and transfor-
mation using client-server technology. The proposed system implements three
modes of interaction: static image demonstration, video playback and .3ds model
loading and control. Based on the results of experiments it is proposed to create
the workstation with single-board Raspberry computers. We have determined
functions for the users computer and workstations, and have developed software
for both of this systems.

It is assumed that the testing unit can be applied to determine the design
decisions when creating the volumetric display, which may be used for visualiza-
tion and control, decision support, based on the playback of volume, full-color,
dynamic images in real time. A perspective is also the usage of this display in
simulators, CAD and mechatronic systems.

Acknowledgment. This material is based upon work supported by The Skolkovo
Innovation Center under Grant G65/15 of 3 September 2015.
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Abstract. Human-robot collaboration is a novel hot topic in robotics
research opening a broad range of new opportunities. However, the num-
ber of sensible and efficient use cases having been presented and analysed
in literature is still very limited. In this technical article, we present and
evaluate a collaborative use case for a gaming application in which a two-
arm robot has to piece a Tangram puzzle together with a human partner.
Algorithms and methods employed for this purpose are presented, per-
formance rates are given for different setups, and remaining problems
and future developments are outlined.

1 Introduction

Human-robot collaboration is a novel hot topic in robotics research opening a
broad range of new opportunities. According to a market study of ABI Research,
the “collaborative robotics” sector will increase roughly tenfold between 2015
and 2020. While envisioned future applications range far beyond today’s main
commercial focus of industrial production – addressing topics like assistive tech-
nology, service robotics, and consumer entertainment – current R&D still focus
on equipping collaborative robots (so-called cobots) with relatively basic fea-
tures, which are necessary for working safely in the proximity of humans (see
Sect. 2). Furthermore, up to now, use cases demonstrating a sensible and effi-
cient collaboration between humans and robots are still rarely presented and
evaluated in literature.

In this article, we present and evaluate a collaborative use case for a gaming
application. Concretely, a robot has to piece a Tangram puzzle together with
a human partner. After the details of the addressed use case is introduced,
the features and methods necessary for its implementation is outlined. In the
following sections a discussion of achieved results and still existing limitations
can be found. In the last chapter finally presents a conclusion and an outlook of
further planned work.

2 The Emerging Field of Collaborative Robotics

An overview of the topic of “collaborative robotics” has to start with a discussion
of the definition of this term. What exactly do people have in mind when talking
c© Springer International Publishing Switzerland 2016
A. Ronzhin et al. (Eds.): ICR 2016, LNAI 9812, pp. 243–251, 2016.
DOI: 10.1007/978-3-319-43955-6 29
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about a collaborative robot? According to the Oxford dictionary [3], the defini-
tion of the term “collaborative” (from Latin laborare: to work) is “produced by
or involving two or more parties working together”:

Until recently, this phrase was mainly used to describe the interaction and
movement synchronization of multiple (static or mobile) robots assisting each
other to perform a task that is either too difficult or impossible for one robot
to perform alone (e.g. a particular welding procedure) [2,10]. Nowadays, the use
of this term is changing and rather referring to a robot that operates with –
or at least around – humans without fences or any additional safety devices.
A number of commercially available robots declared as “collaborative” by their
manufacturers, including their key features, are presented in [1]. Referring to
human-robot collaboration, different levels of complexity can be distinguished
for the interaction. Table 1 gives an overview of these levels as presented in [11].
Category A is in fact non-collaborative. The categories B to D address human-
robot interaction with gradually increasing complexity. Category E describes the
case of two collaborating robots (or one robot with two arms) and category F
the interaction between two robots (or one robot with two arms) and one or
more humans.

Table 1. Overview of interaction categories

Category A B C D E F

Umbrella

term

Encapsulation H-R co-

existence

Static H-R

collabo-

ration

Dynamic H-R

collabo-

ration

Static/dynamic

R-R collabo-

ration

Static/dynamic

H-R-R

collaboration

Interaction

level

Interaction-

free

operation

Safety stop Static

collabo-

ration

Dynamic col-

laboration

Static/dynamic

R-R colla-

boration

Static/dynamic

H-R-R

collaboration

Actors Robot Human

+robot

Human

+ robot

Human+robot 2 robots 2 robots

+human(s)

Temporal

depen-

dence

Independent Interrupt Sequential Simultaneous Sequential/

simultaneous

Sequential/

simultaneous

Spatial

depen-

dence

Separated Separated Shared Shared Shared Shared

Human-

robot

contact

None Rudimentary Pronounced Comprehensive N.a. Pronounced/

comprehensive

Furthermore, according to the ISO standards [5,6], collaborative features are
categorized into the following four basic types.

1. Safety-rated monitored stop: the safety-rated monitored stop feature is
used to terminate the motion of the robot system when an operator enters
the collaborative workspace.

2. Hand guiding: a hand-operated device is used to apply forces on the robot
to guide or teach paths.

3. Speed and separation monitoring: allows the operator to work with the
robot system simultaneously in the collaborative workspace.
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4. Power and force limiting: This is a type of robot that is widely knows as
collaborative robot. Physical contact either intended or incidental can occur
between the worker and the robot system. Due to its built-in safety features,
it can detect abnormal forces during operation.

However, only robots having implemented feature 4 are allowed to be operated
without any additional safety devices. An example for such a robot is ABB
YuMi R©, which is used to manipulate the Tangram puzzle described in this work
in collaboration with a human operator (see Sect. 4.1). In [4,8] more informa-
tion can be found about this topic. Furthermore, in beginning of 2016, the new
ISO standard 15066 [7] has been released, specifying parameters like maximum
permissible force and pressure, with which an impact between human and robot
may happen for not causing harm to the human body.

While robot manufacturers still focus mainly on equipping collaborative
robots with the basic functionalities described above, a few research project
(e.g. FourByThree1, SecondHands2) are already on the way focusing on fur-
ther, more advanced research questions of human-robot collaboration. One of
these projects is the “Collaborative Robotics” [11] focusing on topics like (1) the
dynamic perception of the environment, the human status, and the robot status,
(2) an intuitive human robot interaction and information exchange, (3) dynamic
adaptive planning, (4) sensitive redundant kinematic object manipulation. The
use case and work presented in this article has been elaborated in the framework
of this project.

3 Use Case Specification

The use case presented in this article is to solve a five-piece Tangram puzzle
(Fig. 1(a)). For this purpose, a two-arm robot called ABB YuMi either solves this
task alone (corresponding to the use case categories A, B and E from Table 1)
or it collaborates with the human towards this goal (corresponding to the use
case categories C, D and F from Table 1).

Initially, the puzzle pieces are placed by hand randomly in a circumvented
area reachable by the robot and the human. At the beginning, the user can select
the shape that shall be built with the puzzle (a square, a swan or any another
predefined shape). The robot can also give feedback to the user (e.g. via the
flexpendant, computer screen), for instance, in cases in which two asymmetric
parts are placed in a way that no solution can be found or that not enough
valid puzzle pieces are present in the game. It can also happen that more pieces
are present in the game than necessary for building the puzzle. In this case,
the robot and human select the pieces they need for completing the task. The
building process stops when the human presses an emergency button or when
the robot collides with the human or any other object. Figure 4 presents a formal
representation of the different sequential steps necessary to realize the use case.

1 http://fourbythree.eu/.
2 https://secondhands.eu/.

http://fourbythree.eu/
https://secondhands.eu/
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(a) Human-robot collaboration for building
a Tangram puzzle

(b) Work objects in the
workspace

Fig. 1. ABB YuMi platform

4 Methods and Algorithms for Use Case Implementation

The choice of the robot manipulator and the vision system for puzzle piece
recognition is crucial for the performance of the system. In this chapter, we give
an overview about the used hardware, system setup, and parameter values set
for a successful completion of the puzzle solving task.

4.1 Manipulation of the Puzzle Pieces

For implementing the specified use case, an ABB YuMi robot was used. Yumi is
equipped with two lightweight and padded arms, which are controlled indepen-
dently and are able to handle a payload of up to 500 g per arm. It has rounded
and smooth surfaces to dissipate forces in case of an impact. The robot arms
were equipped with two-finger grippers and a vision module integrated into the
wrist of the right arm. Since the robot is designed to work in close contact with
human, it is important that YuMi can pause its motion within milliseconds in
case of collision detection. For this purpose, the robot measures the current of
the motors in each joints during operation. In case of collision, a peak of cur-
rent can be detected and the robot will stop instantly. The robot communicates
with the human via a flex-pendant, indicating which part is currently searched
for, reporting if some part is missing, or if the part having been detected has
been removed in between. To program the robot, the official software from ABB
(RobotStudio) was used. Offline programming gives the chance to simulate and
test a program, predict collisions, or just simply define poses, while online pro-
gramming allowed for debugging and tuning the actual robot motion.

4.2 Recognition of the Puzzle Pieces

To identify and locate the puzzle pieces, the camera embedded in the wrist of the
right arm was used. The vision module is based on a Cognex In-Sight R© ethernet
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smart camera. It has 1.3 Megapixel resolution, a 6.2 mm - f/5 lens, and integrated
LED illumination. The camera has manual focus and therefore has to be calibrated
for a certain position. In our case, it was calibrated for a distance of 500 mm from
the table. This distance results in a field of view of approximately the size of an
ISO A3 paper. In the integrated vision module of RobotStudio, programs loaded
into the camera are called vision jobs. Each vision job consists of so-called loca-
tion tools and inspection tools. Location tools provide position data of objects, like
for instance, blobs, edges or patterns while inspection tools examine the located
objects (measure distances, diameters or create geometric references, etc.). Every
vision job has a limited size; it has to be taken into account that a more com-
plex vision tool occupies more memory and requires more time to compute data.
Before performing any vision job, a camera calibration is required. The calibration
process consists of two steps: (i) geometric camera calibration to correct the lens
distortion and (ii) calculating the extrinsic parameters of the camera to relate the
camera coordinates to the robot frame. For our vision guided robotic tasks, deter-
mining the x-, y-coordinates and the orientation of the detected parts is of crucial
importance. These three parameters define the object frame. In other words, after
an image is captured and the required features are extracted, the object frame will
provide the required data for the robot navigation toward the gripping position.
These steps are shown in Fig. 2.

Fig. 2. Steps in the vision module

In RobotStudio, several “work objects” an be defined, which are in principle
coordinate frames. When calling a move instruction (i.e. moving from point A
to B), it is necessary to specify, which work object shall be taken as a refer-
ence. To simplify the program, we created a work object in the center of the
camera image area, as shown in Fig. 1(b) and the positions for all vision jobs
were calculated within the coordinate system of this work object (see Fig. 3(a)).
To locate and inspect the puzzle pieces independently of angle, size, and shad-
ing, a pattern recognition algorithm based on “PatMax Pattern”3 was used.
This method learns an object’s geometry based on a set of boundary curves,
which are not tied to a pixel grid and are illumination-invariant. Afterwards, it
looks for shape similarities in the image. After training the system on the occur-
ring object shapes, the exposure time and the parameters of the vision tools
such as accept threshold and offset values were tuned. Accept threshold defines
degree of similarity between the taught and the found pattern. Selecting a higher
threshold value leads to faster and more reliable results. However, a change in

3 http://www.cognex.com/pattern-matching-technology.aspx?pageid=11368&
langtype=2057.

http://www.cognex.com/pattern-matching-technology.aspx?pageid=11368&langtype=2057
http://www.cognex.com/pattern-matching-technology.aspx?pageid=11368&langtype=2057
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lightning conditions may result in false negatives (no piece is detected while it
is present). On the other hand, with a lower threshold value, the possibility of
false positives increases. As shown in the example of Fig. 3(b), in case of a too
low threshold and the absence of the triangle piece, the polygon is recognized as
a triangle since the latter is a sub-shape of it. To overcome this error and ensure
the individuality of the pieces, specific patterns on some parts were painted,
see Fig. 3(a). Adding such patterns improved the robustness of detection under
different lighting conditions.

(a) The located puzzle pieces with the pattern and their ob-
ject frames

(b) Mismatch of
the pieces

Fig. 3. Detected puzzle pieces

Another important parameter is the rotation tolerance, which was set to
be rotation-invariant in the whole range of 360◦. With horizontal and vertical
offsets, the position of the object frame can be tuned. To simplify the program,
we defined only one pick-up position for all parts. Since the robot moves in the
object frame, we had to find an appropriate location of the frames for each part so
that the robot is able to pick up the parts always in the same way. For some object
shapes there may be only one solution for picking up some pieces with a two-
finger gripper, such as the triangles in Fig. 3(a). After setting up the parameters,
we taught the place-down position by “jogging” to the location where the puzzle
should be solved. We set this location outside the camera detection area to avoid
detecting the parts already handled. Note that computation time of a PatMax
pattern is about 0.8 s and that not more than three PatMax patterns can be
handled within one vision job due to time-out errors.

In the ABB integrated vision manual [9] two possible solutions to this problem
are presented: (i) create an individual vision job for each part and then load it into
the camera one after the other or (ii) use one vision job and disable the unused
vision tools. In our experiments, we analyzed both solutions (see Table 2), but the
second option seemed to be more time efficient. As described in the manual, the
disabled tools still send information to the program, which should be sorted out by
some measure. However, when implementing the reference solution presented in
the manual, we could not achieve the desired result. Accordingly, we developed an
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alternative and additionally simplified solution to this problem: We consecutively
called the “CamGetResult” command as many times as the sequential number of
the disabled item in the list of outputs was. The list of outputs can be accessed in
the vision module under the “Output to Rapid” command. Both solutions were
tested with one arm as well as two arms and the results and timings were compared
(see Sect. 5). For two-arm applications, synchronized movements are needed.

4.3 Collaborative Functions

Due to the hardware restriction, the robot is blind between two images, i.e., it may
happen that the human pick up the same piece that the robot wants to. In such a
case, the system can detect if it did not grab anything and check whether the piece
exist on the target location or not.

On the other hand, the human can also assist the robot if an asymmetric piece is
placed downwith awrong orientation or the forthcoming piece is not presented.We
showthat it is possible to fulfill these taskswith thementionedhardware limitations
and how the human-robot collaboration helps us to cope with these constraints.

5 Results andDiscussion

In this section, first results concerning the developed robotic Tangram puzzle piec-
ing algorithms are presented. In Table 2, four different algorithms are compared in
terms of time required for successfully completing the puzzle piecing task. To make
results reconstructible in these measurements, the same initial configuration of the
puzzle pieces, the same lightning condition, and the same moving instructions with
the same speedwere used. Furthermore, the robot solved the puzzlewithout human
intervention. As indicated in Fig. 4, one important prerequisite to achieve a robust
recognition of puzzle pieces independent of the lightning condition was to set up
the exposure time automatically in the beginning of the program by reading the
brightness of the image. As expected, when only one robot arm was used to detect
the pieces as well as to place them into the final position the robot was slower than
when using one arm for image acquisition and the other one for puzzle placing. Fur-
thermore, Table 2 illustrates the amount of time saving when using only one vision
job for the puzzle part recognition instead of 5 vision jobs.

To analyse factors of human-robot collaboration in puzzle piecing, a first pre-
liminary set of experiments has been performedwith users, which shall at this point
only be discussed briefly as far as relevant for the current algorithm. Further results
will be presented in consecutive work.

During the experiments, the following shortcoming of the currently employed
algorithms was identified, which should be subject to further improvement: Dur-
ing operation, the human operator is principally allowed to change the position of
the pieces inside the image area and to take pieces away. However, these activities
are only permitted within certain temporal boundaries. In case these adaptations
occur between the time instant where the robot has taken an image of the current
puzzle piece positions and the time instantwhere it picks up the next selected piece,
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Table 2. Comparison of the algorithms

Method Time

One hand - 5 vision jobs 78 s

Two hand - 5 vision jobs 64 s

One hand - 1 vision job 59 s

Two hand - 1 vision job 42 s

Fig. 4. The flowchart showing the steps and components for puzzle solving.

the robot can in the worst case collide with a piece at an unforeseen position and
breaking its robotic finger.

6 Conclusion

In this article, a collaborative robotics use case for gaming applications was pre-
sented in which a two-arm ABB YuMi robot pieces a Tangram puzzle together with
a human game partner. Employed methods for puzzle piece recognition, grasping,
game sequencing, and emergency stop in case of collision were presented and evalu-
ated. The next steps planned are amongst others the integration of a dynamic puz-
zle solver, natural human-robot communication concepts, and the integration of
matrix-based proximity sensors for avoiding collisions between robotic and human
game partners.

Acknowledgement. Thiswork has been supported by theAustrianMinistry forTrans-
port, Innovation and Technology (bmvit) within the project framework Collaborative
Robotics.
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