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Innovation Networks for Regional
Development. Overview and Contributions

Ben Vermeulen

Abstract This chapter provides a concise conceptual overview of the literature on

the relationship of innovation network dynamics and regional economic develop-

ment and discusses the contributions contained in this book. The overview starts

with a treatise of how the knowledge-based theory of the firm argues that, for

knowledge exchange and recombination, collaborative governance forms are

(dynamically) more efficient than integration or market transactions. However,

while exchange of tacit knowledge best takes places in geographical proximity,

knowledge with an innovative potential may well be found only outside the region.

As such, innovation networks engaged in knowledge creation generally evolve over

time and space in conjunction with the regions involved. This chapter provides a

discussion of the relationship of network dynamics and the regional innovation

system and the various policy interventions possible to ameliorate innovativeness

and regional competitiveness. This chapter ends with an explanation of how agent-

based computer models are used to study network dynamics and regional

development.

1 Introduction

Economic growth is driven by technological change (cf. Solow 1957), which is, in

turn, driven by the creation of new knowledge (cf. Rosenberg 1976; Cooke and

Leydesdorff 2006). Over the last decades, progressive globalization and technolog-

ical dynamics has shown that economic growth requires regional competitiveness

(cf. Porter 2003). Policy instruments to boost regional competitiveness and regional

economic development may seek to enhance the regional innovation system, to

alter the mix of knowledge bases in the industry (pertaining to the specialization

versus diversification debate), or to increase the dynamic efficiency of innovation

networks in the region.
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This book contains a selection of the research done in the INSPIRED project

financed by the German science foundation DFG, grant PY 70/8-1, and the Austrian

science foundation FWF, grant I 886-G11. The research goal of this project is to

investigate the role of innovation networks in regional economic development, and

how regional economic development can be enhanced (in)directly by using inno-

vation networks. Given its deliberately multidisciplinary composition, the

INSPIRED team from the University of Hohenheim and the AIT Austrian Institute

of Technology has conducted both case studies and has studied innovation network

dynamics and regional development using (empirically calibrated) agent-based

computer models. In practicing and not only preaching the adage “collaborate

across disciplines for innovation”, the editors of this book have asked several highly

innovative peers at the Arizona State University, at the University of Naples

Federico II, and at the European Academy of Technology and Innovation Assess-

ment to contribute a chapter in which they shed their light on the matter.

2 Knowledge-Based Perspective on Collaboration

Typically, new technology is produced by combining and creating knowledge from

different knowledge bases (cf. Arthur 2009). According to the knowledge-based

theory of the firm, recombination of (tacit) technological knowledge is particularly

efficient within one and the same vertically integrated firm (cf. Kogut and Zander

1992). However, during the inception stage of industry formation, there is substan-

tial technological uncertainty and firms are reluctant to invest in integrating knowl-

edge and capabilities. On the other hand, there is a market failure in exchanging

knowledge: the value cannot be determined prior to knowing it, while there is no

incentive to pay for knowledge once revealed. As such, the knowledge-based theory

of the firm argues that, for knowledge exchange and recombination, collaborative

governance forms are (dynamically) more efficient than integration or market

transactions (cf. Grant and Baden-Fuller 1995). In evolutionary economic theory,

collaborative innovation networks are seen as the locus of knowledge creation

(Pyka 2002). As economic forces have firms specialize on core competences

(cf. Wernerfelt 1984; Barney 1991; Prahalad and Hamel 1990), these firms are

bound to collaborate with firms and research institutes with complementary com-

petences and thus form (dynamic) production and innovation networks

(cf. Håkansson and Snehota 1989). Indeed, strategic collaboration and innovation

networks are persistent organizational phenomena in industrial innovation

(e.g. Hagedoorn 2002).

Generally, innovative combinations of knowledge are those that are not too

similar, nor too dissimilar (Nooteboom et al. 2007). For firms to develop radical

breakthrough technology, they need access to (non-obviously) related and yet

unexplored external knowledge bases, arguably present in other industries

(cf. Nooteboom et al. 2007).
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3 Geographical Dimension of Innovation Network
Dynamics

Given that technological knowledge generally has a tacit component (Polanyi

1967), conveying and combining knowledge with a substantial tacit component is

more efficient (and effective) when done face-to-face (cf. Gertler 2003). So, from a

knowledge-based perspective, firms locate their innovation activities close to those

of component suppliers, customers, and competitors. In addition to that, firms

within one and same industry tend to agglomerate to share a pool of skilled labor,

find specialized component suppliers, and reap localized scale economies (together

forming the so-called Marshall-Arrow-Romer externalities). So, while firms may

thus agglomerate to capture localized knowledge spillovers (Audretsch and

Feldman 1996; Asheim and Coenen 2005), geographical proximity per se is not

sufficient for innovation to take place as the social, institutional, and organizational

ties are required to transfer technological knowledge (cf. Boschma 2005; Knoben

and Oerlemans 2006; Boschma and Ter Wal 2007).

As argued above, innovation requires synthesizing a new combination of knowl-

edge. Firms thus need to find alien technological knowledge that is a potentially

innovative combination with their own core knowledge. If this knowledge is not

found in the region (and in any case outside the cluster), it must necessarily come

from a different region (cf. Menzel and Fornahl 2010), imported through pipelines

and absorbed and used in a local buzz (Bathelt et al. 2004). Typically, industries

start with new knowledge that is largely still tacit. Over time, product designs

crystallize and knowledge becomes codified (Ter Wal 2014). With that, face-to-

face communication and thereby co-location for exploitation and extension of that

knowledge base is no longer required (cf. Ter Wal 2014; Audretsch and Feldman

1996).

Despite this rather clear pattern in the nature of knowledge over the development

of an industry, there are two opposing hypotheses on the pattern in the geographical

span of research collaboration (see Vermeulen et al. 2016). Firstly, there is the

“outside-in” pattern (cf. Bathelt et al. 2004; Neffke et al. 2011) in which alien

knowledge that ultimately sparks the radical breakthrough is brought in and

absorbed from outside the region.1 Marshallian externalities subsequently stimulate

fragmentation and agglomeration of specialized firms, effectively making all col-

laboration geographically proximate. Secondly, there is the “inside-out” pattern

(cf. Audretsch and Feldman 1996; Ter Wal 2014) in which the initial transfer and

combining of knowledge leading to a breakthrough has to take place in geograph-

ical proximity, i.e. in the same region. Subsequently, codification takes place

allowing diffusion to and absorption by agents in other regions. The patent analysis

in Vermeulen et al. (2016) reveals that breakthrough knowledge quickly diffuses

1Here ‘region’ refers to a geographical area typically smaller than the average size of a country.
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(in part due to international co-inventor partnerships), but that more applied and

specific follow-up innovations take place increasingly regionally.

4 Relationship of Network and Regional Competitiveness

The (dynamic) efficiency of the networks completely or partially in the region

immediately affects the regional competitiveness. After all, if networks (partially)

in the region fail to keep up with global technological developments, the region will

incur an economic setback. A technologically specialized region (or, rather, a

cluster or industrial district) may fall behind others whenever committed to inferior

technology (i.e. a lock-in) or failing to absorb, imitate, or leapfrog the technology

developed elsewhere (cf. Menzel and Fornahl 2010; Saxenian 1994; Valdaliso

et al. 2013; Hassink 2005; Martin and Sunley 2006). A diversified region is, in

this regard, more resilient (for an extensive discussion of this concept, see

Christopherson et al. 2010). However, the causality is circular. With innovation

networks entirely or partially located in regions with technological clusters, and

such clusters essentially competing on a progressively globalized demand market,

the characteristics of these regions are of competitive significance (cf. Porter 1998,

2003).

Long-term competitiveness of regions depends on (1) access of firms in the local

network to diversified knowledge, and (2) system functions supporting the innova-

tion processes in the region. Firstly, to realize path-breaking innovations, firms in

the region need access to alien (albeit technologically related) technological capa-

bilities and knowledge. In a technologically specialized region, firms need

non-local relationships (Rallet and Torre 1999; Bathelt et al. 2004). In a diversified
region, the technologically “related variety” may readily be present in the region,

whereby firms can continue to “branch” into new technology exploiting only local

relationships (Asheim et al. 2011; Boschma 2011). Indeed, if there are more

technological clusters present in the region, supraregional ties need not be required

for a sustainable growth path (e.g. Menzel and Fornahl 2010). Secondly, innovation

processes take place within national (Freeman 1995; Lundvall 1992; Nelson 1993;

Edquist 1997) and regional innovation systems (Cooke 1992, 2001). An innovation

system provides (in)direct functions for research and development activities. Facil-

ities such as public research institutes, industry cooperatives, research service

industry, and educational institutes affect transfer, absorption, imitation, exploita-

tion, and recombination of new technological knowledge. Funding agents, intellec-

tual property protection, market creation mechanisms, etc. stimulate research and

development indirectly. The evolving population of actors in the region actively

shapes the innovation systems in which they participate. Saxenian (1994) provides

an extensive comparative study that outlines functions of innovation systems.

Within the INSPIRED project, researchers have conducted studies of the struc-

ture of knowledge flows and R&D collaboration within and across regional bound-

aries for sectors of significance for the Stuttgart and Vienna regions. Guffarth and
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Barber (2016) conduct an extensive study of the global, national, and regional

aerospace industry. They find that aerospace research is highly concentrated in only

a few core regions, but that these regions are technologically diverse. Regions that

are more peripheral however are technologically more specialized. Interestingly,

the innovation system features many education facilities and research organiza-

tions, possibly characteristic for high-tech and knowledge intensive industry, nota-

bly those relying on scientific, analytical knowledge. They also find that innovation

networks are highly dynamic and a great number of firms participate only once and

notably for niche technologies. Buchmann and Savchenko (2016) study the auto-

motive industry (and notably e-mobility) in the Stuttgart region. They find that

Germany is a global knowledge source at the forefront of technological develop-

ment as German patents are cited extensively from Japan and the U.S.A., yet that

German patents rely heavily on local knowledge. Vermeulen et al. (2016) conduct a

longitudinal study of patent forward citation graphs of breakthrough inventions of

the German pharmaceutical firm Bayer. They find that, while there is an increase in
the spatial span of co-inventors (globalization of R&D collaboration) and a rapid

diffusion over the world, there is a decrease in the distance at which follow-up

inventions are done. Vermeulen and Guffarth (2016) formulate a process model of

invention featuring geographical distance as a moderating variable to study two

specific breakthrough inventions in the aerospace industry. They find that both

design conceptions and component knowledge are created at several locations

across the (industrialized) world. Certain technological knowledge (may) flow(s)

through various channels to other locations for further recombination and applica-

tion, possibly culminating in yet new knowledge potentially diffusing itself.

5 Policy Implications

Numerous empirical studies have focused on regional clusters, drawing on the

common rationale that territorial agglomeration provides the best context for an

innovation-based globalizing economy due to localized learning processes and

“sticky” knowledge grounded in social interaction. Following the framework

above, policymakers have, basically, three ways of stimulating regional economic

development: (1) establishing innovation networks or enhancing their dynamic

efficiency, (2) enhancing the regional innovation system, and (3) altering the mix

of industrial knowledge present in the region.

Firstly, network-oriented policy instruments seek to unleash the potential for

knowledge inter-organizational knowledge creation and to stimulate regional

growth. For instance, the formation of specialized clusters has become a common

policy instrument to stimulate regional growth (e.g. Cumbers and MacKinnon

2004). Both the smart specialization and construction of regional competitiveness

methods determine a technological field to focus on (Boschma 2014). The smart

specialization approach aims at selecting promising technology, subsequently

supporting and empowering selected entrepreneurs in realizing the technological

Innovation Networks for Regional Development. Overview and Contributions 5



potential as well tailoring (extra)regional ties between knowledge bases (Foray

et al. 2011). Given that, Marshallian agglomeration externalities drive regions to

become technologically specialized (cf. Neffke et al. 2011). However, there is also

a real risk of lock-in and stifling of regional economic growth (cf. Hassink 2010;

Martin and Sunley 2006). To prevent a region to get locked in (in one of possibly

several industries), it should prevent the value network active in that industry to get
locked in. So, regional policies should facilitate the establishment of cross-regional

pipelines to acquire technological knowledge.

Secondly, direct and supporting functions for research and development, trans-

fer, absorption, imitation, exploitation, and recombination of new technological

knowledge may improve the framework conditions for a dynamic and efficient

regional innovation system. This is especially important for poorly performing

regions, each requiring a particular mix of interventions to enhance or restore the

competitiveness (T€odtling and Trippl 2005). Schaffrin and Fohr (2016) study the

case of regional energy transition. They hereby study how local communities and

multi-level governance contribute to technology transition processes within

regional innovation systems. The underlying idea is that local actors of various

sorts are most qualified in adapting solutions to their local environment. The

authors find that, indeed, local innovation depends on social processes within the

community and on existing, multilevel governance patterns. So, arguably, an

effective transition and societal uptake are enhanced by an integrated innovation

system approach.

Thirdly, the regional resilience approach seeks to stimulate innovation and

prevent a decline of (value networks in) industries within its borders by maintaining

a multi-industrial knowledge diversity (cf. Bristow 2010; Menzel and Fornahl

2010) and thus enable “branching” (Asheim et al. 2011; Boschma 2011).

6 Agent-Based Simulation of Regional Innovation
Networks

To study regional development in conjunction with innovation networks, we need

to model how the micro-level behavior of firms conducting technology search and

network formation within and across the region affects macro-level dependent

variables such as the level of technological advancedness, productivity, GDP, etc.

(cf. Malecki and Oinas 1999). The scientific means to study the role of innovation

networks in regional development such as neoclassical equation-based modeling or

system dynamics are fairly limited or restrictive (cf. Vermeulen 2016). Particularly

troublesome assumptions in these classical models are that one can aggregate

behavior of a “representative” economic agent and disregard the network structure.

In contrast, agent-based models (ABMs) are software simulations in which each

agent is an instance of a class with (1) possibly unique code for sensors, heuristics,

and actuators, (2) unique encapsulated data, (3) a particular (dis)position in a shared

6 B. Vermeulen



environment. In contrast to the traditional equation-based models, agent-based

models (ABMs) are particularly well-suited to study innovation processes as

exploratory search of interacting agents with fundamental uncertainty due to

bounded rationality and limited information (Vermeulen and Pyka 2016a). For an

introduction to the foundations of ABMs in social sciences in general, see Axelrod

(1997, 2007), Epstein and Axtell (1996), and Gilbert (2008), in economic research,

see Tesfatsion and Judd (2006) and Pyka and Fagiolo (2007), and for a discussion of

technicalities in agent-system implementations, see Wooldridge and

Jennings (1995).

In the INSPIRED project, researchers used ABMs to study the role of (the

structure of) innovation networks in (supra) regional technological developments

in several ways. A first way is to use ABMs to evaluate and compare simulation

outcomes for different initial conditions or interventions. In such inductive studies,
the model is (implicitly) assumed to be externally valid purely based on well-

founded assumptions and operationalizations, or by ensuring the model is capable

of reproducing particular stylized facts. An ABM can then be used to test hypoth-

eses. Given the limited restrictions on what can be programmed, the real economic

system can be modeled largely disaggregated and unabridged, as well as calibrated

to empirical data (cf. Boero and Squazzoni 2005). Comprehensive ABMs can be

calibrated to the real-world system using empirical data and thus used to evaluate

effects of particular policy interventions (or simply forecast the future under

laissez-faire). Moreover, in the INSPIRED project, several ABMs have been

developed for evaluative studies. Paier et al. (2016) present an empirically cali-

brated model of the Austrian biotechnology innovation system to analyze the effect

of different public policies on the technology profile of this industry. Their results

regarding diversification versus specialization effects of policies demonstrate the

value of this empirical ABM approach in the context of ex-ante impact assessment

of public research policy in a regional context. Ponsiglione et al. (2016) use a

comprehensive ABM of a regional innovation system called CARIS (Complex

Adaptive Regional Innovation System) to engineer innovation policies that enhance

regional innovativeness. Much like the SKIN model of Gilbert, Pyka and Ahrweiler

(Gilbert et al. 2001), the AIR model of Dilaver, Uyarra and Bleda (Dilaver Kalkan

et al. 2014), and the Korber and Paier model (Korber and Paier 2014), this CARIS

model is a general template to be tailored for specific research or policy engineering

questions. D€unser and Korber (2016) study the Vienna life-science sector and

compare the effects of initial diversification versus specialization on the output of

the sectoral innovation system in the region. By and large, they find that special-

ization was conducive to patent applications, while diversification induced more

scientific publications but reduced the number of high-tech jobs. Vermeulen and

Pyka (2016b) develop a spatial agent-based model with multiple regions to study

effects of supraregional collaboration of firms in production and innovation on

technological progress. At the core of this agent-based model is a simplification of

the operational ‘artifact-transformation’ model (also presented and used in

Vermeulen and Pyka 2014a, b) of how (1) production steps (‘transformations’)
are combined to construct products (‘artifacts’) and (2) how these production steps

Innovation Networks for Regional Development. Overview and Contributions 7



are combined to discover new ones. They find that supraregional collaboration

becomes more significant whenever new technology builds upon more diverse

input technology. Yadack et al. (2016) evaluate the effect of market liberalization

on the electricity price markup in Germany. They find that simulation outcomes

may be structurally different from the empirical findings depending on initial

conditions in terms of starting markup and spatial density, as well as capacity

expansion and location heuristics.

A second way to use ABMs is to abductively formulate hypotheses on the

behavior of real-world agents as cause for empirical realities (Axelrod 2007;

Brenner and Werker 2007). As ABMs are used to study simulation results emerging

from heuristically-defined behavioral rules (cf. Lempert 2002), one can formulate

conjectures on which real-world behavior causes these empirical realities. How-

ever, given that software offers great freedom in model operationalization, param-

eter choices, etc. (cf. Dawid and Fagiolo 2008), establishing (external) validity is

particularly challenging. To this end, comprehensive ABMs should be empirically

calibrated, reproduce stylized facts, or produce empirically observed patterns (see

e.g. the history-friendly modeling tradition, Malerba et al. 1999).

Finally, one can use ABMs in practice to provide insights in real-world phe-

nomena, e.g. in the form of serious games, by reenactment of events, through

participatory modeling, etc. Participatory modeling is a method in which real-

world agents are involved in creating a collectively shared model of the real-

world system. In this, already the process of formulating the ABM (so, regardless

of whether the ABM is eventually used as a policy engineering tool or not) with the

collective of real-world agents is seen as mean to create awareness of other agents

in the system, to uncover systemic interactions, and think about alternative arrange-

ments. Uebelherr et al. (2016), peers at Arizona State University, apply participa-

tory modeling to a “heat relief network” of cooling centers (e.g. stores) that

provides shelter to residents in case of extreme heat. The sessions of participatory

modeling with managers of these cooling centers provided insight into how to align

spatial and temporal availability of cooling centers. This research is a clear example

of how explicit engagement with and governance of networks contribute to regional

development.
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The Evolution of Aerospace R&D

Collaboration Networks on the European,

National and Regional Levels

Daniel Guffarth and Michael J. Barber

Abstract We describe the development of the European aerospace R&D collabo-

ration network from 1987 to 2013 with the help of the publicly available raw data of

the European Framework Programmes and the German F€orderkatalog. In line with
the sectoral innovation system approach, we describe the evolution of the aerospace

R&D network on three levels. First, based on their thematic categories, all projects

are inspected and the development of technology used over time is described.

Second, the composition of the aerospace R&D network concerning organization

type, project composition and the special role of SMEs is analyzed. Third, the

geographical distribution is shown on the technological side as well as on the actor

level. A more complete view of the European funding structure is achieved by

replicating the procedure on the European level to the national level, in our case

Germany.

1 Introduction

Due to an increasingly knowledge-based economy, the innovation ability of an

economy increasingly constitutes the central determinant of its sustainability.1

Therefore we consider the innovation ability of an economy and in particular of a

sector with respect to the existence and the quality of interplay between several

actors. Innovation systems can be analyzed on national (Lundvall 1992) and on
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regional and local consideration (Asheim and Isaksen 2002) and are characterized

by interdependence of agents and non-linearity of their interactions. When industry

sectors are in the focus of consideration, the concept of sectoral innovation systems

established by Malerba (1999) can be applied, which emphasizes the importance of

understanding how a sector changes over time and to “disentangle the relationships

between firms’ learning processes, competences, organization and behavior,

non-firms organizations and institutions in a sector” (Malerba 1999, p. 3). So, a

sectoral innovation system is a system of firms active in developing and making a

sector’s products and therefore in generating and utilizing a sector’s technology

(Breschi and Malerba 1997, p. 131). As Malerba (1999, p. 5) puts it: “A sectoral

system changes over time through coevolutionary processes.” Thus, technology,

industry and related geography mutually influence each other and change together

over time. Malerba (1999, p. 5f) identifies six points that are in the focus of

consideration within the analysis of sectoral innovation systems:

1. Knowledge and its structure

2. Learning, processes, competences, behavior and organization of firms

3. Links and complementarities at the input, and demand2 levels

4. The role of non-firm organizations (universities, government, etc.)

5. The relationships among agents

6. The dynamics and transformation of sectoral systems

In this chapter we use this framework as a starting point for getting an impres-

sion on how the European aerospace industry, and in particular its invention

community, performs; to get a holistic impression of the European aerospace

industry, we investigate the supra-national European level, the national German

level and Baden-W€urttemberg on a regional level. Our analysis is based on empir-

ical results and provides a first overview concerning the R&D collaboration net-

work in the knowledge intensive aerospace industry within Europe (and Germany)

between 1987 and 2013. We use three observation levels—agents, topics and

geography—to highlight the main characteristics of the technological and industrial

development in the sectoral system of innovation within the large commercial

aircraft (LCA) sector.

Due to the technological complexity—prevalent in aerospace since its inception,

and rising exponentially with the advent of new aircraft—cooperation is a powerful

tool to access, integrate and use external knowledge. External R&D-cooperations in

general have a positive influence on the innovation success of companies. The

interplay of internal R&D and external R&D-cooperations can be seen as most

promising, as suggested by Hagedoorn and Wang (2012). According to Miotti and

2In this article we do not specifically address the demand side, but we use developments in it to

explain changes on the supply side and the invention community. As Vincenti (1990, p.11) puts it:

“performance, size, and arrangement of an airplane, for example (and hence the knowledge needed

to lay it out), are direct consequences of the commercial or military task it is intended to perform”.
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Sachwald (2003) a central motive to establish cooperative relationships is the

access to complementary knowledge bases of the partners.

The composition and structure of pan-European networks have barely been

studied to date: on the actor level (exceptions include Barber et al. 2006;

Roediger-Schluga and Barber 2006, and Breschi and Cusmano 2004) and on the

geographical and in particular on thematic level. We find that most important actors

in aerospace research—large firms (intra- and extra sectoral), research-intensive

small and medium sized enterprises (SMEs), public and private research organiza-

tions and universities—participate in EU projects, which provides us with valuable

information on the organization and infrastructure of European aerospace science

and technology within the emerged networks. The results of our analysis afford

important insights for a deeper analysis of the invention networks within the

aerospace industry and their underlying technological and institutional evolution.

This chapter is organized as follows. Section 2 provides a background overview,

with Sect. 2.1 giving a short historical abstract on the aerospace industry and its

industrial and technological development in general, and Sect. 2.2 explaining the

data sources. Section 3 focuses on the European aerospace invention community,

describing the thematic development (Sect. 3.1) and the actor level (Sect. 3.2). The

geographical representation is done in both subsections. Section 4 repeats the

European-level analysis at the national level, considering the case of Germany.

Section 5 draws attention to the regional level in detail to the Stuttgart region.

Section 6 summarizes and assesses the potential for further research.

2 Data and Industry Background

2.1 Historical Background of the Aerospace Industry
and Technology Development

In this section we give a short historical description of the evolution of the global

aerospace industry from its beginning to the 1980s3 with respect to three different

layers: industrial and geographical development and the technological evolution.

This history is mainly compiled out of ECORYS (2009), Tiwari (2005), Wixted

(2009), European Commission (2002), Bonaccorsi and Giuri (2000), Bugos (2010)

and Cook (2006).

With the beginning of the twentieth century, the first flights of airplanes4 took

place, which went hand in hand with an adoption of this technology by the military.

It was a time when airplanes were developed and produced by pioneers and single

3Subsequent years are analyzed within the main chapters, since our data starts with the year 1987.
4Precursor works on bionics and other aviation specific researches led to the first flights:

cf. Moon (2012).
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entrepreneurs.5 Their goals and especially their techniques were far from being

mature enough for mass production. With the outbreak of WWI, Europe took the

lead in aircraft manufacturing from the USA. Governmental funding of research

facilities and the establishment of aerospace engineering degrees in university

education marked the first steps into establishing the aerospace industry. In the

1920s, a recovered entrepreneurial spirit led to further developments and design-

driven manufacturing was prevalent. At that time, a large variety of designs

combined with a small market demand was characteristic. In 1925, the first impulse

for an acceleration of aircraft production was induced in the USA by the Air Mail

Act, which drove the demand for planes and pilots. This went hand in hand with the

establishment of a non-military customer base, where the founding of Lufthansa,

British Airways and Aeropostale fostered passenger transportation. In the 1930s in

the US, the civil sector grew, due to the ability for long-range operations, with

competition for passengers and the formation of alliances between aircraft manu-

facturers and airlines; in Europe this time marks the begin of ramping up production

capacities by the defense sector. In the 1940s, war production dominated, with mass

production and national focus characteristic—every country drove its own program

and they were far from any cooperation. The 1950s, the first after-war period, can

be labeled as in-house production era. At that time in Europe market demand

increased rapidly. Nevertheless in the aircraft industry there was still an ongoing

focus on defense with nearly no cooperation between companies. OEMs designed

and produced the aircraft primarily from start to finish.6 Also during this decade,

technological and industrial complements for the first time split into the parts of the

aerospace industry known today: civil aeronautics industry, military aeronautics

industry and space industry. Nevertheless until today these sectors partly overlap

concerning actors and technology and mutually influence each other. In the 1960s

the era of collaboration started, as we will see below due to the technological

challenges. Further, not only one aircraft program per firm was initiated, but many

simultaneous programs in the US and Europe occurred, due to an increasing

demand for flights over all distances. In Germany, licensing manufacturing started

and the formerly leading aerospace nation began to reestablish its position. In the

1970s Europe’s aerospace landscape changed drastically with the evolution of the

first European Programs—the creation of Airbus, a consortium of the leading

European aerospace nations. The underlying driver for consortium creation was

the increasing project volumes and the need, in the view of the European politi-

cians, to establish a counter balance to the strong US aerospace industry. In the

1980s the deregulation of the US Airline market led to increasing competition. In

the following years, large international consortia were formed to spread costs and

5An interesting social network analysis about the entrepreneur years of the aerospace industry is

provided by Moon (2012).
6This especially holds for Europe—except Germany, due to restrictions imposed by the allied

forces, Germany was allowed (if at all) to produce systems and components in license. Neverthe-

less during the 1950s the US aircraft industry started to establish a pyramidal supply chain

structure.
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accumulate knowledge, focusing on cost efficiency, quality and performance. In the

large civil aircraft sector, the competition between Airbus, as European champion,

and Boeing, its American counterpart, increased. Beside the two market leaders

several other OEMs have been present in the market to that time, like McDonnell

Douglas and Lockheed Martin. In Europe all involved Airbus nations tried to

protect and foster participation of their firms, which led to an extremely fragmented

industry structure, with numerous SMEs supplying the supranational enterprise of

Airbus.7 On the industry level, the 1990s and the new century have been marked by

crises, consolidation waves, industrial integration and a still ongoing global reor-

ganization. These developments correspond directly to our data set.

The technological development constitutes only a few main changes. While

aircraft until the 1960s were equipped with propeller engines, jet engines have

since been used on civil aircraft. This technology, as with many others, was

developed and engineered for military use in WWII. This new technology was

considerably more complex and led to changes in the sector: consortia for jet

engines were established, forming a unique sector within the aerospace industry,

and many companies went bankrupt while new ones emerged. The change from

propeller to jet and turbofan technology marked a technological change (Frenken

and Leydesdorff 2000; Nelson and Winter 1977; Dosi 1982). Today, the industry

continues to rely on this technology, but several incremental innovations have been

added resulting in extremely increased efficiency: compared to the 1960s about

70% less fuel is needed for the same range today. Since all aerospace OEMs

operate near the technological frontier, technological performance was not neces-

sarily associated with market success (Bonaccorsi and Giuri 2001). With the

exception of the Concorde, aircraft saw now radical design changes and no new

design trajectory is in sight. So engineers may be expected to further develop the

existing designs and improve the technology by, e.g. using new materials and

intelligent solutions in aerodynamics and a rise in electrification in every part or

segment of the aircraft.

Before we analyze the technological, industrial and geographical developments

in the European aerospace industry between the years 1987 and 2013, we first

summarize the general characteristics of the aerospace industry to provide a better

understanding of how the specifics of the industry are related to our findings in

Sects. 3 and 4. According to Esposito and Raffa (2006) and Alfonso-Gil (2007) the

aerospace industry can be characterized by a high technological level with a high

R&D intensity,8 technological complexity, high and increasing development costs,

long product life cycles, long break-even periods and small markets, problematic

cash flow situations, high market entry barriers and a high governmental impact in

7Not only Airbus as the manufacturer of aircraft, but also the defense and space entities were

centralized under the European holding company EADS (a consortium of the national firms

Aerospatiale Matra, DASA, CASA) founded in 1998/1999. All remarks assigned to facts before

that time, are dedicated to different partners building a consortium since the 1970s.
8Between 10 and 18% of revenue is re-invested in R&D.
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form of ownership,9 regulation and as customer. The data sources and the pro-

cedures of analyzing the data are described in the following section, before our

main analysis in Sect. 3 is presented.

2.2 Data Sources: CORDIS and F€orderkatalog

At the European level, we use the European Framework Programmes (FPs) on

Research and Technological Development (RTD). In the FPs, the European Union

has funded numerous transnational, collaborative R&D projects. Project proposals

are submitted by self-organized consortia (European Council 1998) and must

include at least two independent legal entities established in different EU Member

States or in an EU Member State and an associated State (CORDIS 1998). The

proposal selection is based on several criteria including scientific excellence, added

value for the European Community and the prospects for disseminating/exploiting

results. The main objective has been to strengthen Europe’s scientific and techno-

logical capabilities.

Since their initiation in 1984, seven FPs have been launched (compare

Table 1).10 The only publicly available data source is the European Community

Research and Development Information Service (CORDIS) projects database,

which lists information on funded projects and project participations. However,

many challenges exist in processing the raw data into a usable form, e.g. making

organization names and other data consistent over time.

Our core data set to capture collaborative activities in Europe is the EUPRO

database,11 comprising data on funded research projects of the EU FPs and all

participating organizations. It contains systematic information on project objectives

and achievements, indicators of project subjects, project costs, project funding and

contract type as well as on the participating organizations including the full name,

the full address and the type of the organization. From EUPRO, we identify

aerospace-related projects as collaborative projects that have been assigned the

standardized subject indices Aerospace Technology12 or (standard only in FP7)

Space & satellite research. We identify aerospace-related organizations as organi-

zations taking part in at least one aerospace project.

9On the European OEM-level this changed in 2013, as the French government and the German

Daimler AG withdrew at least in a direct manner from EADS.
10We did not include FP1, since FP1 has no distinct aerospace category.
11The EUPRO database is constructed and maintained by the AIT Innovation Systems Department

by substantially standardizing raw data on EU FP research collaborations obtained from the

CORDIS database (see Roediger-Schluga and Barber 2008).
12Projects in the FP4 subprogram FP4-BRITE/EURAM 3 originally were all assigned the Aero-

space Technology subject index, but these were eliminated in a later revision of CORDIS. We

have included these projects for consideration as aerospace projects. No projects in FP1 were

assigned the Aerospace Technology subject index; we have excluded FP1 from consideration.
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For the analysis of the German aerospace invention community, we use data

about publicly funded projects summarized in the electronically available database

of the German F€orderkatalog13 (FK). The funded projects are subsidized by five

German federal ministries, with aerospace relevant projects funded by the Federal

Ministry of Education and Research (BMBF) and the Federal Ministry of Econom-

ics and Technology (BMWi).14 In order to participate, organizations must agree to a

number of regulations that facilitate mutual knowledge exchange and provide

incentives to innovate (Broekel and Graf 2012, p. 351). To allow temporal com-

parisons between the national and European levels, we aggregated the German data

comprised in the F€orderkatalog into the European time ranges of the FPs

(cf. Table 1). The two databases enable us to analyze the European aerospace

R&D collaboration network in a sectoral innovation system framework. In the

following chapter we start with the focus on the European level and assign

afterwards our procedure to the national level for the case of the German aerospace

industry.

3 The European Aerospace Invention Community

The European aerospace industry has, as described above, a long history with

significant changes on the industry and the technology side as well as on the

demand side. The following sections analyze, with a focus on innovation and

knowledge-based perspective, the developments in the R&D collaboration network

with respect to three levels in the time range from 1987 to 2013. Section 3.1

broaches the issue on the technology and the thematic developments as well as

on the underlying knowledge bases within the funded Framework Programs (FPs).

Section 3.2 centers the actors and their role in the established networks and gives a

first impression of how the networks develop over the mentioned time range.

3.1 Thematic Developments and Knowledge Bases Within
EU FP-Projects

The technology embedded in the industry is the key factor and driving force for

development. We inspected all projects (2013 in total) dedicated to the aerospace

sector and classified each of them to one or more of 25 thematic categories. Those

13www.foerderkatalog.de.
14We identified all aerospace relevant projects with the help of the Leistungsplansystematik

(“activity systematics”).
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categories are developed based on International Patent Classes (IPCs) and the

German DIN-Norm (Table 2).15 In Fig. 1 the development of the topics over time

is depicted as a percentage in each FP, i.e. every point indicates what fraction of the

projects within a time period can be allocated to the different categories. Conspic-

uous is that in early FPs a more uniform distribution over the categories appeared.

With FP4 four categories developed to an outstanding position until FP7: SAT

(satellite and space topics), RSY (quality and safety systems, non-destructive

detection and repair systems, maintenance and their facilities), OMP (optimization

of manufacturing processes and supply chains, existing product improvements) and

SIM (simulation, numerical models, computer-aided systems, e.g. for air traffic

management or aerodynamic application). All other categories show a shrinking

Table 2 Thematic categories

Code Thematic explanation

AER Aerodynamic, flows and aero thermic

ALO Alloys and coatings, glazed materials and paints

CEG (Technical) ceramic and glasses

CHE Chemical processing (incl. petrochemicals)

COM Composite materials

ELE Electric and electronic (incl. cables and conductors)

FCH Fuel cells, batteries, liquid hydrogen, cathodes and membranes

FOR Forming, moulding, winding, sintering and grinding

LIT Rare-earth materials (e.g. lithium)

LSO Lasers, sensors and optics

MET Metals (steel, aluminum, copper, titanium,. . .)

MIN Mining (incl. all auxiliaries)

OMA Other materials (e.g. rubber, leather, resins, wood, concrete, biomaterial,. . .)

OMP Optimizing manufacturing processes, production and products (incl. cost reduction)

OTH Others

PLA Plastics and polymers

REC Recycling and environmentally friendly product improvements and processes

ROB Robotic systems, e.g. for production, inspection, . . .

RSY Quality and safety systems (incl. repair systems, non-destructive detection, mainte-

nance, etc.)

SAC Sawing and cutting

SAT Satellites and space topics

SIM Simulation, numerical models, computer-aided systems, informatics

SUR Surfaces

TXT (technical) textiles

WEL Welding, soldering, brazing

15We do not make use of the standardized subject indices from CORDIS—they provide a broad

categorization of all FP projects, but are not specific enough for categorizing the aerospace

projects.
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share within the FPs. Categories ranging between 5 and 15% application over the

FPs are the following: AER (aerodynamics and flow streams), ELE (electric and

electronics (including cables and conductors), electromagnetics and magnetics),

LSO (lasers, sensors and optics), REC (recycling and pollution avoidance mecha-

nisms) and OMA (other materials: rubber, leather, resins, wood, etc.).

Although we tried to find categories that are widely application independent, so

as to provide us with the information on what knowledge background is needed and

used, the development of the categories depends upon what is funded and what

topics underlie the projects. Additionally, not all categories are independent, which

explains, e.g., the rise of RSY together with SAT, relating to earth observation with

the help of satellites. Taking FP2 and FP3 as an example, besides the always

prominent topics of RSY, OMP and LSO, especially metals and composite mate-

rials are especially in focus, corresponding to the time when composite materials

started to grow in manufacturers’ attempts to develop lighter aircraft. The effort to

reduce weight is one of the critical factors in aircraft engineering, as it directly

influences the range and fuel consumption (Begemann 2008). Since the emergence

of fiber-reinforced composite materials in the 1960s in space application, aircraft

manufacturers increasingly used such composite materials. Until the mid-1990s the

amount was not higher than 10% of the total aircraft weight and only for

non-weight bearing parts (ECORYS 2009, p. 181). This changed with the launch

of the Boeing 787 in the year 2011. This aircraft has an approximated amount of

50% of carbon fiber reinforced materials by total weight. The same holds for the

Airbus A350, which was launched in 2014. So, we can see a nearly 20 year gap

Fig. 1 Thematic development of EU-funded aerospace R&D projects
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between research and development time and the industrial application in the

Framework Programmes and an overall gap of more than 60 years from the

materials application in space and its full application in civil aircrafts. In FP4,

OMP and RSY are the top-ranked categories, since the overall strategic goal for

aerospace of the European Commission in FP4 was the management of more

efficient, safer and more environmentally friendly transport systems. The latter

can be seen in that REC was ranked for the first time in the top ten categories.

In FP5 the general goals of FP4 persisted, again with a strong focus on efficiency

and optimization (reducing aircraft procurement costs, improve their efficiency and

performance)—again OMP and RSY are the top-ranked topics. Additionally more

specific goals went into the focus: First, reducing aircraft impact on noise and

climate change, consistent with the increase of AER and REC.16 Second, improving

aircraft operational capability, which can be attributed to the increased number of

projects dedicated to computer-aided systems (SIM). Notable is that, in general,

material topics decreased over time. In FP6, a recognizable space category (SAT)

emerged. This can be related to the goal to develop systems, equipment and tools

for the Galileo project, and stimulate the evolution of satellite-based information

services by sensors (LSO) and by data and information models (SIM). Another

focus was on satellite telecommunications, which additionally increased the SAT

category. On the aeronautic side again safety and security (RSY), reducing costs

(OMP), and improving environmental impact with regard to emissions (REC) and

noise (AER and OMP) are the most prominent goals. For FP7 the aerospace

strategy of the European Commission focused on reduction of emissions and

alternative fuels (REC), air traffic management (SIM), safety and security (RSY)

and efficient aircraft production (OMP). Again, space topics as part of FP6 are most

prominent. That optimization topics increased so drastically (from the middle

1990s) can be attributed to the industry influence, since at that time the focus

shifted from pure innovation to affordability, i.e. better, cheaper and faster produc-

tion to fulfill the increased orders. At that time, aircraft manufacturers were

adopting lean principles from the automotive industry to satisfy the pressure to

remain profitable.

In general, the European aerospace industry is a multi-technology industry. The

knowledge underlying the research and development is extremely broad, ranging

from materials and chemical processes to computer simulation tools, lasers and

sensors. Thus, inter-industry knowledge spillovers are feasible within several

relevant categories. Based on a search word analysis within our data we identified

different possibilities of other industry application. We defined search word fam-

ilies for 12 neighboring industries (compare Table 3).

16The REC efforts might not be purely driven by the environmental conscience of the aerospace

industry, but driven more by underlying costs. The reduction of fuel consumption exhausted by the

engines is the opposite trend to cover the increased fuel prices and demand driven on the side of the

airlines.
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The resulting search strings are applied to the information incorporated within

each project’s title and objectives and checked individually for plausibility. The

result can be seen in Fig. 2. Again the development is dependent on the projects;

leading to FP2 and FP3 having more projects with possible inter-industry applica-

tion. Due to the relevance for the aerospace sector, the electric/electronic-industry,

the laser- and sensor industry and the energy industry seem to have the highest

transfer potential. Further, the automotive and textile industries seem to have

proximities in knowledge to the aerospace industry. Whereby the possible connec-

tions to the automotive and textile industries are declining in the recent FPs, the

electric/electronic industry relevance increased in the later FPs.

In Figs. 3 and 4, we visualize how the thematic categories are geographically

located, restricting attention to the ten thematic categories most frequently occur-

ring in projects over all FPs. We investigate thematic specialization at the level of

NUTS2 regions.17 For selected regions, we show their thematic specialization

based on the frequency of occurrence of the categories in projects taken part in

by organizations from the regions. To account for the varying overall occurrence of

thematic categories, we show the difference of the regional values from the

European average, i.e., the mean over all regions for the respective thematic

category.

In Fig. 3, we show the thematic specialization of the ten regions producing the

most project participations during the course of the FPs. Therefore, when focusing

on the greater amplitudes, we see that several regions have effectively no special-

ization, with all thematic categories differing little from the European average. As

regional specialization is represented through high occurrence rates in one or more

thematic categories, we can see that those very active regions are generally close to

the European average in nearly all thematic categories. Nevertheless in some

regions certain focal knowledge specializations are visible. FR62 (the NUTS2-

region where Toulouse is located) is strong in OMP, SIM and ELE, DE21 (Munich)

in AER, UKK1 (Bristol) in RSY, SIM and AER, ITC1 (Turin) in OMP, UKI1

Table 3 Search word families of neighboring industries

Industry search word families

Code Search words Code Search words

AUT Automotive, vehicle, car MED Medicine, medical, implant

CON Construction, concrete, building, road MIN Mining, ore

ELE Electric, electronic RAI Railway, locomotive, train

ENE Energy, power generation, solar SHI Ship, shipbuilding, naval

FOO Food, drink, meal, grocery TXT Textile, shoe, leather, clothing, wool

LAS Laser, sensor WOP Wood, paper, furniture

17Little difference can be observed between the knowledge specialization patterns between the

European level and the level of countries, especially between the major aerospace countries (most

of them parts of EADS). This may be expected, since these countries constitute the majority of the

European aerospace industry as the aggregate of their historically independent national industries.
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Fig. 3 Thematic specialization pattern of the top-ten European aerospace regions

Fig. 2 Inter-industry application potential of EU-funded aerospace knowledge
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(London) in REC and ITF3 (Napoli) in OMP, RSY and AER. As these regions

constitute the centers of the European aerospace industry, it is reasonable that (with

the shown exceptions) the values are rather low—these regions play a key role in

defining the European average.

In Fig. 4, we show five regions that are prominent in some, but not all, of the FPs.

In general, these regions are more specialized than the top-ten regions, with greater

differences from the European average than those regions considered above.

Noticeable values can be observed in SE23 (West Sweden), which is strong in

OMP, AER and REC; NL32 (Noord-Holland), strong in RSY, SIM and AER; and

DE11 (Stuttgart), strong in MET. The regions IE02 (Southern and Eastern Ireland)

and PT17 (Lisbon) are nearly similar to the European average, i.e. compared to the

European average they show no real specialization of their knowledge fields.

In addition to the detailed inspection of thematic categories, there is a need to

identify the type of underlying knowledge, i.e. the differentiation between engi-

neering and scientific knowledge.18 The usage of either scientific or engineering

Fig. 4 Thematic specialization pattern of further important European aerospace regions

18Vincenti (1990) takes a look into Rosenberg’s “black box” (Rosenberg 1982) and analyzes

numerous kinds of complex knowledge levels that engineers in the aeronautical industry apply and

use during the design process. He treats science and technology as separate spheres of knowledge

that nevertheless mutually influence each other. Concerning the level of knowledge, Vincenti

(1990, p. 226) states that engineers use knowledge primarily to design, produce, and operate

artifacts (i.e. they create artifacts), while scientists use knowledge primarily to generate new

knowledge (and as Pitt (2001, p. 22) states: scientists aims are to explain artifacts). Emerging

feedback processes in science are due to scientists’ engagement in open-ended, cumulative quests

to understand observable phenomena. Vincenti (1990, p. 8) suggests that normal design is evolving

in an incremental fashion and radical changes can be seen as revolutionary.
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knowledge might depend on the technological field and how this separation

(if clearly possible at all) develops over time can be seen by the network partici-

pations of the actors to which the different kinds of knowledge may be allocated.19

An indication on the innovative output within regions is presented in Fig. 5,

based on patent data. We used patent data20 to show how the project participation

rate is related to the invention output. We used NUTS2 regions as base—the

scatterplot shows the number of FP-participations (over all FPs) in relation to the

number of patent applications in that region. For the sake of simplicity we only used

IPC B64 which is dedicated to “aircraft, aviation and cosmonautics” patents. There

is a positive relationship between FP-participation and patent activity. The area

where no or only some patents within IPC 64 are applied might be the organizations

that are by their nature not active in the aerospace industry, but participated due to

related topics, which can be used in other industries and branches.

Fig. 5 FP participation and patent activity in European regions

19This exceeds the purpose of this chapter, but might be a fruitful field for further research.
20For the general limitation of patent data usage and patents as strategic element see Granstrand

(2010). Further Hollanders et al. (2008, p. 22ff.) discuss the role of patents in the aerospace

industry, whereby the main argument states that patent are of minor importance since in the

aerospace industry secrecy is the main method to protect knowledge. Nevertheless we suppose that

this only (if at all) is correct for the two OEMs in the past. As now weights are changing and new

competitors have emerged, patent usage and relevance will increase in the future. Begemann

(2008) discusses the role of patents in the aerospace industry in a historical view, beginning with

the Wright brothers and continuing to the current situation between Boeing and Airbus.
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3.2 The Composition of the European Aerospace R&D
Collaboration Network

In the evolutionary economics perspective, actors are characterized by incomplete

knowledge bases and capabilities. Heterogeneity among actors is the main source of

novelty, with learning takes place over time, i.e. learning is truly dynamic (Pyka

2002, p. 156). One thus expects that countries in a transnational collaboration

combine individual capabilities derived from national specialization patterns.

Thus, in this section we focus on the heterogeneity of FP composition. Notable is

that the overall number of projects falls with time. While there were about 400 pro-

jects in FP2 and more than 700 projects in FP3, the number of projects ranges

between 200 and 250 in FP4 to FP7. On the other hand, the number of partners per

project increases over time in a nearly equivalent fashion. Where there are on

average fewer than six partners per project in FP2 and FP3, the number constantly

increased from about 10 in FP4, 12 in FP5, 15 in FP6 and 13 in FP7. It is noteworthy

that the increase in average project size begins before the decline in the total

number of projects seen in FP6.

Since knowledge does not automatically diffuse, but must be absorbed through

firms’ differential abilities (Malerba 2002), we analyzed the community composi-

tion with the organizations distinguished into distinct types. These are: IND (indus-

try), EDU (education and science facilities, like universities), ROR (research

organizations, like the Fraunhofer Gesellschaft), GOV (government and other

public authorities) and OTH (all other organizations). As shown in Fig. 6, the

industrial share within the FP is nearly constant up to FP5, ranging between

50 and 60%. Beginning with FP6 a decline to 45% can be observed and in FP7

only 38% can be allocated to the industry part of the sector. The lost share on the

industry side was nearly fully absorbed by the scientific entities of EDU and ROR,

where their combined share was nearly constant from FP2 to FP5 and rises

afterwards to 45% in FP6 and 53% in FP7. This development is of course closely

related to the thematic development. With the increasing relevance of satellite and

space topics in FP6 and FP7, the scientific knowledge demand also rises, leading to

the rise in EDU and ROR.21 In general the rapid technical change calls for a sound

and robust scientific knowledge base, in domains such as air quality and climate

change that are subject to large uncertainties and long development phases (ASD

2007).

Participation in the FPs is variable, with organizations entering, withdrawing,

and returning during different FPs. Averaging across all FPs, an industrial actor

participated in a mean number of 3.2 projects, with a standard deviation of 14.6, a

research organization in 3.0 (11.1) projects, and a university in 2.6 (6.1) projects;

individual actors vary widely in how they participate in FP projects. Despite this,

repeated collaborations are observed. In Table 4, we show the repeated

21Additionally the fact that satellite and space topics can be seldom commercialized contributes to

the fall in the industry share.
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co-participations between FPs. Entries in the table show the number of distinct pairs

of organizations present in an FP that recur in a specific later FP (e.g., 1260 pairs of

organizations that collaborated in FP4 again took part in projects together in FP5) or

any later FP. Diagonal elements show how many distinct pairs of collaborating

organizations are present in each FP. To establish a baseline expectation of repeated

co-participation, we include the expected numbers of repeated co-participations in

randomized version of the aerospace collaboration networks, based on randomly

switching organizations between projects; the values shown are averaged over 1000

Fig. 6 The organizational composition of the European aerospace industry

Table 4 Development of repeated co-participation over the FPs

FP 2 3 4 5 6 7 Any later FP

2 5722 422 256 185 57 104 728

Expected 6305.2 53.4 83.7 86.7 13.8 41.9 220.3

3 13,807 865 488 126 187 1169

Expected 14,541.3 148.4 142.8 17.7 56.8 296.8

4 12,083 1260 180 269 1405

Expected 13,122.5 691.7 77.0 164.7 796.3

5 27,679 518 689 1011

Expected 28,526.5 272.1 467.1 670.4

6 41,811 1014 1014

Expected 43,737.0 366.6 366.6

7 23,503

Expected 24,706.8
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instances of the randomized networks. By comparing to the expected values, we

infer the presence of stable, repeated collaborations. Within each FP, the number of

distinct co-participations is lower than would be expected if organizations were

randomly assigned to projects, indicating that numerous collaborators take part in

multiple projects together. In contrast, the number of co-participations repeating

between FPs is higher than would be expected from the randomized networks,

revealing the presence of collaborations that are stable over time.

Further, the repeated collaborations are seen to have some stability over time. In

general, the sum of the FP-specific repeated collaborations is greater than the

number of distinct collaborations repeated in any later FP. Thus, there must be

numerous organizational pairs that re-occur across multiple FPs, indicating the

presence of stable collaborative partnerships.

As Pyka (2002, p. 160) states, through repetition, relations in innovation systems

are institutionalized. Hakansson (1989) puts forth the argument that, with an

increasing duration, formal R&D co-operative relationships mutate into informal

relationships as mutual trust and confidence between partners is built up. This can

be seen as an advantage of participating in funded projects, as formal relations get

displaced by more flexible informal relationships over time and organizations

cooperate in their R&D beside the funded projects by what knowledge is shared

and the inventive potential increases.

3.3 The Spatial Distribution Within the European Aerospace
R&D Collaboration Network

Shedding light on the spatial distribution, intra-regional connections are of impor-

tance concerning the knowledge diffusion within the region and external or inter-

regional relations are of extreme importance concerning the adoption of new

knowledge and the frontier of existing knowledge, as Bathelt et al. (2002) suggest.

From a regional economic perspective, those regions whose innovation system is

more open to new technologies do have better chances to use development and

growth opportunities. With respect to the adoption of new technology, according to

Franz (2008), educational institutions (universities, colleges, etc.) and research

organizations have the function within the innovation system to collect, prepare

and transmit new knowledge. Regional agglomeration advantages lead to regional

technological spillovers, which are the factors responsible for innovative and

economic success of firms in these regions, due to the regional resources and

capabilities (Pyka 2002, p. 160). Interestingly, over the decades the aerospace

industry has undergone changes caused by internationalization and economic

concentration (Niosi and Zhegu 2010). Those changes impact clusters directly:

most of the regions have been radically downsized and are now involved in

international trade. Additionally, due to commercial and cost reasons, as well as

the proportional allocation between the Airbus consortium member states, no entire
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large commercial aircraft is made in any region, even if the region is capable of

producing it. Together with the shrinking breadth of topics, this suggests the

centralization to distinct regions within Europe. What is clearly visible in Fig. 7

is that especially in FP2 and FP3 more regions are involved in the projects.

This can be traced to the thematic development in the FPs, with the early FPs

having greater diversity in topics. Again, this indicates that technology influences

Fig. 7 The European aerospace R&D collaboration network. The nodes give information about

the overall number of participants per region. The links between the regions provide the number of

connections between the regions: the darker the links the higher is the amount of connections of

regions within the respective FP
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industry structure, or in our case the invention structure of the European aerospace

industry. In all FPs, aerospace invention centers can be observed. It is quite striking

that the region FR10 (Paris) is the overall center.22 On the one hand, this is plausible

since EADS headquarter is located there; on the other hand, Scherngell and Barber

(2009) obtain the same results over all funded projects (not only aerospace) in FP5.

For FR62 (Toulouse), the prominence is straightforward to understand, as this is

the main Airbus production location in Europe. Therefore projects focused on

topics like optimization of the manufacturing process (OMP) are frequent. Further,

through the agglomeration of a large supplier industry, the frequent categories of

simulation and numerical tools (SIM), aerodynamics (AER) and especially electric

and electronic (ELE) are explainable. ELE is a key technology for avionics which is

primarily done by Thales, located in that region. DE21 (Munich) has broad capa-

bilities in diverse topics, as indicated in Fig. 7. This appears due to the location of

MTU Aero Engines (jet engines), Cassidian (defence technology), Eurocopter

(helicopters) and the EADS innovation center. ES30 (Madrid) and UKK1 (Bristol)

are further EADS and Airbus locations, focusing on tailplane fin and wing produc-

tion, which explains the strength in SIM, RSY and AER. Additionally, UKK1 is

especially strong in AER and ELE which might be traced back to the jet engine

manufacturer Rolls-Royce. The reason for the high participation of Greece, specif-

ically the NUTS2 region GR30 (Athens), can be traced back to the special knowl-

edge located within this region (as we have shown above). Beside the large number

of education facilities and research organizations, especially the Hellenic Aero-

space Industry S.A. is the major player. The company has considerable experience

in unmanned vehicles (UAV) since the early 1980s. The knowledge incorporated in

this product class—e.g. transmission and information technology knowledge, elec-

tronics and avionics knowledge—finds application in space and satellite topics,

explaining the region’s increased participations through FP6 and FP7.

Concerning inter- and intraregional connections and therefore possible spill-

overs, we must keep in mind the participation premise for the European framework

programs: at least two partners from two different nations have to take part in a

project. What we can see in Fig. 8 is that intra-regional collaborations are relatively

rare. With the exception of ES43, where about 17% of all project collaborations are

implemented within the region, all other regions have a proportion of less than 3%

of intra-regional collaborations. It seems to be more the case that these infrequently

participating regions are in the first instance connected to the major regions,

regardless of spatial proximity, suggesting a hub-structure in the European aero-

space invention networks.

22An interesting article focusing on the anchor tenant concept was written by Niosi and Zhegu

(2010). They argue that an anchor is able to spin off new firms and attracts other firms. That favors

our findings in the aerospace centers as there is a high agglomeration of participating firms where

at least one big player is located.
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3.4 The Special Role of SME and One-Time Participants

In the following section, the special role of small and medium sized enterprises

(SME) within the European aerospace invention community is analyzed. SMEs

play an important role in the European aerospace industry. More than 90% of all

aerospace companies have less than 500 employees, with about 80% having fewer

than 50 employees (ECORYS 2009, p. 149ff). This large share of SMEs indicates

howmany niches and complex tasks are ubiquitous in the aerospace industry. SMEs

play a much more important role in Europe than, e.g., in the US. This can be traced

back to the historical developments within the 1980s: due to strong growth, a

hierarchical supplier system was formed, with a few (later, one) OEMs, several

Tier 1 firms, and numerous SMEs. During this time a moderate pressure to reduce

prices led to the emergence of suppliers, who developed technological advances in

specific domains. This resulted in the fragmented supplier structure with numerous

SMEs seen in Europe. Based on the national interests in every large country, similar

competences evolved and comparable supply chains emerged.

In terms of purchasing volumes, SMEs are not of paramount importance: only

about 21% of purchases are delivered by SMEs (ECORYS 2009, p. 150). Although

the economic importance of SMEs is small when measured by their size and

purchasing volumes, SMEs are important within the invention community, as

they are considered to be vital due to their high flexibility and creativity. ASD

(2005) measured R&D spending to be 13% of the SMEs’ turnover and therefore

close to the large companies in the aerospace industry. Thus, according to

Hollanders et al. (2008), SMEs hold a significant part of the knowledge in the

aerospace sector, even though the majority of SMEs are component makers, which

Fig. 8 The relation between inter- and intraregional activity
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limits their abilities to innovate. Countering this problem, network ties offer

capacity constrained SMEs access to a wider set of technological opportunities

(Chesbrough 2003); by establishing networks, SMEs can overcome their internal

resource constraints and obtain the advantages associated with larger firms, includ-

ing technological, financial and human resources (Nooteboom 1994).

This large share of small enterprises can also be identified within the EU FPs

(Table 5): of participants from the industry category (IND) with more than one

project participation, about 45% have fewer than 500 employees.23 This is on the

one side industry-induced, due to the historical developments described above, and

on the other side technology-induced, due to the specialization of SMEs and their

deep knowledge in multi-faceted niche topics. Figure 9 presents the number of

employees against the number of participations, where a positive correlation

between company size and participation is apparent. That larger companies are

privileged concerning their innovative ability, due to their possibility of R&D-

capacity, based on a better division of labor and a more efficient usage of prior R&D

is clear. Nevertheless, the size advantage shrinks as know-how increases in impor-

tance (Zimmermann and Andres 2001). Those companies located in the bottom-

right corner in Fig. 9, might be industry-external companies with specific knowl-

edge needed in one or the other topic. Examples for such companies, often

providing basic technologies, include ThyssenKrupp, BASF and Evonik.

Due to the recent developments (starting in the mid-1990s) of cost-cutting

pressure, a trend towards consolidation was established, which increased the pres-

sure on SMEs. Due to this consolidation pressure from the OEM(s), suppliers (often

SMEs) must provide complete sub-systems to stay in development and production

programs. The problem behind this is that SMEs show a weaker risk-sharing

capability and tend to have difficulties attracting investments. Therefore, develop-

ments toward clusters are necessary to stay in contact with Tier 1 firms. Mergers

and acquisitions seem to be another possible solution. Ultimately, the risk of

takeover by foreign players and knowledge transferring overseas does exist.24

Additionally, there is an increasing conflict between the production and innovation

Table 5 Average project participations of SMEs and MNCs

Projects >60 Projects 40–60 Projects 20–39 Projects <20

SME average (%) 9 8 6 6

MNC average (%) 37 29 30 23

N/A average (%) 54 63 64 71

23We used a threshold of 500 employees, since compared to international standards and as

compared to other companies within the aerospace industry, they can be labeled as SME. The

one-time participants are about 70% of all participants; we analyze them in detail at the end of this

section. The category N/A summarizes all participants out of the IND category where no

information according to their sizes could be gained, plus all other categories.
24E.g. the Austrian FACC, a specialist for composite airframes, taken over by Chinese Xi’an
Aircraft Corporation.
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sides: since the SMEs now must focus on cost reductions, they are increasingly less

able to invest in R&D and innovation (Hollanders et al. 2008, p. 47). The consol-

idation process among SME suppliers and the resulting adaption of the cost-cutting

mind-set of the Tier 1 suppliers pose a threat to the creative base and innovation

capabilities of the aerospace sector (Hollanders et al. 2008, p. 55).

We discuss now to the question of how the different projects are composed with

respect to company size. Based on our investigation of the company size (as can be

seen in Fig. 10) we distinguish two categories within the IND group: small and

medium sized enterprises (SME) or multi-national companies (MNC). As can be

seen in Fig. 10 the average size of the projects, as already discussed above, is

increasing over time. In Table 5 we differentiated between four project categories

and counted the participation of the SMEs and MNCs. The category N/A comprises

the following information: EDU, ROR, GOV, OTH and in general all one-time

participants (whether SME or MNC or any other category). The amount of MNCs is

ranging between 20 and 40% with the highest share in projects with more than

60 participants. SMEs participation share ranges between 6 and 9%, again with the

highest share in projects with more than 60 participants. The smaller the projects

are the higher the amount of N/As.

As about 70% of all participants do only participate in one project throughout

time, the one-time participants play an outstanding role, since they form by far the

largest group. How this group of one time participants is composed can be seen in

Table 6. With an amount of more than 73% the industrial group (IND) has the

highest amount. All other groups are ranging below 10%. So what kind of industrial

organizations are these companies only applying for one time? We suppose that this

group is composed out of industry-external companies (small or large) and

Fig. 9 Company size versus project participation. Included are all industrial organizations that

participate at least twice
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aerospace SMEs specialized in niche topics. Nevertheless the examination of the

one-time participants needs a more detailed consideration.

To summarize our findings on the European R&D collaboration network, the

aerospace invention community is a highly concentrated, multi-technological net-

work with a breadth of knowledge and a strong connection (and therefore a high

spillover potential) to other industry branches. The core regions show no special-

ized knowledge base compared to the European average, while the peripheral

Fig. 10 Project composition with respect to the organization size

Table 6 One-time

participants by

organization type

One-time participants

Organization type Amount Percent

IND 2834 73.3

ROR 355 9.2

EDU 199 5.1

GOV 87 2.3

OTH 390 10.1

Sum 3865 100
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regions are more specialized. Participation in EU FPs is positively correlated with

invention output. Participation by EDU and ROR has been high from the earliest

FPs and continues to increase. SMEs take a special role, as they are numerous

throughout the industry due to many niche topics and technological specialization.

Remarkable is the large number of one-time participants, about 70% of the whole.

4 Differences on the National Level: The German

Aerospace Invention Community

In general, publically funded European R&D programs are orchestrated in a

pyramidal fashion, composed out of EU, national and regional funding levels.

Within the German Federal Ministry of Economics and Technology (Mathy

2011), the responsibilities are viewed as follows: For the EU, the enhancement of

international competitiveness, technological demonstrators, projects with socio-

economic benefits for Europe and projects with work-shares in different member

states are funded. On the national level, projects that focus on national core

competencies in industry and academia, as well as projects with socio-economic

benefits for the country and joint projects with industry, SMEs and academia from

different Bundesl€ander (German federal states) are funded.

Using the same approach as for the EU level, we analyze thematic, actor and

geographical developments in the German aerospace R&D collaboration network

(see Table 1 for general information statistics on the funding program). Therefore in

Sect. 4.1, we show the temporal development of the core topics and technologies for

the German aerospace industry, relating these to the timeframes of the FPs.

4.1 Thematic Developments and Knowledge Bases

For the thematic development in Germany based on the F€orderkatalog (FK), the

same categories are applied as for the European Framework Programmes, ensuring

comparability of the EU and German data. In Fig. 11 the thematic development

over time is depicted as percentage within each FP, i.e. every point indicates what

fraction of projects within the time period can be associated with the different

categories.

As in the EU FPs, there are key knowledge fields. Compared to the EU FPs, the

German FK covers fewer topics—primarily satellite and space topics (SAT); the

optimization of the manufacturing process and supply chains (OMP); quality and

safety systems, non-destructive detection and repair systems (RSY); simulation,

numerical models and computer-aided systems (SIM) and lasers, sensors and optics

(LSO). Striking is the relevance of space and satellite (SAT) projects within

Germany. Within the logic of the pyramidal funding, this may be seen as a core
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competence of the German aerospace industry. Ranging between 23% (in FP4,

where parallel to the EU FP OMP was top-ranked) and 97% (in FP7), the overall

share of the aerospace topics over time is 67%. As for the European case, the topics

SIM and RSY can be directly related to the SAT development as they either are

prerequisites for the improvement of satellite and space technology (in the case of

SIM) or are the goal (in the case of RSY), where many projects are dedicated to

earth observation with the help of satellites.

Remarkably, other technologies of core industry relevance are infrequently

funded—e.g. materials, composites, lasers, sensors and electronics—despite the

German aerospace industry proclaiming itself as strong (especially on the produc-

tion side) in the domains of fuselage, fuselage-structures and complex cabin

equipment. Nevertheless, according to the German Federal Ministry of Economics

and Technology, there is an extremely high R&D rate, with 18% of turnover

reinvested and a strong perspective towards industrial applications and products

within the German aerospace industry (K€onig 2006). As the thematic development

reveals a strong focus on satellite and space topics, the question is how the R&D

collaboration network is shaped. Since the focus rests on topics which require a

strong scientific knowledge base, we might suppose that the share of EDU and ROR

should be higher than in the EU FPs.

Fig. 11 Thematic development of the funded projects in the German FK
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4.2 Actors Landscape, Community Composition
and the Connection to the EU-Level

Before proceeding with a detailed composition analysis, we note that the number

of projects increases with time. As depicted in Table 1, the number of projects

over the FP2 to FP5 time frame was nearly stable, ranging between 13 (FP3) and

38 (FP4), it increased drastically, with 72 projects in FP6 and 115 projects in FP7.

The number of participants varies nearly exactly with the number of projects,

achieving a nearly stable number of partners per project that ranges between 2.6

and 4.1.

Figure 12 depicts the invention community composition per FP. The three

main organizational types are IND (industry), EDU (education and science

facilities) and ROR (research organizations). The industrial share grew from

between about 50 and 60% from FP2 to FP6. In FP7 a decrease to 38% is

seen. In combination with the development of the EDU and ROR shares—which

in almost all FPs depict the complementary share to reach 100%—this confirms

our hypothesis that, due to the increased satellite and space topics, the share of

organizations intensely focused on scientific knowledge would rise.

The graphical representation in Fig. 13 of the actor network shows the centers

of the German aerospace invention community. Again as on the European level

the circles give information about the number of participants in the respective

region and the lines representing the connection between two regions. The thicker

the line, the higher is the amount of connections. With the exception of FP4, the

Munich area can be seen as the center. Other active regions are Braunschweig

(EDU and ROR), Cologne (ROR), Frankfurt (IND and EDU), and later (FP6 and

FP7) Bremen (IND and EDU) and Berlin (IND, EDU and ROR) and slightly

Stuttgart (EDU and ROR). Beside these more or less dominant regions, several

other and varying (with respect to the spatial distribution) regions participate,

indicating the strongly fragmented German aerospace industry.

An interesting fact is that only about 38% of all organizations in the German

F€orderkatalog are also participants in one or more of the EU FPs. On the one

hand, this supports the importance of connecting European invention commu-

nities with national invention communities, to get a clear picture of how

development is to be evaluated.25 On the other hand, it suggests that it might

be easier to apply for nationally funded projects than those funded at the

European level.

25To gain an even more substantial picture, the regional funded projects by local governments

could also be considered, as it might be the main source of the internal R&D operations and

non-funded projects with partners.
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In general, based on Fig. 14, regions that participate more often in their national

programs also more frequently participate in European funded projects. The num-

ber of participants engaged in funded projects on the national and international

level is quite low. The reason can be provided with the help of Fig. 15. There are

numerous organizations of all sizes only participating in one project, indicating that

there are many “industry-foreign” participants in aerospace projects in the German

FK.

Especially in Germany the average share of SMEs is quite high, about 90%

(2007), where this group delivered a purchasing volume of about 30%

(ECORYS 2009, p.150). Compared to France with an average amount of 65%

SME with a purchasing volume of 25% (ECORYS 2009, p. 150), the German

aerospace industry has the highest SME fraction within Europe. The reasons can

be seen in several factors: On the one hand, the national peculiarities outside the

aerospace industry, like infrastructure, specific federalist funding systems, but

also cultural and social factors. On the other hand, an aerospace-internal expla-

nation might be that the consolidation in France is more sophisticated up

to now.

Even if the aeronautic projects from a knowledge base point of view are

underrepresented, due to the strong space and satellite (SAT) topics Germany

might have an advantage concerning the spillover potential, since lots of spillovers

have been directed from space to aeronautic and then to other industries, e.g. to

automotive. Here the comparison to the EU level (thematic-geographic) might be

Fig. 12 Organizational composition of the German funded projects
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useful. If there are other competences specialized within German regions, the

argument loses its credibility. If especially space and satellite knowledge is prev-

alent the argument is to be favored.26

Fig. 13 The German aerospace R&D collaboration network

26This argument is not derogated by the minor aeronautic projects, since the argument that SMEs

(which are mostly responsible for the technological development in the space industry) participate

more often in nationally funded projects, due to easier access to the national projects and a lower

capacity to participate on the national and the European level.
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Fig. 14 Number of FP and FK participations in German regions. Not shown are the results for

those regions which only take part in FP projects, without participating in FK-indexed projects;

these are DE22 Niederbayern (208 projects), DE40 Brandenburg (82 projects), DE72 Gießen

(146 projects), DEB1 Koblenz (366 projects), and DEE2 Halle (4 projects). No regions had FK

participations without FP participation

Fig. 15 Company size versus project participation
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5 The Regional Level: Stuttgart Area

This chapter provides detailed insights into the aerospace activities of the region of

Stuttgart (DE11) and the federal state of Baden-W€urttemberg (composed of DE11,

DE12, DE13 and DE14). We analyze the region’s structure and how the region is

interconnected with other regions and industries.

In Baden-W€urttemberg about 14,000 people are employed in the aerospace

industry and it has a trade volume of about 4.5 billion € (WRS 2011). The aerospace

industry within this region is very fragmented concerning its knowledge base and

the types of aerospace products supplied—many SMEs are active not solely in

aerospace, but also in automotive, medical technology, electronics and software

delivering functions. For the region of Stuttgart (DE11) it holds that research

institutions—especially the University of Stuttgart and the semi-public research

organizations of the German Aerospace Center (DLR) and the Fraunhofer-Gesell-

schaft—have an outstanding role and are responsible for most of the aerospace

R&D activities within Baden-W€urttemberg. This is supported by the fact that 75%

of all German aerospace engineers graduate in Baden-W€urttemberg. This strong

research orientation and a rather weak industrial and production orientation have

been already noted on the European and national levels, when we saw that the

Stuttgart region is of only minor importance with respect to the number of partic-

ipations both in the European Framework Programmes and on the national side

within the German F€orderkatalog.
In this section we used another procedure to capture the aerospace industry

compared to the preceding sections. We tried to grasp the Baden-W€urttemberg

aerospace industry with the help of aerospace association membership. We used

membership lists of the German aerospace associations of BDLI, LRBW, BavAiria

and the Aerospace Source Book of Baden-W€urttemberg to get information about

actors active in the Baden-W€urttemberg aerospace industry, including those orga-

nizations with at least one location in Baden-W€urttemberg and the respective

project is executed in one of Baden-W€urttemberg’s NUTS2 regions.

Based on the funding data of the German F€orderkatalog, we elaborate a Baden-
W€urttemberg specific R&D collaboration network. A prerequisite to be part of the

network (shown in Fig. 16) is that at least one participant within a project has to be

located in Baden-W€urttemberg. So the network only consists out of projects where

a member of the Baden-W€urttemberg aerospace industry participates. The number

of projects with participation of organizations located in Baden-W€urttemberg

varies between 20 and 40 active projects per month, with a slight increase over

time up to 30–40 projects; over the observed time span (1995–2010), there have

been 132 funded projects. Project size typically varies between 2 and 10 partici-

pants; some bigger projects have up to 45 participants. The number of projects

exclusively running within Baden-W€urttemberg is rather low—between zero and

five at any time. Also the average percentage number of partners out of Baden-

W€urttemberg is extremely low, varying between 2 and 20%. The partners

cooperating with Baden-W€urttemberg organizations (mostly science and research

organizations) are regions and organizations seen in Sect. 4: Munich (TU, MTU
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Aero Engines, Eurocopter, Astrium, and Cassidian), Hamburg and Bremen (Airbus

and OHB) and Aachen, Cologne and Berlin (RWTH, DLR and TU, and Rolls-

Royce). Besides these core regions of the German aerospace industry, regional

activity varies depending on the projects involved, e.g., there are some regions

showing up in one time period and are not participating in another period. Again, as

demonstrated in the preceding sections, the reason might be the high number of

Fig. 16 The Baden-W€urttemberg partnering R&D collaboration network
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one-time participants. These one-time participants are mostly SMEs or industry-

external organizations taking part in projects where aerospace organizations are

active.

An astonishing finding, standing in contrast to the several theories of how a

region develops (Ponds et al. 2010; Wolfe 2005; Gunasekara 2006), is that no

aerospace industry is located in the region of Stuttgart, especially given the

educational standing of the University of Stuttgart. We assume that other indus-

tries—especially the automotive industry—use the technology spillovers from the

strong scientific landscape in Stuttgart. Of course some SMEs are located in the

region, e.g. SMEs providing software or components for the space industry. Espe-

cially those SMEs will face problems in the near future, as the industry is under-

going a restructuring process, where suppliers must be able to quickly ramp up

production and enlarge their production capacity while at the same time needing to

be innovative to cope with the technological development process. Especially for

the often family-owned niche-suppliers in Baden-W€urttemberg, this is a challenge.

If the companies are not able to overcome this burden, they face the risk of being

replaced by foreign manufacturers who are able to deliver components and parts

with adequate speed, quality and costs. That Baden-W€urttemberg with its

fragmented SME-supplier structure is facing a challenging time is supported by

the fact that non-scientific organizations do only scarcely participate in the R&D

network shown in Fig. 16. We expect this problematic structure to be observed in

other regions of Germany and throughout Europe, in particular those regions where

no anchor is located.

6 Conclusion

We used the sectoral innovation system approach to get an impression of how the

European aerospace invention community interacts; what the key regions, actors

and topics are; and how these factors influence the development over time. We

found that the European aerospace industry on a supra-national level is character-

ized by breadth of knowledge and multi-technological features which provides a

wide application possible in lots of neighboring industry branches to generate inter-

industry spillovers. Further a strong connection of the thematic development with

its implications on the organizational composition can be seen. This also holds for

the national level, in our case for the German F€orderkatalog. Nevertheless there are
differences with respect to the funded topics as well as the actors participating.

Even if the same regions are of importance on the national level as on the European

level, the funding structure with respect to the thematic content seems more

complementary to the European content as the number of actors participating on

the national and supra-national level is rather low.

The European aerospace R&D collaboration network is geographically highly

concentrated in several core regions. These regions show no significant specializa-

tion on different topics. Outside the core regions more thematic specialization is

apparent, as these peripheral regions do not comprise so many organizations
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compared to the core regions and therefore individual specialization of organiza-

tions carry more weight than in diversified core regions. Overall, the high partic-

ipation of education facilities and research organizations supports the industry

character of being a high-tech and knowledge intensive industry. Conspicuous is

the large number of one-time participants (with more than 70% industry organiza-

tion), indicating numerous niche themes and technological specialization possibil-

ities. This is also the reason for a fragmented SME structure covering specialized

innovation and production topics within the European invention and production

community. The great number of education facilities and research organizations

can be traced to at least two factors. First, the participation is favored by the system

itself, as educational and research organizations are favored to participate and it

provides a way of gaining external funding. Second, the aerospace industry is a

high-tech industry demanding a great amount of scientific knowledge. The detailed

analysis of the region of Stuttgart depicts the problems that arose in the last years,

especially for smaller companies and less important aerospace regions. Without the

willingness to collaborate27 on the innovation and production side, aerospace

organizations in less-aerospace-intensive regions are expected to face hard times.

The presented insights provide us with a profound understanding of the aero-

space industry and its invention community for many possible further elaborations.

For proximity considerations on each of the discussed levels—thematic, actor-

based or geographic—our findings provide a comprehensive base. Further, since

our thematic categories can be connected to patent classes, an analysis of the

parallel development of codified knowledge might be an interesting approach to

complement the chiefly tacit-knowledge developments in the European Framework

programs and the German F€orderkatalog. Further the presented one-time partici-

pants need to be analyzed in more detail, e.g. to include the consideration of the

scientific organizations EDU and ROR. Additionally a breakdown of the inter-

industry approach based on the actors (not only on the topics) might be interesting

to follow.
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The Knowledge-Base of the Stuttgart

Automobile Industry and Its Outreach

Tobias Buchmann and Ekaterina Savchenko

Abstract In this chapter we study the diffusion of automotive knowledge created

in the Region of Stuttgart. Patents leave a paper trail in the form of citations that we

analyze in order to show which regions learn from e-mobility and fuel cell knowl-

edge created in the region of Stuttgart. We show that citations of the patents of both

technologies tend to localize in Germany, Japan and the US. However, in case of

e-mobility, while aggregating the countries by groups, the largest number of

citations is made by European, more precisely Western European countries. The

fact, that domestic knowledge flows in fuel cell technology are not the most

intensive can be explained by the early stage of the technology and that there is

no hard fundament, on which the new knowledge can be built.

1 Introduction

Germany is the country with highest production of cars in Europe (Fig. 1). The

automotive industry plays a central role in the German national economy. Rather

than being distributed all over the country, we find that important national firms are

clustered in only a few regions (Buchmann and Pyka 2014). Stuttgart constitutes

one of these clusters. It ranks number two (below Lower Bavaria) among all

German NUTS 2 regions with regard to the specialization index calculated by the

European Cluster Observatory.1 The region of Stuttgart is a core automotive region

in terms of production but also with regard to R&D (including engineering).
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Stuttgart is one of the regions with the highest concentration of automotive related

firms and research institutes. This region captures the entire chain of car production,

from R&D up to marketing and sales. Daimler and Porsche as well as first tier

suppliers such as Bosch can be found among the firms which have their headquar-

ters in this region.

The automotive industry has been dominated by the paradigm of the internal

combustion engine (ICE) for over 125 years. On the 29th of January in the year

1886, Carl Benz applied for a patent on his “Fahrzeug mit Gasmotorenbetrieb” at

the Reichspatentamt in Berlin (Patent DRP 37435). Since this day, the original

technology improved remarkably in terms of efficiency and power. However, from

today’s perspective the possibilities to further improve this technology in terms of

energy efficiency and pollution are limited and hence conflict with the overall

European environmental aims to reduce the dependency on oil and decrease

emissions of greenhouse gases to the atmosphere (European Commission 2009).

Consequently, new technologies based on renewed knowledge-bases are currently

developed to better meet the requirements of future customers and regulatory

authorities. Amongst the most prominent new technologies are battery and fuel

cell based vehicles. For a long time, the Stuttgart regional industry structure was

focused purely on the paradigm and the corresponding automotive architecture of

the ICE. More recently, alternative technologies such as electric cars and fuel cell

0

1

2

3

4

5

6
M
ill
io
ns

Fig. 1 Passenger car production in Europe (source: ACEA: European Automobile Manufacturers

Association 2014)
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technologies found increasing interest by managers and engineers. The technolog-

ical competences which are required to produce battery and fuel cell powered cars

are not entirely new but to some extent related to nowadays mass produced

vehicles. In addition, alternative technologies are increasingly supported by policy

makers and have become included in the national and regional development plans,

e.g. the National Electric Mobility Platform.

The aim of this chapter is to track the inventive output of the Stuttgart region

with respect to electromobility and fuel cells as well of knowledge outflows to other

regions in Germany and beyond. So, we study the knowledge in the field of

electromobility and fuel cells produced in the region of Stuttgart. In doing this,

we are mainly interested in the importance of this knowledge and the intensity of its

outflows. The method of assessing this subject is analyzing patent citations.

2 The Automotive Industry in the Region of Stuttgart

First, we delineate the boundaries of the Stuttgart region and characterize it briefly.

Second, we discuss the automotive industry and the development of e-mobility

(electromobility) and fuel cell technologies.

The region of Stuttgart is the political and economic center of Baden-

W€urttemberg. It consists of the city of Stuttgart and the following five administra-

tive districts (counties): B€oblingen, Esslingen, G€oppingen, Ludwigsburg and

Rems-Murr. The role of the automotive industry in the region is highly significant.

It accounts for more than half of the entire turnover of the manufacturing sector and

one third of its employment (Dispan et al. 2013). The region of Stuttgart is

considered to be a leading high-tech region with a strong export orientation not

only within Germany, but also in a European perspective. The strength in exports is

reflected in the large export share of the automotive industry which reached 73.2%

in 2011, being considerably higher compared to the automotive export share of

Baden-W€urttemberg which was only 67.1 and 62.8% for all of Germany. This

reflects the competitiveness of the industry encompassing R&D organizations. On

the other hand, it shows that the regional automotive cluster is highly dependent on

the global development of demand. The three largest actors of the Stuttgart auto-

motive cluster are Daimler, Porsche and Bosch. Bosch is currently the largest

automotive supplier in the world (Automobilwoche 2014). These and other firms

carry out extensive R&D activities. E-mobility and fuel cell technologies are

among the important research fields. A successful step into the introduction of

electro vehicles into the market has for instance been done by Daimler through the

car-sharing project car2go (www.car2go.com).
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2.1 Description of e-Mobility and Fuel Cell Technologies

In this section, we describe e-mobility and fuel cell technologies. Since this is not a

technical chapter, the details of the technologies will be omitted and only the

information important for an economic analysis will be given.

Electric vehicles (EVS) are relatively energy efficient. Their efficiency rate

exceeds 90% while the internal combustion engines reaches just about 35%. One

reason for the increased efficiency relates to the possibility to recuperate the

braking energy back into the vehicle’s energy supply system, while with the

combustion engine it would be lost, being just converted into heat. Moreover,

electric vehicles are able to potentially economize energy, in case that electricity

is produced by efficient power stations. Furthermore, EVS produce no direct

emissions. The air pollution problem is shifted from roads to the energy sector.

Hence, the overall impact of this innovation on the environment can be evaluated

only considering the overall emissions of these two sectors together. In other words,

it depends heavily on the efficiency and on the greenhouse gas emissions of the

electricity suppliers. If electricity is produced with the use of renewable resources,

such as wind or water, then the overall emissions will be reduced and electric

vehicles will be environmental friendly (Larminie and Lowry 2003). Apart from

being more environmentally friendly, electric engines possess a number of advan-

tages compared to the internal combustion engines which utilize gasoline: “Electric

motors are low-maintenance, versatile and exceptionally quiet” (Deffke 2013, p. 4).

“Electric vehicles” is a broad notion. The main feature of the EVS is their ability

to work on electricity alone and to be recharged with the help of power mains.

However, there are several types of “electric vehicles”. According to a classifica-

tion agreed upon by many experts, there are four types of EVS: battery electric

vehicles (BEV), hybrid electric vehicles (HEV), range extended electric vehicles

(REEV) and fuel cell vehicles (Proff and Kilian 2012). However, according to the

German Federal Government’s National Electromobility Development Plan, only

the BEV, PHEV (plug-in hybrid electric vehicle) and REEV are related to

electromobility by definition and are supported, because they are charged with

electricity and work on electricity alone. The engine unit of the BEV consists of the

following main parts: battery, electric motor and a controller. The battery is being

charged with the special power mains. It stores the energy and supplies the electric

motor. The controller is called so, because it controls the amount of electricity that

the motor gets from the battery as well as the speed of the vehicle (Larminie and

Lowry 2003). Hybrid vehicles include both a combustion and an electric engine

(Larminie and Lowry 2003). Table 1 provides a summarized comparison between

the types of EVS and other vehicle types.
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2.2 Hydrogen Vehicles and Fuel Cell Technologies

Hydrogen and fuel cell technologies are not included in the German National

Electromobility Development Plan, but there is an individual innovation program,

dedicated precisely to this technology called “National and fuel cell technology

innovation programme” (NIP), which was developed in 2006 (BMVI 2006). As

pointed out by Larminie and Lowry (2003, p. 87), “Fuel cells are hardly a new

Table 1 Different types of vehicles

Vehicle type Acronym

Ratio of power

grid use for

battery supply

Included in National

Electromobility

Development Plan Typical features

Electric

vehicle

BEV (bat-

tery elec-

tric

vehicle)

100% Yes • Electromotor with grid

chargeable battery

• Cars but also

two-wheeled vehicles

• High potential for CO2

reduction through use of

renewable energy

Electric

vehicle with

range

extension

REEV

(range-

extended

electric

vehicle)

Partial,

depending on

battery range

and use

Yes • Electromotor with grid

chargeable battery

• Modified

low-performance inter-

nal combustion engine

or fuel cell

Plug-in

hybrid

vehicle

PHEV

(plug-in

hybrid

electric

vehicle)

Partial,

depending on

battery range

and use

Yes • Combination of classi-

cal internal combustion

engine and electromotor

• Cars as well as com-

mercial vehicles

(e.g. delivery vehicles)

Hybrid

vehicle

HEV

(hybrid

electric

vehicle)

No grid

connection

No, but important

for the development

of PHEV and BEV

• Conventional internal

combustion engine plus

electromotor

• Battery charging

through braking energy

recovery

• Cars and commercial

vehicles

Fuel cell

vehicle

FCHEV

(fuel-cell

hybrid

electric

vehicle)

No grid

connection

No (use of synergies

through exchange

with NIP)

Electromotor with fuel

cell for energy supply

Source: Taken from the German Federal Government’s National Electromobility Development

Plan (2009, p. 7)
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idea”, being invented in the 1940s of the nineteenth century. Though, this idea gains

momentum just now when the fuel cell gets adopted as “a power source for EVs”

(Larminie and Lowry 2003, p. 87). Note that a fuel cell is not a type of an engine,

but a battery-like element, which is able to produce electric energy out of hydrogen

or another kind of fuel. Hydrogen is, however, the preferable fuel since it has the

greatest potential for reducing or even completely eliminating emissions produced

by road transport. Also, it is able to considerably reduce energy consumption in the

transport sector by increasing the efficiency of the engine. As a result of the

compound of hydrogen with oxygen, water and energy is produced. The basic

chemical reaction is: 2H2 þ O2 ! 2H2O (Larminie and Lowry 2003).

The chemical reaction proceeds with a lower temperature in comparison to the

internal combustion engine (ICE) at about 85 �C. Hence, thermodynamics is

different to the one of the ICE and the reaction does not lead to any harmful

emissions. Consequently, the fuel cell is considered a clean technology. Fuel cells

allow storing an adequate amount of hydrogen in order to provide a sufficient range,

also compared to the ICE vehicles. The efficiency of such an engine is not as high as

the one of the electric engine, but still reaches between 40 and 60% (Larminie and

Lowry 2003). This is a good figure in comparison to the ICE’s efficiency. However,
fuel cell vehicles have not yet been broadly commercialized for a number of

reasons. The first problem is that fuel cells are much more costly than ICEs or

even hybrid engines. This is for instance due to the fact that fuel cells are created

with the use of platinum and palladium which are very expensive metals. Devel-

opment and production costs might not be competitive due to the rivalry in the field

of alternative power trains. Furthermore, there are some technical difficulties which

hamper the development and rapid commercialization of fuel cells, namely water

and thermal management appear to be more difficult than for the ICE. A last but by

far not least difficulty is hydrogen supply, storage and transportation (Larminie and

Lowry 2003).

Thus, hydrogen production methods are currently not very efficient and are

expensive. The problem gets more complicated with storage and transportation

since hydrogen is a gas and needs special treatment. However, scientists are

working on the development of these technologies. Daimler is arguably a forerun-

ner worldwide in fuel cell technology.

3 Methodology

The first part of this section describes briefly which methods exist in the literature

and puts the focal point on the method of patent citation analysis which we applied.

The second part of the chapter is also divided into two parts. First, it portrays the

OECD Citation Database which provides the data for our research. Further, it

describes the process of data collection and depicts the obtained dataset.
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The study of inventive output requires appropriate methods and proxies. Patent

citations can play the role of a proxy to assess the economic value of the inventions.

We consider the number of forward citations as a proxy for the economic value of a

patent. So, innovations are our indirect object of study, while patents and patent

citations are direct objects of study. Furthermore, we are interested in the geo-

graphical location of technological spillovers. Therefore, we counted how many

times patent applications from firms located in the region of Stuttgart are cited in

regions and countries outside of Stuttgart. The major knowledge outflows are

directed to the countries that provided the largest number of citations. Furthermore,

we analyze which firms and research institutes within these countries absorb

technologies coming from the region of Stuttgart. The automotive industry itself

has a very high degree of patentability (Welsh 1948). Hence, patent analysis pro-

vides a lot of information and is relevant to study inventions in this industry.

3.1 Introduction to Patents

“Patents are means of protecting inventions developed by firms, institutions or

individuals” (OECD 2009, p. 12). More precisely, “a patent is a document, issued

by an authorized governmental agency, granting the right to exclude anyone else

from the production or use of a specific new device, apparatus, or process for a

stated number of years” (Griliches 1990, p. 288). “The stated purpose of the patent

system is to encourage invention and technical progress both by providing a

temporary monopoly for the inventor and by forcing the early disclosure of the

information necessary for the production of this item or the operation of the new

process” (Griliches 1990, p. 288). After the inventor applied for the patent, the

patentability of his invention will be assessed. This evaluation of an invention is

made based on the criteria of novelty, inventive activity and industrial applicability.

If all of them are fulfilled, the application is accepted and the grant will be issued to

the inventor (Michel and Bettels 2001). The entity “patent” involves a territorial

aspect (Michel and Bettels 2001). If an inventor applies for a patent at a national

patent office, she/he will have a protection of her/his rights only in the country

where he applied for a patent. If several patents granted in different countries

protect the same technology, these patents form a patent family (OECD 2009).

After filing the first patent, the inventor can apply for extension in other countries

within 1 year (Michel and Bettels 2001). Apart from national patent offices, there

also exist international patent offices which are able to provide the inventors

protection not only in one but also in several countries chosen by the applicant

(OECD 2009). The largest international patent offices which all together process

roughly 90% of all the inventions patented all over the world are the European

Patent Office (EPO), the Japanese Patent Office (JPO) and the United States Patent

and Trademark Office (USPTO). They are also called the trilateral or triad offices

(Michel and Bettels 2001). The EPO is working for the group of European coun-

tries. The inventor can apply for a patent at the EPO directly or after he has filed his

The Knowledge-Base of the Stuttgart Automobile Industry and Its Outreach 57



priority application in the patent office of any European country. If the application

is accepted, the patent is granted within 18 months after the priority date (OECD

2009).

3.2 The Use of Patent Data for Research

This section describes strengths and weaknesses of the use of patent data and why

we apply patent citations as a proxy for the economic value of inventions and global

knowledge outflows. Patent data are attractive for researchers and are broadly used

as a technology indicator. One of the biggest advantages of them is their availability

from patent offices in most countries all over the world. Furthermore, patents cover

most fields of innovation in most developed countries and over a long period of

time. Patent information is broadly used in the analysis of the particular aspects of

innovation processes, such as output, knowledge spillovers, directions of research,

etc. (Harhoff et al. 2003). There is a positive and proportional correlation between

patent counts and R&D expenditures. This relationship is stable for firms above a

minimum size (Griliches 1990). In view of industry specific propensities for

patenting, patent analysis is particularly valuable in industries that are characterized

by a high share of patented technologies such as ICT, biotechnology and automo-

tive. However, patent data also entails some difficulties to work with. First of all,

institutional factors, such as aspects of patent law and procedures that may vary in

different countries, should be taken into account. Secondly, there are differences in

patenting behavior across industries, patent institutions, markets, types of inventors

and firms.

Hence, patent counts are a good proxy for innovation input and technological

activities. SMEs should be considered very carefully because the overall number of

patents is small. In this case analytical results can be easily biased or exaggerated.

According to Griliches (1990), patent data can be used as an indicator of both

inventive input and output. However, there are a number of reasons why it is not

always best indicator for the inventive output. The shortcomings of pure patent data

bring us to Sect. 3.3 which describes patent citations and why they are a good proxy

for economic value of patents and for assessing technological flows.

3.3 Patent Citations as a Proxy for Knowledge Flows
and Economic Value of Inventions

“Despite the invisibility of knowledge spillovers, they do leave a paper trail in the

form of citations” (Jaffe et al. 1993, p. 595). A patent citation is the reference in the

patent document to another patented invention that originates from a search report

(Michel and Bettels 2001). Search reports provide information about the current
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state of technology in a certain field. They require extensive desk researches to

study relevant references, covering patents but also non-patent literature such as

scientific articles (Michel and Bettels 2001). According to the guidelines of the

World Intellectual Property Organization (WIPO) in Geneva, international patent-

ability search reports are established by one of the ten International Search Author-

ities (ISAs) as part of the international procedure. The triad of the patent offices

EPO, JPO, and USPTO are included in ISAs (Michel and Bettels 2001). The initial

purpose of patent citations is to define the boundaries of the legal rights on the

similar and crossing technologies. These boundaries and the scope of legal protec-

tion are outlined “by the exact wording used in the claims” (Michel and Bettels

2001, p. 187). That is, the reason for patentability search is to survey what was not

known to science at the time of filing and to exclude prior arts (Michel and Bettels

2001). Patent citations may restrict the extent of the property rights endowed by the

patent, and hence, they also play an essential legal role (Hu and Jaffe 2003). In other

words, “if patent B cites patent A, it implies that patent A represents a piece of

previously existing knowledge upon which patent B builds, and over which B

cannot have a claim” (Hall et al. 2001, p. 14).

The understanding of the origin of patent citations and their functioning allows

us applying them for scientific analysis as a proxy for the economic value of the

patented invention and to study the intensity of knowledge flows between regions.

Trajtenberg (1990) explains this idea in the following way: “the process of arriving

at the final list of references, which involves the applicant and his attorney as well

as the examiner, apparently does generate the right incentives to have all relevant

patents cited, and only those. The presumption that citation counts are potentially

informative of something like the technological importance of patents is thus well

grounded” (Trajtenberg 1990, p. 174). Furthermore, as Trajtenberg (1990) states,

patent citations do not only indicate the technological importance of the invention,

but also its economic value. These two parameters can be assessed at once by

looking at the number of citations (Trajtenberg 1990).

As an example, if the technology of patent A is referred to in Patent B, it may be

concluded that the inventor of patent B used already known knowledge of the

inventor of patent A in order to create an improved technology B (Jaffe et al. 1993).

Such reasoning takes us to the idea that citations can indicate spillovers or knowl-

edge flows. A problem is that citations do not always mirror spillovers. First of all,

there are spillovers, which are not shown in the citations just because the invention

has not been patented. Secondly, there are cases that the citations are included in the

patent document by the examiners while the inventor was not aware of the prior

technologies. There is virtually no way to distinguish the cases and create a “clear”

sampling of citations that are results of spillovers only. So, we should bear in mind

that there is some uncertainty in validity. Moreover, the research of Jaffe

et al. (1993) shows that this method has proven to indicate the geographical

localization of knowledge outflows in an accurate manner. “The frequency with

which a given country’s inventors cite the patents of another country is a proxy for

the intensity of knowledge flow from the cited country to the citing country”

(Hu and Jaffe 2003, p. 4). The aggregated citations indicate the intensity of
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knowledge spillovers (Jaffe et al. 2000). Thus, we assume that patent citations are a

valid indicator for knowledge flows in our research. One has, however, to be careful

when studying the number of citations over time, since older patents have obviously

higher chances for receiving a lot of citations than younger patents (Hall

et al. 2001).

The last issue to be discussed is some peculiarities of the international offices

procedures concerning patent citations. In fact, the citation frequencies in different

technological fields depend on the patent office (Bacchiocchi andMontobbio 2004).

For instance, the results of the study of Bacchiocchi and Montobbio (2004) show

that the USPTO provides comparatively more citations per patent. Contrariwise, the

EPO prefers the way according to which its search reports cover all technically

relevant information but by the lowest possible number of citations. The experience

of examiners shows that typically the most important information about a prior

technology can gained from one to two documents (Michel and Bettels 2001).

Accordingly, patents filed at the EPO include on average around four citations each.

In case of the USPTO the situation is different. “The American office cites three

times more patent references and three and a half times more non-patent references

than the EPO” (Michel and Bettels 2001, p. 191). An applicant for a patent in the

US is required to supply the full list of references to the relevant state of the art.

That is, the citations are made by the applicants. Since there is no restriction on the

initial citations from the side of the examiners of the patents, the patent seekers

prefer to better mention also slightly related and not so relevant to their technology

documents, rather than seeing their application rejected. Consequently, US patents

sometimes contain up to hundreds of citations which need to be checked by the

patent office examiner (Michel and Bettels 2001). “The documentary search may

not at all be concerned with aspects relating to patentability, it constitutes simply a

comprehensive inventory of technology which may be required to obtain an

overview of a specific field” (Michel and Bettels 2001, p. 186). For filing a patent

at the EPO, the list of such references is not obligatory. That is why it is more likely

to include really relevant technologies only. Moreover, regardless of the fact if such

a list has been provided or not, the EPO examiners check all the references during

their patentability search. Hence, in this case the examiners and not the applicants

as in the case of USPTO provide the citations. The search report constitutes a pure

patentability search. It focuses on the invention as a whole and does not extend to its

specific aspects since the aim is to scope the rights of an inventor, but to retrieve all

the knowledge existing in the field (Michel and Bettels 2001).
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4 Data Description and Collection

4.1 Description of the Data Source

We collected data from the OECD Citations Database. This section provides the

main information about this database, its primary sources and how the data is

combined and structured in the database. The second part of the section is dedicated

to the description of the International Patent Classification (IPC) codes and their

role for research.

The OECD Citations Database is an international database that provides infor-

mation on international patent citations that allow us capturing knowledge and

invention flows. It is built upon the data provided by the European Patent Office and

taken from EPO’s Worldwide Statistical Patent Database PATSTAT as of October

2012. If required, all patent documents included in the OECD Citations Database

can be connected to this primary data source. PATSTAT contains patent and

non-patent literature citations referenced in patent applications that were filed

between 1977 and October 2012 directly to the European Patent Office or via the

Patent Cooperation Treaty at national offices, or other international offices such as

WIPO, UPSTO, JPO etc. According to the database statistics, about 98% of the

patents contain citations. Due to the described reasons, it is important that the

citations are made by examiners as a result of European and international patent-

ability searches. Most of the OECD citations are examiner citations. For all EPO

patents there are aggregate counts of both backward and forward citations. The

database also shows the origin of each citation which makes it feasible to study the

geography of the citations. We also require the data on patent applicants and

inventors. It is not included in the OECD Citations Database and therefore achieved

from the OECD REGPAT database as of January 2013.

The International Patent Classification (IPC) scheme forms the structure of the

database. IPC is an international system, which is applied by 52 countries and four

international organizations. The structure of IPC is organized by sections, classes,

subclasses, groups and subgroups by which technologies are classified. In the

OECD Citations Database, IPC classes also play the role of a retrieval system for

the patent documents describing certain technologies. It makes it possible to request

the inventions in the concrete technological field.

4.2 Collection and Processing of the Data

For our analysis we needed two types of data. First, the patent data of the inventions

in the fields of e-mobility and fuel cells made in the region of Stuttgart. Second,

citations to these patents. Accordingly, two datasets were prepared. Each consisted

of two parts: the information about e-mobility and fuel cell technologies since they

are retrieved and processed separately. The first dataset is the patent dataset. It
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includes information about the patents, protecting inventions in the field of chosen

technologies made by the firms and research institutions in the region of Stuttgart.

The dataset represents a table of all the patents registered at the EPO and includes

the following information about every patent retrieved: applicant name, regional

code, person ID, address, IPC of the invention, year of the priority date and an

application ID. The second dataset is referred to as patent citation dataset. It is made

on the basis of the patent dataset. It consists of the following information about

backward citations of the patents from the first dataset: citing applicant ID, personal

ID, the name of the cited company, address, country code, regional code, year of the

priority date, applicant name (the citing company). The information for the first

dataset is collected on the basis of IPC classes related to e-mobility and fuel cell

technology. The IPC classes related to e-mobility technology are presented in

Table 2 and those related to fuel cell technology in Table 3.

The retrieved patents have been filtered by regional codes. As described in

Sect. 1, the region of Stuttgart includes the city of Stuttgart itself and a number of

neighboring counties. Each county has its regional code (NUTS 3 level). The codes

from DE111 to DE119 form the Stuttgart region. Since the aim of our research is to

study the regional knowledge outflows, citations made by firms in the region of

Table 2 Relevant e-mobility patent classes

IPC class Technology

H01M Battery

B60L Propulsion

B60K Propulsion unit

H02J Supplying, distributing and storing of electric power and energy

H02K Dynamo-electric machines

G01R Measuring

B60H Climate control

B60W Control systems for hybrid vehicles

B60R Vehicle fittings

H02P Control or regulation of electric motor

B60T Vehicle brake control systems

H01R Cables

H02M Apparatus for conversion (ac-dc etc.)

F16H Gearing

B62D Motor vehicles; trailers

H01L Semiconductor devices

F02D Controlling combustion engines

H02G Installation of electric cables or line

H05K Cooling

H02H Emergency protective circuit arrangements

H01B Cables; Conductors; Insulators

B60Q Signalling or lighting devices

Source: Karl and Jäger (2011)
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Stuttgart are excluded from the analysis. This also automatically excludes self-

citations (an inventor in his new patent cites his previous inventions). Self-citations

obviously do not depict spillovers (Jaffe et al. 1993).

In this way, we have obtained the datasets that we were looking for. The first

dataset consists of patent information including 15,265 patents related to e-mobility

technology registered in the period from 1977 to 2011. Fuel cell technology appears

to provide much less inventions, since only 192 patents have been registered from

1990 till 2010. Note, the time domain is different for these two technologies due to

the fact that fuel cells is as an applied technology relatively young.

The second dataset includes information about citations of patents, found during

the first search. There are 4184 citations that reference the e-mobility technologies

made from 1978 to 2009. For fuel cell technologies, from 1990 till 2002 we have

retrieved 45 citations all over the world (excluding the region of Stuttgart). The

number is much smaller than for e-mobility. The small number of citations is

related to the small number of patents in this field. It shows that the innovation

input in this technological field, such R&D activities, is not very high. This can be

explained by the fact that the technology is very narrow and also new to the

industry, and that is why not many firms are involved in the research in this area

and it is not their top-preference research activity. Still, patent (citation) analysis

constitutes a useful methodology to identify the pioneers in this field. We rely on

patent citations that show the geographical localization of knowledge outflows.

However, while a comparison of the intensity of knowledge flows between the

countries is meaningful, the numbers should not be overstated. In order to assess the

impact of each firm in the technological development of the region, we calculate

how many times the country has been cited.

5 Results

This section provides the analysis of spillovers and depicts the localization of the

global knowledge outflows. It is more convenient to first describe the spillovers and

only in a second step the economic value because the results obtained during the

Table 3 Relevant fuel cell patent classes

IPC Technology

H01M8/08 Fuel cell with aqueous electrolyte between the electrodes

H01M8/10 Fuel cell with solid electrolyte between the electrodes

H01M8/24 Stacks of fuel cells (line circuit in batteries)

B60L11/18 Fuel cell as power source in motor vehicles

B05D5/12 Achieve certain surface properties of electrodes

H01M4/94 Diffusion electrodes, ion-exchange membranes

Source: Deutsches Patent und Markenamt
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analysis of geography of spillovers will be used for the analysis of the economic

value.

5.1 Geographical Localization of Spillovers

As we have shown in Sects. 1 and 2, the presence of citations in other regions

indicates technological knowledge flows to these regions. The number of citations

indicates the intensity of spillovers. We analyze different periods for two types of

technologies. For e-mobility technologies, this period lasts from 1977 to 2011 and

for fuel cells from 1990 to 2010. The number of patents as well as the number of

citations in the fuel cells technological field is much smaller in comparison to

e-mobility. It tells us that the quantity of inventions in the field of e-mobility is

higher than for fuel cells. We start with an in-depth look into the e-mobility case.

There have been 4184 references during the observation period on the patents

protecting inventions in e-mobility technologies in the Stuttgart region. Figure 2

shows the development of aggregate patent and citation counts for e-mobility over

the observation period. Remarkable is the sharp increase in the number of patent

applications while the number of citations remains relatively stable in the 1990s.

As expected, German applicants made the largest number of the citations of the

patents related to e-mobility, namely 1597 (from outside the region of Stuttgart).

This fact is consistent with the theoretical assumption that most of the citations are

made within the domestic country. Second is Japan with 1032 references and third

the US with 747. Let us consider the geography of spillovers more precisely. The

total list of the countries-recipients of e-mobility technologies includes 35 countries,

taking Germany into account. In order to better understand the geographical

allocation of the technological spillovers, the countries were sorted in groups
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according to their region. The first group consists of Western European countries

and includes the following states: Germany (1598), France (567), Italy (187), Great

Britain (144), Switzerland (94), Sweden (73), Netherlands (62), Austria (52),

Luxembourg (37), Spain (36), Belgium (20), Finland (12), Denmark (12), Ireland

(2), Portugal (1), Norway (1). The Czech Republic (7), Russia (2), Slovenia (1),

Hungary (1) and Poland (1) form the group of Eastern European countries. The

USA (747) and Canada (15) are taken together in one group. Japan (1032), the

Republic of South Korea (46), China (7) and India (1) represent the group of Asian

countries. The last group “Rest of the World” includes the following countries:

Australia (9), Brazil (2), Turkey (3), South Africa (1), New Zealand (1), Malta

(1) and Iceland (1).

Figure 3 illustrates the percentage rates of the total number of citations that go to

each group of countries in the period of time from 1977 till 2009 and provides a

clearer understanding of the geographic localization of spillovers. More than 60%

of all the retrieved citations are registered in the patent documents of

Western-European countries, including Germany. Hence, Western Europe is a

major recipient of technologies developed in Stuttgart region. However, German

citations make up more than half of Western European citations (see Fig. 4).

Both figures together make clear that citations mostly localize in Germany, other

Western European countries, Asia and the US. Asian citations are mainly made by

Japan: 1032 out of 1086 references. The other countries have just a very small

number of citations and hence the technological outflows are not intensive to these

countries. The US is considered together with Canada. However, Canadian firms

and research institutes made only 15 citations out of 762.

After France, the following positions are taken by Italy, Switzerland, Great

Britain, Switzerland, Sweden and the Netherlands. It means that in these countries

there are a lot of researchers and engineers working in the field of electromobility

and the technologies build upon or are similar to the German ones. Ireland and

Norway have cited one and two patents respectively. It indicates that they either are
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not conducting extensive researches in this technological field or that the technol-

ogies differ a lot. However, the automotive sector is not essential for their national

economy. Notably, the size of a country cannot serve as an explanation for the

number of citations since there is no obvious correlation between the number of

citations and the size of the country. For instance, Russia is the world’s largest

country but has only two citing patents. In contrast, Japan is a relatively small

country but has relatively many patents. Eastern Europe is not worth of being

analyzed country by country since the amount of citations is very small, even less

than 1% of the overall number of references. This fact might mean that these

countries are either not very much involved in the development of electromobility

technologies or that have a completely different knowledge base in this area.

Figure 5 shows the number of citations of selected countries over time. The sharp

drop in the early 1990s could be causes by a crisis in the German automotive

industry reducing R&D efforts and thus patent output. An alternative explanation

would be that e-mobility knowledge created in the region of Stuttgart became less

relevant for the global automotive industry. Figure 6 demonstrates with great circles

the geographic location of knowledge flows.

As for the fuel cell technology, the situation is interesting because Japanese firms

made the largest number of citations. To be exact, there have been 22 citations in

the period from 1990 to 2010. Germany and the USA have the same number of

citations (11). Among the citing countries there are also France, Switzerland and

Canada (2 citations per country). This statistic can be interpreted in the following

way: there is knowledge flowing above all to Japan, the USA and German regions

outside of Stuttgart. The flows to Western, European countries and Canada are less

intensive. However, the overall small number of citations does not give the precise

information about the intensity of knowledge flows. Figure 7 visualizes this

information.

In a nutshell, the citations of the patents of both technologies tend to localize in

Germany, Japan and the US. However, in case of electromobility, while
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aggregating the countries by groups, the largest number of citations is made by

European, more precisely Western European countries. The fact, that domestic

knowledge flows in fuel cell technology are not the most intensive can be explained

by the early stage of the technology and that there is no hard fundament, on which

the new knowledge can be built.

If we now turn away from the country perspective and focus more on individual

firms, we analyze the total number of citations made by each applicant (mostly

firms and research institutes). Figure 8 shows which US firms cited Stuttgart region

patents most frequently. It is not surprising to see in this list such companies as

Delphi, Ford and GM on the first places.

Figure 9 provides the list of major Japanese firms citing electromobility tech-

nologies out of Stuttgart. It provides information about how many citations have

been made by each of those firms. Most of them are world known firms.

As for the fuel cells, there are 36 companies over the globe citing this technol-

ogy. We cannot talk about the intensity of knowledge flows to the specific firms due

to already described fact: the little amount of citations and also a small number of

firms. However, we can still have a look at the firms cite the patents filed in the

region of Stuttgart. The full list of the citing companies in each country is given in

Table 4.

Figure 10 illustrates the development of the number of fuel cell patents (appli-

cations) and the citations. The numbers are overall relatively small. What we see

however is a relatively strong increase in patenting activities in the second half of

the 1990s and a backdrop afterwards.
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5.2 The Most Important Firms of the Region

This subsection deals with two questions. The first question is: which firms have the

largest share of the overall inventive output of the region of Stuttgart in the two

analyzed technological fields? To answer this question, we will first find out which

firms are most cited all over the world. Secondly, we will check which firms are

most cited in Germany, Japan and the USA. The second query follows from the

finding that the spillovers tend to localize in Germany, Japan and the USA.

Tables 5 and 6 show how many citations there have been made on the inventions

of the listed firms. It shows the (percentage) portion of the citations achieved by the

firms from the total pool of citations. In this respect Robert Bosch is an incontest-

able leader of the region in the electromobility field since 35% of all citations to the

Stuttgart technologies are referencing patents of Robert Bosch. Another two major

firms are Daimler and Porsche. Daimler has been cited 790 times and Porsche

562 times. These firms have also filed the largest number of patents. The number of

patents, owned by Robert Bosch is 21,542, by Daimler 5986 and by Porsche 2097.

Hence, the firms have both the largest inventive input as well as the largest output in

the region. In this case the simple counts of patents method would be consistent

with the patent citations method. In the fuel cell technological field the most

innovative companies appear to be DBB Fuel Cell Engines (joint venture of

Daimler-Benz and Ballard Power) and Daimler itself.
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Table 4 Fuel cell citing firms

Country Applicant registration name

Canada Siemens Canada

CH Michelin Recherche et Technique S.A.

Paul Scherrer Institut

Germany ABB Patent

Albert-Ludwigs-Universität Freiburg

BMW

Deutsches Zentrum f€ur Luft- und Raumfahrt e.V.

Micronas

P 21-Power for the 21st Century

Proton Motor Fuel Cell

SFC Energy

Siemens

France Renault s.a.s.

Sociactac Autonome de Verreries Saverglass

Japan Aisin Takaoka Corporation

Calsonic Kansei Corporation

Fuji Electric Corporation

Honda Motor Corporation

Kabushiki Kaisha Equos Research

Matsushita Electric Industrial Corporation

Mitsubishi Heavy Industries

Nissan Motor Corporation

Sanyo Electric Corporation

Sumitomo Precision Products Company

Toyota Jidosha Kabushiki Kaisha

Trinity Industrial Corporation

USA California Institute of Technology

General Motors Corporation

Georgia Tech Research Corporation

Modine Manufacturing Company

Nordson Corporation

Richards, William R.

Sprint Communications Company

University of Southern California

Source: own calculations
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6 Discussion

As discussed in Sect. 1, main reasons why the automotive industry strives for the

development of electromobility and hydrogen vehicles are the reduction of green-

house pollutant emissions and reducing the dependency on oil. The analyzed

technologies have a potential to reduce emissions. However, whether this potential

will be realized or not depends on the way of initial energy production. This chapter

shows which firms in the region of Stuttgart provide main technological output in

the fields of electromobility and fuel cells. Furthermore, the geographical location

of the knowledge outflows has been illustrated based on patent forward citations.
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Table 5 Most cited firms of

the region (e-mobility)
Robert Bosch GmbH 1657 35%

Daimler AG 790 17%

Dr. Ing. h.c. F. Porsche AG 562 12%

Behr GmbH & Co. 239 5%

TRW GmbH 194 4%

IBM DEUTSCHLAND GMBH 135 3%

Alcatel SEL Aktiengesellschaft 88 2%

ANT Nachrichtentechnik GmbH 75 2%

BOS GmbH & Co. KG 53 1%

Ballard Power Systems AG 30 1%

Source: own calculations

Table 6 Most cited firms of

the region (fuel cell)
DBB Fuel Cell Engines GmbH 16

Daimler AG 15

Source: own calculations
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Firms which cite patents of the region of Stuttgart are assumed to have learned from

technologies developed in this region.

We studied the impact of the region of Stuttgart on the development of

electromobility and fuel cell technologies. We aimed at assessing the economic

value of the inventions and illustrated the allocation of the knowledge outflows.

Therefore, we applied the method of patent citation analysis. The assumption was

made that the number of forward citations is associated not only with technological

value of the invention but also with the economic value. Patent data and patent

citations have been collected from the OECD citations database. Furthermore, we

observed the intensive global knowledge outflows from the region. The spillovers

tend to localize in other German regions, the US and Japan. A large part of

spillovers stays within European countries. The most important firms, i.e. the

ones which put a great impact into the development of the electromobility and

fuel cell technologies are Daimler, Bosch and Porsche. The main advantage of

patent citation analysis over simple patent counts is that it enables to follow the

paper trail of knowledge flows. A main difficulty is hidden in the differences

between legal regulations of the different patent offices which we solved by

applying the unifying OECD citations database.

There are number of issues which have not been touched upon since it was not

the main objective. We have not investigated if the technologies are being used in

the same field or if they have been further developed and used for other fields. This

is would be an interesting starting point for further studies since if helps to further

assess the importance of the technologies. Comparing the IPC classes of the citing

and cited invention would be an appropriate research approach.
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The Local Perspective on Energy Transition

and Innovation

André Schaffrin and Gabriele Fohr

Abstract This contribution reviews three major perspectives on local transition

processes from the economic, social, and political lens. We discuss the major

dimensions, concepts, and complementarities of the three approaches—the regional

innovation systems’ approach, the sustainable communities perspective, and the

local governance concept. Based on the discussion, we suggest three guiding

questions that should be addressed in future research on local transition and

innovation processes. Using the case of the local energy transition, we demonstrate

the applicability of our approach suggested. We find that local innovation is much

more bond to social processes of the community and strongly depends on existing,

multilevel governance patterns. The social perspective adds substantial insights to

the regional innovation systems’ approach taking into consideration a larger variety
of actors, institutions, infrastructures, and interactions.

1 Introduction

“Think globally, act locally” is a famous slogan announced at the 1992 United

Nations Conference on Environment and Development in Rio and is implemented

into practice by the Local Agenda 21 (Barbier 2011; Huang 2012). This slogan

stands for the general belief of both, Science and Politics, that the key for solving

global and complex issues of sustainable development lies in the strength and

innovativeness of citizens, local communities and initiatives, entrepreneurs, and

their networks (e.g., Andersson and Ostrom 2008; Aranguren et al. 2010; Holm

et al. 2011). The basis of this belief is the understanding of local actors as experts of

their living environment, being most qualified in crafting better-adapted, effective

and efficient solutions for a sustainable development (Gibson et al. 2005; Horning

2005). This trend towards a more decentralized and local perspective on issues of
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global sustainability and innovation is ongoing. And it is still relevant, given that

major challenges such as climate change or the demographic transition in Europe

became even more pressing during the last decade. As a consequence, municipal-

ities in Germany are confronted with high pressures to find sustainable and flexible

solutions for regional development, with a rising demand for local innovation (e.g.,

Beermann and Tews 2015). Renewable energy infrastructures promise a viable

solution for this issue as they are mainly installed in rural areas and hold increasing

rents for local communities (Farla et al. 2012; Goldthau 2014; Negro et al. 2012;

Verbong and Geels 2007). To understand the major drivers and obstacles of this

local energy transition, and to explain the variation between fast developing regions

and those that lag behind, is thus of major importance for both society and politics.

However, current approaches for tackling social and political change, and

related influences on technologic application and economic conditions usually

lack an integration of technological, economic, societal, and political elements

across different spatial levels. Most scholars seem to agree that focusing on the

structural elements of a complex system of different types of actors, interactions,

networks, institutions, and infrastructures is fruitful. But the literature is split into

various independent strands of research with regard to the level of analysis (local,

regional, national), the form of coordination (between top-down governmental

design and bottom-up multi-actor or citizen governance), and the focus of transition

(economic vs. social transition processes). Analyzing these key-dimensions is

crucial in the context of the German energy transition. As the restructuring of the

energy system towards more decentralization is strongly bound to the local level,

we see an increasing involvement of various non-economic actors (such as local

landowners, private households, grassroots initiatives) and new forms of polycen-

tric coordination (e.g. local energy cooperatives, inter-municipal cooperation, or

public-private-partnerships) emerging.

Therefore, we focus on three dominant approaches addressing crucial domains

for energy transitions: the regional innovation systems’ approach (economic

domain), the sustainable communities perspective (social domain), and the local

governance approach (political domain). From our point of view, each is contrib-

uting a unique and valuable perspective on local energy transitions with respect to

the issues of the level of analysis (local, regional, national), the form of coordina-

tion (between top-down governmental design and bottom-up multi-actor or citizen

governance), and the focus of transition (economic vs. social transition processes).

We ask how specific context conditions of rural municipalities interact with
regional innovation dynamics and governance mechanisms within local processes
of transition. We want to give some insights on the usefulness of combining these

approaches. We investigate this using the case of energy transition as, in this

context, economic and social processes of transition are strongly intertwined. As

a result, we derive three guiding questions for the analyses of local energy transi-

tions that needs to be addressed in future research.

We will elaborate on three theoretical approaches for the process of the local

energy transition with regard to the level of analysis (local, regional, national), the

form of coordination (between top-down governmental design and bottom-up
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multi-actor or citizen governance), and the focus of transition (economic vs. social

transition processes). On that basis, we base our conclusion from insights of the

energy transition from rural municipalities in Germany.

2 Local Transition and Theories of Innovation Processes

2.1 Regional Innovation Systems’ Approach

The regional innovation systems’ approach emerged as a response to the short-

comings of neoclassic theory in explaining the spatial clustering of innovation and

technological change (Alkemade et al. 2011; Wieczorek and Hekkert 2012;

Hekkert et al. 2011). Innovation system analyses aim to explain innovation and

economic change with the systems’ structural elements, functions, or phases, and

by identifying its possible weaknesses.

A first definition of innovation systems has been given by Freeman (1987), who

states that “systems of innovation are networks of institutions, public or private,

whose activities and interactions initiate, import, modify, and diffuse new technol-

ogies” (p. 1). The innovation system analysis’ perspective tries to explain the

“competitive advantage of specific nations, regions, or sectors in terms of the

interplay of context-specific actors, technologies and institutional infrastructures”

(Coenen et al. 2012, p. 969). This advantage arises in a process of evolving

structural conditions, networks of firms, knowledge institutes, and public authori-

ties, together with a strong concentration of financial and human capital, processes

of knowledge flows, institutional learning and exchange of context-specific and

tacit knowledge (Asheim and Coenen 2006; Bessant et al. 2012; Cooke 2012a, b;

Dobusch and Sch€ußler 2013; Gertler 2003). Innovation system analysis’ analytical
advantage is that it deals with the identification of systemic strengths and weak-

nesses as well as the capacities of the innovation systems’ structural elements that

are highly critical to the functioning of the system. More precisely, it combines

structural characteristics concerning actors, institutions, and infrastructures with

functions, interactions, emerging knowledge flows and exchange of tacit informa-

tion (Chaminade and Edquist 2010; Jacobsson and Bergek 2011; Klein Woolthuis

et al. 2005; Wieczorek and Hekkert 2012).

Following Porter’s (1998) seminal works on geographically close innovation

clusters, there is a heap of business studies literature about local context and

innovation which support the general ideas of the regional innovation systems’
approach. This literature investigates how geographic concentrations of

interconnected firms, and supporting as well as coordinating organizations influ-

ence innovativeness and performance of regional economies (e.g. regional differ-

ences in wages or (un)employment rates) (Delgado et al. 2010, 2014; Fang 2015;

Porter 2003). The main focus of these studies is to analyze the local factors that

drive innovation. First, firms and organizations link closely by complementarities
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and trustworthy relationships by competitive and cooperative interactions

(Hamdouch 2007; Porter 1998). Here, a set of institutions define the framework

for cooperation, production, and pricing by the means of public or private law

(‘hard’ rules), and serve as informal and more tacit codes on how to interact within

the economic network (‘soft’ rules) (Hekkert et al. 2011). These institutions are key
to the absorptive capacity of the cluster as the “set of organizational routines and

processes by which firms acquire, assimilate, transform, and exploit knowledge to

produce a dynamic organizational capability” (Zahra and George 2002, p. 186).

Second, other moderators such as sectors, firm size, firm age, cluster centrality or

degree of firms’ specialization are found to be influencing the clusters’ innovative
performance and geographic concentration (see meta-analysis by Fang 2015).

These factors are strongly bound to the resources and infrastructures available to

the cluster, such as streets, public transport, buildings, technologies, machines, and

financial or human capital but also knowledge, expertise, know-how and strategic

information (Asheim and Coenen 2006; Gertler 2003; Hekkert et al. 2011; Lane

et al. 2001; Wieczorek and Hekkert 2012; Zahra and George 2002).

The observation that these factors are distributed unevenly across different

regions suggests a clustering effect of innovations. It is therefore not surprising

that the vast amount of literature focuses on the regional level, especially on cities

and urban agglomeration respectively (Delgado et al. 2010, 2014; Fang 2015;

Salamonsen and Henriksen 2015). However, recent studies provide a more skepti-

cal view on this perspective. Fang’s (2015) meta-analysis of influencing factors on

the innovation performance of economic clusters reveal rather inconsistent results

and a high level of variance on the findings from the case studies analyzed

concerning the role of geography. T€odtling and Trippl (2005) go one step further

and distinguish between different localities stating that “innovation activities differ

strongly between central, peripheral and old industrial areas”. Shearmur (2015)

even points out evidence for innovations to occur in peripheral regions (e.g. Cooke

2011; Fitjar and Rodriguez-Pose 2011; Grillitsch et al. 2015; Knox and Mayer

2009; MacPherson 2008; Petrov 2011; Shearmur 2011, 2012). The author argues

that these “isolated places may replace buzz and geographic proximity by various

types of social and network proximity, may rely on local knowledge that is difficult

to communicate, may be closely connected with local resources, or may innovate in

certain areas (environmental sustainability, mining or agriculture, for instance)”

(Shearmur 2015, p. 424). This perspective on peripheral innovation is crucial when

it comes to analyzing local energy transition processes in rural areas (Balta-Ozkan

et al. 2015). Available land for wind-farms, planting energy crops or building solar-

parks is a local resource that is bound to the peripheral areas. Local knowledge on

farming methods and adaptation of energy technologies to the local context is

grounded on social networks other than usually persistent in urban clusters. There-

fore, the regional innovation systems’ approach serves as a good framework to

analyze the basic infrastructures, networks, interactions and functions of a local

innovation system. However, in order to identify the relevant actors, networks,

interactions, institutions and infrastructures that are key to the local transition
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processes we draw insight from the extensive literature of the sustainable commu-

nities approach.

2.2 Social and Economic Change in the Periphery: The
Sustainable Communities Approach

Similar to what regional innovation systems’ scholars argue, we find literature

pointing out the uneven geographical distribution of renewable energy technologies

and sustainable transitions suggesting a regional or local perspective (Balta-Ozkan

et al. 2015; Coenen et al. 2012). Reasons for this clustering are similar to what has

been proposed by the regional innovation systems’ approach, namely “existing

differences and diversity in types of demand, availability of resources, preferences

and acceptability of technologies, new energy services and infrastructures” (Balta-

Ozkan et al. 2015, p. 502). However, we argue that for the local, rural energy

transition there are different actors, institutions, networks, and infrastructures than

those usually considered in the regional innovation systems’ approach. We there-

fore include literature on the role of the community and local actors to steer and

support wider transition processes: the sustainable communities approach.

The sustainable communities approach focuses on the role of local

non-economic actors, social entrepreneurs, and grassroots initiatives as bottom-up

developments of social innovation with the aim to reach a self-sustained develop-

ment of the community (Brownill and Carpenter 2009; Heinelt et al. 2006;

Middlemiss and Parrish 2010; Sellers and Kwak 2011). The basic idea behind

this perspective is that local innovation and sustainable development of rural

regions needs a strong leadership of local authorities and a wider acceptance and

engagement by the local public of the community (Franklin et al. 2011). This

includes two major claims, (1) decentralized rather than centralized political

power and (2) a local public, its resources, knowledge, perceptions and engagement

that lead to better and locally more adaptable solutions for environmental, eco-

nomic and social problems (Brennan et al. 2005; Franklin et al. 2011). Local

organizations, such as grassroots initiatives, social networks, companies and

municipal authorities possess a certain knowledge to “devise rules that are effective

in a variety of different local circumstances, including different local peoples’
needs, norms, problems, and knowledge, as well as the characteristics of the

resources that they use” (Andersson and Ostrom 2008, p. 76). In contrast to the

regional innovation systems’ approach, scholars of the sustainable communities’
perspective place community development at the center of their analysis with the

local economy as one, but not the most important influencing factor. Next to

economic resources and the physical infrastructure, public perceptions, attitudes,

roles, traditions, feelings of social justice, and identities serve as resources for

common action for a sustainable development of community goals (Middlemiss

and Parrish 2010; Schweizer-Ries 2008).
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This perspective provides the social component for the transition process to the

economic focus of regional innovation systems. It adds substantial insight into how

local innovations occur—from a perspective on the production of goods in a

spatially-bounded economic network towards a process where new technological

developments go hand-in-hand with social innovations and transitions towards a

shift in consumption patterns, traditions, and cooperation among multiple actors

(Aragón et al. 2014; Middlemiss and Parrish 2010; Schweizer-Ries 2008). In our

view, the sustainable community perspective accords with the regional innovation

systems’ approach on the role of trust and the exchange of tacit knowledge in close

networks. It provides a wide spectrum of the quality of network relationships as it

includes cognitive components of shared visions, routines, practices, understand-

ings, values and identities of the community network that motivates individuals to

engage in collective action for the continuous development of internal institutional

and social structures (Aragón et al. 2014; Kokx and van Kempen 2010; Michalena

and Angeon 2009). In addition, the regional innovation systems’ approach has the

advantage to focus on interactions, transactions of tacit knowledge, and technology

sharing between firms, but also between local initiatives, authorities, knowledge

producing agents (e.g. universities) and bridging institutions (e.g. consultants)

(Eigenhueller et al. 2015; Shearmur 2015). However, as local communities in the

periphery often lack strong firm networks or larger knowledge institutions, and with

it the physical or financial means, they more so rely on capacities and local

knowledge flows, trust and cooperation drawn from social, cultural, and organiza-

tional capital within the community (Michalena and Angeon 2009; Reid 2012;

Sellers and Kwak 2011). Thus, the engagement of citizens in local associations, the

ties between neighbors, and the involvement of local governments in local routines

and traditions build a strong foundation for collective actions supporting business

development (Bassoli 2010; Kokx and van Kempen 2010).

The sustainable communities approach suggests that as communities continually

adapt and develop institutional and structural elements within their close environ-

ment (Michalena and Angeon 2009), they are an effective tool for experimentation

with new social practices and forms of cooperation within a niche, which then is

scaled up on a regional level (Middlemiss and Parrish 2010). However, as

Middlemiss and Parish put it, “the very presence of a niche may presuppose the

community having the capacity to support it, and there is a possibility that only

communities with some level of empowerment and resources are able to produce

niche activity” (2010, p. 7560). To determine the factors that influence the existing

capacity and the communities’ ability to develop this capacity is one of the major

concerns when understanding local innovations.
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2.3 Policy Intervention and Steering: The Local Governance
Approach

Both the regional innovation systems’ approach and the sustainable communities

perspective describe ‘bottom-up’ transitions (Hauber and Ruppert-Winkel 2012;

Hekkert et al. 2011). As for the sustainable communities, for example, the major

challenge is to identify networks, institutions, infrastructures, resources, and other

relevant factors to support local action. In other words, what is of interest is a

system “that seeks to unleash the ingenuity, and stimulate the creativity, of political

entrepreneurs (. . .) that is structured so that actors within the system are given

opportunities for institutional innovation and adaptation through experimentation

and learning” (Andersson and Ostrom 2008, p. 77). However, whether innovation

occurs and collective actions can be undertaken, not only depends on the legitimacy

of objectives with community values or the availability and access towards orga-

nizational and infrastructural capacities, as the mentioned approaches would sug-

gest. What enables innovation in the economic and social process of energy

transition in the rural periphery is the institutional fit and the effectiveness in

bringing together the public and private agents’ skills and knowledge (Cuthill and

Fien 2005; Franklin et al. 2011; Sellers and Kwak 2011). Scholars aiming for an

understanding of effective ways for capacity-building and collective learning on the

community level not only ask what sets of local skills and knowledge are necessary

but also how these emerge within existing institutional settings, community values

structures, and power-relations (Cuthill and Fien 2005; Franklin et al. 2011). What

adds to that is the perspective of steering local transition processes by multilevel

entities such as markets, policies, and administrations (Geels 2011; Genus and

Coles 2008; Smith et al. 2010). The role of higher political and administrative

entities for the effective and efficient coordination of public goods, collective

action, and innovativeness is described as the form or coordination by the local

governance approach (Andersson and Ostrom 2008; Gibson et al. 2005; Michalena

and Angeon 2009; Sellers and Kwak 2011).

This perspective focuses on new modes of local governance, i.e. on formal

decisions and public actions. Apparent since the early 1980s, political science

scholarship, as well as work in legal studies and public administration, have

observed a change in policymaking, with a rise of new partnerships and collabora-

tions between public authorities and private actors (Bevir et al. 2003; Dent

et al. 2007; Gunningham 2009; Kjaer 2005; Kooiman 2003; Rhodes 1997). This

shift in modes of governance is interpreted as a response to the idea that traditional

forms of ‘government’ (regulative, hierarchical, authoritative) may no longer be

appropriate for delivering effective and efficient public services and markets (Kokx

and van Kempen 2010). It refers to the number of relevant actors with equally

distributed power in the system (mono- vs. polycentrism) (Gunningham 2009;

Tollefson et al. 2012) and their actual relationship, mainly between public and

private actors, with a range from high coercion for traditional regulative and

authoritative steering to low coercion with equal partnership between private and
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public actors (Bressers and O’Toode 2005). These new modes of governance are

identified as a trend in policymaking in modern states that differs from traditional

hierarchical regulation of ‘government’ and aims toward new forms of

decentralized and polycentric network ‘governance’ (Bode 2006; Caporaso and

Wittenbrinck 2006; Tollefson et al. 2012). Examples of these network-based modes

of coordination and organization are public-private partnerships or voluntary

agreements (hierarchy-market) (Oikonomou et al. 2009; van der Heijden 2012),

co-management such as social partnerships (state-association) (L. M. Hall and

Kennedy 2008; Lemos and Agrawal 2006), and local citizenship (state-community)

(Ostrom 1990, 2009).

This development towards increased participation of a variety of actors (poly-

centrism) and cooperation in equal partnerships between the private and the public

sector (level of coercion) is most relevant for transition processes on the local level

(Aranguren et al. 2010; Fidelis and Pires 2009; Sellers and Kwak 2011). Local

citizens and political actors have deep knowledge of their close environment, and at

the same time are directly confronted with the consequences of political decisions

on higher levels (Brownill and Carpenter 2009). The basic question scholars ask is

how to “develop new strategies of co-ordination, steering and networking” (Fidelis

and Pires 2009, p. 497) and to accomplish more suitable and democratic solutions to

community problems (Bache and Flinders 2004).

The local governance approach adds a new perspective to the regional innova-

tion systems’ approach and the sustainable communities’ studies by focusing on

social innovations as “new elements of an organizational structure; new

interorganizational relationships; new processes; and new forms of relationships

among people, society and the environment” (Edwards-Schachter et al. 2012,

p. 675). Thus, it seeks to analyze and explain how traditional governance modes

interact with newly emerging social innovations, incorporating new forms of social

interaction and cooperation to develop community capacities for social change

(Adams and Hess 2010; Edwards-Schachter et al. 2012).

3 How to Proceed: Three Key Questions for Future

Transition and Innovation Research on the Local Level

3.1 Why Considering the Local Level At All?

In our view, there is high potential to improve our understanding of local transition

processes when considering the literature of the three theoretical approaches. In

order to do that, we first need to understand the role of the municipal level for local

energy transitions and, more specifically, the role of local innovation, community

involvement, and collective action.

There are a number of arguments and conditions why and how the local level

should be of relevance for the analysis of innovation. Firstly, as Aranguren
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et al. (2010) argue, economic production and consumption takes place in close

proximities on the local level. Local knowledge is strongest within the respective

community network, allowing its members to craft highly adapted rules and

structures in order to reach a common goal (Andersson and Ostrom 2008). Sec-

ondly, as local citizens are directly affected by local problems (e.g. environmental

pollution or economic downturn) and societal changes (demographic transition or

structural changes), there is a strong motivation for communitive action among the

citizens and local actors. Thirdly, local citizens are also confronted, positively and

negatively, with the consequences of political decisions or investment in local

infrastructures but also have local expertise and an understanding of these deci-

sions’ impact on their close environment. Therefore, they have an incentive and the

means to provide more effective solutions to community challenges then a

top-down centralized government (Andersson and Ostrom 2008).

Critical evaluations of approaches promoting local governance as a story of

success draw a more differentiated conclusion (Andersson and Ostrom 2008; Kokx

and van Kempen 2010). In fact, strong social networks, and predefined and consis-

tent institutions on the local level can actually lead to gated communities, generally

limiting the ability to adapt and integrate new external information. Partnerships

that arise between public and private actors within these closed networks are not

necessarily mutual or equally balanced in terms of bargaining power. They often

lack a common understanding of responsibility and might even encourage mistrust

among its members (Kokx and van Kempen 2010). As a consequence, we find

mixed evidence on whether decentralization of political responsibility from the

regional and national to the local level as well as from public authorities to private

actors actually leads to better outcomes (Andersson and Ostrom 2008). One reason

for this might be that local initiatives and community development relies on self-

organization and focuses on highly complex issues. Both increase the costs for

individual actors to invest in community activities with consequences that are

highly uncertain and bear the risk of failure, especially when the access to expert

knowledge is limited. Close networks not necessarily support cooperation but might

only reproduce unbalanced power structures and social conflicts within the com-

munity making collective actions impossible. Thus, we may conclude that there is a

number of obstacles on the local level for successful transition processes and

innovation to occur.

3.2 Three Key Questions

1. How does the fit in local context conditions, i.e. existing modes of governance, the inherent
structures, institutions, networks, and capacities of the community, with renewable energy
technologies affect the local energy transitions?

The ideal case is a system “that seeks to unleash the ingenuity, and stimulate the

creativity, of political entrepreneurs. It is a system that is structured so that actors
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within the system are given opportunities for institutional innovation and adaptation

through experimentation and learning” (Andersson and Ostrom 2008, p. 77). Such a

system depends on a number of context factors like the nature of the problems that

needs to be tackled, the strength of existing interaction and cooperation between

different (public and private) actors within the communities, their embeddedness,

and their ability of collective learning (Andersson and Ostrom 2008; Brownill and

Carpenter 2009; Neumeier 2012). However, there is no distinction between com-

munities with strong context factors and those without. Firstly, existing local

interactions, embeddedness, modes of governance, and capabilities are highly

path-dependent on and the result of an evolutionary, nonlinear and highly interac-

tive process of decision-making and investing in the past (T€odtling and Trippl

2005). T€odtling and Trippl (2005, p. 1204) distinguish between three types of

regions regarding their preconditions for innovation, networking and innovation

barriers: (1) peripheral regions with low levels of clustering and a weak endowment

with relevant institutions (organizational thinness); (2) old-industrial regions spe-

cialized on mature, traditional industries; (3) fragmented metropolitan regions with

a lack of interaction and only loose networks. The first one lacks substantial

knowledge spillovers as they are bound to a certain geographical distance to the

next urban center, whereas the latter two face issues of specialization (old-industrial

regions) and diversification (fragmented metropolitan regions).

Secondly, local interactions, embeddedness, modes of governance, and capabil-

ities do not linearly influence local transitions and innovativeness, but need to be

balanced depending on the nature of the local problem. As Jessop (2000) argues,

there are certain dilemmas suggesting that local context factors need to be in

balance: (1) horizontal governance allows the inclusion of a number of relevant

non-state actors, but also demands a more intensive coordination and steering;

(2) cooperation inherently might conflict with competition of individual actors for

power, influence, and resources within the community; (3) within the community,

decisions have to be made on prioritizing certain interests and objectives which

inherently increases potential conflicts between individual actors; (4) community

networks need to establish a certain amount of closure to establish commonly

shared rules, identities, and a high level of trust, but also be open for new informa-

tion to enter the system. In the proposed research project, we analyze local

transition processes and innovation considering both the preconditions within the

municipal setting and the balance between relevant context factors.

2. How does the process of mobilization and organization influence local transition processes
and innovation and how does this process interact with existing capacities, structures, and
networks within the communities?

The strength of local communities lies in the strong ties, close networks, and

frequent interactions that have established a high level of trust and reciprocity

among the network members. This bears a high potential for the community to

craft their own ways of organization and coordination in order to establish a mode

of governance that fits the purpose of the transition process (Andersson and Ostrom
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2008). There are two dynamics, which either might encourage local transition

processes or strongly limit the communities’ ability for self-coordination: (1) Vol-

untary engagement in local politics of individual actors and citizens is highly

influential on formal procedures on the local level, and activism and protest can

lead to the failure of large infrastructure projects even before they have been

started. As a consequence, effective governance of local transition seeks to estab-

lish a more participative and network-based mode of coordination and organization,

substantially enhancing the role of local entrepreneurs, civil society cooperatives

and associations, etc.; (2) local initiatives and network-based modes of governance

highly depend on local capacities of both its active members and the supporting

environment (Middlemiss and Parrish 2010). At the same time, more inclusive

governance modes and increasing activities might increase local interaction and

cooperation, and establish a positive feedback-cycle (Kokx and van Kempen 2010).

However, if local initiatives fail to mobilize substantial resources and community

networks, there is also a high potential for negative feedback loops with local

conflicts to arise (Aragón et al. 2014).

3. How does the communities’ ability for capacity-building and long-term adaption of com-
munity values, interests, attitudes, etc. influence consistency and robustness of local tran-
sitions and innovations over time?

Here, the focus is on social innovations as a change in “attitudes, behavior or

perceptions resulting in a form of collaborative action that enables the improvement

in the first place” (Neumeier 2012, p. 55). These major changes are based on the

communities’ long-term ability to provide capacity-building in the following

domains: (1) the collection and provision of relevant information of local processes

and environments, (2) a culture of equitable, accountable, and transparent partici-

pation of local actors in decision-making processes of the community, and (3) a

supportive culture of community cooperation between different types of actors

within the network (Cuthill and Fien 2005, p. 71). More specifically, local govern-

ment aiming to increase community capacity may encourage and develop skills and

knowledge that is already present in the network within certain associations, social

clubs or grassroots initiatives. It is them, being responsible for directing local

resources effectively, to establish local identities for the community, and to encour-

age and support members of the network to form a collective mind as a common

good (Cuthill and Fien 2005, p. 71).

4 Presenting the Case: The Local Energy Transition

On basis of the discussion on the three theoretical approaches, with respect to the

level of analysis (local, regional, national), the form of coordination (between

top-down governmental design and bottom-up multi-actor or citizen governance),

and the focus of transition (economic vs. social transition processes), we now take a
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closer look at transition processes in the rural periphery. Rural regions in Western

Europe nowadays face a number of major challenges such as economic downturn,

demographic change, rising costs for local infrastructures and social services with

decreasing populations. Rural municipalities already have developed and applied

different strategies to combat these challenges, with the investment in renewable

energies is being one of the most promising. Given the efforts that have been

undertaken to increase the share of renewable energy production on the national

level, municipalities see a chance, but also the responsibility to provide land-

resources for renewable energy technologies. This energy transition emerges as a

complex process on different societal levels, by different scales including private

photovoltaic, industrial sized wind power, and larger processes of community-

based energy citizenship. It also bears high potential to increase local governance

and community empowerment with respect to citizens’ ownership of small- to

medium-sized power plants.

However, it is widely observed that energy transition does not evolve per se

(Farla et al. 2012; Negro et al. 2012; Verbong and Geels 2007). Instead, new

technologies are available, but their application varies across municipalities. One

reason is that, although the transition towards renewable energies is perceived as

very important by the general public, it lacks the acceptance and active support of

local communities (Batel et al. 2013; Cowell et al. 2011; Hall et al. 2013). This is

why “(. . .) a better understanding of place-specific impacts on sustainability tran-

sitions seems necessary and even urgent to explain the geographical unevenness of

transition processes” (Coenen et al. 2012, p. 973). We find that this variation

between municipalities on the local level occurs in three intervened areas of a

local energy transition which serves as guiding questions throughout the proposed

analyses: the fit with local context factors, the potentials of local mobilization, and

the ability to establish long-term capacity-building.

4.1 Fit with Local Context Factors

In general, renewable energy technologies such as photovoltaic, wind farms or

biogas installations have a certain demand for land-resources, and can be realized

locally; both are factors that fit local conditions of the rural periphery. In fact, we

find a number of local actors relevant for the energy transition, highly embedded in

close networks on the local level (Droste-Franke et al. 2012; Wieczorek and

Hekkert 2012). Municipal authorities, local companies or even private actors may

either directly invest in renewable energy technologies, provide the land-resources

for the siting of power plants, or even grow energy crops in order to produce

renewable energy from biomass. Small-scale trade and repair businesses play a

crucial role for the installation and monitoring of power plants (Cernavin and

Mangold 2013; Feine and J€urgens 2013). Civil society actors such as voluntary

associations for nature conservation provide extensive local knowledge on endan-

gered species during the planning process of wind farms, biogas installations, or
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larger solar-plants. Local expertise in farming energy crops as a core competency of

the rural periphery might foster innovation in the bio-economy and increase

investments by external companies throughout the region.

However, there is a substantial variation of local, path-dependent conditions that

needs to be matched with different characteristics of renewable energy technologies

in terms of the available resources to implement these technologies, the potential

for crafting new modes of governance as well as the conflicts that arise between

different local actors. Municipalities characterized by traditional farming might

have the means and expertise for planting energy crops and producing renewable

energy from biomass on a larger scale. Whether local farmers actually take this new

path depends on the financial gains they expect by planting energy crops in

comparison to traditional farming, on their individual adaptive capacity, the exter-

nal support of knowledge institutes, and the institutional framework to provide

necessary incentives and subsidies. In fact, if adaptive capacity and incentives are

low, these municipalities might even be more reluctant to change due to the direct

competition with food-planting. This conflict between interests of traditional and

innovative land-use is also relevant in the context of wind farming in regions with a

strong focus on tourism, cultural heritage, and nature conservation (Aitken 2010a,

b; Eichhorn and Drechsler 2010). In these municipalities, traditional values are

strong and might be reluctant towards highly visible changes in the close environ-

ment (Anderson 2013; Bell et al. 2005). But traditional forms of organization such

as wine-cooperatives and family-owned firms also bear a great potential for private

investment and participation in local energy projects via energy cooperatives as a

mode of governance of the local energy transition. In contrast, old-industrialized

municipalities that face structural changes have less traditional farming and nature

protection sites, but lack substantial financial resources to invest in renewable

energy installations. As a consequence, available land-resources in these munici-

palities might attract external investments for larger energy projects of wind

farming or solar installations and make more cooperative and participative modes

less likely.

These differences in the local fit between technologies and context conditions

lead to a variation in modes of governance, public support and investment, and the

processes of learning and adaptation. Where investments are taken by local actors,

public authorities, or private initiatives, innovations are more likely incremental as

a result of network cooperation (e.g. service innovations provided by public author-

ities for local energy projects) or imitation of other rural municipalities (new-to-the-

firm or new-to-the-region innovation). From this line of argumentation, we can

investigate context-specific energy transitions within the municipalities and deter-

mine relevant factors influencing the success or failures within this process, e.g. by

addressing deficits in local capacities (financial, social, organizational, or cultural),

strong fragmentation of interests and actor-networks (high effort of coordination,

low level of social capital), or insufficient incentives and integration of higher level

governance processes (e.g. in multilevel spatial planning procedures) (Eichhorn and

Drechsler 2010; Madders and Whitfield 2006).
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4.2 Potential of Local Mobilization

Renewable energy provision fosters a nation-wide transformation from a highly

centralized, spatially concentrated, and for the consumer almost ‘invisible’ energy
system towards a more widespread distribution of facilities like windfarms, solar-

panel and biogas installations in the direct neighborhood of local communities.

Throughout the German population, there is a strong agreement on the need of a

national energy transition to eliminate risks from nuclear power and to tackle

climate change. This not only provides opportunities for private investment and

participation but allocates responsibilities for using local land-resources for energy

projects, which directly affects the members of the community (Sauter and Watson

2007). For this reason, it bears a high potential to trigger major changes in the

municipalities’ modes of governance and cooperation, attitudes and values, inter-

ests and economic structures.

The processes of mobilization may evolve as cooperation between different

public and private actors, by grassroots initiatives or local entrepreneurs, or as

protest action against certain energy projects. Local conflicts on siting windfarms or

biogas installations with nature protection or other forms of land-use are very

common in rural areas (Eichhorn and Drechsler 2010; Madders and Whitfield

2006). One reason of the increasing public interest in the topic is that costs and

benefits are unequally distributed among community members: local land-owners

receive direct returns from rents of windfarm projects whereas citizens or neigh-

boring municipality is confronted with potential noises, shadowing or, more indi-

rectly, the consequences of high visibility for local tourism or hunting. Public

acceptance of local energy projects and the ability of collective action will be

strongly diminished with unequal distribution of costs and benefits, but also with

rising (adequate or inadequate) perceptions of these (Bristow et al. 2012; Munday

et al. 2011). Resistance to change may also result from general values, traditions

and identities (Bidwell 2013; Read et al. 2013). However, attitudes and identities

may slowly change over time if local energy projects are framed in the context of

community development and if there is a high involvement of local citizens and

stakeholder within this process (Eltham et al. 2008).

Grassroots initiatives and local entrepreneurs contribute to the large share of

mobilizing local resources, capacities, and networks as well as changing attitudes,

values and public concerns of the community. Even more important is that local

interests, role-models, network-configurations, and institutions fit the purpose of

planning and implementing renewable energy infrastructures. In this way, new

modes or coordination and organization of local energy projects may arise that

include the majority of relevant actors and interests within the process the local

energy transition (e.g., Yildiz et al. 2015). In fact, we find evidence that public

ownership of and participation in energy infrastructures increases citizens’ accep-
tance and support (Warren and McFadyen 2010). There is also the tendency to

include participative elements into formal procedures of spatial planning for wind

farm projects in Germany (Eichhorn and Drechsler 2010). Public-private

88 A. Schaffrin and G. Fohr



partnerships between local municipalities and small-scale trade and repair busi-

nesses might encourage low-tech innovations in areas that are less competitive.

Another prominent example of a new mode of organizing local energy transitions is

the emerging trend in energy cooperatives in Germany (Yildiz et al. 2015). Coop-

eratives are distinct from traditional economic actors discussed in the regional

innovation systems’ literature as it combines economic, social, and cultural goals

(Yildiz et al. 2015). It bears a great potential to increase public influence on local

government and decision-making procedures, but also serves as a vehicle to

mobilize, concentrate and enhance local capacities to change public concerns and

attitudes within the community (Yildiz et al. 2015). However, energy cooperatives

as well as other modes of governance are by no means universal solutions to local

problems of mobilization, but need to be adapted to the specific context; and they

still bear a high risk of failure due to internal conflicts between heterogeneous

interests.

4.3 Ability to Build Long-Term Capacities

Local communities’ actions can only provide sustainable results and innovation if

they ensure long-term capacity building within the whole transition process. This

regards not only the provision of electricity and heat by renewable resources but

includes a long list of sustainability issues such as energy security, nature protec-

tion, environmental and social justice, regional value added, support of local

businesses, and the provision of public services. Over the course of the energy

transition, municipalities have a number of means to address the specific capacities

needed in the respective phase (Hauber and Ruppert-Winkel 2012; Hekkert

et al. 2011). The pioneer phase demands strong entrepreneurial activity and knowl-

edge development, which can be supported by publicly available presentations of

energy-benchmark and pilot-projects to serve as a point of reference to local

entrepreneurs and public authorities. In the pivotal network phase, the diffusion

of knowledge and mobilization or resources within the community is of central

relevance. Here, building strategic networks with external, more experienced actors

holding crucial information and expertise is of high relevance (Tsai 2001). During

this phase, local entrepreneurs establish platforms of dialog and common routines

with the aim to reach a high level of trust and close relationships between individual

actors to combine forces and to increase internal capacities of the community (Lane

et al. 2001; Tsai 2001). In the extended network phase, these resources are put into

early concepts and visions formulating expectations of key-actors and initiating the

informal planning process. At this point in time, available tools, guidelines, hand-

books, etc. for the empirical analysis of local conditions are useful instruments for

local municipalities to increase absorptive capacity, which is a “set of organiza-

tional routines and processes by which firms acquire, assimilate, transform, and

exploit knowledge to produce a dynamic organizational capability” (Zahra and

George 2002, p. 186). In the context of the local energy transition, absorptive
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capacity is strengthened by a number of horizontal, informal networks and coop-

eration between municipalities, which serve as platforms-of-change by exchanging

new ideas and experiences. On the community level, municipalities may support

local capacities by implementing and practicing participative elements in the early

process of planning and decision-making to allow local actors to gain hands-on

experiences. In the phase of market formation, municipalities and communities

directly involve in informal and formal planning processes with particular energy

projects. Here, resource mobilization is one of the central tasks of local entrepre-

neurs whereas counteracting local resistance is another one. During this phase,

municipalities might gain substantial resources and capacity by building strategic

partnerships and by initiating shared projects across municipal boarders, for exam-

ple, between rural and urban regions. Long-term investments in critical infrastruc-

tures such as the electricity or the telecommunication grid might substantially

increase local capacities and opportunities for local and external actors to cooperate

on innovative projects.

5 Conclusion

The local energy transition is not a self-regulating and easy process, but confronted

with a number of challenges and potentials for innovation. It is a case where social

and economic transition processes are linked closely. Thus, the local perspective on

energy issues a very interesting one to study for scholars from different disciplines.

In this contribution, we reviewed three major perspectives on local transition

processes from the economic, social, and political lens. We discussed the major

dimensions, concepts, and complementarities of the three approaches—the regional

innovation systems’ approach, the sustainable communities perspective, and the

local governance concept—and derived three questions which we suggest that

should be addressed in future research on local transition and innovation processes.

Doing so, we tried to highlight the strength of considering the three perspectives

and combing their analytical strength in a more holistic analysis of social and

economic transition processes. In order to demonstrate this, we applied the three

questions to the case of the local energy transition. We find that, in general, local

innovation is much more bond to social processes of the community and strongly

depends on existing, multilevel governance patterns. The social perspective adds

substantial insights to the regional innovation systems’ approach taking into con-

sideration a larger variety of actors, institutions, infrastructures, and interactions.

Future studies not only on energy issues but on all kinds of transition processes and

innovation on the local level should take these approaches into account.
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A Process Model of Invention and the Role

of Government, Institutions, and Geography.

Anecdotal Evidence from the Aerospace

Industry in the Years 1800–1950

Ben Vermeulen and Daniel Guffarth

Abstract We propose a complexity-theoretic model of how invention is an iterative

process of design conceptualization, component decomposition, overcoming techni-

cal challenges, and absorbing and recombining knowledge. Using this model, we

study the technology development over time and space of two historic aerospace

inventions (heavier-than-air aircraft and the jet engine), hereby discussing contribu-

tions of individual inventors, knowledge flows of various sorts, government interven-

tions, role of institutes, and the moderating role of geographical distance. We find

corroboration for iterative, decentralized search among different design paradigms,

with inventors engaged in experiments with (configurations of) component technol-

ogy.We also find evidence for flows across national borders of an accumulating body

of technical knowledge ‘shelved’ in books and articles, embodied in inventions, and

by public and private communications. Specific institutions played an important role

in absorbing and diffusing knowledge, funding research tools, and establishing cred-

ibility to the field. Both invention processes feature substantial dynamic inefficiencies

because of overlooked ‘shelved’ technological knowledge, late selection of design

paradigms, and a lack of an integrated system perspective. We find that national

governments did not support fundamental nor experimental research in the early stage,

but invested in concrete projects and coordination at a later stage.

1 Introduction

In the past decade, economists developed knowledge-based theories on how inno-
vation1 comes about by firms synthesizing fresh combinations of technological

knowledge acquired across geographical, technological, or organizational borders
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(cf. Bathelt et al. 2004; Boschma 2005; Grant and Baden-Fuller 1995). At the same

time, there are evolutionary processes weeding out inferior technological variants

(Nelson and Winter 1982; Basalla 1988) and driving firms to adapt technology

following technological rationales (Dosi 1982) as well as social and cultural

rationales (see e.g. Bijker et al. 1987; Moon 2014). More particularly, firms operate

in dynamic innovation networks embedded in (regional) innovation systems fea-

turing readily interlinked firms, (possibly centralized) knowledge institutes, gov-

ernmental policies and regulation, etc. (cf. Cooke 1992; Carlsson and Stankiewicz

1991; Freeman 1987; Lundvall 1992; Malerba 1999).

In this chapter, we conduct historical case studies on the development of break-

through inventions2 and the actual impact of geography, government, and institu-

tions therein. In contrast to the world described in the theories mentioned above, we

study activities of individual inventors, rather than firms, living in a world in which

there is no industry worth mentioning, specialized institutions are only just forming,

and inventive activities are few and far between and take place in great technolog-

ical uncertainty. As a starting point for the historical analysis, we take a complexity-

theoretic perspective on technology as a system composed of nested components

(see e.g. Simon 1962; Clark 1985; Henderson and Clark 1990; Baldwin and Clark

2000; Frenken 2006). We then take invention as an iterative and interactive process

of (1) gradual conceptualization and materialization of a configuration of compo-

nents providing particular functions, (2) overcoming technical challenges for the

various components in piecemeal, (3) learning of efforts of others elsewhere,

translating and combining their insights and technical solutions, and (4) taking

governmental or institutional factors into account.

We use this (novel) process model of invention to study the history of two

breakthroughs in the aerospace industry: the invention of the heavier-than-air

airplane and the invention of the jet engine. These particular inventions are picked

because there is a vast and arguably rather conclusive body of technology historical

literature on the ‘early’ heavier-than-air ‘aeronautical navigation’ and inception of

the modern aerospace industry (see e.g. the detailed and carefully pieced together

archival work in Gibbs-Smith 1965; Hallion 2003). However, rather than a chro-

nological narrative approach, we discuss the history from a technological perspec-

tive. We determine the (competing) system designs, their decomposition in

components, and then track the technical changes in the various components. We

hereby explicitly describe the contributions of the various inventors well possibly

spread out in time and space. Importantly, we seek to trace knowledge flows of

various sorts (codified in writings, embodied in objects, in verbal communications,

etc.) between these inventors. Moreover, we describe how geographical distance,

institutional or governmental interventions inhibited or rather facilitated particular

knowledge flows and inventive activities.

2‘Invention’ is defined as the (creation of the) device, apparatus, or process that provides one or

more functionalities previously not provided at all or at a level of performance that is several

orders of magnitude better (e.g. cheaper, faster, bigger/smaller).
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Generalizing the primary results of our research, we argue that the process of

invention is characterized by a decentralized search among different design para-

digms, where inventors are engaged in experiments with (configurations of) com-

ponent technology. In general, for the various designs, visionary and captivating

images inspired new generations of inventors that accessed technical knowledge

‘shelved’ in books and articles, carried over and combined in public and private

communications, whereby this new generation of inventors was not uncommonly

‘mentored’ by proponents of a particular design paradigm. Critical may have been

the becoming available of research tools for systematic experiments, both to

discriminate among design alternatives (if required), but also for optimization of

component parameters and configurations. Specific institutions for the advance-

ment of the technology have played an important role in absorbing and diffusing

knowledge, funding research tools, and establishing credibility to the field. The

involvement of national governments has been limited. In fact, the few projects and

design paradigms that did receive backup of governments ultimately failed. How-

ever, as these failures allowed pruning of infeasible research directions, it added to

the dynamic efficiency nonetheless. Plus, inventors engaged with other designs gain

fundamental insights as to why these projects failed and may enjoy improvements

in components common to multiple designs.

In Sect. 2, the process model of invention is explained and the role of geography

and institutions, as well as the (possible) rationales behind government intervention

are discussed. In Sect. 3, the case of the invention of the heavier-than-air aircraft is

studied, hereby studying this along the lines of the process model of invention, with

explicit tracing of the role of institutions, knowledge flows, government involve-

ment and geography. Similarly, in Sect. 4, the case of the invention of the jet engine

is studied. In Sect. 5, we reflect on the findings and draw conclusions.

2 Conceptual Framework

Although innovation economic scholars have developed sweeping theories on the

role of geography and border-crossing relationships in innovation, and on how

institutions and governmental interventions in their systemic interplay intermedi-

ate, these scholars have not provided practical research tools to study actual

development of breakthrough technology (and certainly not in the pre-industry

stages). We adopt the system perspective on technology and, in Sect. 2.1, we

formulate a process model of how inventions come about by interlocking activities

of inventors. Using this process model, we revisit the regional and technology

innovation system perspective and highlight some shortcomings. In Sect. 2.3, we

distinguish and elaborate on two broad classes of reasons for government interven-

tions. Refinement of the conceptual framework should also come about by actually

applying it to the cases in Sects. 3 and 4.

A Process Model of Invention and the Role of Government, Institutions, and. . . 99



2.1 Process Model of Invention

In studying historical cases of invention, historians of (relatively modern) technol-

ogy and innovation economists face several challenges: data is often partial, has

been subjected to selection, and is of poor quality. Moreover, many significant

events such as visits, communications, reading of printed material, seeing particular

objects, etc. have often not been recorded at all. Clearly, material anthropologists

and archeologists even more so suffer these challenges. Common, shared percep-

tions are that technical progress is evolutionary and subject to adoption and

retention, replication and local variation, and selection among alternatives (Basalla

1988, also see Nelson and Winter 1982), and as such (partially) constructed along

technological (Dosi 1982) and social and cultural rationales (Bijker et al. 1987;

Moon 2014; Roberts and Radivojević 2015).

We seek to study the role of government (and other institutions) as well as

geography in the development of technology, without relying too much on, on the

one hand, narratively stringing together possibly scarce evidence (the finding of

which is outside of the scope of our study), and, on the other hand, conceptual

frames of perceptions such as the technology or regional innovation system. In

contrast, we start off from a complexity-theoretic perception of technology as a

system (e.g. Simon 1962; Henderson and Clark 1990; Baldwin and Clark 2000;

Frenken 2006) and formulate a novel conceptual process model of invention as

developing a system providing functionality embodied in a particular configuration

of components. In our perception, invention is an iterative process of (1) defining

functionality, formulating a technological decomposition into interlocking compo-

nents jointly providing particular functionality; (2) designing individual compo-

nents, experimenting in restricted/laboratory settings, thus gaining an

understanding of operational principles, which in turn possibly lead to a

reformulation of system design, functionality or configuration; (3) possibly leading

to a full assembly being tested in different configurations under real-world circum-

stances, which may lead to (a) redesign of components or (b) complete redefinition

of the system being invented. This process model is depicted in Fig. 1.

Typically, invention is not only a matter of mixing and matching existing

knowledge and artifacts, it often is a painstaking and lengthy process of altering

and extending artifacts through (systematic) experiments, not uncommonly without

prior knowledge or underlying scientific understanding (which is by itself often

positivistically acquired). Alteration of one component may require redefinition of

interfaces with other components or change the design of other components

completely (Frenken 2006; Baldwin and Clark 2000). Changes of (the operating

context of) one component may well cascade into experimentation with a wide

variety of designs for other components or even the complete system (Schiffer

2005). Radical technological change need not be brought about by a breakthrough

invention, but may also be due to incremental, component-level changes that

require system-level alterations to accommodate these alternative components

(cf. Henderson and Clark 1990; Geels 2006).
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The process model of invention captures the system- and component-level

learning by gradually traversing the varieties of system designs (selected by

functionalities provided), technical configurations of components in that system

(selected by feasibility, including tests in the real-world), and features of those

components in their interactions (selected by performance, including tests in ‘lab-
oratory’ settings). Ideally, in the description of the invention process of a concrete

technology, all (knowable) technical objects, successful or not, should be consid-

ered. Otherwise, narratives are “presentistic chronicles” of only replicated and

adopted technical objects (Schiffer 2005).

In support of our ‘piecemeal’ process model of invention, no one less than

Octave Chanute noted in his opening address of the third international conferences

on aerial navigation held in Chicago in August 1893: “The mechanical difficulties
are very great [..] It is a mistake to suppose that the problem of aviation is a single
problem. In point of fact, it involves many problems, each to be separately solved,
and these solutions then to be combined. These problems pertain to the motor, to the
propelling instrument, to the form, extent, texture, and construction of the sustain-
ing surface, to the maintenance of the equipoise, to the methods of getting under
way, of steering the apparatus in the air, and of alighting safely. They each
constitute one problem, involving one or more solutions, to be subsequently com-
bined.” (Chanute 1894).

2.2 Regional and Technology Innovation Systems,
Institutions, Geography

The process of technology research and development takes place within so-called

innovation systems (cf. Freeman 1987; Lundvall 1992; Carlsson and Stankiewicz

1991; Malerba 1999). In such an innovation system, a dynamic network of agents

interactively develops technological knowledge bases, hereby guided by existing
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Fig. 1 Complexity-theoretic process model of invention
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institutions and organizations as well as industrial & scientific knowledge. An

innovation system provides (1) functions immediately pertaining to technology

development activities, (public) R&D activities, and scientific or technical services,

as well as (2) supporting system functions like diffusion of information, intellectual

property protection, coordination of activities, guidance of search, and formation of

the market (Galli and Teubal 1997; Hekkert et al. 2007).

Clearly, in the pre-breakthrough invention stage, there is no industry worth

mentioning and innovation systems for the specific technology being invented are

yet underdeveloped. Over time, innovation systems (1) are actively shaped by an

evolving population of actors, (2) are geographically constrained yet (possibly) link

up organizationally with other innovation systems, and (3) have a certain lifecycle

featuring contemporary elements. In general, governments, firms, industry con-

glomerates, and social groups actively shape particular elements of the innovation

system (like e.g. the institutional framework, knowledge infrastructure). In this,

government is a specific type of actor and is discussed in great detail in the next

subsection. The innovation system perspective has already been applied to analyze

regional aerospace industry, e.g. to analyze the role of a major regional firm as

“anchor” (Niosi and Zhegu 2010) and the evolution of aerospace industry in

latecomer regions (Vertesy and Szirmai 2010).

The geographical dimension of innovation systems is prominent in the national

and regional innovation system literature, which attributes competitiveness and

innovativeness of a region to particular features of the region (cf. Cooke 2001).

Conducive to the innovative capabilities of a region are, for instance, (1) locally

available skills, (2) access to venture capital for promising technology, (3) a

corporate climate in which startups are welcomed and entrepreneurial aspirations

are stimulated, and (4) presence of open innovation networks with (in)formal

alliances (see e.g. Saxenian 1994; Cooke 1992). Generally, however, radically

new technology comes about by (1) combining knowledge bases that are—to a

certain degree—dissimilar (Nooteboom et al. 2007) and (2) using and applying

technology available in existing, yet alien industries. Such ‘fresh’ knowledge may

come from other regions and be brought in through ‘pipelines’ over long distances

(particularly codified knowledge), subsequently absorbed, combined, and applied

in a ‘buzz’ among local actors (Bathelt et al. 2004). However, the characteristics of

the regional innovation systems affect the ability to acquire, use, and develop

technology (and hence stimulate economic growth). There are no a priori reasons

to assume that the concept of innovation system would not apply to the aerospace

sector of the nineteenth century, although e.g. the forms of institutions such as

‘salons’ and ‘societies’ are of course contemporary. However, admittedly, in the

invention stage, the role of companies and existing institutes may well be limited,

while the role of individual inventors and entrepreneurs (and the relationships

between them) is significant.

In many industries (e.g. automobile, shipbuilding, and aerospace industry), the

geographical locus of technology development has shifted over time. A compre-

hensive process model of invention should thus feature learning of efforts of others

located elsewhere and conducted in different eras, establishing knowledge flows,
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translating, and combining their insights and technical solutions. Moreover, the

process model should also feature the role of the local innovation system and the

government. Methodologically, using this process model of invention cum geogra-

phy, institutions, and governance for case studies starts from the prevailing tech-

nological configuration and decomposition of the aerospace technology at hand,

discussing inventive activities per technological component, and pinpointing the

role of inventors’ knowledge and capabilities as well as the flows and recombina-

tion of knowledge over geographical and organizational distance. Moreover, it

requires discussing the government interventions as well as the characteristics of

the regional and technological innovation system in place and how these have

affected each of the above.

2.3 Government Intervention

During the inception stage of the aerospace industry, the lion share of technological

developments took place in just four countries: the U.K., France, Germany, and the

U.S.A. The role of the state in economic and technological affairs in these countries

differs and differed substantially over the last two centuries. Hall and Soskice

(2001) propose different varieties of capitalism and different roles of government

therein. Firstly, there is the liberal market economy (e.g. the U.S.A. and the U.K.) in

which government seeks to safeguard undistorted functioning of market mecha-

nisms through anti-trust laws and deregulation. Also in above mentioned market

economies, government is generally considered responsible for law enforcement &

defense, infrastructure, services with natural monopolies, health care, education,

etc. Secondly, there is the coordinated market economy (e.g. Germany and Japan)

in which government actively stimulates formation of strategic firm relationships

and directs technological and economic developments. Thirdly, there is a rest

category of ‘Mediterranean’ market economics (e.g. France, Italy, Spain). Note

that, also in market economies, governments lead and have led system formations

and industry mobilization, albeit possibly out of national military interests and

matters of prestige.

For our historical analysis, we discern two main objectives for government

intervention: fixing (financial) market failures and industry development (out of

national interests). Both are discussed in detail below.

2.3.1 Government Intervention in Case of (Financial) Market Failure

From a micro-economic perspective, three basic market imperfections lead gov-

ernment to intervene in case of space technologies (Rose 1986) and these seemingly

apply to the aircraft industry as well.

Firstly, the inability of the capital market to finance R&D. Although fundamen-

tal research of aircraft technology may well take place at universities or (private)
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institutions, the development (beyond possibly a pilot product) and commerciali-

zation typically does not. Entrepreneurs looking for private capital may fail to find

the necessary financial means because of the relatively low return on invested

capital due to high risks involved (caused by technological and market uncertainty),

the high fixed costs, and the long lead times or payback period. Arguably, with

increasing complexity, development costs go up, and government intervention and

financial support become more important.

Secondly, the non-appropriability of research output. Given that fundamental

principles and basic R&D are generally public goods, benefits from developments

are (to a certain extent) non-patentable and thus non-appropriable. Moreover, as

much of the technological knowledge is embodied in the technology produced,

there is a real risk of reverse engineering. Commercial competitors and rivaling

countries may be lurking to leapfrog the first mover. This non-appropriability may

thus discourage initial investments. Particularly with regard to military technology,

governments may need to fear reverse engineering, technology espionage, scouting

for (or: defecting) lead scientists or engineers, etc. Interestingly, exactly the spill-

overs may stimulate entry, competition and thereby further innovation, develop-

ment, and commercialization (Kotha 2010). While this may already be the case

within the same industry, there is also spillover to (the formation of) other indus-
tries, which adds to the arguments in favor of government support.

Thirdly, industry distortions, e.g. pending or prior regulations or policies. Secu-

rity or health requirements or institutional frameworks in place may make investors

reluctant to finance innovations. Aircraft design and components have to comply

with type certificates, following guidelines of certification agencies.

2.3.2 Government as Orchestrator

Government intervention may go much further than merely repairing the financial

market or employing financial instruments in innovation or technology policy.

Firstly, government may overcome innovation inefficiencies. Indebted to

Schumpeter Mark II, it may be argued that coordination across fragmented inno-

vation activities boosts dynamic efficiency. Spatial and organizational separation of

capabilities and technological knowledge hampers cross-fertilization and recombi-

nation, particularly in industries with synthetic, tacit knowledge bases (such as the

aerospace and automobile industry) . Government, but also industry associations,

may establish institutional platforms for knowledge sharing both within the existing

industry as well as knowledge transfer and exchange between industries with

related technological variety. Moreover, coordination of various decentralized

search activities may overcome redundancy and duplication of research. That

said, it might be argued that coordination in the light of technological uncertainty

and a technologically oblivious government may in fact cause premature conver-

gence into inferior technology. Indebted to Schumpeter Mark I, it may be said that
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during decentralized search by a multitude of entrepreneurs more technological and

market propositions are evaluated. The downside here is that superior propositions

may be dismissed prematurely due to the lack of financial means or technological

capabilities.

Secondly, being leader in particular technology may have enormous national

economic, political or military advantages or international prestige (e.g. showing

technical leadership as in the space race). This would warrant that a government

uses its ability to raise extensive funds and mobilizes firms and citizens around

‘national projects’.
Thirdly, government is in several cases just a “big customer”, possibly with

rather particular needs. However, clearly, government also has the mandate, power,

and means to regulate and orchestrate the innovation networks (both public and

private research institutes, but also industrial parties) and production networks.

3 Case 1: Heavier-than-Air Flight

In this section, we analyze the invention process of the heavier-than-air aircraft in

the nineteenth century largely up and until the maiden flight of the Wrights Flyer. In

our analysis, we refrain from discussing the relatively weak technical, conceptual,

and functional relationships of heavier-than-air aircraft with exotic aircraft with

flapping wings (ornithopters), helicopters, and lighter-than-air aircraft like

dirigibles.

In Sect. 3.1, we briefly discuss the emergence and components of what would

become the dominant design. In Sect. 3.2, we discuss the contributions of the main

inventors in each of the components. In Sect. 3.3, we provide four types of

knowledge flows and describe the flows that prominent historians deem the most

significant. In Sects. 3.4, 3.5, and 3.6, we discuss the role of institutionalization of

inventive activities, how governments have been involved, and how the various

inventive activities were fragmented over the globe.

3.1 Functionality, Configuration and Design Principle

Although an integrated design and a decomposition into components providing

specific aerodynamic functions were articulated early on, the invention material-

ized only with breakthroughs in control and thrust.

The foundation for aerial navigation was laid by the English baron George

Cayley in his work written during the year 1796–1855 (and notably 1799 and

1809). He formulated the aerodynamic principles that flying requires lift greater

than gravity and thrust greater than drag. In terms of design, Cayley specified the

A Process Model of Invention and the Role of Government, Institutions, and. . . 105



modern technical configuration with a fixed wing under a dihedral angle, a fuselage

to carry the pilot, and an adjustable horizontal and vertical tail for stabilization and

control (Jacob 1990).

More than 30 years later, William Henson read Cayley’s work and designed and
received a patent on his Aerial Steam Carriage (‘Ariel’), of which technical

drawings appeared in newspapers internationally in 1843 (Hallion 2003, p. 113).

The aircraft integrated all the quintessential elements of a modern airplane, includ-

ing a fuselage, propulsion with propellers, well-thought-out wing design, controls,

etc. Henson and John Stringfellow set up the ambitious Aerial Transit Company to

carry commuters and travelers across the globe. In spite of the consolidation of the

aircraft design, the actual materialization of their aviation service was foiled by the

many technical problems in various components.

The technological functions to be provided were already known to Cayley; he

stated in his “On Aerial Navigation” (1809) that mastering lift, propulsion and

control is required for heavier-than-air flight. In the third quarter of the nineteenth

century, the system configuration for heavier-than-air aircraft was well-known:

(1) a main wing for lift, (2) tail wing for stabilization, (3) power to provide thrust

(exceeding drag), (4) control over the direction of the airplane, and (5) the airplane

structure including the fuselage to carry the pilot and the load. Interestingly,

Alphonse Pénaud’s immensely popular toy (designed in 1871) featured most of

that: (rubber-band) propulsion, propellers, dihedral angled wings for lateral stabil-

ity, and a tail with a horizontal stabilizer. The toy was sold worldwide and

ultimately inspired many inventors, including the Wright boys.

Confirmation of technical feasibility of certain design elements came only after

design experiments. Samuel Langley’s model and Hiram Maxim’s rigged airplane

showed that sufficient lift could be generated and that, like in Pénaud’s model,

aircraft may exhibit lateral and longitudinal stability. However, particularly the step

from designing aircraft that have inherent stability (as is required for sustained

flight of unmanned models) to control for manned models (and structural support

for the weight of the driver) were crucial. By the time the Wrights flew with their

“Flyer” in December 1903, they were far ahead of their competitor Langley in that

they had both structural integrity and lateral control with wing warping coupled to

the rudder. Interestingly, much in line with our process model, this advancement

came about by methodically enhancing the system component by component.

Note that there were quite a few competing designs during the nineteenth

century, not only for the various components, but also for the whole aircraft.

Despite the modern design of the Ariel, other inventors designed aircraft peculiarly

mimicking features of flying animals even several decades later, e.g. Clement

Ader’s bat-shaped Eole and Avion-III (1890–1897) with bird-feather shaped pro-

peller blades (cf. Champonnois 2009), Otto Lilienthal’s gliders (around 1894), and

Alexandre Goupil’s sesquiplane (1883). Despite vast quantities of money spent by

Ader, the “slavish imitation of nature” had produced wings with not enough ribs to

give sufficient support or uniform lift, ultimately making “the whole machine

[] most ridiculous” (Quoting words of the Wright brothers in various communica-

tions, see Hallion 2003, p. 136–137). Ignorantly, in the development of his aircraft,
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Ader ignored and dismissed many developments on other designs and components

done before him. Despite his claim to have been the first to realize manned flight, it

was very far from a controlled, sustainable flight.

3.2 Focused Modular Experimentation

Over time, several inventors focused on systemic, piecemeal experiments with

components. Due to this, the developments in lift & wing design, thrust, flight

stability and control, and structure are surprisingly independent. Also the Wright

brothers developed components separately before combining them into an inte-

grated structure. We now discuss historical events in component inventions (and the

feedback into system design, if any) in line with the complexity-theoretic process

model.

3.2.1 Lift and Wing Design

When it comes to lift and structural integrity of wing design, research over the

nineteenth century focused on the shape of the wing, the camber and airfoil, the

aspect ratio, and the number and spatial layout of planes. Much of the experimental

research even continued in the decades after the Wrights first flight.

Already Smeaton and Cayley studied lift as a function of the shape and camber

of a surface using the whirling arm as test device. Cayley established the impor-

tance of low pressure on the upper surface (see his trilogy “On Aerial Navigation”

published in 1809–1810), and the role of the aspect ratio (span divided by chord/

breadth) of wings (Gibbs-Smith 1965). Like Cayley, also Wenham conducted bird

flight studies and (already in 1859) established that wing camber increases lift and

mostly near the front edge. In 1871 in the U.K., Browning constructed a wind tunnel

for Wenham, who studied the effect of wingspan, the angle of attack, and which

part of the wing chord provides the lift (Hallion 2003, p. 116). In the early 1880s in

the U.K., Horatio Phillips built his own injector wind tunnel to extensively test lift

and drag characteristics of alternative cambered airfoil concepts, ultimately pat-

ented in 1884 and 1891.

Despite these findings in the U.K, aircraft with curved and straight-line wing

designs kept cropping up side by side over the decades (e.g. Ader’s Eole and

Maxim’s flying machine). Inspired by Wenham’s wing superimposition (1858)

and Phillips’ stacked wings configuration and using the system of Pratt trusses

(he knew from bridge construction) to ensure structural integrity, Chanute and

Herring built light and strong straight-line wing tri- and biplane gliders with a

Cayley-type cruciform tail which may well be considered a dominant design for the

wing type and configuration. Only around 1915 that dominant design was toppled

when Juncker and Fokker developed the cantilever wing.
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The findings of Wenham, Phillips, and Lilienthal on wing design and lift were

contained in Chanute’s 1894 book “Progress in Flying Machines” read by the

Wright brothers. While designing their first gliders, the Wrights were fully aware

of the above mentioned findings on lift. However, notably while testing their 1901

gliders, they found out that the lift was too weak (Hallion, p. 191) and decided to

redo the measurements.

At the end of 1901, they built a bicycle test rig and wind tunnel to tests

200 different wing shapes, different cambers and curvatures on 38 of them, and a

range of aspect ratios of rectangles as well as different shapes. In addition, they

made lift and drag measurements, tested airfoil behavior, and multiplane configu-

rations. Ultimately, all this yielded extensive and reliable airfoil data (Hallion 2003,

pp. 191–193).

After extensive wind tunnels tests in 1901, glider redesigns (notably the aspect

ratio and camber) and subsequent glider tests in 1902, it was concluded that they

mastered lift and longitudinal control (fore-and-aft horizontal balancing) using

elevators (Hallion 2003, p. 194).

3.2.2 Thrust

Generally, the failing of early aircraft designs is attributed to the lack of sufficient

power, reasoning that working out how to control an airplane requires being in the

air long enough (cf. David 1919). In designing aircraft, considerable attention was

devoted to providing sufficient thrust and overcoming drag. Research on thrust

focused on both power of engines and the design of propeller blades.

Screw propellers were already driving steam-powered ships late 1830s, Henson

already experimented with blade propellers in his Ariel in 1842, and the idea was

widely spread with Pénaud’s planophores (1871). Hiram Maxim conducted sys-

tematic experiments with propeller designs and registered them accurately to ensure

that they would be of great value to experimenters after him (see Hallion 2003,

p. 140). Interestingly, it was up to the Wrights to realize that propeller blades were

basically wings rotating on a helical path and that increasing efficiency required

moving away from the crude flat blades (e.g. Thomas Moy’s Aerial Steamer) or bird

feather shapes (e.g. Ader’s Eole). Again, theWrights conducted extensive tests with

a variety of blade shapes, ultimately producing highly efficient propellers (see

Hallion 2003, pp. 200–204).

Arguably, the main focus of inventors during the last decades of the nineteenth

century was on developing powerful engines with the lowest “pound to the horse-

power” ratio. With the steam engine driving trains and buses in many countries, the

first powered airplanes were also equipped with steam engines; e.g. Henson &

Stringfellow’s Ariel in 1843 and triplane in 1868 in the U.K., Thomas Moy’s Aerial
Steamer in 1875, Maxim’s vehicle in 1890, Ader’s Eole in 1890 in France, but also
Langley’s Aerodrome models in the U.S.A. in the early 1890s. Ader developed a

lightweight 20 hp steam engine with 10 lb. to the horsepower for his Eole (Hallion
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2003, p. 131), and Langley met Ader for advice on how to power his own

Aerodrome (Hallion 2003, p. 135).

Thrust became all the more relevant when the community became aware of the

relationship between thrust and lift. Langley’s research yielded a statistical table

that showed that “the cheapest and best way to raise a plane in the air is to drive it

forward at a small upward inclination; and that its weight can be best countered not

by applying power to raise it vertically, but by driving it fast.” (Raleigh 1922,

p. 53–54).

However, the breakthroughs in the power-to-the-pound ratio crucial for thrust

were made in another industry, in another country, and by inventors not even

remotely concerned with heavier-than-air flight. After having seen Etienne Lenoir’s
two-stroke internal combustion engine (developed in 1859) during a trade fair in

Paris, Nikolaus Otto brought back the concept to Germany, patented and started

producing his own atmospheric pressure gas engine in 1863. In 1879, Karl Benz got

a patent granted on his mini two-stroke internal combustion engine. This culmi-

nated in invention of the first internal combustion engine automobile (Benz in

1885), motorcycle (Daimler in 1885), and boat (Daimler and Maybach in 1886).

Given the small size, limited weight, and convenient fuel, it was destined to replace

coal(-gas) fired steam engines, particularly for aircraft. Ultimately, by 1901, Lang-

ley’s assistant Manly had reworked a Balzer 52 hp five-cylinder radial engine with

less than 5 lb. to the horsepower (Raleigh 1922; Hallion 2003). Also the Wrights

constructed their own four-cylinder 12 hp water-cooled internal combustion engine

(David 1919, p. 24), which proved adequate even if far inferior to Langley’s engine
(Curley 2012, p. 45). Despite the concerns of Chanute about it not being able to

provide enough thrust, the Wrights’ calculations were correct and it successfully

drove their famous December 1903 flights.

3.2.3 Stability and Control

Stability of an aircraft and control of the direction of flight are closely related.

Already Cayley proposed (1) dihedral wings to provide inherent longitudinal

stability (roll) and (2) cruciform tail that provides inherent stability in both pitch

and yaw. However, given that most inventors start out with unmanned scale models

of envisioned airplanes, “model builders were forced to employ automatic stability,

[whereas] experimenters who built and flew gliders had to develop active flight

controls” (Curley 2012, p. 47). Indeed, Pénaud’s 1871 planophore and Langley’s
model 5 exhibited automatic longitudinal and lateral stability. However, although
experimental aircraft in the nineteenth century may have exhibited such automatic

stability, most of these had no and (if present) poor means of flight control.
In directing an aircraft, there are three primary rotations possible: yaw, pitch,

and roll. The control of rotation around the vertical axis (yaw) is basically done by a

‘vertical rudder’ at the tail, much like rudders do for ships. The control of rotation

around the lateral axis (pitch) to ascend or descend is rather analogous through

‘horizontal rudders’ known as ‘elevators’. Nowadays, these elevators are attached
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to the tail of the aircraft as well. Using horizontal and vertical rudders for aircraft

flight in three dimensions is analogous to using rudders on ships in two dimensions.

All contenders of being the first sustained, powered and manned aircraft rather

than the Wright Flyer, i.e. notably Ader’s Eole, Moy’s Aerial Steamer, Langley’s
Aerodrome, Whitehead’s Number 21 and 22 aircraft had limited longitudinal if any

and no lateral control other than by shifting weight or adding (differential) power.

In Germany during the later 1880s and early 1890s, workshop owner Otto

Lilienthal (1891–1896) studied bird flight and aerodynamic features of bird wings

(just like e.g. Cayley and Wenham did before him) and then developed, built and

tested different glider designs. Although Hallion (2003) does not mention it,

Lilienthal may well have been inspired by Louis Mouillard’s book “L’Empire de

l’Air” (1881) in which he proposes fixed-wing gliders. This book was widely spread
and even translated into English already in 1882. Lilienthal’s gliders featured him

hanging in the glider, suspended, and to control the pitch and roll, he had to shift his

lower body to change the center of gravity. However, after hundreds of flights, the

latest model of his glider stalled and Lilienthal plummeted to the ground (with his

glider) injuring him lethally (although the exact cause of death is disputed, see

Harsch et al. 2008).

The Wright brothers took Lilienthal’s death as an indication of the importance of

control, rather than of power. In his first letter to Octave Chanute, Wilbur expressed

how he thought that Lilienthal was right to focus on “skills” in flying rather than on

“machinery” (Wright, May 13th, 1900). Convinced that, if the gliders could have

been (mechanically) controlled, sustained flying would be possible for longer than

mere seconds, which would, in turn, give the pilot time to practice. Much like

learning how to ride a bike. As such, the Wrights set out to experiment with gliders

yet focused on controlling the course of the aircraft first (see e.g. Raleigh 1922),

however, by mechanical means. In fear of experiencing stalling like Lilienthal, the

Wrights first added front-mounted elevators to control the pitch mid-flight and

ensure longitudinal instability.

However, controls for pitch and yaw are, quite obviously, three dimensional

analogies of the rudder of vessels. Particularly the conception of roll control,

i.e. rotation around the longitudinal axis, was ingenious. In his paper entitled “On

Aerial Locomotion and the Laws by which Heavy Bodies impelled through Air are

Sustained”, presented at the first meeting of the Aeronautical Society of Great

Britain in 1866, Francis Wenham already argued that two manually controlled

‘propellers’ attached to the tip of the wings could be used to create differential

lift and thereby turn the aircraft (Wenham 1866). A technical and practical solution

to roll control was invented already in 1868, when Boulton patented the concept of

the aileron to rotate on the longitudinal axis. In the patent, he explains how ‘vanes
are moved’ whereby the ‘air impinging upon them exerts a pressure upwards/

downwards’ (Crouch 2008). It should be noted, though, that also other, mostly

French, inventors thought of roll control. Alexandre Goupil built a glider in 1883 to

which he added little elevators (‘elevons’) that could be used differentially to

control roll (Hallion 2003, p. 126).

110 B. Vermeulen and D. Guffarth



Apart from their extensive and meticulous wind tunnel research enhancing life

and pitch control, one of the major contributions of the Wrights is, arguably, to

introduce mechanical ways for lateral control over roll/banking through wing

warping. However, supposedly unaware of the aileron solution of Boulton, Orville

Wright suggested a different technical solution: changing the lifting characteristics

of both wings by ‘warping’ the tips in opposite directions (Hallion 2003, p. 186).

Many of the patent law cases preoccupying the Wrights years after their initial

flights revolved around the infringement of the (roll) control mechanism of their

Flyer. Wing warping, however, was nonetheless quickly abandoned. In 1904,

Robert Esnault-Pelterie mounted ailerons in-between the front and back wings

(rather than on the trailing edges of the front wings) (Curley 2012), effectively to

overcome excessive strain on wiring (Crouch 2008). In seeking to circumvent the

Wrights patent, Curtiss and European inventors used ailerons/spoilers rather than

wing warping.

3.2.4 Structure and Configuration

Arguably, much of the visual appearance of an airplane is defined by having to

create sufficient lift (in part through wingspan and in part through sufficient thrust)

and stability. The structure of the aircraft is to carry the weight of the control system

(including the pilot) and engine. Only once designers had a basic (scientific)

understanding of aerodynamic and aeroelastic forces at work during flight, includ-

ing determination of accurate tables on lift and drag of various wing designs, one

sees the effective structural forms emerge.

Although Langley successfully flew models (winning him funding), the test

launches with the full scale Aerodrome in December 1903 failed miserably.

Although older literature states that the cause for the failures was entanglement in

the launching apparatus (David 1919, p. 18), the modern reading is that after simply

“linearly scaling up” the model, the aircraft’s structure was too weak, ultimately

twisting and breaking under aeroelastic loads (Hallion 2003, pp. 151–154, drawing

from the Langley Memoir document).

Inspired by Wenham’s (and Phillips’) multi-wing design, Chanute ultimately

experimentally designed a relatively simple biplane glider that featured (1) straight-

line wings (parting from e.g. Lilienthal’s curved line), and (2) Pratt-trusses

(borrowed from bridge building, with which he was intimately familiar) to provide

structural integrity. The Wrights started off from this biplane configuration, added

their front-mounted elevators and later pusher propellers behind the wings. In the

years after the Wrights first flight, other (mostly French) inventors made quite many

changes to their original design. In terms of configuration, the front-mounted

elevators in the Wrights design were prone to cause pilot-induced-oscillation and

were moved behind the wings and notably added to the tail. With further increase of

the power-to-weight ratio, airplanes started to have one instead of two engines.

Moreover, airplanes became tractors instead of pushers so as not fly in air perturbed

by the wings. There was experimentation with the number of wings, but, with

A Process Model of Invention and the Role of Government, Institutions, and. . . 111



increasing power of engines, only one wing was ultimately required, which more-

over became cantilevered without external trusses or rigging.

3.3 Communication and Knowledge Flows

Rather than attempting to compile an overview of actual knowledge exchanges, if

possible in the first place, we point out a handful of highly significant knowledge

flows that were identified by influential aviation historians. We distinguish four

types of knowledge flows.

Firstly, popular writings, renditions, objects, etc. that captivate other (potential)

inventors and communicate ideas on potential designs and technologies to a wide

and big audience. In an attempt to acquire funds for their Aerial Transit Company,

Henson and Stringfellow hired illustrators to make captivating renditions of how

the Ariel would fly over the pyramids in Egypt, etc. Another example is how

science fiction books of Jules Verne in the 1860s and the visionary images

contained in it (even if the aircraft were helicopters) were sources of inspiration.

Also the news on and photographs of Lilienthal’s sustained flights of up to 250 m

captivated people around the world, including the Wrights. Particularly influential

objects are Cayley’s and Pénaud’s rubber-band airplane toys that conveyed basic

design ideas and ultimately inspired the preadolescent Wrights.

Secondly, publications and compilations thereof reporting on inventive activities

of others to other inventors and enthusiasts. Several of the societies that were

established also published their own magazines, e.g. the French Aero-Club’s high
quality aeronautical journal L’aérophile (first issue dates from 1893) and the

Aëronautical Journal of the Aeronautical Society of Great Britain (1897). In the

U.K., Henson and Stringfellow read up on Cayley’s work. In the U.S.A., Samuel

Langley studied the writings of the Englishmen Cayley and of Henson and

Stringfellow on their Ariel (Baxter 2016, p. 2), and he traveled to Europe to meet

Lilienthal and Ader. In 1891, Langley himself published a book on the research and

development of the Aerodrome model during the late 1880s and early 1890s.

Another highly influential book was “Progress in Flying Machines” (1894) by

Octave Chanute. This book bundled Chanute’s articles that were published in The

Railroad and Engineering Journal between 1891 and 1893. In these articles, he

meticulous discussed attempts at flight by many of the key inventors across the

globe (notably Maxim, Lilienthal, Pénaud, Mouillard, Hargrave, Moy, Le Bris,

Langley, Wenham and Phillips, see Meyer 2014). In June 1899, Wilbur Wright sent

a letter to Rathbun, assistant secretary of the Smithsonian Institution, appointed by

no less than Langley, asking for (references to) material to begin a systematic study

in human flight. Rathbun sent him references to “virtually every significant text

then existing on flight” (Hallion 2003, p. 181). This and other publications by

e.g. James Mean and Samuel Langley gave the Wrights a firm grasp of design

considerations, overview of technologies readily tried, etc., thus adding greatly to

the dynamic efficiency of inventive activities. A salient omission of the ‘library’ of
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the inventors of the 1890s was Boulton’s 1864 paper “On Aerial Locomotion” in

which he discussed his ailerons for lateral flight control.

Thirdly, although often laid down in a more comprehensive document, material

like lookup tables, coefficients, and formulas may, once communicated, form

(potentially) highly important independent units of knowledge. They may imme-

diately or after further recombination and computation guide concrete design and

configuration decisions. Arguably, only after assertions of mathematical formulas

by and accurate systematic measurements of Wenham, Maxim, Lilienthal and the

Wrights, the various components could be designed and combined into a feasible

configuration.

Fourthly, inventors generally stand on shoulders of giants, not only in the form

of reading their work, but also enjoying technological mentorship and enjoying the

accumulated experiential knowledge not readily published or conveyed. Only very

few inventors largely ignored practical design consideration readily discovered,

but one of them was Clement Ader, and his Eole and Avion were already fairly

ridiculous in that era (Hallion 2003, 137). Mentorship was sought by Langley, who

visited various European inventors, e.g. Lilienthal in 1895 and Ader in 1899. Also

Langley’s engineer Manly visited Europe in pursuit of developing a light, powerful

engine (1900). Most importantly, as evidenced by the thick bundle of letters and

reported visits of Chanute to Kitty Hawk, the mentorship of Chanute for the Wright

brothers was apparent, even if they quickly surpassed him in technical insights.

Despite these examples, there is scarce evidence of actual research collabora-

tions in the nineteenth century. Rather, possibly due to their aspirations of realizing

something historic as well as their commercial intentions, the Wrights had quite an

adversarial relationship with Langley and other inventors like Curtiss. Another

example is how Clement Ader refused to share details on his Eole with Chanute,

as he believed that the airplane was destined for military use and as such of national

importance (Hallion 2003, p. 130).

However, already early on in the twentieth century, large, albeit often national

communities emerged in which inventors collaborated on a more equal footing.

One particularly prominent one is the well-connected community of technically

strong French engineers at the end of the first decade, consisting of

e.g. Lavavasseur, Blériot, the Voisin brothers, Esnault-Pelterie, the Farman

brothers. This community succeeded in swiftly absorbing the inventions made in

the U.S.A. (cf. Hallion 2003, p. 224) and leapfrogging the Wrights’ design e.g. by

moving to a tractor configuration with tail-mounted elevators.

3.4 Institutionalization

Despite the difficulties in tracking the actual knowledge exchanges that have taken

place during the late nineteenth century, there was already institutionalization of

communication of aeronautic enthusiasts in the form of societies and conferences.
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This contributed to organization, structuring, and creating overview of inventive

activities. Moreover, exhibitions and salons contributed to diffusion (Flight 1912).

Several societies and magazines were formed quite early on, e.g. in Belgium, the

Société Générale de Navigation Aérienne in 1847 (Tissandier 2014), and in France,

Societe d’encouragement pour la navigation aerienne in 1862 (Mattison 2013). An

overview of the main societies in the nineteenth century and an illustration of the

rapidly growing number of societies in the first decade of the twentieth century is

presented in Meyer (2014). Apart from bringing together enthusiasts, the actual

technical contributions were limited. A notable exception is the Aeronautical

Society of Great Britain founded in 1866 by e.g. Wenham. This society supposedly

established ‘research programs’ to coordinate and fund activities of its members

(cf. Hallion 2003, p. 117). As described above, this ultimately led to the develop-

ment of the wind tunnel of Wenham and later Phillips. Arguably, the systematic

measurements on various wing designs and configuration was a component-level

enhancement indispensable for further system progress.

Hallion (2003, pp. 170–174) credits mostly Albert Zahm (with support of Octave

Chanute) for organizing the (possibly first) international conference on aeronautics,

which took place in Chicago in 1893. Not only was it attended by e.g. Wenham,

Langley, Hargrave, and Chanute, the latter published the widely circulated pro-

ceedings. In general, conferences do not only allow efficient face-to-face knowl-

edge exchanges, but also mending social ties for further exchange and collaboration

afterwards.

3.5 Government Involvement

During the course of the various inventive ventures discussed here, government was

involved only on a few occasions. Governments stepped in out of national military

concerns rather than to stimulate economic growth. The development of the pro-

totypes of the early aircraft essentially required experimental engineering rather

than fundamental science. In each case, government repaired a market failure for

experimental research funding. There are no obvious cases in which governments

constructed research networks, knowledge platforms, or provided advanced inno-

vation system functions. However, government involvement did (implicitly) pro-

ject potential sales for machines that were to be used in reconnaissance and warfare.

With this in mind, the involvement of government was limited to funding devel-

opment of a prototype of such machines. Interestingly, this public funding more

than once supplemented substantial private funding rather than compensated for a

lack of private funding.

Also indirect public funding of research was limited. The first research steps

were set around the 1800s by Cayley in a time in which conducting aerodynamic

research was barely backed by (public) institutions, rather mostly conducted by the

well-to-do, and (also for Cayley) virtually a hobby. That said, Cayley himself was a

strong advocate for government involvement, e.g. in ripening safe rail technology
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(cf. Ackroyd 2011, p. 142). As such, he was frustrated about the lack of government

support for research and development in aerial navigation as this would have

spurred developments and would have established the U.K. as world leader, so he

believed. Even when the first technical prints and visionary renditions of the

Henson and Stringfellow’s Ariel were published in the 1840s, there was surpris-

ingly little interest and actual involvement, possible due to the relatively universal

skepticism on heavier-than-air flight. Tellingly, no one less than Lord Kelvin wrote

the infamous words “I have not the smallest molecule of faith in aerial navigation

other than ballooning” as late as 1896, just 7 years before sustained and controlled

flight became a reality.

In 1866, matters changed in the U.K. with the establishment of the Aeronautical

Society. The society created a subscription fund subsequently used byWenham and

Browning to construct a wind tunnel to conduct wing design studies. In the tradition

of wind tunnel research by Wenham and Phillips, the U.S.A.-born but naturalized-

British inventor Maxim set up a test-rig to conduct experiments with a massive rail-

mounted aircraft (1890–1894). Despite substantial public interest, he himself pro-

vided the £20,000 funding for it. Although later sources such as Hallion and Gibbs-

Smith do not mentioned it, Maxim supposedly also received public funding.

“Maxim was at work constructing a large multiplane for the English Government

[..] It toppled over at the first trial and was badly damaged, and the British

Government refused further backing” (David 1919, p. 17).

In the meanwhile, in the light of the renewed, mounting tension between France

and Germany, the attention of the French Ministère de la Guerre (Ministry of

Warfare) was piqued by Ader’s Eole, on display (by exception) during an exhibit.

Ader sought financial means to build his Avion-III, and in 1892, signed a contract

with the ministry of warfare, securing him 550,000 Francs (Murphy 2005; Hallion

2003, p. 132). The requirements specified in the contract were to develop an aircraft

that would fly 55 km/h at hundreds of meters altitude for 6 h, with passenger or

explosives (Champonnois 2009). The demonstration flight in 1897 was unsuccess-

ful and in the subsequent year the contract was ended. After spending a further

700,000 Francs of his own, Ader turned to making automobiles (Murphy 2005).

In the U.S.A., Langley had an experience quite similar to that of Maxim in the

U.K. and Ader in France. After successful flights of the Aerodrome No.5 model in

1896, Langley secured both public and private research funds. After favorable

evaluations by a joint Army-Navy board, he received $50,000 from the War

Department’s Bureau of Ordnance and Fortification. In addition to that, he received
$10,000 from Graham Bell, $13,000 from the Smithsonian Hodgkins Fund, and

$10,000 from Jerome Kidder (Hallion 2003, p. 150). After his two unsuccessful

flights, the last at the end of 1903 just days before the successful flights by the

Wrights, government refused further appropriations (Hallion 2003, p. 155).

Interestingly, when the Wrights were temporarily preoccupied with their com-

mercial bicycle factory amidst their aircraft research, Chanute offered to ask

Andrew Carnegie for financial support to ensure that they could return to their

inventive activities, but the Wrights declined (Hallion 2003, p. 194).
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In the twentieth century, however, government involvement would take a new

turn. With pending World War I brooding over Europe, the U.K. government

sought to speed up developments in aviation by seeking to install a scientific

advisory committee. In the May 29, 1909 edition of the influential Flight journal,

the editor tellingly criticized government intervention of this sort: “We cannot see
any useful reason why any committee of distinguished theorists not necessarily
concerned with aeronautical matters, and all of whom are unable to devote any
appreciable time to the special needs of the nation in this connection, should be
appointed to sit on the work of gentlemen who are devoting their whole time,
energies, and enthusiasm to the practical pursuit of the subject. [..] The men who
are doing the work know why they have failed or why they are succeeding, and can
form as good if not better opinions as to the way to proceed or whether to desist
than can any second body of men who have merely second-hand information by
which to be guided.”

Despite the superficial sensibility of this argument, the finally sprouting aircraft

industry had just left behind a long century of dynamic inefficiencies, overlooked

shelved knowledge, expensive outright flops, component designs that were devoid

of any technical rationale, and measurements that missed the required scientific

rigor. Particularly with national interests at stake, government started to orchestrate

innovation networks, create public research organizations, suspend patents rights,

and organize production networks.

3.6 Geography of Inventive Activity

Over the nineteenth century, the inventive activities took place spatio-temporally

fragmented across Europe, culminated in engineering of integrated systems around

the turn of the century in the U.S.A., only to see technology swiftly picked up and

leapfrogged in France, and then adopted in Germany and the U.K. briefly after.

Unquestionably, the scientific understanding, basic aircraft design, vision on avia-

tion plus the development of the wind tunnel and wing design started all out in the

U.K. (England, mostly). Also the basic propellers came from England. Experiments

with design features and propulsion came from France. Experiments with (con-

trolled) gliders largely took place in Germany. The development of the internal

combustion engine is a story on its own, but German inventors built upon inven-

tions done in France around the 1860s, only to be leapfrogged by France again after

development of engines practical for automobiles and boats. The internal combus-

tion engine technology was largely copied by aircraft builders in the U.S.A. In the

U.S.A., inventive activities were concentrated on the North-East, with Chanute

being located in Chicago, Langley in Pennsylvania, the Wrights in Ohio and North

Carolina. Ultimately, the further perfecting of the integrated system of heavier-

than-aircraft took place in France.

Many inventors came from ‘technologically adjacent’ industries. Maxim was an

all-round inventor making his fortune in the firearms industry. Clement Ader was a
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versatile inventor making his fortune in the bicycle industry and engine develop-

ment. Chanute was a civil engineer intimately acquainted with bridge building. The

Wright brothers also had a bicycle repair shop and later manufacturing plant.

Arguably, the location of these industries functioned as ‘crystallization’ sites for
aircraft development activities. Interestingly, many of the inventors moving into

developing aircraft, came from adjacent industries requiring engineering skills and

hands-on experience in workshops, like the bicycle industry (e.g. Ader, Wright

brothers).

From the anecdotes above, it is clear that extensive communication on engi-

neering challenges, building of libraries of publications, overview of experiments,

etc. across national borders has been crucial in somewhat efficiently developing the

various components as well as triggering the occasional system redefinition. Even

though there was a limited understanding of aerodynamic principles, many techni-

cal elements of aircraft and component design allowed for codification. As Chanute

was engaged in extensive communication with inventors around the world (with

Louis Mouillard, Lawrence Hargrave, Wenham, the Lilienthals, and particularly

the Wrights), actively shared and stimulated sharing technological knowledge, and

has arguably played a pivotal role in aircraft development as global knowledge hub

in a relatively open network (cf. Meyer 2014).

4 Case 2: Jet Engine Technology

The 1960s are generally seen as the start of the most creative era within civilian

aircraft history—B737, B727, B747, Airbus300, Concorde and Tupolew Tu-144,

DC-9 and DC-10, as well as Lockheed L-1011 TriStar have been developed in the

1960s, whereby the technological progress, especially on the engine side, was

enormous (Flottau 2011; Guffarth 2016). During this period, also the large-scale

change in the application from piston engine to turbine powered commercial

aircraft took place. This technological paradigm shift opened up new possibilities

concerning range and speed of aircraft. The Boeing 707 launched in 1958 was the

first large commercial aircraft endowed with this technology. As most aircraft

producers underestimated how this shift in engine technology cascaded into

e.g. adaption of the airframe structures, a massive restructuring of the industry

ensued (Miller and Sawers 1968; Henderson and Clark 1990). Nowadays the

aerospace industry is seen as a key driver of growth and international competitive-

ness (Hartley 2014; Guffarth 2015). What has been the reasoning behind this

development? What was the initial breakthrough? What technological develop-

ments shaped the infant era? Where did these developments take place? And what

can we learn from the consequences for the invention process?
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4.1 Technological Roots, Invention Streams and Obstacles

In general, jet engines can be split up into turbojets, turbofans, rockets, ramjets, and

pulsejets.3 In the inventive phase, before the large-scale application of turbojet

engines in civilian air transport, several technologies co-existed and affected each

other. We primarily focus on turbine-powered engines. Many of the technological

principles underlying jet engines were discovered in the development of the gas

turbine engine. The gas turbine engine is applied not only in aircraft, but also in

e.g. automobiles, marine vessels, stationary turbines for construction, or as power

units. The idea for a gas turbine can be traced back to Hero, an Egyptian living as

early as 150 B.C., whom developed a toy driven by steam. Until the late 1920s,

there were many unsuccessful attempts of building gas turbines. For most ideas

until the late nineteenth century, there is no evidence that they have ever been

turned into working hardware. Visionaries like Leonardo da Vinci (1550), Giovanni

Branca (1629), as well as John Barber (1791), John Dumbell (1808), and Franz

Stolze (1872) were all granted patents on their ideas for the gas turbine. The first

successful working gas turbine was presented by Aegidius Elling in Paris 1903.

In the Great War, airplanes demonstrated to be an effective military weapon. In

the technological race for faster aircraft, applying gas turbines seemed to be just a

matter of time. However, to that time, turbines were too bulky and big for an aircraft

power plant (Giampaolo 2006), even if some approved components and designs

were adopted in aircraft engines, like new screws that were based on the turbine

principle (Flight 1920). Further application in aircraft was hampered by technical

and engineering obstacles, like the lack of lightweight heat-resistant materials,

adequate compressor efficiency, and a workable, robust and fuel-efficient combus-

tor system (Younossi et al. 2002). In 1919, the British Air Ministry assessed the

application of gas turbines for aircraft as infeasible (Giampaolo 2006).

In 1923, Maxime Guillaume applied an axial turbojet patent (Kay 2002). Jet

propulsion becomes a recurring subject in the aircraft industry as seen from e.g. a

1929 special on jet propulsion technology and a 5-week series in 1941 on jet

propulsion in the journal Flight. Concerning the turbine powered engines Whittle

(UK) and Von Ohain (Germany) are to be seen as the inventive fathers. Both were

working on turbojet technology in parallel andWhittle got a patent on his version of

turbine-powered engine granted in 1930. There is uncertainty as to whether they

knew of each other’s efforts. The German physicist Von Ohain (G€ottingen) started
to develop his ideas for a turbojet engine in 1935 using his own money.4 Like

Whittle, Von Ohain started his research in the early 1930s, but according to Kay

(2002), he did not begin with a comprehensive picture of the work of previous

pioneers. As such, it is possible that he was not aware of Whittle’s patent of 1930,

3German developments on pulsejet (1931 Schmidt) and on ramjets (1934 Walter) were started

earlier than on turbojets (1935 von Ohain).
4Von Ohain was interested in new forms of propulsion for aircraft, where he commented that

piston engines were too rough, noisy and dirty (Pavelec 2010).
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which is also plausible because Von Ohain’s technological approach is highly

different.

Even before the technological “battle” of Whittle and Von Ohain, propellant

technology is studied, especially in the US. In 1903, Tsiolkovsky proposed using

liquid rather than solid propellants. After initial experiments with solid propellants

during the 1910s, also Robert Goddard became convinced that rockets propelled by

liquid fuel would have operational advantages (higher specific impulse, low weight-

to-thrust ratio, the ability to control thrust, etc.). In March 1926, Goddard success-

fully launched a rocket designed to mix gasoline and liquid oxygen and subse-

quently ignite this in a combustion chamber (Dewey 1962). With extensive

financial support of, among others, Guggenheim, Goddard established a proper

test laboratory in New Mexico. Despite the successful development of gyroscopic

controlled vanes/fins, thrust control, gimbaled stabilization, lightweight centrifugal

pumps, Goddard failed to combine them into a high-altitude rocket (Lehman 1988).

Contemporary rocket scientists like von Karman and Malina attributed not only that

lack of success, but also the limited impact of Goddard’s work to his general

reclusiveness and secrecy, his (supposed) unwillingness to share and exchange

knowledge, as well as his focus on patents rather than scientific papers (Hunley

1995). A direct testament to the role of rocket propelling and liquid fuel knowledge

in jet engine development is Goddard’s 1931 patent of a rocket plane in which,5 in

the first stage of flight, the rocket engine would drive turbines, which is in essence

already the turboprop engine.

4.2 Conferences, Knowledge Flows and the Role of Location

A particularly important event in the development of the turbo jet engine was the

5th VOLTA conference on theories of high speed flight and physics that took place

in Rome in 1935 (Pavelec 2010). Participants came from all over Europe and the

U.S.A. and all presenters wrote in their native language, while the conference

record was printed in English, French, German, and Italian. The conference served

as clearing house for cutting-edge theoretical physics, and the question of high-

speed flight was broached. There was agreement that the aircraft piston-engine was

approaching the apex of its efficiency and that new avenues needed to be explored.

German and French participants discussed the possibilities of revolutionary new

designs in turbines, turboprops, and reaction jets; others argued that there are no

viable uses for high-speed, high-altitude aircraft. On the whole, the conference

showcased the theoretical knowledge of the continental Europeans and the lack of

interest of the British and American participants. Germans and French (in different

contexts) invested in turbojet technology in the mid-1930s. Harry Wimperis,

representing the British Royal Academy, discussed the development of Rolls-

5Patent US1929778.
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Royce “R” engine that empowered the winning Schneider Trophy aircraft 1931. He

did not conceive of radical new propulsion systems. The interaction initiated during

the Volta Conference undoubtedly carried on afterwards (Pavelec 2010), but two

points arise from the record. Firstly, Germans were at the top of the learning curve

with regard to presentations and papers. Secondly, there are few indications that

information from the prestigious, but academic, attendees trickled down to the

aircraft industry. To the last generalization, there was a partial but important

exception: from the record of participation, there is a clear connection between

the participation of the three G€ottingen representatives and in-depth theoretical

discussion during the conference (Prandtl, von Karman and Pohl). From the Volta

conference to the G€ottingen classroom is an obvious bridge that would have

exposed Ohain to state-of-the-art international theory.

Although not relevant for turbojets, but certainly for other components and

technologies, there were lively exchanges of insights in aviation technology during

the many speed races held in the interwar period. Moreover, aircraft were traded

around Europe for a variety of reasons as well (Pavelec 2010). Aircraft of German

manufacturers were flying under the banners of Sweden, Spain and Italy (Pavelec

2010). Rolls-Royce engines were swapped for airframes, most of which were

subsequently built under license in foreign countries. American aero engines

were sold to the Soviets. French aircraft and engines went to Eastern Europe and

the Soviets. Only the American declined to purchase of European aviation technol-

ogy. Each of the industrial European powers was able to build on others idea as well

as mistakes (Pavelec 2010).

4.3 Governmental Intervention and Geographical Impacts

All in all, governmental intervention may possibly have more significant for

technological breakthrough than conferences and institutionalized scientific efforts.

During the 1930s, the science of aviation was put into practice and taught in

different ways, as military and civilian programs alike discovered the potentials

of powered flights. Governmental protection of radical novelties, like the jet engine,

is needed for successful implementation of disruptive technologies (Geels 2002).

Interestingly, the era of depression and industry concentration between the 1930s

and 1940s is also a phase of rapid, unprecedented change in aviation technology

(Pavelec 2010). What both the British Whittle and the German Von Ohain have in

common is that both were entrepreneurial young engineers and independent from

the established aircraft engine companies (Younossi et al. 2002). Both conducted

the earliest developments on their own, with little formal financial or technical

assistance from either government or industry (Younossi et al. 2002).
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4.3.1 The Case of the UK

In the UK in 1929, A.A. Griffith was asked by the British government to assess

Frank Whittle’s designs and dismissed them as infeasible. A salient detail is that

Griffith was himself developing a gas turbine driving a propeller. Nevertheless,

Whittle persisted and filed for a patent and set up his own company called Power

Jets Ltd. (Moret 2000). In 1935, he obtained venture capital from a private invest-

ment bank, which he used to build the first prototype engine. With war looming

over Europe, both industry and government got interest in turbojet engines

(Younossi et al. 2002). However, it was not until 1937 that Whittle’s engine was

tested successfully, after which Whittle received a small amount of financial

support from the Royal Air Force (Giampaolo 2006). After a successful demon-

stration, the Air Ministry signed a contract for Whittle’s engine in 1938 (Moret

2000). In 1939, Whittle Power Jets Ltd. received large-scale governmental funding

for the development of an operational jet engine for flight (Younossi et al. 2002).

Unlike the Germans, Whittle took an empirical approach in developing his engine,

relying on existing principles and his mechanical engineering skills (Pavelec 2010).

The British government’s effort to develop an aircraft jet engine increased substan-
tially after the fall of France in May 1940. By 1941, the British government was

supporting the development of three military jet engines and two jet fighters. Beside

Whittle’s Power Jet Ltd., Rolls-Royce hired Griffith to develop jet engines. Whit-

tle’s and Griffith’s research results ended up with De Havilland aircraft company,

which was directed to develop its own jet engine and aircraft (Younossi et al. 2002).

4.3.2 The German Success by State-Aids and Geographical Closeness

In Germany, like in the U.K., individual entrepreneurs drove initial developments.

Ernst Heinkel was developing rocket propelled aircraft. Based on a recommenda-

tion of Von Ohain’s doctoral thesis supervisor Robert Pohl,6 Heinkel hired Von

Ohain, granted him a separated working space on his plant and additional workers,

and used company money to enable Von Ohain to form a team around mechanic

Max Hahn (Younossi et al. 2002). In 1936, Von Ohain and Heinkel constructed

their first engine, the HeS1, a hydrogen powered centrifugal engine. Hans von

Ohain and Ernst Heinkel financed building their first jet engine using private and

corporate money. The Heinkel Company also hired the Gunther twins responsible

for developing the first turbojet airframe and the first rocket-powered airframe.7

6From 1935 onwards Von Braun was working within the Heinkel company on his liquid fuel

rocket engine, which was established first in a He 112 as auxiliary drive and then in a He176 as

main engine.
7The ‘golden age’ of the rocket plane, whether it is defined in terms of the number of aircraft, speed

of progress or number of flights, kicked off with the He-176 in 1939, essentially at the same time as

the jet age, and arguably ended with the final flight of the X-15 in 1968 (Van Pelt 2012).

A Process Model of Invention and the Role of Government, Institutions, and. . . 121



In 1939, world’s first turbojet aircraft,8 the He178, powered by the HeS 3 engine

(an axial flow variant that is running on kerosene) made a successful flight. The

German aircraft manufacturer Junkers quickly adopted the technology and sought

to develop even more advanced turbojet engines (Younossi et al. 2002).

In mid-1939, the German Reichsluftfahrt Ministerium (RLM) was supporting

several jet engine and rocket programs on a small scale (Younossi et al. 2002). At

the end of 1939, Heinkel and Junkers won governmental financial support for their

engine development programs. At the same time, the RLM let a contract to

Messerschmitt to develop a jet fighter, the Me262, and started supporting BMW

for the development of jet engines (Younossi et al. 2002). So, German government

was financing four military jet engine programs: the Junkers Jumo004, two projects

at Heinkel and the BMW effort (Younossi et al. 2002). Moreover, the government

financed the development of two jet fighters, the Me262 and He280.

In contrast to Whittle, the German turbojet teams sought a theoretical under-

standing before the actual development of the engine (Pavelec 2010). Arguably,

this was the reason for their choice for the axial-flow turbojet, as this is theoretically

efficient and powerful, but difficult to design and expensive to construct (Pavelec

2010). This initial predominantly scientific interest may be explained from the fact

that the Treaty of Versailles (1919) prohibited Germany to build aircraft. Aeronau-

tical research was mostly limited to theoretical analyses of dynamics and materials

(Pavelec 2010). Moreover, the Versailles proscriptions concerned aircraft using

conventional engine technology, such that the focus shifted to turbojet-powered
aircraft.

During the interwar period, the University of G€ottingen with its

Aerodynamische Versurchanstalt G€ottingen (AVA) was the leading institution in

Germany (Pavelec 2010). As of 1936, Ludwig Prandtl, one of the world’s finest
theoretical physicists, held positions at the Kaiser Wilhelm institute (KWI) for fluid

dynamics research and at the Lillienthal-Gesellschaft f€ur Luftfahrtforschung as of

1936 (Pavelec 2010). The theoretical work at the KWI and government-sponsored

research institutions enabled Germany to develop a basis of theoretical knowledge

that was arguably the best in the world (Pavelec 2010). The Germans were at the

forefront in academic fluid mechanics, airframe development and high-speed the-

ory (Pavelec 2010). The RLM not only pushed rearmament aggressively but also

increased funding for scientific research (Pavelec 2010).

However, German research was not coordinated and lacked a clear focus,

stretching the resources (Pavelec 2010). Funding fell into three categories (Kay

2002). Firstly, projects sporadically financed by military organizations or drawing

on general funds of the company or institution concerned. Secondly, programs

actively supported by military organizations, hoping that full priority would be

given later. Thirdly, projects with full priority upon receiving interest of Hitler.

8Interestingly also the year in which the piston engine aircraft speed record was flown which lasts

for 30 years – an indication for the maturity of this technology to that time.
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4.3.3 The Change in Attitude in the U.S.A.

Despite the impressive technological progress booked by Goddard, the

U.S.A. government did not recognize the great potential of his engine technology

for warfare9 (Streissguth 1995). The U.S.A. lagged behind the U.K. and especially

Germany in jet engine development. In fact, even after WWII, the U.S.A. industry

had to rely on British engines and technology (Younossi et al. 2002). Only in 1941,

U.S.A.-based firms learned about the British jet engine and started developing

turbojets, including G.E., Pratt&Whitney, Lockheed, and Northrop. However,

where the U.K. government had required British firms to cooperate and share

information in the development of turbojet engines,10 the U.S.A. government rather

encouraged competition among firms, thus discouraged sharing of information and

promoted different technical solutions (Younossi et al. 2002). General Electric

extended the basic Whittle technology. Westinghouse had a long tradition in

steam turbines and developed jet engines with the financial aid of the navy. Pratt

&Whitney produced the Rolls-Royce Nene engine, a successor of the Whittle W2B

turbojet. After that, Pratt & Whitney invested large amounts in R&D in turbojet

development and succeeded (Guffarth 2016).

Arguably, the U.S.A. government started to follow the more European approach

of stimulating collaboration and government-led developments, as e.g. the Man-

hattan project in the early 1940s, and the establishment of NASA in the early 1950s

illustrate.

4.4 Technological Breakthrough as a Consequence
of Governmental Intervention

At the start of WWII, Germany had at least a 5-year lead in jet engine development

over the Americans and was the only nation able to successfully develop and

produce jet fighters during the war. Only Me262 with Junkers’ Jumo004 jet engine

reached a high-rate production (with about 4750 units produced) in underground

facilities (Younossi et al. 2002). Of the later developed Heinkel He 162 aircraft with

BMW003 jet engine, about 750 units have been produced. Despite the fact that

piston-engine aircraft were further developed and produced in very high numbers

during the war, jets marked the break from piston-engine aircraft to the next

generation of aircraft (Pavelec 2010). German technology surfaced because gov-

ernment was strongly backing up developments, e.g. by co-locating the primary

9Only during WWII, Goddard was granted a contract to develop jet-assisted takeoff of airplanes

from aircraft carriers, arguably an undervaluation of Goddard’s jet technology.
10In 1944 this was topic of two articles in the Flight magazine writing about the GE deal for the US

Army Air Force for jet power plants, transforming knowledge from Britain (Flight 3rd August

1944, p. 116).
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researchers (e.g. at the Peenemunde facilities in case of the rocket technology),

while at the same time honoring entrepreneurial activities (as e.g. with Heinkel

around 1935). In the U.S.A., there was little support for commercialization or

exploitation of experimental technology. The U.S.A. government did not see

investments in Goddard’s rocket technology justifiable, while in fact Von Braun

used his work directly and even contacted Goddard directly for information. In

addition, if there was support it came from private funds or research institutes,

while particularly for the latter the focus was more on systematic, scientific study.

5 Discussion and Conclusion

In this chapter, we have studied two cases of breakthrough inventions using a

complexity-theoretic process model of technology invention in conjunction with

analysis of the role of government, institutions, and co-location in flows and

creation of technological knowledge. The model explains how invention is an

iterative and interactive process of (1) gradual conceptualization and materializa-

tion of a system as a configuration of components embodying particular functions,

(2) overcoming of technical challenges for the various components in piecemeal,

(3) learning of efforts of others elsewhere, translating and combining their insights

and technical solutions, and (4) being steered by governmental or institutional

interventions.

From our analysis of two cases, we conclude that the model is general enough

and does not omit crucial historical factors. However, a disadvantage is that the

level of the detail in the descriptions of the government interventions, knowledge

flows, and effects of institutional factors on inventive activities goes hand in hand

with the depth of the technological decomposition of the system. In the second case,

that of the jet engine, the technological decomposition is limited and so is, thus, the

specificity of indications of knowledge flows, involvement of government, etc.

To illustrate the value of the process model as a descriptive tool, we discuss the

first case in more detail and sum the main conclusions. In our analysis of the

heavier-than-air aircraft, we observe that the process of invention is characterized

by a decentralized search among different design paradigms, where inventors are

engaged in experiments with (configurations of) component technology. In general,

for the various designs, visionary and captivating images inspired new generations

of inventors that access technical knowledge ‘shelved’ in books and articles, carried
over and combined in public and private communications, and not uncommonly

supervised by mentors that are proponents of a particular design paradigm. Critical

may be the becoming available of research tools for systematic experiments, both to

discriminate among design alternatives (if required), but also for optimization of

component parameters and configurations. Specific institutions for the advance-

ment of the technology have played an important role in absorbing and diffusing

knowledge, funding research tools, and establishing credibility to the field.

The involvement of national governments may seem to have been limited, notably
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because they invested in design paradigms and projects that ultimately failed, the

pruning of research directions added to the dynamic efficiency nonetheless. Plus,

even if particular designs fail, inventors engaged with other designs reap the

benefits of the fundamental insights as to why it failed and the efforts devoted to

improve components common to multiple designs. In our analysis of the jet engine

technology, we again observe decentralized search across space and time, but with

the rearmament, Germany promoted co-location and coordination of research and

accelerated research.

Apart from this general characterization of the invention process, we are able to

draw conclusions on the role of government, institutions, and the moderating effect

of geographical distance. The first conclusion is that (both the heavier-than-air

aircraft and to lesser extent the jet engine) invention processes feature substantial

dynamic inefficiencies. Firstly, there are inefficiencies because inventors are

unaware of other solutions, e.g. due to overlooked ‘shelved’ technological knowl-
edge. For instance, the Wrights came up with wing warping in 1899, which was

nonetheless technically inferior to the ailerons invented already in 1868 by Boulton.

We have also seen how Chanute’s efforts to gather and communicate technological

knowledge contributed to the Wrights’ success. Secondly, there were inefficiencies
due to the co-existence of different design paradigms, e.g. fixed wing aircraft

vs. ornithopters, or the “most ridiculous” slavish mimicking of animal wings deep

into the 1890s versus the straight-line, structurally sound biplanes with clear pre-

cursors already in the 1840s. Although it constitutes a form of decentralized search

preventing a collective lock-in at a (potentially poor) local optimum, the persistence

of certain inventors turned out to be stubborn. Thirdly, part of the inefficiencies and

failures in arriving at a working configuration stems from the fact that inventors

lack a system perspective; (1) they tended to develop a complete aircraft without

properly understanding the ramifications of design choices both on component

performance and the interaction of components, and (2) improving specific com-

ponents (e.g. wing design for lift, propeller optimization, increasing the power-to-

weight ratio of steam engines) yet then relying on immediate real-world testing in

configurations with ill-performing complementary components. In retrospect, the

sensible order was followed by the Wrights: focusing on wing design for lift, adding

and mastering mechanical control, and then add power. However, obviously, the

Wrights could rely on so many inventions readily done by others before them, and

start from a fairly standard configuration: the Pratt truss biplane of Chanute;

camber, aspect ratio, and lift statistics computed before them; a basic propeller

design; the mini internal combustion engine; and—given that so much had to be

redesigned and re-measured by them—the wind tunnel. Working backward from

the Wrights’ inventions would not only be a ‘presentistic chronicle’
misrepresenting technology evolution, it would also reveal only part of the ineffi-

ciencies, knowledge flows, and invention process. Only by focusing on various

designs (even those ultimately deselected), the variants of a particular components

in these designs, and studying the factors that have affected the course of history

(other than technical selection) gives a more holistic perspective of the process of

invention.
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The second conclusion is that the role of government during the invention of

heavier-than-air aircraft has been limited. There have been a few attempts of

repairing the market for fundamental research in aerodynamics (the wind tunnel

of Wenham, rig-tests by Maxim) and material science (e.g. for the turbines in the

hot section), plus some support for experimental research (Ader, Langley, also

Maxim). Ironically, the pilot projects that did get substantial public funding (Ader’s
Eole, Langley’s Aerodrome, Maxim’s rig-test) did not form the foundation for the

ultimate breakthrough of the Wrights, nor did they contribute to the subsequent

system development in France. However, in retrospect, what actually did accelerate

developments was the progressive institutionalization of communication of

research findings and that inventors started to follow scientifically rigorous

approaches. Clearly, public support of both is well possible, even in liberal market

economies like the U.S.A. and U.K. Interestingly, both the French and

U.S.A. governments were involved in funding development of prototypes of war-

fare flying machines for which the requirements were demanding but technologi-

cally non-prescriptive. In this, the public funding in fact coincided with substantial

private funding rather than that it compensated for a lack thereof. Plausible causes

are that (1) both the government and the private parties have the same favorable risk

assessment, (2) one perceives the involvement of the other as risk decreasing, and

(3) one acts on the presumptions that the other has alternative information.

The third conclusion is that, already in the mid-nineteenth century, there were

knowledge flows across national borders, even while governments were aware of

military application of aircraft technology. Given the early state of technology,

little of the communicated knowledge was codified, nor did it concern technically
concrete information. However, the writings did convey results on experiments,

concepts behind design choices, and as such formed a (limited and partially wrong)

basis of know-why and know-how knowledge on design features. Arguably, this is

typical for the ‘technological uncertainty’ in early industries. Interestingly, the

uncertainty mainly concerned the various components, as the design and break-

down into components itself was already fairly well established.

The present work has several shortcomings. Firstly, the level of technical detail

in the second case (the jet engine) is limited such that it is hard to assess the

invention process, let alone the role of government in the inventive activities.

Future work should adorn the (multi)national innovation system description with

the invention process details. Secondly, the process model of invention should be

embedded more deeply in the innovation system literature as this will provide more

factors and functions to take into account in historical analysis. In line with that, the

level of detail in the cases should be adjusted to that, so as to shed light on how also

these factors and functions have mattered.
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A Descriptive Statistics Exploration

of Spatio-temporal Patterns in Inventive

Activities in the Pharmaceutical Industry

Ben Vermeulen, Inga Zvarich, and Beatrice Messmer

Abstract The findings reported in literature on spatio-temporal patterns in knowl-

edge flows in inventive activities are mixed. We discern two basic theories. Firstly,

breakthrough inventions require acquiring alien knowledge outside the region.

Externalities then stimulate co-location of subsequent incremental innovation

activities. Secondly, breakthrough inventions require cross-fertilization of tacit

knowledge from different industries, which requires co-location. After this, pro-

gressive codification and technological crystallization facilitates diffusion and

collaboration over greater distances. We formulate several additional hypotheses

on spatio-temporal phenomena in knowledge flows. We then conduct a descriptive

statistics exploration of forward citation graphs of breakthrough inventions of an

originator in the pharmaceutical industry. We find indications for several distinct

spatio-temporal phenomena following a breakthrough. We find progressive glob-

alization in collaboration within groups of inventors and provide several potential

causes. In addition, we also find indications for increasing spatial dispersal of

groups of inventors collaborating locally on follow-up technology. Moreover, we

find increasingly local follow-up, i.e. that the distance between groups of inventors

of cited and citing patent becomes smaller. We provide several suggestions to

extend this study.

1 Introduction

In the past decade and a half, innovation economists have revisited the geography of

innovation from a knowledge-based perspective. A critical factor in co-location in

exchanging and creating knowledge is whether knowledge is tacit or codified;

conveying technical knowledge with substantial tacit components is more efficient

in face-to-face communication (cf. Polanyi 1967; Gertler 2003). There is, by and
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large, agreement that whenever knowledge is tacit, that geographical proximity of

collaborative research activities using that knowledge is conducive to innovative-

ness of the outcome, everything else held equal (cf. Malmberg and Maskell 2002;

Audretsch and Feldman 1996). Arguably, the tacit component of technological

knowledge is particularly of relevance when communicating with a party with a

different background and knowledge reference frame. As such, the tacit knowledge

is particularly relevant in transfer and combination of knowledge from previously

unrelated industries prior to a breakthrough invention and further exploration in the

inception stage.

By convention, we call an invention a breakthrough if it either provides totally

new functionality or improves key performance parameters of a particular existing

technology in the order of several magnitudes and as such, in retrospect, punctuates

industry evolution (cf. Anderson and Tushman 1990). Inventive activities subse-

quently improve, extend, complement, and apply the breakthrough technology

following technological and scientific rationales (cf. the ‘technological trajectory’
notion by Dosi 1982). With further crystallization of technology and the emergence

of dominant designs, the emerging industry develops to have its own particular

knowledge base that is largely collectively shared by those involved.

Despite this rather clear pattern in the nature of knowledge over the development

of an industry, there are two opposing hypotheses on the pattern in the geographical

span of research collaboration and the knowledge flows they entail. Firstly, there is

the “outside-in” pattern (cf. Bathelt et al. 2004; Neffke et al. 2011) in which alien

knowledge that ultimately sparks the radical breakthrough is brought in and

absorbed from outside the region.1 Marshallian externalities subsequently stimulate

agglomeration of specialized firms, effectively making all collaboration geograph-

ically proximate. An implicit underlying assumption here is that knowledge that

may ‘spark’ a breakthrough is not present in the region. Secondly, there is the

“inside-out” pattern (cf. Audretsch and Feldman 1996, Ter Wal 2014) in which the

initial transfer and combination of knowledge leading to a breakthrough has to take

place in geographical proximity, i.e. in the same region. Subsequently, codification

takes place, which allows transfer to and absorption by agents in other regions.

On top of the spatial dynamics over a technology trajectory, the geographical

span of knowledge diffusion and collaboration are subject to both universal as well

as industry specific trends. We discuss whether there is a general trend that

geographical proximity becomes less (Rallet and Torre 1999; Griffith et al. 2011;

Cairncross 2001) or rather more (Sonn and Storper 2003) relevant in collaboration

and how this affects our findings.

To mitigate the moderating effect of other types of proximity (such as organi-

zational and social proximity) on the geographical span of research relationships

(cf. Breschi and Lissoni 2001; Boschma 2005), we study breakthrough inventions

principally coming from one and the same research party, here Bayer AG. We

thereby effectively fix the organizational and social network (apart from the

1Here ‘region’ refers to a geographical area typically smaller than the average country.
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dynamics therein), and can thus generalize the pattern in geographical proximity

among inventors. In studying the flows and generation of knowledge, we have

deliberately picked the pharmaceutical industry as it is characterized by (1) a high

level of codification of knowledge, (2) inventive processes are often formally

organized (for example, in R&D departments), and (3) outcomes tend to be

documented in reports, electronic files, or patent descriptions (thus leaving a

‘paper trail’ we can follow).

Following Jaffe et al. (1993), we use patent citations as evidence of knowledge

flows. Moreover, we see co-inventor collaboration as proof of knowledge recom-

bination. In this work, we conduct an exploratory, descriptive statistics analysis of

the forward citation graph of breakthrough patents. Using geolocations of inven-

tors’ locations (often private residences) mentioned in patents, we study the spatio-

temporal pattern in knowledge flows and recombinations. We study the average

pairwise distance of co-inventors of a single patented technology, inventors listed in

one patent and inventors listed in a direct forward cited patent, and in one patent and

in the breakthrough patent.

Our explorations yield indications for several spatio-temporal patterns. In gen-

eral, we find that the average distance within the group of co-inventors increases

over time. This is in favor of the “inside-out” hypothesis. However, the principle

driver need not be codification of knowledge, and we will discuss several alterna-

tive causes. Moreover, we find indications for “global diffusion” of knowledge with

inventive activities popping up all over the world, yet possibly still conducted by

relatively local groups of inventors. We also find that the follow-up inventive

activities are increasingly localized, arguably due to progressive technological

specificity of these inventive activities. This is in fact in line with the “outside-

in” hypothesis. As such, even in our limited exploratory study there are indications

that there is no conclusive evidence for either one of the two hypotheses.

In Sect. 2, we discuss theories (and formulate several closely related hypotheses)

on the spatio-temporal properties of collaboration in inventive activities. In Sect. 3,

we discuss the methodology and provide the operational definitions of the statistical

measures we use. In Sect. 4, we select the patents for further analysis and explore

the spatio-temporal properties of citations and collaboration. In Sect. 5, we present

the conclusions, reflect on (future) tests of the formulated hypotheses, and provide

pointers for further research.

2 Theory

To understand spatio-temporal patterns in knowledge flows and collaborative

recombination, it is necessary to understand when in a technology trajectory

particular types of knowledge are conveyed and recombined, and which parties

(notably from which industries and regions) are involved. A critical factor in the

co-location of parties exchanging or creating knowledge is whether input knowl-

edge is tacit or codified. Tacit knowledge can only be communicated verbally,
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whereas codified knowledge can be transferred and absorbed without face-to-face

communication (cf. Polanyi 1967). Conveying technical knowledge with a sub-

stantial tacit component is more efficient in face-to-face communication (cf. Gertler

2003). Codification of tacit knowledge is based on cost consideration (Cowan

et al. 2000), and most codified knowledge continues to have a tacit component

(Johnson et al. 2002). However, with maturation of an industry, more knowledge

becomes codified (e.g. in patents) and researchers develop a shared base of tacit

technological knowledge.

For firms to develop radical breakthrough technology, they need access to

(non-obviously) related and yet unexplored external knowledge bases, arguably

present in other industries (cf. Nooteboom et al. 2007). If such alien technological

knowledge is not found in the region (and in any case outside the cluster) itself, it

must necessarily come from a different region (cf. Menzel and Fornahl 2010),

imported through pipelines and absorbed and used in a local buzz (Bathelt

et al. 2004). With progressive crystallization of product designs, a technological

knowledge base specific to the industry is formed, and absorption of knowledge

from other industries is limited. Moreover, the emergence of a dominant product

design and codification of related technological knowledge allows progressive

organization of industries into specialized firms (cf. Klepper 1997). Marshallian

externalities (notably the positive effects of the presence of a shared pool of skilled

labor, specialized suppliers, and technological knowledge flows) would drive

agglomeration of firms in the focal industry and amplify the significance of

primarily local collaborative relationships (cf. Neffke et al. 2011). This leads us

to postulate the following “outside-in” hypothesis.

Hypothesis 1 (Outside-in) Realizing a breakthrough invention requires absorbing

of and recombining with alien knowledge generally found outside the region. Once

absorbed in the region, subsequent exploitation takes place in progressively local-

ized activities.

If a focal region hosts technologically diverse knowledge bases, combinations of

locally available diverse knowledge may spark radical breakthroughs. Jacobs

externalities refer exactly to the additional innovative potential for research activity

that derives from being located in a technological diverse region. Clearly, geo-

graphical proximity is not sufficient (although possibly required) to realize these

breakthroughs; social and organizational relationships for exchange, communica-

tion, and learning are arguably more critical (cf. Boschma 2005; Giuliani 2007).

However, in the research and development of breakthrough technologies, even if

both internal and alien knowledge is mature, there are tacit components of such

knowledge (Johnson et al. 2002). As such, absorbing and combining these knowl-

edge bases would require co-location and face-to-face communication (cf. Gertler

2003). With further emergence of clear product designs in the industry/sector, the

inter-industry knowledge exchange becomes less significant and (the effects of)

Jacobs’ externalities of co-location become weaker.

Over time, with further development of technology, technological knowledge

becomes codified in specifications, working documents, and patents, as well as
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embodied in prototypes. As such, exploitation and extension of an established

knowledge base would no longer require co-location and face-to-face communica-

tion, such that spatial dispersal of inventive activity may occur (cf. Ter Wal 2014;

Audretsch and Feldman 1996). This is even more so if there is a common jargon and

a collective understanding of basic technological principles. This leads to the

following “inside-out” hypothesis.

Hypothesis 2 (Inside-out) There is co-location in initial exploratory research

leading to the breakthrough and subsequent experimentation. With codification

and technology crystallization, co-location is no longer required and follow-up

inventive activities may take place in other regions.

Note that the theory behind Hypothesis 1, in contrast to that behind Hypothesis

2, does not specify where such initial knowledge exchange and absorption takes

place. Moreover, neither does it specify how, where, and why the initial contacts are

formed. Do note that collaboration agreements (and possibly reactive co-location)

are formed only after a process in which the different research parties explore the

innovative potential and technological feasibility of combining complementary

knowledge. As such, the potential geographical span of collaboration (intra- or

inter-regionally) depends on the likelihood of these potential partners getting in

touch with each other. Consequently, organizational and social proximity may have

higher explanatory power, where geographical proximity is rather a moderating

variable amplifying the effect (cf. Breschi and Lissoni 2001; Boschma 2005). To

control for the effect of organizational and social relationships, we study inventions

principally coming from one and the same research party (i.e. Bayer AG).

As industries differ in agglomeration externalities, technological inseparability

of production processes, the ‘codifiability’ of knowledge, etc. there may be sub-

stantial differences in the spatial span of collaboration from industry to industry.

The codifiability of knowledge in the chemical and pharmaceutical industries is

substantial as much is based on scientific research, in which cognitive and rational

processes are laid down in mathematical formulas. Moreover, the chemical and

pharmaceutical industries allow for specific formal screening and signaling in

acquiring new production knowledge (know-why) as well as finding collaborative

partners (know-who) (Asheim et al. 2007, p. 662).

Reger (2000, p. 135) finds there is internationalization of R&D activities in the

pharmaceutical industry due to early collaboration with leading innovative clients,

research institutes and production houses. This may be driven by the drop in costs

and the fact that knowledge is analytical. This comes on top of the consistent drop

of travel and communication costs (the so-called “death of distance”, see Cairncross

2001), for which patent analysis has already provided proof (Griffith et al. 2011).

We thus come to the following, general hypothesis.

Hypothesis 3 (Globalization) The propensity of international collaboration in the

chemical and pharmaceutical industry is increasing.

Arguably, this hypothesis is rather unspecific, given that the chemical and

pharmaceutical industry features different types of clusters and thereby
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international collaboration propensities. There are clusters consisting of (1) a large

anchor firm and a co-located pool of suppliers and service providers, (2) groups of

SMEs compensating their scale through collaboration, and (3) startups and spinoffs

located near universities or research institutes (Ketels 2007). To control for orga-

nizational, social, and institutional factors in international collaboration propensi-

ties, we focus on the breakthrough inventions of one (anchor) firm.

Rather than testing these three unspecific hypotheses, we will conduct a descrip-

tive statistics analysis of the spatial pattern of inventive activity (and patents as

measurable indications thereof) over the technological trajectory (for a detailed

treatise of this term, see Dosi 1982) from several technological breakthroughs

forward in time. We hereby use the ‘forward citation graph’ of patents following
a breakthrough patent. Arguably, younger inventions more ‘downstream’ in the

forward citation graph rely more on readily crystallized products (and embodied

knowledge ready to be reverse engineered), a de facto collective jargon, and

codified knowledge in patents as well as professional and academic literature.

These ‘downstream’ inventions may simply concern incremental improvements

(or even substitutes), specific complements (e.g. production methods), circumven-

tions, extensions (e.g. means of delivery), or local applications. Arguably, the type

of knowledge required for an invention depends on the stage in the technology

trajectory and the type of invention. Depending on the type of knowledge

(e.g. pertaining to operational principles, just interfacing, or mere adjustments to

local circumstances) and the level of codification and common understanding

thereof, contact with prior inventors, possibly located elsewhere, may or need not

be required. We expect that ‘upstream’ inventions (i.e. more fundamental,

pertaining to operational principles, design defining, etc.) early on in the technology

trajectory require involvement of inventors involved in the initial inventions. More

‘downstream’ inventions (i.e. pertaining to production, local application, comple-

ment interfacing, etc.) may require less involvement of inventors of ‘upstream’
inventors. This leads to the following hypothesis.

Hypothesis 4 (Conditional supraregional collaboration for ‘upstream’ inven-
tions) If inventive activity occurs in a region different from the region of the

breakthrough, collaboration across the regional boundary is more likely for

‘upstream’ inventions early on in the technology trajectory than for ‘downstream’
inventions.

Clearly, the need for supraregional collaboration diminishes over time because

(1) essential knowledge has already been transferred and (2) product technology has

crystallized, a collectively shared jargon has emerged, and knowledge has been

codified. Knowledge is transferred from region to region through ‘gatekeepers’ or
‘boundary spanners’ that have supraregional relationships.

A corollary of Hypothesis 4 is that a team of inventors is more likely to have one

or more gatekeepers for more ‘upstream’ inventions early on in the technology

trajectory.

Related to this is that ‘downstream’ inventions may rely much more on inven-

tions done locally, e.g. improvements on local applications, extensions of

136 B. Vermeulen et al.



components locally invented, such that not only the intra-team distance among

inventors decreases, but also the inter-team distance (i.e. from the team of inventors

of one patent to the team of inventors of a forward cited patent) decreases. This

leads to the following hypothesis.

Hypothesis 5 (Conditional intraregional follow-up for ‘downstream’ inven-

tions) If inventive activity occurs in multiple regions, downstream inventions are

more likely to cite local inventions.

Note that although codification (partially) obviates the need to co-locate for

effective absorption and recombination, spatial dispersal is not necessarily the

inevitable outcome; there simply may be no interested parties elsewhere. Indeed,

many inventions are patented but never used elsewhere. That said, historic break-

through inventions like that of the internal combustion engine, aircrafts, automo-

biles, but also pharmaceutical or biotechnological production processes typically do

get picked up in other countries (see e.g. Vermeulen & Guffarth, this book).

Historically, also the mobility of inventors diffuses knowledge (e.g. Otto taking

home the internal combustion technology from Paris). As such, it may for instance

also occur that a region functions as incubator for startups that subsequently

relocate (e.g. Wenting 2008; Heebels and Boschma 2011).

3 Methodology

For exploration of spatial knowledge dynamics in inventive activities, we picked

the pharmaceutical industry. This is an industry relying on analytical, science-based

knowledge and for which inventions are based on codified knowledge, including

patents (see Asheim et al. 2007). In addition to that, industrial chemical and

pharmaceutical activities are not globally concentrated, but rather conducted in

numerous clusters scattered across the globe (cf. Ketels 2007). Moreover, interna-

tional collaboration is common in the chemical and pharmaceutical industry (Reger

2000). For analytical knowledge, the applications (and thereby patented inventions)

generally often take the form of (radically) new products and processes (cf. Asheim

et al. 2007).

In the present work, we are interested in (1) the geographical span of inventor

networks of so-called breakthrough inventions and further extensions & applica-

tions of those inventions, and, under the reasonable assumption that there is

diffusion, (2) the geographical distance between ‘upstream’ inventions and ‘down-
stream’ extensions & applications.

To measure the industrial significance of a particular patent (i.e. is it a ‘break-
through’ or not), we use the number of normalized forward citations as a proxy

(Trajtenberg 1990; Trajtenberg et al. 2001). In addition to using the number of

forward citations to determine which patents are breakthrough inventions and

which are not, the forward citation also signifies the use of codified knowledge

contained in the cited patent by the knowledge in the citing patent. As such, a

A Descriptive Statistics Exploration of Spatio-temporal Patterns in. . . 137



forward citation is proof of the flow of knowledge from one group of inventors and

their locations to (possibly) another group of inventors and their locations (cf. Jaffe

et al. 1993). Whether the invention in the citing patent concerns a substitute, an

application (or production process), or merely complementary, extending knowl-

edge requires content analysis. In general, though, we expect younger ‘follow-up’
patents to concern more applied inventions and more likely to be specific exten-

sions. Arguably, for an in-depth insight in the actual (spatial nature of) knowledge

flows, we conduct a multi-stage patent analysis on the (what we call) ‘forward
citation graph’ obtained by snowballing through the forward citations. See Von

Wartburg et al. (2005) for an elaborate discussion of the value of studying (in)direct

forward citations.

We now introduce several metrics on patent citations. Firstly, we operationally

define breakthrough inventions as patents among the top 1% of all published

patents based on normalized number of forward citations. Denote with Fi the set

of forward and with set Bi the set of backward citations of patent i. The set of

forward citations is constructed by filtering out those (necessarily younger) patents

that cite patent i. To account for the fact that younger patents naturally receive

fewer references, purely because fewer even younger patents were yet able to cite

them, the number of forward citations is normalized by the average number of

citations received by all patents issued in the same year. We thus write for the

normalized number of forward citations:

eFi ¼ Fi

F
k
; ð1Þ

where Fi is the number of forward citations for some patent i, which is published in

the year k, and F
k
is the average number of forward citations for all patents

published in the year k.
Arguably, the number of direct forward citations captures only part of the long

term impact of an invention. One should also look at patents that are only indirectly
forward cited. Atallah and Rodriguez (2006) suggest to use the cumulative number

of direct and indirect forward citations. Rather than using their inelegant opera-

tional definition, we provide the following (equivalent) recursive operational

definition:

Ni :¼
��Fi

��þ
X
j2Fi

Nj; ð2Þ

One should be cautious in applying this measure to actual forward patent graphs,

though. In rare cases, the patent database does contain circular citations (where

patents cite each other) and given that there is substantial lag between applying,

being granted and publication of a patent, it may incidentally happen that forward

citations are backward in time. Moreover, note that there may very well be double
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counting, i.e. if patent i forward cites two patents that both forward cite patent j, the
forward graph of j is double counted in Ni.

Secondly, to quantify the geographical span among the team of co-inventors, we

use the average pairwise distance between the inventors (in kilometers). Let Gi be a

set of geolocations of co-inventors of patent i and denote with Δ(g,h) the Haversine
distance between two geolocations g and h, then the average pairwise distance

between the geolocations in set Gi is defined as:

D Gið Þ :¼ 1��Gi

�� ��Gi

��� 1
� � X

g, h2Gi

Δ g; hð Þ; ð3Þ

where |.| is the cardinality of a set.

Thirdly, we need to quantify the geographical diffusion of knowledge. If patent

j cites (a necessarily older) patent i, the technical knowledge contained in patent

i present at locations Gi is said to have diffused to, be absorbed, and extended at,

and to have been recombined with other technical knowledge at locations Gj. Using

the Haversine distance Δ between geolocations again, we define D(Gi,Gj) as the
pairwise distance between the locations of the co-inventors in a set Gi of patent

i and the locations in the set Gj of patent j:

D Gi;Gj

� �
:¼ 1

Gi

����Gj

�� ��
X
g2Gi

X
h2Gj

Δ g; hð Þ: ð4Þ

Fourthly, the average geographical diffusion of knowledge in patent i is defined as

the average of the pairwise distances of inventors of patent i to those of forward

cited patents Fi:

DF
i :¼ 1

Fij j
X
j2Fi

D Gi;Gj

� �
: ð5Þ

Note that the measures can be used for applicants instead of inventors as well.

4 Empirical Study

For the patent analysis, we used the OECD REGPAT database (Edition Autumn

2014), whereby we limited ourselves to the EPO section. Due to this, no forward

citations outside the EPO jurisdiction are considered, such that the geographical

scope is underestimated. Do note, however, that the major chemical and pharma-

ceutical multinationals are engaged in triadic patenting, such that also firms in the

U.S.A., Japan, Korea, etc. file for EPO patents. As such, the underestimation is

expected to be relatively limited.
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As discussed above, we limit ourselves to one, but a major player in the chemical

and pharmaceutical industry, Bayer AG, so as to “fix” the moderating effect of

organizational and social proximity, and study the effect of geographical proximity

in isolation. Moreover, we picked the chemical and pharmaceutical industry

because the knowledge is analytical, is often codified, and inventions tend to take

the form of products and processes that are patented.

To obtain the normalized number of forward citations, the EPO citations data-

base (EP_CITATIONS) and the list of EPO applicants (EP_APP_REG) were joined

using the EPO patent publication number. After computing the normalized number

of forward citations, selecting the top 1% (i.e. the breakthrough inventions), and

filtering by the applicant name (BAYER AG), a handful at the top of the list were

selected for closer inspection. Figure 1 contains the forward citation statistics.

A first observation is that, despite the high number of normalized forward

citations, several patents have a relatively low cumulative number of direct and

indirect forward citations. In fact, EP0712396 has no indirect forward citations.

Inspection of the patent description reveals that this protects a chemical structure

for fungicides with optional substitutes, whereby most of the forward citations are

to patents that provide specific substitutes. As we are primarily interested in

breakthroughs that trigger extensions, applications, invention of substitutes, etc.,

we exclude these “template patents” EP0341475, EP0339418, and EP0712396

from further analysis.

As mentioned in the introduction, there are universal trends, e.g. the drop in

communication and travel costs, which would facilitate collaboration over greater

distances. We thus expect a universal increase in the spatial span in co-inventor

networks, but also an increase in the geographical span of forward citations. Apart

from universal trends, we discovered a strong aberration in the forward citation

graph, notably in three of the older ones: EP0005501, EP0018497, and EP0040345.

Fig. 1 The forward citation graph of patent EP0005501, with a patent thicket present in 2009
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These three graphs feature a sudden peak in the number of forward citations to

patents around 2009 (see Fig. 1), which could signify a deliberately established

patent thicket around valuable patents. The underlying reason for the sudden

cascade of patent applications is sought in the fact that the EC started an extensive

inquiry in January 2008 into practices of originator companies that distort compe-

tition (e.g. collusion) and cause delayed or deterred entry of generic producers

(e.g. pay-for-delay, patent settlements). Halfway 2009, the European Commission

recommends unifying the patent systems and monitoring of patent settlements.

Bayer and other originator companies supposedly have anticipated these reforms,

feared entry and sought to deter said entry by establishing a patent thicket. Inter-

estingly, the (costly) establishment of such a thicket is an indicator of the value of

the patent. The number of stars in the fifth column of Table 1 indicates the presence

of none, a moderate, or an extensive patent thicket in 2009 in the patent graph.

In studying spatial trends in the forward graphs of the various breakthroughs, a

proper statistical analysis (e.g. autocorrelation) would require a substantial selec-

tion of patents.

Problematic in selection is that the universal, external trends (e.g. travel &

communication costs) and particular aberrations (e.g. the 2009 thickets) hampers

lumping together patents with different years of application/publication. Moreover,

there are not enough breakthrough patents to pick a selection starting in the same

year, in part because we have controlled for the organizational proximity effect by

picking breakthrough patents of Bayer. The trends and aberrations also hamper

normalizing the starting year (i.e. by subtracting the year of the publication of the

breakthrough of the year of each patent in the forward citation graph). However,

given that our main focus is to establish face validity for existing hypotheses and

formulate additional hypotheses on the spatio-temporal pattern, we aggregate over

two sets of patents. Firstly, we make a group of “old” patents: EP0005501,

EP0071819, EP0018497, and EP0040345. Secondly, we make a group of

“young” patents: EP0440957 and EP0686662. For both groups we set the year of

Table 1 Selected breakthrough patents of Bayer AG and the forward citation statistics

Patent

publication

number

Patent

publication

year

No. of

backward

citations

No. of

forward

citations

Normalized

no. of fwd.

citations

Cumulative no. of

(in)direct fwd.

citations

EP0686662 1995 2 36 16.88 95

EP0005501 1979 1 35 18.54** 303

EP0440957 1991 4 40 18.65* 762

EP0071819 1983 7 39 18.80* 874

EP0018497 1980 3 37 19.05** 218

EP0341475 1989 3 46 21.15** 47

EP0339418 1989 8 49 22.53** 59

EP0712396 1996 1 50 23.14** 50

EP0040345 1981 5 122 59.80** 1261

Asterisks indicate significant presence of patent thicket
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breakthroughs at t¼ 0 and adjust the year of publication of forward cited patents

accordingly.

For all of the breakthrough inventions, we determine the forward cited graph by

snowballing through the forward citations, see e.g. the forward graph of EP0005501

contained in Fig. 1. Arguably, upstream in the forward citation graph, one finds the

fundamental and aggregated inventions relying profoundly on the knowledge in the

breakthrough invention. Downstream in the downstream citation graph, one finds

more specific inventions that are extensions, improvements, or application of

(earlier extensions, improvement, or applications of) the breakthrough technology.

Figures 2 and 3 contain the plots of the normalized number of forward citations

by year for the set of “old” patents and the set of “young” patents respectively. To

compute the average number of forward citations, determine

Nky :¼
X

j2Sky Fj

��=��Sky
�� �� with Sky the set of patents in the forward graph of break-

through patent k with publication year y. The figures are obtained by taking the

Fig. 3 Normalized number of forward citations for the set of “young” patents

Fig. 2 Normalized number of forward citations for the set of “old” patents
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average of these Nky over all breakthrough patents in the set of “old” and respec-

tively “young” patents for all y.
The steep drop in the average number of forward citations and the low and even

further decreasing number after a few years shows that inventions become more

specific, with fewer options to extend, apply or combine. Apart from that, younger

patents have had fewer occasions to be cited.

Figures 4 and 5 contain plots of the average distance between the inventors of the

patents in the forward citation graphs over the years. The average distance between

co-inventors remains relatively low (generally <500 km, occasional excesses

generally <1000 km) the first two decades, also for the older breakthroughs.

However, after these two decades, the geographical span of collaboration increases

substantially in the “old” forward citation graphs. Overall, as the fitted linear trend

line shows for the set of “old” patents, there is a strong increase in the co-inventor

distance over time. This is aptly phrased as “globalizing collaboration”. This is in

favor of the ‘inside-out’ hypothesis. We conclude that, firstly, there are inventors

active in more than one region (otherwise such high distances cannot be realized),

at least in later years, and, secondly, over time there is increasingly more collab-

oration between inventors in different regions, also for more specific inventions

further downstream in the citation graph. Although this may all be facilitated by the

drop in communication and travel costs, there should still be a technological

foundation for the collaboration.

Reger (2000, p. 135) argues there is internationalization of R&D activities in the
pharmaceutical industry due to early collaboration with leading innovative clients,

research institutes and production houses. However, the results presented here show

that this may be only a partial picture. For our limited sample, the average pairwise

geographical distance in co-inventor teams increases, and the co-inventors of

patents (in)directly following up the breakthrough are increasingly further away

from the breakthrough inventors (Figs. 6 and 7). However, we see that particularly

downstream in the forward citation graph, the distance between the teams of

inventors of one patent to a forward-cited patent is declining consistently and for

Fig. 4 Average distance of co-inventors for the set of “old” patents
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both the “old” and “young” patents (Figs. 8 and 9). This hints on “increasingly local

follow-up”.

For the set of “younger” patents, there seems to be a structurally different

development. This is aptly phrased as: “spatially shifting localized collaboration”.

Looking at Fig. 5 in conjunction with Fig. 7, we see that (1) the average co-inventor

distance in “young” patents seem to be conducted mostly by “locally” connected

inventors, and (2) the average distance of inventors in newer patents to the inventors

of the breakthrough is great, particularly after several years. As such, the inventive

activity shifts from predominantly taking place in the region of origin until year

6, while follow-up inventions occur mostly in one or multiple other/additional

regions at (on average) considerable distance from year 10 onward. It may well

be that gatekeepers have exchanged knowledge between these regions in the years

6–10.

In Figs. 8 and 9, we see that the average distance from inventors of citing and

inventors of cited patents decreases. The average distance of inventors of break-

through patent to inventors of each of its forward citing patent decreases. So,

suppose we look at the forward citation path (A!B!C!D), the distance

between groups of inventors in consecutive citations, i.e. from A!B, B!C,

and C!D is decreasing, while A!B, A!C, and A!D is increasing. So,

arguably, there is “global diffusion” on the one hand, and “increasingly localized

follow-up” on the other.

The latter may be caused by the fact that there is increasing awareness of or

apparent importance of the breakthrough inventions for remotely located inventors,

while their own particular inventions are more specific to only locally developed

extensions, applications, etc.

A warning about our presumption that patents far downstream in the forward

graph still contain or build upon a substantial amount of information from the

breakthrough invention. Firstly, there is knowledge dilution in several ways. As

Fig. 10 reveals for the first 20 years of the “old” patents, knowledge from roughly

five different patents (including patents outside the EPO) is combined. It is not a

Fig. 5 Average distance of co-inventors for the set of “young” patents
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Fig. 6 Average distance of inventors of a patent to inventors of the breakthrough patent for the set

of “old” patents

Fig. 7 Average distance of inventors of a patent to inventors of the breakthrough patent for the set

of “young” patents

Fig. 8 Average distance of inventors of a patent to inventors of the forward cited patents for the

set of “old” patents
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priori clear to what extent a forward cited patent indeed relies on the knowledge in a

breakthrough patent rather than that of other backward cited patents.

Moreover, as Fig. 11 reveals, the average length of the shortest path (i.e. in

number of forward citations) from breakthrough to a patent several years younger

increases rapidly. Downstream patents may rather build upon the knowledge of an

extension or application of the breakthrough rather than the breakthrough itself.

Indeed, the results above do not necessarily pertain to the “life cycle” or the

“technological trajectory” of the product in the breakthrough patent, but also how

follow-up inventions diffuse into other sectors.

Secondly, there is a selection bias. The snowballing procedure creates a forward
graph, but each of the patents in the forward graph is part of several (partially

overlapping) “adjacent” forward graphs through its backward cited patents. Certain

patents may be technologically more related to these adjacent forward graphs than

to the breakthrough graphs we study.

Fig. 9 Average distance of inventors of a patent to inventors of the forward cited patents for the

set of “young” patents

Fig. 10 Average number of backward citations (including outside the EPO)
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5 Discussion and Conclusions

Our exploratory study of knowledge flows and recombination in the forward citation

graph of breakthrough inventions reveals intricate spatio-temporal patterns. In gen-

eral, the average distance within the group of co-inventors increases over time, which

is in favor of the “inside-out” hypothesis.We also see that the distance of inventors of

patents to the inventors of the breakthrough patent increases, such that there is

“global diffusion” of knowledge. An increasingly shared technological understand-

ing among peers all over the world facilitates collaboration over greater distances.

Surprisingly, though, the distances between groups of inventors linked by imme-

diate forward citations decreases. So, there is “increasingly localized follow-up”.

This, in essence, is in favor of the “outside-in” hypothesis and the hypothesis that

there is conditional intraregional follow-up for ‘downstream’ inventions. Per our
assumption, the inventions further down the forward citation graph are more specific

follow-up technologies, and it is in linewithMarshallian externalities that extensions,

applications, and modular inventions take place within regional innovation systems.

So, in sum, we find indications for the following spatio-temporal patterns.

Firstly, there is spatially shifting localized collaboration: groups of inventors

working on follow-up technology gradually pop-up in regions all over the world.

A necessary condition is that the technological knowledge in upstream patents

diffuses to these regions. Secondly, there is globalizing collaboration within groups

of inventors. In this, it is at present not possible to distinguish whether this is due to

(1) the universal drop in travel and communication costs, (2) strategically-driven

increasing collaboration in the pharmaceutical industry (or industrial activity in

general), or (3) increasing maturation of the sectors around these breakthrough

technologies with codification of knowledge. Thirdly, there is increasingly local

follow-up which may well have to do with progressive technological specificity of

inventive activities downstream in the citation graph.

We also conclude that a careful analysis of the breakthrough patents under study

may be required because of aberrations. After all, in our study, we revealed that

Fig. 11 Average shortest path length from patent to breakthrough
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pharmaceutical originators established patent thickets in anticipation of regulatory

measures and monitoring by the European Commission.

Our study has some shortcomings. Although patents upstream in the citation

graph are likely to be technologically closely related to the breakthrough invention,

this need not be true for downstream patents. After all, there is “dilution” of

technological knowledge simply because patents generally backward cite many

patents outside the forward citation graph. In essence there is a ‘selection bias’
because we interpret a forward citation as if there is a genuinely strong technolog-

ical relationship.

Moreover, we have not normalized for the expected spatial span of citations

(cf. Jaffe et al. 1993) or the spatial span of co-inventor groups. Given that we have

used the real geolocations of inventors makes this a daunting task because address

information often requires manual corrections. Although using the geolocations of

patent inventors’ residences has made our analysis more accurate, it has compli-

cated the operational part of the research substantially. In follow-up research, we

best revert to using the geolocation the center of the NUTS3 regions of inventors

rather than their addresses.

In this work, we have focused on the forward graph, but it is also relevant to

study the geographical spread of the cited patents, notably to see whether break-

through inventions acquire their knowledge more globally than do

non-breakthrough inventions.

On a technical level, we have used a measure for the technological impact of a

patent, which is based on a measure by Atallah and Rodriguez (2006). However, the

cumulative number of (in)direct forward citations does not account for the (1) the

substantial double counting (e.g. if patents i and j in the citation graph both forward
cite patent k, the forward graph of k is double counted) and (2) the dilution due to

backward citations. Ideally, technically weakly related patents should be “pruned”

from the forward citation graph of patents.

Finally, we focused on one single corporation to “fix” the moderating effect of

organizational and social proximity, there however are several drawbacks. Firstly,

the social and organizational networks of firms evolve over time, such that partners

for later inventions may well be attracted from a different pool. Secondly, further

down the forward citation graph, the social and organizational network of other

firms matter, and those are not controlled for.
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Part II

Methodological Advances and Agent-Based
Models



Knowledge Creation and Research Policy

in Science-Based Industries: An Empirical

Agent-Based Model

Manfred Paier, Martina D€unser, Thomas Scherngell, and Simon Martin

Abstract There is an increasing demand for ex-ante impact assessment of policy

measures in the field of research. Existing methods to explore the effects of policy

interventions in innovation systems often lack transparency or just extrapolate

current trends, neglecting real-world complexities. Therefore, we propose a simu-

lation approach and develop an empirical agent-based model (ABM) of knowledge

creation in a localized system of researching firms in a science-based industry. With

its strong emphasis on empirical calibration, the model represents the Austrian

biotechnology industry. In our simulations, effects of different public research

policies on the knowledge output—measured by the patent portfolio—are under

scrutiny. By this, the study contributes to the development of ABMs in two main

aspects: (1) Building on an existing concept of knowledge representation, we

advance the model of individual and collective knowledge creation in firms by

conceptualizing policy intervention and corresponding output indicators. (2) We go

beyond symbolic ABMs of knowledge creation by using patent data as knowledge

representations, adopting an elaborate empirical initialisation and calibration strat-

egy using company data. We utilise econometric techniques to generate an

industry-specific fitness function that determines the model output. The model

allows for analysing the effect of different public research funding schemes on

the technology profile of the Austrian biotechnology innovation system. The results

demonstrate that an empirically calibrated and transparent model design increases

credibility and robustness of the ABM approach in the context of ex-ante impact

assessment of public research policy in an industry-specific and national context.
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1 Introduction

Knowledge creation and technological change are widely acknowledged in eco-

nomics as drivers of economic growth. According to Romer’s theory of endogenous
growth (Romer 1990), intellectual capabilities and their intrinsic development are

equally important for growth as compared with physical inputs or natural resources.

Associated with the advent of new science-based industries, the role of theoretical

knowledge as an important source of innovation has been recognized (Powell and

Snellman 2004) and has led to the notion of the knowledge economy. More

specifically, a non-linear effect of knowledge on productivity growth has been

identified (see, for instance, Griliches and Mairesse 1983; Kancs and Siliverstovs

2016). Accordingly, R&D investment enhances firm productivity more strongly at

higher levels of technological intensity, indicating positive feedbacks in the knowl-

edge creation process.

Thus, a contribution from complex systems science can add a new quality to the

understanding of technological change: the aspect of microeconomic complexity,

especially knowledge recombination and exchange processes at the level of indi-

vidual organizations (Antonelli 2011). The constituent step of technological

change, a single invention, is seen as the linking of “a purpose or need with an

effect that can be exploited to satisfy it” (Arthur 2007, p. 274). The recombination

of existing technologies offers a huge number of potential solutions, which is even

enlarged by the advent of new scientific discoveries. The creation of technological

variety through basic as well as directed scientific research has become a core

characteristic of several high-growth industries, called science-based industries

(Niosi 2000). These industries exhibit a high level of knowledge creation both

within the firm and through external collaboration. In the pharmaceutical industry,

technological specialization and flexible collaboration among scientific institutions

and private companies has emerged and has led to localized clusters and research

networks (Owen-Smith and Powell 2004). To make effective use of external

knowledge, human capital and absorptive capacity remain major strategic concerns

of these firms (Zucker et al. 1998).

Knowledge is considered a partially public good, and therefore the private

incentive to invest in R&D is below an “optimal” level, calling for state interven-

tion in the form of R&D policies. Accurate and efficient use of taxpayers’ money,

however, requires a good understanding of the targeted R&D processes. A closer

look at the mechanisms of knowledge creation and the barriers to innovation in

specific contexts is offered by the concept of innovation systems, dating back to

Freeman (1987). Accordingly, innovation performance is not only driven by R&D

and technological development but cannot be understood without their interaction

with other economic sub-systems, e.g. business, finance or policy. Innovation

performance is therefore not independent from the institutional context of the

system of actors.

Notwithstanding, the gap between the realms of R&D and the marketplace is

exceptionally narrow in science-based industries. For example, in biotechnology,
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business R&D depends on public science much more heavily than in other indus-

tries (McMillan et al. 2000), and scientific breakthroughs from basic research can

affect the economic performance of actors rather directly. R&D and technology

policymakers who aim to influence the direction and speed of development, must

keep this fact in mind when designing interventions (Lundvall and Borrás 2004,

pp. 602–611). Correspondingly, systemic policy instruments focus not only on

actors and their internal processes alone but also target the actors’ inter-relations
as well as the supporting infrastructure (Wieczorek and Hekkert 2012). Public R&D

policy offers a wide range of instruments (e.g. public provision at universities and

technology institutes, funding programs, indirect funding through tax reductions or

support measures for R&D collaboration). Despite many specifics and caveats there

is ample evidence provided in the evaluation literature that such public policy

measures are able to influence the intensity of business R&D (e.g. Guellec and

van Pottelsberghe de la Potterie 2003).

In the last two decades, tightening government budget constraints and the

demand for efficacy and effectiveness of public investments have paved the way

for intensive activities in evaluating public R&D programs. Elaborate designs and

methods have been developed to assess their effects and impacts (e.g. Christensen

et al. 2014; Cerulli 2015). While a large number of ex-post evaluations of single

measures have been successfully conducted, two major issues remain. First, an

ex-ante assessment of potential impacts, i.e. before programs are implemented, has

become a standard requirement to legitimize political action (Delanghe and Muldur

2007). For example, ex-ante impact assessment is demanded by European law, not

least referring to impacts on technological development and innovation (European

Commission 2009, pp. 34–38). However, this specific assessment is based on

experts’ opinions and usually remains very qualitative. Second, it has turned out

to be very difficult to disentangle effects from different policy measures that are in

place at the same time. Evaluations of whole funding systems barely exist; a

noteworthy exception, the “Austrian Evaluation of Government Funding in RTDI

from a Systems Perspective in Austria” (Aiginger et al. 2009), addresses the system

perspective and calls for more coordinated and consistent interventions derived

from a common vision. Instead of a multitude of narrowly defined top-down pro-

grams, a flexible, dynamic policy approach defining broader tasks and priorities is

proposed to leave sufficient leeway for the emergence of self-organized structures

of international significance. In both respects—the conduct of ex-ante impact

assessment, and the capture of systemic effects—econometric methods have their

limitations.

New methods and complementary approaches, e.g. simulation methods, to

advance evaluation in the field of R&D policy have been called for, though not

much used (Reiner and Smoliner 2012, p. 59). This chapter responds to the quest for

new evaluation methods and explores the potential of agent-based simulation in the

context of ex-ante impact assessment. Agent-based modelling (ABM1) has seen a

1We use the acronym ABM to refer to both “agent-based-modelling” and “agent-based model”.
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dramatic increase in real-world applications in recent years, and it seems especially

adequate for analyzing complex socio-technical systems like the innovation system

from a micro-perspective. Axelrod and Tesfatsion (2006) distinguish four different

varieties of ABM by their heuristic, normative, methodological or empirical goals.

(1) Heuristic approaches focus on the fundamental mechanisms and phenomena in

complex systems and use abstract models with simple rules at the micro-level. (3) A

normative role can be played by ABMs as laboratories for the discovery of good

designs for social systems and institutions that will result in desirable system

performance over time. (3) Methodological advances in ABM can contribute to

developing and testing theories through controlled computational experiments.

(4) Finally, empirical approaches to analysing complex social systems are pursued

in cases where ABM is intended to support policy in real-world contexts, resulting

in the need for adapting to fine-grained realistic situations and using empirical data

for model validation.

In this chapter we present an empirical ABM of knowledge creation in a typical

science-based industry (the biotechnology-related industry) under the influence of

public R&D policy. In an application to the Austrian case we analyse different

policy interventions with respect to their long-term effects on technological devel-

opment at the system-level. Since agent-based computational economics in general

is still considered a niche mainly due to weak theoretical and empirical underpin-

ning (Dawid 2006), we pursue a strongly empirically based modelling strategy. We

start from a well-known concept of knowledge representation in agent-based

modelling (Gilbert et al. 2001), follow a recent guideline for empirical ABMs

(Smajgl and Barreteau 2014) and apply it to the context of R&D policy. Core

aspects of this approach are to use qualitative data (expert knowledge) and quan-

titative data (patent and company databases, statistical information) in the design

and validation of the model. In our illustrative example, we focus on the Austrian

biotechnology-related industry, characterised by high intensity of both research and

knowledge exchange among actors in the local innovation system and beyond

(T€odtling and Trippl 2007). Summing up, we contribute to the state of the art in

two major respects, (1) through a fine-grained empirical calibration of ABMs in a

science-based industry, and (2) by developing a tool to support decision makers in

R&D policy with respect to ex-ante impact assessment.

The chapter is organized as follows. Section 2 characterizes the specifics of

knowledge creation processes in biotechnology-related industries, highlighting the

role of patents in measuring economically relevant knowledge in this industry.

Section 3 presents the conceptual model, i.e. the multi-agent model containing

heterogeneous agents (biotech firms) which interact within a complex and changing

environment. The empirical validation of the model is described in Sect. 4, focusing

on the initialization and validation with Austrian data, and the evaluation of model

output. In Sect. 5, simulation results with model examinations and scenario ana-

lyses are presented with respect to specific policy interventions. Section 6 draws

methodological conclusions and outlines future research as well as potential appli-

cations in the field of R&D policy.
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2 Knowledge Creation in Biotechnology-Related Industries

Modern biotechnology is a knowledge-intensive field and refers to the “application

of science and technology to living organisms, as well as parts, products and models

thereof, to alter living or non-living materials for the production of knowledge,

goods and services” (OECD 2015). It is expected that the application of biotech-

nology to agriculture, health and industry will result in an emerging “bioeconomy”

where biotechnology contributes to a significant share of economic output (OECD

2009). A large number of small biotechnology firms have emerged challenging the

innovation strategies of incumbent companies. Today, biotechnology-related indus-

tries are highly R&D intensive: pharmaceuticals and biotechnology rank among the

highest in terms of business R&D in the EU and world-wide (European Commis-

sion 2013, pp. 39–45).

However, not only financial inputs to R&D are relevant for the performance of a

complex innovation system (see, for instance, Katz 2006). Organizational aspects,

particularly collaborative knowledge creation processes are gaining importance

(Hoekman et al. 2009; Reinold et al. 2013). Innovating organizations must interact

more actively and purposefully with each other in order to cope with converging

technologies and increasing market pressures in a globalizing world. In this chang-

ing environment, biotechnology has become a much-noticed industry where formal

R&D collaboration with external partners (alliances, project consortia) is a major

channel for the exchange of knowledge, as well as a source of new development

(Powell et al. 1996; Koput et al. 1997). External sourcing in networks of organiza-

tions thus becomes a widely used complement to in-house development. Hereby,

mainly two factors, spatial proximity and organizational form, affect the way such

networks are used (Owen-Smith and Powell 2004). In local clusters, access to

networks with university and public research seems to foster knowledge exchange,

while in global networks in addition a central position in corporate networks is

important to benefit from collaboration (McKelvey et al. 2003). General affinity

towards alliance formation is strongly correlated with the technological breadth of

firms (Zhang et al. 2007), but also small biotech start-ups significantly benefit from

engaging in alliances: Firms that engage in joint invention activities develop

broader capabilities than firms that pursue in-house inventions only (Khoury and

Pleggenkuhle-Miles 2011).

Rooted in academic research, biotechnology has entered the pharmaceutical

industry (and other industries) developing a new, lean vertical structure: Dedicated

biotechnology firms form a specialized layer between the non-profit research sector

and large diversified firms (e.g. Cockburn 2004; Stuart et al. 2007; Saviotti and

Catherine 2008). To allow a co-ordinated conduct of research into new therapeutic

substances or production processes, upstream and downstream collaborations are

vital for dedicated biotech firms. The direct link between basic research and product

market and the existence of tight collaboration networks between the firms display

the lean structure of biotechnology-related industries as compared with other

industries like microelectronics.
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Collaborative knowledge creation has become so obvious in this industry that

some authors have come up with the notion of the interfirm (e.g. Baum and Ingram

2002). In any case, continuous interaction and the mutual exchange of knowledge

among organizations lead to the coevolution of firms along joint technological

trajectories, creating strong path dependence (Santos 2003; Antonelli 2011; Krafft

and Quatraro 2011). Hereby, biotechnology is reported to support an incremental

pattern of technological change—at least in the pharmaceutical industry—that

builds upon, rather than disrupts, previous drug development heuristics (Hopkins

et al. 2007). The high collaboration intensity observed in this industry requires a

careful handling of intellectual property: Making implicit knowledge more explicit

supports the protection of intellectual property by legal provisions and at the same

time makes knowledge more measurable for analytic purposes.

An important way to protect intellectual property is patents—exclusive rights to

use a technical invention for a limited period of time in exchange for its detailed

public disclosure. Although their supporting or hindering role in innovation is

disputed (Shapiro 2001; Roper and Hewitt-Dundas 2015), patents are a well-

established innovation indicator of technological knowledge creation and have

been widely used in the literature (e.g. Basberg 1987; Griliches 1990). However,

since patenting is embedded in the overall firm-specific strategy towards intellec-

tual property, the use of specific indicators derived solely from patents can be

misleading (Hall and Bagchi-Sen 2007; Nelson 2009). To support the validity of

patent analyses, the combination of patent data with other data, for instance

scientific publications, is therefore generally recommended. In any case, a deeper

look into bibliographic data provides also an opportunity to measure novelty and

the analysis of technological development (Verhoeven et al. 2016).

By and large, biotechnology seems to represent a case where patents reveal a

quite accurate picture of the newly created knowledge not only at the industry level

but also at the level of firms. First, and consistently with their high intensity of

collaboration, pharmaceuticals and biotechnology are among the Top 5 of patent-

intensive industries (Wajsman et al. 2013). Second, biotechnology patenting is

crucial for all firms and patenting trends indicate their facilitating and not stifling

role for innovation (Barfield and Calfee 2007; Linton et al. 2008). And finally third,

the validity of patents as an indicator for knowledge creation is endorsed by the

strong interdependence of patenting and scientific publication in biotechnology.

This can be seen not only from the key role of outstanding individuals that are able

to link the academic and commercial worlds (Breschi and Catalini 2010) but also

from the positive citation impact that academic research receives if it is patented

(Magerman et al. 2015).

According to the concept of national innovation systems (Nelson 1993), the

innovation performance of a country depends on the functional interplay between

several sub-systems: government actors and institutions, academic and industry

research, the education system, finance as well as technology transfer institutions.

R&D policy is an essential driver of technological development within such

innovation systems. Depending on the technology field, successful policy interven-

tions have to be carefully adapted to the specific institutional arrangement and the
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country-specific demands, as illustrated in a comparison of US and German bio-

technology (Giesecke 2000). Hereby, national policies usually focus on R&D,

although biotechnology is a “striking example of the disconnect between the

location of knowledge creation and its commercial development” (Gittelman

2006, p. 1052): Whereas world-class scientific research in the life sciences is

distributed across many countries, the United States leads by far in developing

commercial applications. For example, in Austrian biotechnology a particular

strength has emerged in the last two decades with regard to academic knowledge

production, whereas the corresponding industry is still conceded a niche role as

compared with critical masses on a global-scale (Wirth 2013; Gulas et al. 2014).

Accordingly, a policy focused on the provision of public research infrastructure

must be accompanied with measures to foster regional business performance

(Burton and Hicks 2006). Thus, apart from sufficient funding of universities and

the R&D system, other instruments like training and education, support for entre-

preneurship, the availability of finance as well as changes to taxation systems and

intellectual property rights are recommended for Austria in order to bring biotech-

nology start-ups in the position to engage in international networks (Trippl

et al. 2006). At the European level, public support for biotechnology was mainly

channelled into supporting the creation of start-ups—thus, to create links between

universities and industry, governments made venture capital available and intro-

duced policies to stimulate the creation of university spin-offs (Genet et al. 2012).

For Austria, recent patenting trends in the biotechnology-related industry are

promising in the context of the actual policy debate how to improve the perfor-

mance of the industry (Breitfeller et al. 2014).

3 The Conceptual Model

Agent-based modelling (ABM) provides a framework to simulate the behaviour

and interactions of heterogeneous agents (e.g. firms) within a given environment

(Siebers et al. 2010). ABM allows describing individual and joint knowledge

creation in organizations under specific policy interventions and accounting for

real-world complexities. Hence, the behaviour of each single agent contributes to

an aggregate system performance, which in turn feeds back to the agents at an

individual level.

The conceptual model of knowledge creation in biotechnology firms is derived

from theoretical considerations and empirical observations in innovation econom-

ics. Core ideas are based upon the SKIN model (Simulating Knowledge dynamics

in Innovation Networks), a multi-agent model containing heterogeneous agents

which act in a complex and changing environment (Gilbert et al. 2001; Korber

and Paier 2014; Triulzi et al. 2014). The basic structure of our model can be

subdivided into (1) an input side, with the agent’s knowledge endowment and

strategies, (2) an interaction part with research processes in order to generate
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knowledge and (3) an output side, where the knowledge output is realised in terms

of knowledge gains and patents.

The relationship between these three parts is not linear but is characterised by

feedback-loops and interdependencies. The model of knowledge creation as a

whole is embedded in a research system with industry-specific institutional char-

acteristics, which is by itself affected by research policy interventions at various

stages in the model (see Sect. 5). An overview of the conceptual model is shown in

Fig. 1.

3.1 Agents, Attributes and Strategies

We consider the agents in the model to be industrial firms that perform research. In

order to do so, each agent is provided with a set of variables, i.e. agent-specific

knowledge endowment, strategies and organisational figures. Thus, the agent pop-

ulation is heterogeneous and dynamic with respect to these attributes.

3.1.1 Knowledge Endowment

The knowledge endowment of the agent represents the agent’s dynamic knowledge

base during the simulation. It depicts the technological field the agent is currently

active in and upon which it may perform research. A subfield category is included

taking into account the fact that the agents may differ with respect to their core

competencies, activities and operations. Moreover, an expertise level indicates how

frequently and how long the agent has successfully conducted research in the

Fig. 1 Model architecture
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research field and subfield. Formally, the knowledge endowment

Ki ¼ k1i; k2i; k3if g of agent ai ( i ¼ 1, 2, . . . , I ) is defined as a set of three

so-called kenes kji, similar to the concept of Gilbert (1997). The kene kji consists
of a technology class Tjm, a subfield Sj and an expertise level Ej with j ¼ 1, 2, 3 and

m ¼ 1, 2, . . . , M. Hence, the knowledge endowment Ki of agent ai is given by

Ki ¼
T1m

S1
E1

0
@

1
A;

T2m

S2
E2

0
@

1
A;

T3m

S3
E3

0
@

1
A

8<
:

9=
; ð1Þ

where I andM denote the empirically determined numbers of agents and technology

classes. The domains of the subfield Sj 2 1, 2, . . . , 10f g and the expertise level

Ej 2 1, 2, . . . , 10f g are given by definition (i.e. by model design).

3.1.2 Strategies

The innovation system comprises a wide range of players with different strategies

and behaviours. For instance, some firms are pure manufacturing facilities and

hence do not engage in any research activities. On the contrary, some firms perform

research intensively and play the role of highly specialised technology leaders in

their traditional field. Other firms aim at diversifying to a broad range of research

fields, either through incremental changes or, more riskily, through shifting to

entirely different technology fields. This may enable firms to change to less

competitive areas of research or spread their risk to reduce their vulnerability

regarding external shocks.

To account for this heterogeneity, the knowledge creation model foresees two

groups of agent strategies: The first group refers to choosing a research target,

whereby an agent uses one out of four available search strategies. The second

group, the agent’s research strategies, relates to the possible ways how the chosen

research target is striven for. Hence, each time step (i.e. a quarter of a year), an

agent ai engages in research activities by defining a research target kji. For that
purpose, the agent randomly chooses one of the three existing kenes kji and modifies

it according to its given search strategy:

• Gridlock:With this strategy the agent does not perform any research and hence,

no new research target is formed; the ‘new’ research target equals the old target:

kji ¼ kji

• Conservative: If the agent follows a conservative search strategy, it aims at

increasing its expertise level Ej in a certain research field and subfield. Thus, its

new research target is set to the following:
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kji ¼
Tjm ¼ Tjm

Sj ¼ Sj
Ej ¼ Ej þ 1

8<
:

9=
;

While the technology class and the subfield remain the same, the expertise level

is increased by one. If the expertise level has reached its maximum level

Ej ¼ 10, the agent remains at this level of expertise.

• Incremental: An agent with an incremental search strategy tries to modify its

research orientation represented by a change of its subfield value Sj, while
staying in the same technology class. Since a new area of research has opened

up for the agent, the corresponding expertise level is set to a beginner’s level
Ej ¼ 1:

kji ¼
Tjm ¼ Tjm

Sj ¼ Sj þ 1
� �

mod 10

Ej ¼ 1

8<
:

9=
;

Every time the incremental strategy is applied, the subfield value is increased by

one. If an agent with the maximum value Sj ¼ 10 pursues the incremental

strategy, its new subfield is set to Sj ¼ 1.

• Radical: An agent with a radical search strategy goes for repositioning itself in a
new technology class, associated with a diversification strategy. Thus, to define

the new research target, a new technology class is chosen, whereby technolog-

ical similarity is taken into account: Similar technology classes (to one of its

current technology classes) are chosen more likely than distant ones.2

kji ¼
Tjm 6¼ Tjm

Sj ¼ Sj
Ej ¼ 1

8<
:

9=
;

The subfield of the old kene is inherited and hence remains unchanged. Again, due

to the newly entered research field, the expertise level of the agent is set to one.

Once the research target is chosen, the research strategy defines the way how the

agent tries to obtain it. The model provides three kinds of research strategies:

• Spillover3: The agent receives the new kene if its research target kji is similar to

another agent’s kene k0 in the population, i.e. if the technology class and subfield
are identical and the expertise level fulfils the condition:

2Note: Tjm is chosen from the set of technology classes T based on an empirical similarity measure

given by the Jaccard index of technology classes (see Sect. 4.1).
3Strictly speaking, the notion of spillover is not a deliberate actor strategy since it describes a

phenomenon that occurs unintentionally within a population. Nevertheless, in the model the
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E kji
� � � E k0ð Þ

• Internal research: An agent tries to achieve its research target without

depending on other agents.

• Cooperative research: An agent looks for a partner with cooperative strategy

that holds an equal or similar kene k0 as its research target kji set afore. The
similarity of the desired kene depends on the agent’s search strategy. Agents

with a conservative search strategy only have a tolerance level δE regarding the

expertise level,

E kji
� �� E k0ð Þ�� �� � δE

whereas agents with incremental or radical search strategy additionally have a

tolerance level δS regarding the subfield:

S kji
� �� S k0ð Þ�� �� � δS

3.1.3 Organizational Figures

In addition to the knowledge endowment and the strategies, each agent is individually

characterised by organisational figures, namely research expenditures Ri, number of

employees Li, assets Ii and age Ai. These figures, representing the fitness of an agent,

are essential for the evaluation of the agent’s research success in the output part.

3.2 Research Processes and System Output

The process of knowledge creation on the agent level links the input and the output

part of the model as illustrated in Fig. 2. An agent starts with a certain probability p
sp that it may receive knowledge through spillover. This is based on the assumption

that a certain percentage of knowledge is non-excludable and a non-rival public

good (Fischer and Fr€ohlich 2001). If the agent finds an appropriate kene for

matching its research target through spillover, the research result is taken for

granted, which ends up with an achieved research result and thus completes the

agent’s process of knowledge creation. Alternatively, i.e. with the probability of

1� psp, the agent engages either in cooperative research (with probability aco) or in

process can be formally conceptualised in the same procedure as the two other research strategies

(see also Sect. 3.2).
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internal research (with probability aint ¼ 1� aco). In case of a missing match from

spillover the agent engages in research according to these fractions as well. Now,

the attainment of the research result depends on the success rates srco and srint. If the

research result is actually achieved through these research processes, the kene kji
replaces the old one kji in the knowledge endowment Ki of the agent.

In the output part of the model, successfully achieved research results are

incorporated into the agent’s knowledge endowment and as such represent knowl-

edge gains as described above. Additionally, the agent undergoes a fitness test

which determines the agent-specific patenting propensity using empirical evidence

as described in more detail in Sect. 4.3. This fitness function represents a filter that

determines whether the agent’s knowledge gains classify for becoming a patent.

4 Introducing Empirical Data to the Model

In order to adapt the model to the specific case of the Austrian biotechnology-

related industry, we follow an empirical agent-based modelling approach (Smajgl

and Barreteau 2014). Apart from the use of expert knowledge during model

conceptualisation and scenario formation, this section describes how empirical

data is introduced into the model to (1) initialise the agent population (Input),

(2) to calibrate the model (Research processes) and (3) to determine the research

output (Output).

4.1 Initialization of the Agent Population

The model is initialised at the agent level as well as at the system level. For

initialisation at the agent level, we include 61 private firms of the Austrian

Fig. 2 Agents’ processes (overview)
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biotechnology-related industry. The sample is composed of firms with active

patenting records in patent classes associated with biotechnology (OECD 2008)

over the years 2000–2010, extracted from the PATSTAT database. The set of

technology classes individually assigned to each agent corresponds to the patent

classes in which they actually hold patents in the period of initialisation

(i.e. 2000–2010). The patent classes are used on a three-digit subclass level

specified by the International Patent Classification (IPC). The number of technol-

ogy classes in the model results from the most frequently occurring IPC classes on

the patents of the firm sample (i.e. 45 technology classes). Additionally, 16 other

related patent classes are considered4 to provide the possibility for further knowl-

edge creation. A description of the technology classes used is given in the

Appendix.

For the initialisation of an agent’s knowledge endowment, first, for every kene kji
a technology class is randomly drawn from the set of references to IPC classes

(from the associated firm’s individual patent stock). Second and third, the respec-

tive subfield and expertise level are chosen randomly according to the specifications

stated in Eq. (1). Moreover, each agent ai is also individually equipped with four

empirically based organisational figures: (1) research expenditures Ri, (2) number

of employees Li, (3) assets Ii and (4) age Ai, taken from a company database and a

recent industry study (Schibany et al. 2010; Orbis 2014).

At the system-level, an important aspect of model initialisation is the notion of

an empirically based “knowledge space” in which the agents intentionally move

around if they achieve new knowledge. To this end, a relational concept is needed

that determines the technological distance between the technology classes. This can

be obtained using a similarity measure on the set T of technology classes derived

from the (empirical) patent stock of the firm sample. Hereby, we define the

similarity of two technology classes Tl and Tm (with l,m ¼ 1, 2, . . . ,M ) as the

Jaccard index Jlm (Rip and Courtial 1984) given by

Jlm ¼ clm
cl þ cm � clm

where clm denotes the number of co-references to technology classes Tl and Tm,
while cl and cm denote the numbers of references to technology classes Tl and Tm in

the given set of patents, so that 0 � Jlm � 1.5 By means of this definition, two

technology classes are considered more similar the more often they are both

mentioned in a patent. In the model, we assume that a new technology class is

more easily accessible for an agent if it is more similar to its existing knowledge

endowment.

4Note that the identical number of total technology classes and agents (i.e. 61) is not intentional but

stems from the empirical initialisation of the model.
5The empirical values of Jlm used in the current application (61-by-61 matrix) can be obtained

from the authors.
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4.2 Calibration of the Research Processes

Unlike the agent characteristics, which are initialised with empirical firm data, a set

of free system parameters governs the model processes. To calibrate the model,

these parameters have to be adjusted in such a way that the simulation output

renders the empirical data of the real-world reference system (see Fig. 2 and

Table 1).

The particular empirical focus of our modelling approach imposes empirically

justified restrictions on the calibration process. To this end, a two-step calibration

strategy is followed, called fractional factorial design (Thiele et al. 2014). In the

first calibration step, representing the empirical restriction, a range of possible

values for each parameter is defined based on expert knowledge. In the second

calibration step, the search for the best fit between simulated and observed output

data is performed by systematic parameter sweeping in the preselected part of the

parameter space. In our case, two patent-related quantities are chosen as matching

criteria between empirical and simulated data: (1) the total number of patents in the

firm population and (2) the patenting profile of the population, i.e. the distribution

of these patents over the patent classes.

The empirical reference dataset is the patent performance of Austrian biotech-

nology firms in the 5-year period of 2008–2012, and the calibration is performed

with the simulated patent output after 20 time-steps (four time-steps representing

1 year). The best fitting parameter values are chosen in such a way that the

empirical and simulated patents exactly match in terms of their total number

(criterion 1), and reach the highest possible similarity with respect to their profiles,

whereby the similarity of the profiles is measured as the Pearson correlation

coefficient of the corresponding vectors in the knowledge space.

Table 1 Calibrated system parameters

Parameter Description

Calibrated

value

Gridlock (agri) Agent share with no research 0.5

Conservative (acon) Agent share with conservative search strategy 0

Incremental (ainc) Agent share with incremental search strategy 0

Radical (arad) Agent share with radical search strategy 0.5

Search dispersion (rsd) Search radius for technology classes 0.9

Spillover ( psp) Probability of local knowledge spillover 0.5

Coop (aco) Share of agents conducting cooperative research 0.6

Internal (aint) Share of agents conducting internal research 0.4

Success rate coop (srco) Probability of successful cooperative research 0.6

Success rate internal (srint) Probability of successful internal research 0.4

Patenting rate ( p0) Base patent probability 0.4

Note: By definition, the parameters referring to population shares have to fulfil the constraints agri

+ acon+ ainc + arad¼ 1 and aco+ aint¼ 1
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Note that by choosing this empirical calibration strategy, one implicitly refers to

the actual institutional framework conditions the Austrian biotechnology industry

was embedded in, including the latent R&D policy during the calibration period.

Thus, this parameter set defines the baseline scenario, as a reference for the

simulations presented in Sect. 5.

4.3 Evaluation of the Agents’ Research Results

As stated in Sect. 3.2, the model comprises an empirical output filter determining if

an agent’s achieved knowledge gain gives rise to a patent (also see Fig. 2). The

probability that the knowledge gain of an agent becomes a patent depends on a

system parameter p0 (the base patenting probability) and an agent-specific patenting
propensity, an empirically determined fitness function fi depending on its

organisational figures.

ppati ¼ p0 f i Ri, Li, Ii, Aið Þ
with

f i e exp β1Ri þ β2Li þ β3Ii þ β4Aið Þ
ð2Þ

where Ri denotes the research expenditures, Li the number of employees, Ii the
assets and Ai indicates the age of agent ai. The coefficients β1, β2, β3 and β4 are
estimated by means of a zero-inflated negative binomial model for a sample of

155 patenting and non-patenting Austrian biotechnology firms. In this estimation

procedure, the firms’ organisational figures are set in relation to the observed

number of patents:

Yi ¼ f Xið Þ ð3Þ

where Xi ¼ Ri, Li, Ii, Aið Þ. Since the dependent variable, namely the number of

patents is count data, the Poisson regression framework is an appropriate approach

(Cameron and Trivedi 2012). The employed Poisson regression model is specified

as follows:

Prob Y ¼ yið Þ ¼ e�λiλi
yi

yi!
; ð4Þ

where lnλi ¼ β0Xi where λi is the conditional mean, and β is the k-by-1 vector of

parameter estimates with yi ¼ 0, 1, 2, . . . as well as i ¼ 0, 1, 2, . . . , I.
Note that the Poisson model from Eq. (4) is based on the assumption of

equidispersion, i.e. equality of conditional mean and variance. This assumption is

no longer valid if there is strong heterogeneity among the observations

(i.e. overdispersion). To cope with this circumstance, we apply an extension of

the Poisson regression model, the negative binomial regression model.
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The variance is now assumed to be a quadratic function of the mean: λi þ αλi
2

(Cameron and Trivedi 2012). This yields lnλi ¼ β0Xi þ ε with exp(ε) following a

gamma distribution. Hence, the probability distribution of Eq. (4) becomes

Prob Y ¼ yi
��ε� � ¼ e�λiexp εð Þλiyi

yi!
ð5Þ

Transforming Eq. (5) to an unconditional distribution of yi by integrating ε out of
the expression yields:

Prob Y ¼ yið Þ ¼ Γ θ þ yið Þ
Γ θð Þyi! ui 1� uið Þyi ; ð6Þ

where ui ¼ θ
θþ λið Þ with θ ¼ 1

α. The additional parameter α is referred to as

dispersion parameter. Since many firms in the sample had no patenting activities

the data contains a relatively high number of zeroes. Hence, a zero-inflated model is

applied, where the actual model is preceded with a binary logit model.

The results for the estimation are displayed in Table 2. Two estimates of the

regression model show significant effects, namely the number of employees and the

R&D expenditures. In our empirical context, the number of employees has a

negative effect with a coefficient of –0.020, which suggests that smaller biotech-

nology firms have a higher patenting propensity. This finding can be explained by

the structure of the Austrian biotechnology-related industry, where highly

specialised and successful small and medium sized firms are active in specific

niches. Not surprisingly, R&D expenditures have a positive effect on the knowl-

edge output in the form of patents. The two remaining regressors show neither

critical values nor are they significant. The Vuong test to decide between the zero-

inflated and the standard negative binomial model is statistically significant,

suggesting the use of a zero-inflated model (Long and Freese 2001). The resulting

coefficients of the regression are used as fixed parameter values in the model and

hence determine the patenting probability of the agents through the fitness function

stated in Eq. (2).

Table 2 Estimation results of the zero-inflated negative binomial model

Estimate Standard error p-value

Number of employees –0.020 0.007 0.002

Capital assets 0.000 0.000 0.386

Age 0.006 0.009 0.481

R&D expenditures 0.230 0.071 0.001

Vuong test 18.81 – 0.000

Number of observations 155 – –

Log Likelihood –142.245 – –
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5 Model Examination and Application

The model is implemented in Java using the agent-based modelling platform

MASON6 and the results are analysed with R. The simulations are conducted

over 120 time steps (i.e. a period of 30 years), and the results represent averages

of 100 runs with varying random seeds. This section deals with model testing and

application to different scenarios that can be interpreted as relevant policy scenarios

in Austria. In each of the scenarios, the technology profiles of the agent population

that emerge in the long run are compared and interpreted.

5.1 Robustness Tests

An essential step for the credibility and validity of the model is testing the model’s
robustness against the randomized initial conditions (described in Sect. 4.1). One

way to easily generate robust results is averaging over a high number of simulation

runs to smooth the effects of possible outliers. Hence, this subsection provides

insights into the model behaviour through the analysis of 100 single runs for the

baseline scenario given by the set of system parameters in Table 1, and for

interesting alternative scenarios with changed system parameters.

To this end, two scenario pairs are formed for testing parameter variations with

respect to the baseline scenario. The first pair is aimed at analysing the effects of

altered cooperative behaviour of the agents (Table 3). On the one hand, the share of

cooperative agents, the spillover rate and the probability of successful cooperative

research are increased (Scenario 1a). On the other hand, the share of cooperative

agents is reduced as well as the probability of knowledge spillover (Scenario 1b).

Each scenario was analysed regarding the total number of patents after 120 sim-

ulation steps (i.e. 30 years). The distribution of the patent counts over 100 runs for

the scenarios 1a and 1b and the baseline scenario are illustrated as estimated

Gaussian kernel density functions in Fig. 3. Evidently, the number of obtained

patents is the highest for the scenario of increased cooperative activities. The patent

counts for the opposite scenario and the baseline scenario are overlapping but

nevertheless, the median value of the baseline scenario exceeds the one from the

scenario with reduced cooperative research. The values for the variances indicate

lowest variability in the reduced cooperation scenario, and the highest variability in

the increased cooperation scenario (almost twice as high as the baseline scenario).

However, there is no linear correlation between the number of patents and the

variability of the scenarios.

The second scenario pair refers to the prevalence of research strategies in the

agent population. Scenario 2a is characterised by an increased share of agents with

radical search strategy in combination with an increasing search dispersion

6http://cs.gmu.edu/~eclab/projects/mason/
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parameter (regulating the search radius for the agents while searching for new

technology classes). For scenario 2b, the shares of agents with conservative and

incremental search strategies are increased along with a reduction of radical agents.

Again, the kernel density functions are plotted to visualise the distributions of

the 100 different runs for the scenarios (Fig. 4). The three scenarios clearly differ

with respect to their total number of patents. It becomes evident from the values of

the variances that the higher the numbers of obtained patents, the higher is the

variability of the scenario. What all functions have in common is a kink to the left of

the median: intuitively, the higher the patent counts of the respective scenario, the

Table 3 Scenarios with different degree of cooperation

Scenario

description

Coop (aco)
Share of agents conducting

cooperative research

Spillover (psp)
Probability of local

knowledge spillover

Success rate coop (srco)
Probability of

successful cooperative

research

Scenario 1a " " "
Scenario 1b # # !
Note: ", increased value with respect to baseline scenario; #, decreased value with respect to

baseline scenario; !, unchanged value compared with baseline scenario

Fig. 3 Distribution of patent counts over 100 runs (baseline and scenario pair 1)
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more pronounced the kink. This indicates that there are generally a few runs with

low patent counts below the median, whereas the majority of the observations is

scattered around the median. However, this finding is not so distinct in the first

scenario pair displayed in Fig. 3. There, it even is the case that there is a slight kink

to the right of the median.

Fig. 4 Distribution of patent counts over 100 runs (baseline and scenario pair 2)

Table 4 Scenarios with different prevalence of research strategies

Scenario

description

Radical (arad)
Agent share with

radical search

strategy

Conservative (acon)
Agent share with

conservative search

strategy

Incremental (ainc)
Agent share with

incremental search

strategy

Search

dispersion (rsd)
Search radius

for technology

classes

Scenario

2a

" ! ! "

Scenario

2b

# " " !

Note: ", increased value with respect to baseline scenario; #, decreased value with respect to

baseline scenario; !, unchanged value compared with baseline scenario

Knowledge Creation and Research Policy in Science-Based Industries: An. . . 171



5.2 Policy Scenarios

The set of system parameters given in Table 1 corresponds to an empirically given

institutional setting in the Austrian biotechnology industry during the calibration

period, including the aggregate effect of all government interventions that have

been in place. These system parameters come in three groups: The first group refers

to the input side of the model and defines the prevalence of the agents’ search
strategies. Thus, input-oriented policies such as different modes of public research

funding are depicted in the model through alleged shifts in the agents’ search

strategies. The second group of parameters refers to the process of knowledge

creation, affecting the prevalence of different research strategies in the agent

population. In this way, process-oriented policies like the support for research

collaboration can be covered in the model. The third group of parameters finally

relates to the output side, determining success rates associated with the different

research strategies, including a base patenting rate in the agent population.

By varying these parameters, other policies that deviate from the baseline

scenario (associated with the business-as-usual policy) can be modelled. It is

important to note that the direct effect of the policy intervention on the individual

agent is assumed to be exogenous, and the endogenous changes of the agents’
knowledge endowment stem from the structure of the technology space and the

agents’ interactions. The significance of the model therefore is on the so-called

second-order additionality (Autio et al. 2008), while first-order additionality of the

policy intervention is not in question. The focus of the model is on the long-term

evolution of the knowledge base of the firm population under different policy

interventions. We refer to the baseline scenario defined in the previous subsection

and interpret it as the result of an empirically given aggregate policy (without

specification of the programs that have been in place during the reference period).

Thus, the baseline scenario reflects a business-as-usual policy. In contrast, the two

pairs of alternative scenarios are government policies focusing more strongly on

inter-organizational collaboration and on risk-taking propensity.

5.2.1 Policies Focusing on Inter-organizational Collaboration

Funding cooperative research is a common policy intervention to create positive

external effects, for instance knowledge spillover or dynamic effects of knowledge

creation. At the system level, advantages arise from synergies, the transfer of

knowledge and the resulting knowledge gains of all cooperation partners. However,

collaboration is not a goal per se, and an ongoing policy discussion is driven by the

issue of complementarity between individual and inter-organisational research

(e.g., Cunningham and G€ok 2015). With our model we compare the long-term

effect of two policies that effectuate different degrees of research collaboration.
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Policy focus on cooperative research

The creation of new knowledge and its diffusion through inter-firm research

cooperation is the main argument for this type of policy intervention (Hoekman

et al. 2009; Reinold et al. 2013). To represent a policy focus that supports inter-

organizational research collaboration, we refer to scenario 1a (as defined in

Table 3), which is characterized by an increased collaboration behaviour in the

agent population. In terms of system parameter values, this scenario is characterised

by an increased share of cooperative agents aco, a higher probability of spillover psp,
as well as a higher success rate srco for cooperative research.

Policy focus on individual research

The reasoning of funding individual research is to avoid potential free riding and

shirking problems that may occur in collaborative research. Also, considerable

additional organisational work and expenses may be avoided accelerating individ-

ual research (Klette et al. 2000). Furthermore, the division of individual property

rights is not an issue. In order to represent a higher level of individual research, we

refer to scenario 1b given in Table 3. Here, two parameter values are changed in

comparison to the baseline scenario: the share of individually researching agents a
int is increased (associated with a decreased share of cooperatively researching

agents aco) and a reduced probability of spillover psp.

The simulation results are displayed in Fig. 5, which shows the resulting patent

profiles. The comparative analysis of the two scenarios reveals considerably higher

numbers of total patents in the case of funding cooperative research, than both in the

baseline and in the individual research funding scenarios. This results from a

Fig. 5 Patents by technology class for policy focus on individual vs. cooperative research (total

after 120 steps). Note: technology classes (T) with patents> 50: T 6¼ preparations for medical

purposes, T 9¼ therapeutic activity of chemical compounds or medicinal preparations, T

25¼ peptides, T 30/32¼micro-organisms/enzymes as well as their measuring or testing pro-

cesses, T 38¼ investigating or analysing materials by determining their chemical or physical

properties
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relatively higher probability of knowledge spillover and a higher success rate of

cooperative research. Counterintuitively, the increased number of cooperatively

researching agents dampens the knowledge growth in the first place. This is caused

by the necessity of finding a suitable cooperation partner in order to conduct

research; however, this partner is not always available in the population. Further-

more, the scenario of funding cooperative research shows explicit concentration

effects towards relatively large technology classes with high patent counts, whereas

the small classes clearly lag behind. This is the self-enhancing effect of agents

increasingly looking for similar partners to conduct cooperative research. The more

agents are active in a particular technology class, the higher is the probability to find

suitable partners. On the contrary, small technology classes benefit from funding

individual research. Patents are more diversified among the technology classes and

in smaller classes the number of patents by trend exceeds the counts in the scenario

of funding cooperative research.

From a policy perspective, these results do not come unexpected, but they serve

as a strong indicator for the robustness and plausibility of the model. If a policy

succeeds in increasing knowledge exchange through cooperative research, spillover

and mutual learning should have concentration effects in technology fields where

there is already a high level of activity. In comparison, fostering individual research

would in effect support firms independently of the technology field, having a

diversification effect. What the model results do not reveal is a potential effect of

diffusion out of strong technology fields.

5.2.2 Policies Focusing on Risk-Taking Propensity

Due to the imperfect appropriability of new knowledge, private returns to R&D are

assumed to be lower than its social returns. That is why governments commit funds

for stimulating business research and try to reduce the risk of private R&D

(associated with both the cost and uncertainty of research). However, the effective-

ness of government subsidies can be challenged on three main grounds: crowding

out, substitution effects and allocative distortions (Guellec and van Pottelsberghe

de la Potterie 2003). An important policy debate is therefore on the unintended

effects of direct financial support (government grants) or indirect funding (e.g. tax

reductions) for private firms. In our model, risk-taking is related with technological

uncertainty firms are facing when they try to enter or master a technological area

that is new to the firm.

Policy focus on direct funding

Direct funding subsumes the direct transfer of public financial resources to finance

research projects (government grants). Due to the asserted substantial takeover of

risk by the state in this case, the agents are more inclined to explore new and also

more “distant” technological areas. Hereby, direct funding is assumed to be “bot-

tom-up” funding, i.e. the direction of the research is defined by the firm strategy

alone and there is no technological restriction as in “top-down” funding programs
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(Astor et al. 2009). In the model, the direct funding policy is represented by scenario

2a (see Table 4), comprising a higher share of agents with radical search strategy

(increased system parameter arad), and an expanded search radius in technology

space (increased system parameter rsd) as compared with the baseline scenario.

Policy focus on indirect funding

In contrast to direct monetary grants, indirect funding takes the form of easing the

tax burden by refunding a certain amount of tax payment if research was conducted,

independent of the research area or research success. In this case the risk is also

lowered to some degree but the assumption is that risk reduction is not as pervasive

as in the case of receiving subsidies via direct funding (Mohnen and Lokshin 2009).

In the model, this policy is related with scenario 2b (see Table 4), defined by

reducing the share of radical agents aradwhereas the shares of conservative acon and
incremental research agents ainc are increased. It follows that relatively more agents

either increase only their expertise level or move to a new subfield, but do not

change the technology class.

In Fig. 6, the results of the scenarios of direct and indirect funding are illustrated.

Regarding the total numbers of patents, both scenarios lie above the value of the

baseline scenario; however, the patent count in the scenario of direct funding

exceeds that of the indirect funding scenario. In the case of direct funding we

observe a fairly strong diversification among the technology classes, i.e. direct

funding especially promotes the “smaller” classes. This results from the increased

number of radical agents and their expanded search horizons while choosing new

technology classes as their research targets. In contrast, indirect funding seems to

only reach higher numbers of patents in a few large technology classes. This

Fig. 6 Patents by technology class for focus on direct vs. indirect funding (total after 120 steps).

Note: technology classes (T) with patents> 50: T 6¼ preparations for medical purposes, T

9¼ therapeutic activity of chemical compounds or medicinal preparations, T 25¼ peptides, T

30–33¼ biochemistry, microbiology and enzymology, T 38¼ investigating or analysing materials

by determining their chemical or physical properties
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concentration on “larger” classes is due to the reduced share of agents with radical

search strategy.

From an innovation policy perspective, also these results are plausible. For

example, the indirect funding scenario may represent tax reduction and exhibits a

characteristic phenomenon—the free-rider-effect. In this case all agents are

favoured, no matter if research would have been conducted anyway. This may

indicate a reduced effectiveness of this funding type, since no significant changes in

behaviour can be observed: Higher numbers in patenting only occur in already

predominant technology classes and there is little diversification to new technology

classes.

6 Concluding Remarks

In this chapter we present an empirical agent-based model of knowledge creation in

the Austrian biotechnology industry and simulate effects of different modes of

public research funding on knowledge-related system output. Agent-based model-

ling is a methodological approach particularly suitable for describing and analysing

complex systems consisting of interdependent actors, each of them acting on an

endowed rule set. With our model we simulate the long-term evolution of the

knowledge base of a given heterogeneous firm population given their research

strategies and the structure of the relevant technological field. The relevance of

this approach is in advancing the method as well as in contributing to the applica-

tion of simulation in the context of policy analysis.

We contribute to the literature in three aspects. (1) Building on an established

agent-based model of knowledge representation, we advance the concept of indi-

vidual and collective knowledge creation in firms by conceptualising policy inter-

vention and economically relevant output indicators (biotechnology patents).

(2) Furthermore we go beyond symbolic ABMs of knowledge creation by using

empirical patent data as knowledge representation, adopt an elaborate empirical

initialisation and calibration strategy using company databases, and utilise econo-

metric techniques to determine agent-specific patenting propensity, i.e. a fitness

function that determines the model output. (3) Through this transparent and robust

model design, we are able to increase the credibility of the ABM approach in the

context of ex-ante evaluation of research policy.

The model application refers to policy scenarios that differ from the empirically

calibrated baseline scenario in two different aspects: First, we compare two gov-

ernment policies focusing on the aspect of inter-organizational collaboration,

fostering more collaboration or more individual research activities, respectively.

The most important findings in this respect are that more collaboration increases

total patent output and concentrates the patent profile so that already strong

technology classes even become more dominant. On the other hand, strengthening

individual research dampens total patenting output but gives rise to a broader

diversification in the patent profile of the firm population. Second, we simulate
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two alternative government policies, focusing on the risk-taking propensity by

either reducing technological risk through direct research funding (government

grants) or by reducing the cost of research while eventually discouraging risk-

taking through indirect funding (tax reductions). The results of the simulation

reveal that direct funding gives rise to a broadening of the patent profile, especially

to the emergence of new, related technology clusters. A stronger focus on indirect

funding, on the other hand, is able to increase the total number of patents, but

conserves the existing technology profile. These results highlight the potential of

applying the model within the context of ex-ante evaluation of policy measures.

At this stage of model development, simplicity and transparency have been the

guidelines. Thus, the focus is on the complexities of knowledge creation only, while

more market-related aspects are deliberately kept simple. Therefore, the interpre-

tation of the current model is to be confined to the knowledge creation at the system

level, i.e. to the knowledge profile of the whole population. In this respect, future

work will introduce additional complexity to the model with respect to exploitation

of the knowledge and population dynamics, in order to further increase its credi-

bility for ex-ante impact assessment of policy intervention.

Appendix

Table 5 Definition of technology classes (International Patent Classification, IPC)

Technology

class

Patent

class Description

1 A01K Animal husbandry; care of birds, fishes, insects; fishing; rearing or

breeding animals, not otherwise provided for; new breeds of animals

2 A01N Preservation of bodies of humans or animals or plants or parts thereof;

biocides; pest repellants or attractants; plant growth regulators

3 A23L Foods, foodstuffs, or non-alcoholic beverages; preservation of foods

or foodstuffs

4 A61B Diagnosis; surgery; identification

5 A61J Containers specially adapted for medical or pharmaceutical purposes

6 A61K Preparations for medical, dental, or toilet purposes

7 A61L Methods or apparatus for sterilising materials or objects in general

8 A61M Devices for introducing media into, or onto, the body

9 A61P Specific therapeutic activity of chemical compounds or medicinal

preparations

10 B01D Separation

11 B01F Mixing, e.g. dissolving, emulsifying, dispersing

12 B01J Chemical or physical processes, e.g. catalysis, colloid chemistry; their

relevant apparatus

13 B01L Chemical or physical laboratory apparatus for general use

14 B03D Flotation; differential sedimentation

15 B64C Aeroplanes; helicopters

(continued)
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Table 5 (continued)

Technology

class

Patent

class Description

16 B65B Machines, apparatus or devices for, or methods of, packaging articles

or materials; unpacking

17 B65D Containers for storage or transport of articles or materials

18 B82Y Specific uses or applications of nano-structures; measurement or

analysis of nano-structures; manufacture or treatment of nano-

structures

19 C07B General methods of organic chemistry; apparatus therefor

20 C07C Acyclic or carbocyclic compounds

21 C07D Heterocyclic compounds

22 C07F Acyclic, carbocyclic, or heterocyclic compounds containing elements

other than carbon, hydrogen, halogen, oxygen, nitrogen, sulfur, sele-

nium or tellurium

23 C07G Compounds of unknown constitution

24 C07H Sugars; derivatives thereof; nucleosides; nucleotides; nucleic acids

25 C07K Peptides

26 C08H Derivatives of natural macromolecular compounds

27 C08L Compositions of macromolecular compounds

28 C10L Fuels not otherwise provided for; natural gas; liquefied petroleum gas

29 C12M Apparatus for enzymology or microbiology

30 C12N Micro-organisms or enzymes; compositions thereof

31 C12P Fermentation or enzyme-using processes to synthesise a desired

chemical compound or composition or to separate optical isomers

from a racemic mixture

32 C12Q Measuring or testing processes involving enzymes or micro-

organisms; processes of preparing such compositions

33 C12R Indexing scheme associated with subclasses c12c-c12q, relating to

micro-organisms

34 C21C Processing of pig-iron, e.g. refining, manufacture of wrought-iron or

steel; treatment in molten state of ferrous alloys

35 C30B Single-crystal growth; unidirectional solidification of eutectic mate-

rial or unidirectional demixing of eutectoid material

36 C40B Combinatorial chemistry; libraries, e.g. chemical libraries, in silico

libraries

37 D21C Production of cellulose by removing non-cellulose substances from

cellulose- containing materials; regeneration of pulping liquors;

apparatus therefor

38 G01N Investigating or analysing materials by determining their chemical or

physical properties

39 G02B Optical elements, systems, or apparatus

40 G05D Systems for controlling or regulating non-electric variables

41 G06F Electric digital data processing

42 G06N Computer systems based on specific computational models

43 G07D Handling of coins or of paper currency or similar valuable papers,

e.g. testing, sorting by denominations, counting, dispensing, changing

or depositing

(continued)
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Regional Innovation Systems: An

Agent-Based Laboratory for Policy Advice

Cristina Ponsiglione, Ivana Quinto, and Giuseppe Zollo

Abstract The chapter presents a computational model for the development of a

self-sustaining Regional Innovation System (RIS). The computational agent-based

model is the core of a virtual laboratory, called CARIS (Complex Adaptive

Regional Innovation System) aiming at (1) introducing the CAS (Complex Adap-

tive System) approach in the analysis of RISs; (2) enabling the development of

effective innovation policies able to foster the growth and innovativeness of

regions. This topic is particularly relevant for the so-called lagging regions,

which, despite conspicuous policy interventions, have been unable to develop a

significant capability to innovate. According to the European Union, lagging

regions are those regions which show a GDP per capita less than 75% of the

European average. In this chapter, the methodological approach to verify the

internal coherence of the model, as well as the simulation outputs are thoroughly

discussed. Results show that the code is free of evident bugs, that it works

coherently with the meta-model and that the agent-based computational model is

able to reproduce some stylized representations characterizing the system under

investigation. Finally, the first steps of the calibration activities and some prelim-

inary results are described. Once fully validated, the CARIS laboratory should help

researchers and practitioners to better investigate what critical mass of local

resources and competencies are necessary to sustain the growth of RISs and, how

effective current innovation policies are and what are the most effective measures

to improve the current pattern.
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1 Introduction

Regions are increasingly recognized as the designated loci of innovation in a

globalised economy (Asheim and Coenen 2005; Doloreux and Parto 2005). The

emphasis on the regional dimension is due to different reasons. Firstly, according to

the OECD Report (2011), regions are becoming increasingly important engines of

national and supranational growth and development; in fact 4% of regions account

for one-third of OECD growth. Secondly, innovation systems are most easily

observed at the regional level, since the geographic distance reduces the frequency

of interaction among the actors of innovation (Asheim and Isaksen 2002). Thirdly,

in a regional context a set of shared rules, informal routines and norms exists, which

enhances the local innovative capacity through synergic and collective learning

(Camagni 1991). The existence of shared rules and trusty relationships facilitate

interaction and mutual understanding in the process of knowledge sharing

(Lorenzen 1998). In particular, regions have been recognized as the best geograph-

ical scale for an innovation-based learning economy due to the presence of impor-

tant specific and regional resources able to sustain the innovation capability and

competiveness of firms. In addition, closeness, face-to-face and frequent contacts

are fundamental prerequisites for the exchange of tacit knowledge, which, in turn,

plays a crucial role in innovation processes. Finally, from a policy perspective it is

much easier to manage economic policy at regional rather than national or global

scale. Regions are increasingly considered as key drivers of innovation, as well as

of national and supranational growth and development (Asheim 1996; Doloreux

2002; Cooke 2001).

Currently, several studies focus mainly on large metropolitan regions character-

ized by the presence of effective institutional infrastructure and strategic actors able

to foster virtuous innovation processes. On the contrary, small-medium sized

regions or the so-called lagging regions, classified as moderate and modest inno-

vators, have attracted less attention (Hollanders et al. 2009, 2012, 2014). The

European Union (EU) defines the lagging regions as those qualifying for assistance
under the “EU convergence objective” because of their very low GDP per capita

which is less than the 75% of the European average (Mundial 2009). According to

the Innovative Performance Index of European Regions, as assessed by ProInno

Europe Regional Innovation Scoreboard between 2004 and 2014 (Hollanders

et al. 2009, 2012, 2014) only eight Regions, out of 190, improved their rank during

the period. And of 75 lagging regions in 2004 only one improved significantly its

rank in 2014, despite the strong political support of local governments. Evidently,

there is something deeper than the failure of an innovation policy or the scarcity of

resources devoted to support the innovation. Put differently, the data shows that

regional performance is affected by powerful inertial mechanisms, which are

undervalued by both researchers and policy-makers. Discovering the virtuous

mechanisms of most innovative regions, and the vicious ones of lagging regions,

requires an appropriate response to the question how to get a sound understanding

of the innovation capacity of a region.
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In general, the aim of this research is to answer this question through the

development of a computational agent-based laboratory that will be devoted to

both understand, from a theoretical point of view, the micro-macro mechanisms

generating the learning and innovation performance of regions and to support

policy makers in identifying proper measures, in particular for lagging regions.

The computational laboratory, called CARIS (Complex Adaptive Regional

Innovation System), is built upon the claim that the implementation of a self-

sustaining innovative complex adaptive system should be one of the goals of

regional innovation policy. Once fully developed and empirically validated, the

CARIS laboratory could be used as policy advice tool and should help researchers

and practitioners to define and evaluate effective innovation policies. More

recently, agent-based modeling (ABM has been increasingly recognized as a useful

tool to support policy making in different fields and at different levels (OECD 2009;

Brenner and Werker 2009).

The chapter describes simulative experiments settled to assess the internal

coherence of the CARIS and the simulation results. The verification of logical

internal coherence of the model was based on the assumptions derived from current

body of knowledge on innovation systems framed as complex learning systems.

Additionally, the first steps of the calibration activities are presented and some

preliminary results of the survey on the Aerospace Industry in Campania Region are

discussed. Once completed, this data will be used to fine-tune and calibrate the

CARIS model, but it will be the topic of future contributions.

Section 2 discusses the relevant literature on Regional Innovation Systems.

Section 3 discusses several methodological issues relevant for the development of

a virtual laboratory. Additionally, in Sect. 4, both the conceptual framework of RISs

as CASs and the CARIS formal model developed in Netlogo (available on request)

are thoroughly analyzed. Sections 5 and 6 discuss results of internal coherence

verification and the setup of calibration activities. Finally, Section 7 presents further

developments of the research.

2 Theoretical Background

Over the last three decades, the concept of Regional Innovation Systems (hence-

forth RISs) has increasingly gained attention not only from academic researchers

and scholars, but also from policy makers (Asheim et al. 2011; Doloreux 2002;

Doloreux and Parto 2004). The great popularity of Regional Innovation Systems

approach depends on several and different factors, namely the increased intensity of

international competition, the emergence of successful regional clusters of firms in

numerous regions around the world (Enright 2000), the failure of more traditional

regional development models and policies, as well as the need for new policies able

to address regional inequalities and differences.

The theoretical foundation of RIS approach is mainly rooted in the wider

literature on territorial innovation models, that is Marshallian industrial districts,
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clusters of innovation, new industrial spaces, milieux innovateurs, local production

systems (Doloreux and Parto 2004; Moulaert and Sekia 2003). Innovation is meant

as an evolutionary and social process (Edquist 2004) given that it derives mainly

from collective learning and synergic processes among different actors, both

internal and external to the organization.

Inspired by this literature and compelled by the environmental turbulence and

globalisation, policy-makers have added a regional dimension in the definition of

innovation policies (Fritsch and Stephan 2005; Werker 2006) and have paid much

attention to the RIS literature. The RIS approach has been increasingly recognized

as a promising analytical framework to better analyze and understand innovation

process in regional economy (Asheim et al. 2003; Asheim et al. 2011).

RISs are mainly defined as a set of economical, political and institutional

relationships in a specific geographic area which generates an interactive learning

process that, in turn, enables the production, diffusion and use of specific knowl-

edge and skills (Maillat 1998; Cooke et al. 1998; Cooke 2001; Asheim and Isaksen

2002; Doloreux 2002; Asheim and Gertler 2005; Doloreux and Parto 2005). In a

similar way Cooke and Schienstock (2000) define a RIS as an arrangement of

innovative networks and institutions that interact regularly and strongly to enable

the innovation processes in a region. Several scholars define RIS as a territorially

embedded institutional infrastructure which supports innovation within the produc-

tion structure of a region (Doloreux 2002; Doloreux and Parto 2005). Put differ-

ently, innovation processes are built on the basis of a cumulative learning process,
social interaction and are strictly path-dependent; these characteristics make them

difficult to replicate (Fischer 2001; Maskell and Malmberg 1999; Moulaert and

Sekia 2003). Regions, therefore, are seen as systems of learning by interacting and
the relational network among the different actors is an organizational mode of such

interactive processes (Cooke 1996; Cooke and Morgan 1998; Moulaert and Sekia

2003; Gertler 2003). The existence of structural and cultural diversity among RISs

could explain the presence of differences among the European Regions in terms of

innovation, economic development and growth. As consequence, in the last years, a

lively debate is raised about what are proper and effective policies able to foster

virtuous innovation and growth processes (Foray 2009).

Over years, theories, models and tools able to support policy-makers in defining

proper and effective innovation policies have been developed. In particular, within

this policy framework three perspectives are relevant to better understand the state

of the art of current innovation policies, namely the Learning Region Perspective,
the Smart Specialization Theory, and the Ecology of Innovation Perspective. In
particular, the Smart Specialization approach is a key element of the EU 2020

innovation plan and several discussions are currently under way about introducing

smart specialisation as a conditionality clause for structural fund attribution. On the

contrary, the Ecology of Innovation theory recognizes and emphasizes the impor-

tance and the value of diversity and social interactions for innovation. This

approach shows several common elements with the growing body of literature

(Garnsey 1998; Holland 2002; Lombardi 2003; Longhi 2002; Squazzoni and

Boero 2002; Tesfatsion 2002) referring to productive-economic innovative systems
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(industrial districts, milieux innovateurs, local productive systems, regional clus-

ters) as CASs.

According to this, the most significant implementation of the Ecology of Inno-

vation Perspective considers the RIS as a Complex Adaptive Systems (CAS). A

CAS is composed a set of connected or interdependent different virtual agents,

which interact with each other on the basis of simple rules (i.e., algorithms)

(Holland 1995, p. 10).

As a consequence, increasingly, conceptual and policy frameworks relating to

territorial innovation systems all refer, more or less explicitly, to the high com-

plexity characterizing them. Despite main concepts of complexity science have

been used from a theoretical point of view to characterize territorial innovation

systems we claim that these concepts are poorly explored from a practical point of

view. In a paper published in the Journal of International Development, Hall and

Clark (2010) remember that “enthusiasm for the conceptual aspects of an innova-

tion systems perspective tended to obscure rather than clarify what complexity

looked like in practice”. Filling this gap requires specific theoretical and method-

ological approaches in order to understand and possibly influence the emergence,

the reinforcing or the restructuring of certain desired patterns in territorial innova-

tion systems. Indeed, mapping a RIS in a CAS, as we shall see in the next sections,

requires a definition of agents, rules of behaviour, and modes of interaction.

3 A Conceptual Framework for a Complex Adaptive

Regional Innovation System

The literature proposing computational models of territorial innovation systems

shows that available models refer mostly to local clusters of small and medium

firms (such as traditional neo-Marshallian industrial districts or high-tech industrial

clusters) and address very different topics (innovation and knowledge dynamics,

coordination mechanisms, supply networks formation, the emergence of bilateral

collaboration, the diffusion of reputation) relating to the systems under investiga-

tion (Albino et al. 2006; Squazzoni and Boero 2002; Brenner 2001). Models

proposed in the literature use agent-based modelling mainly with the purpose of

theory building. Coherently with this, most of models are “conceptual” models

poorly validated by using real data.

The computational laboratory here presented aims at developing, through an

agent-based model (ABM), an explanation of self-sustaining innovation cycles of

innovation. According to Brenner and Werker (2009) and to the literature about

verification-validation of computational models (Burton 2003; Gilbert 2008; Louie

and Carley 2008; Moss 2008; Richiardi et al. 2006; Sargent 2004) the methodology

to build up a computational laboratory involves six main steps as depicted in Fig. 1.

In particular, in this chapter, we present the conceptual model used to inform the

development of the computational model, called CARIS (Complex Adaptive
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Regional Innovation System), aimed at evaluating and supporting the self-

sustainability of Regional Innovation Systems.

In the first step the theoretical background is translated in a conceptual model. In

the case of CARIS, the conceptual model is based on the concepts of emergence,

self-organization (namely, self-sustainability) and learning. The second step, that is

the construction of the meta-model, specifies a pseudo-code in which micro-

specifications about agents’ behaviours are reported. In our case, the meta-model

specifies the classes of agents, the rules of action and interactions among them, the

dependent and independent variables and the parameters of future simulations (see

Sect. 3). The next step, the implementation of the meta-model, requires the choice

of an adequate software platform and the activity of code writing. The model here

proposed has been implemented and simulated using NetLogo 5.0.4. At this stage,

the implemented model has to be verified and validated, which represent the main

focus of this chapter.

Through internal validation we verify that the implemented model is coherent

with theoretical and empirical available knowledge about the system/phenomenon

investigated (Sargent 2004), as well as that the code does not contain bugs (Gilbert

2008). External validation refers to the relationships between the simulated results

and the empirical data (Carley 1996). In our case, through some first simulative

experiments we tested the coherence of the code with the meta-model and the

capability of CARIS to generate expected or plausible results as showed in the

literature. At this stage of the research the task of external validation has been just

settled and will follow Brenner and Werker (2009) procedure suggested for cali-

bration of agent-based models. In order to perform the calibration of CARIS model,

we collected and analyzed data related to the Aerospace Industry in Campania

Region. As the model calibration is still on going, we discuss only the methodo-

logical steps in this chapter: (1) identification of the most important indicators to

Fig. 1 The methodology for CARIS development and implementation
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empirically measure the model’s parameters through a thorough literature review,

(2) selection of the most appropriate indicators; (3) computation of the ranges of the

different parameters.

It is clear that the literature on the regional innovation systems shares a funda-

mental attribute: a regional innovation system is a learning system that upgrades
existing structures on the basis of complex social dynamics. The literature on

Organizational Learning (OL) and Learning Organization (LO) already gives us

an indication on how to address the operational issue of defining a formal model.

The literature on OL and LO is tremendously vast, so we focus on some contribu-

tions that address the learning issue as a cyclic evolutionary process of production

and utilization of knowledge (e.g. Nonaka and Takeuchi 1995; Crossan et al. 1999;

Zollo and Winter 2002).

An OL framework widely cited in literature has been proposed by Crossan

et al. (1999). Their framework is based on four premises and a central assumption:

Premise 1: OL involves a tension between exploration and exploitation; Premise 2:

OL is multilevel: individual, group and organization; Premise 3: The three levels of

OL are linked by social and psychological processes: Intuiting, Interpreting, Inte-

grating and Institutionalizing (4I’s); Premise 4: Cognition affects actions (and

viceversa). The central proposition states that the 4I’s are related in feed-forward

and feedback processes across the levels.

Similarly, Zollo and Winter (2002) identify a cycle in four steps, by adapting the

classic evolutionary paradigm of variation-selection-retention. The starting point is

the variation stage, where individuals or groups generate a new set of ideas. Then

those ideas are subject to an evaluation and legitimization in the stage of internal

selection. The third phase of the cycle, the replication stage, serves the function of

diffusion, adaptation and utilization of knowledge. The fourth stage of retention

tends to make knowledge embedded in organizational routines.

Summing up, the above discussion seems to us that the literature on OL and LO

clearly defined four competencies as essential requisites of every system able to

develop learning capabilities:

• First, the system should ensure the capability of an effective search for new

knowledge (Exploring competence).

• Second, system should ensure that new knowledge is readily verified and

transformed into superior operational capabilities (Exploiting competence).

• Third, system should promote a continuous organizational change in order to

amplify the variety of competencies suitable for the exploration activity and to

retain in new routines the new operational capabilities (Changing competence).

• Fourth, system should develop and reinforce a common culture oriented to

learning and provide individuals and groups with proper frames of references

maintaining the fundamental unity of organization through the changes

(Maintaining competence).

Our claim is that the combination of those opposite competencies—exploring

versus exploiting, changing versus maintaining—in a single regional context is the

real challenge of designing innovative organizations. The tensions triggered in the
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social system by these conflicting requirements are the playing field of any learning

system, capable of generating a perpetual innovation capacity. Not surprisingly, the

four issues of exploring, exploiting, changing and maintaining bring us back to the

eminent sociologist Talcott Parsons, who developed his theory of social action

according to the principle that control in social systems was of cybernetic type and

not coercive one. He assumed that social systems are hierarchical and decompos-

able, with each component acting according to its own intrinsic principles and

influenced by others only at well-specified inputs. Parsons in 1956 elaborated a

scheme of social systems, extended during the rest of his life (Parsons 1970), named

AGIL, where subsystems are defined in terms of function they serve for the system.

According to the AGIL scheme, to survive in its environment, any living system

must scan and adapt to that environment (Adaptation (A)), attain its goals (Goal

Attainment (G)), integrate and coordinate its components (Integration (I)), and

maintain its latent pattern, such as motivation, energy, incentives, memory

(Latency Pattern Maintenance (L).

Most of important concepts related to an innovative system can be traced to the

sub-systems of AGIL scheme. For example, the activities of knowledge exploration

and knowledge exploitation (March 1991) correspond to the subsystems Adaptation

and Goal Attainment of Parsons’ scheme, while the change related to the process of

learning is captured by the sub-system Integration. Finally, the role of memory in

learning processes, highlighted by Walsh and Ungson (1991) corresponds to the

sub-system Latency Pattern Maintenance. Furthermore, most of cycles of literature

above reviewed quite literally reproduce the four components of Parsons scheme.

This correspondence is not surprising. Parsons, Bateson and most cyberneticists

share the assumption that every living system is necessarily a learning system. On

the other side most of scholars on OL and LO assume an evolutionary system

perspective.

Recently Schwandt and Marquardt (2000) proposed the AGIL scheme as a

general framework for the Learning Organization. They identified four

sub-systems characterizing any Learning Organization: the Environmental Inter-

face Subsystem (EIS); the Action/Reflection Subsystem (ARS); the Dissemination

and Diffusion Subsystem (DDS); the Meaning and Memory Subsystem (MMS). In

agreement with this overwhelming literature, here briefly summed up, we define

main organizational competencies of a RIS as follows (Table 1):

• EXPLORING COMPETENCE, whose goal is to search for new knowledge.

• EXPLOITING COMPETENCE, whose goal is to create valuable output from

new knowledge, gather and control resources, and orient them to the goals of the

system.

• CHANGING (or CONNECTING) COMPETENCE, whose goal is to redefine

interactions among individuals and to reconfigure the ephemeral and stable

structures of social system.

• MAINTAINING (or REGULATING) COMPETENCE, whose goal is to con-

solidate and diffuse symbolic, material and financial frames of action among

people and groups in order to empower the social action.
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We can now draw a conclusion from all the discussion so far developed, and

assume that the competencies above defined correspond to four types of social

actors. Each of these actors produces for other players a resource essential for the

self-sustainability of regional innovation over time (Fig. 2). These actors are:

(a) EXPLORERS, the producers of knowledge (K): this set of actors is composed

by subjects that explore the boundaries of knowledge producing new ideas,

methods and techniques they make available to other players. Some typical

examples are represented by Universities, Research Centres, Public and Private

Laboratories and their combinations (e.g. Regional Competencies Centres), and

big companies operating in technological sectors.

(b) EXPLOITERS, the producers of market value (V): this set of actors is able to

transform knowledge into value for market.

(c) CATALYSTS, the mediators of innovation (L): this set of actors promotes

interactions and links between relevant players of the process of transfer,

adaption and utilization of knowledge. Some typical examples are represented

by Liaison Offices of the Universities, Science Parks and Technology Incuba-

tors, Trade Associations, Chambers of Commerce, Districts, and Clusters.

Table 1 The four competencies of a learning system

Competencies Exploring Exploiting

Changing

(connecting)

Maintaining

(regulating)

Goal To search for new

knowledge

To use knowl-

edge for the

ends of the

organization

To redefine inter-

actions among

agents and

structures

To frame the

action with sym-

bolic, financial

and material

frames

Parson’s
AGIL scheme

Adaptation Goal

Attainment

Integration Latency Pattern

Maintenance

Schwandt and

Marquardt

(2000)

Environmental

Interface

Subsystem (EIS)

Action/Reflec-

tion

Subsystem

(ARS)

Dissemination and

Diffusion

Subsystem (DDS)

Meaning and

Memory

Subsystem

(MMS)

Zollo and

Winter (2002)

Generative

Variation

Internal

Selection

Replication Retention

Crossan

et al. (1999)

Intuiting Interpreting Integrating Institutionalizing

Questions rel-

evant for a

RIS

How to implement

a critical mass of

actors’ capabilities
able to create new

knowledge?

How to imple-

ment capabili-

ties able to

exploit new

knowledge?

How to modify

links, structure and

processes to gain

advantage from

new knowledge?

How to maintain

an adequate

cooperative

behavior among

people?

Actors of a

RIS

EXPLORERS EXPLOITERS CATALYSTS GOVERNOR

Resources

produced by

Actors

Knowledge (K) Market Value

(V)

Interactions and

Links (L)

Frames (F)
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(d) GOVERNOR, the creator of framework and rules (F): this actor plays the role

of providing guidelines and frames for other players. It is usually represented by

local public institutions.

4 The Agent-Based Model

The agent-based implementation of CARIS is characterized by two different classes

of agents: (1) the Competitive Environment (CE) and (2) the Competent Actor

(CA), the latter representing different categories of actors—such as firms, research

groups, research institutions, mediators of innovation, local institutional actors—

incorporating the competencies illustrated in Fig. 3. The characterization of each

CA is given by the mix of competencies it exhibits and by the actions it performs.

Table 2 compares the conceptual model and the agent-based model in terms of

actors, actions and outcomes of actions. The main aspects of the agent-based model

are presented in Fig. 3.

4.1 The First Agent: The Competitive Environment CE

The Agent CE is characterized by a binary string (–1 or 1) of length l, representing
the Environmental Regularity (ER) that a Competent Actor CA should discover and

match up. The Environmental Regularity is the combination of knowledge and

competences that a CA should exhibit in order that a particular market segment can

be served with a specific product. Put differently, it represents the proper recipe to

satisfy CE requirements. The Agent CE makes three actions:

Fig. 2 RIS as a networked

complex learning system.

K knowledge, L links,

V value, F frame
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Action 1.1: The generation of Environmental Regularities ER: The Environmental

Regularity (ER) changes over time according to a given volatility v; the volatil-
ity represents the expiration date of the ER. Once the latter is expired the CE has

to generate a new one.

Action 1.2: The generation of Innovation Opportunities IO: An environmental noise

d alters some elements of the string ER, and transforms it in a new set of strings

called Innovation Opportunities IO. Individual Competent Actors (ICAs) have

access only to IO. Clearly, OI is a simple derivative of ER.

Fig. 3 The CARIS agent-based model

Table 2 Comparison between conceptual framework and agent-based model

Conceptual framework Agent-based model

Actors Actions Outcomes Agents Actions Outcomes

Governor Regulating Definition

of boundary

conditions

Observer Definition of bound-

ary conditions

Parameters

setting

Explorer Exploration Production

of

Knowledge

Competent
Actors

Interaction guided by

rules of exploration,

exploitation and

connecting

Individual

Interpretation

Collective

InterpretationExploiter Exploitation Production

of market

value

Catalyst Connecting Production

of links
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Action 6-7: Evaluation and Reward of Proposals made by the Competent Actor CA:
The output realized collectively by the ICAs is evaluated by the CE on the basis

of an Acceptance Threshold. The reward obtained is distributed among the ICAs

that contributed to it, according to the contribution they gave in terms of

competences to the successful interpretation. Additional information about this

action is provided later.

The three parameters of Length l, Volatility v, and Noise n define the complexity

of the competitive environment CE. There is another parameter characterizing the

CE, that is the Acceptance Threshold, which measures the intensity of competition,

but we discuss this parameter later.

4.2 The Second Agent: The Competent Actor CA

The Competent Actor is a collective agent, made by a set of Individual Competent

Actors (ICAs). This agent is defined as competent because it has the skills and

competences necessary to satisfy CE’s requests, as well as it is able to learn both

from the environment and by collaborating with the other ICAs. Additionally, the

Competent Actor has been defined as a collective agent because, according to our

conceptual model, an ICA can represent different categories of actors

(e.g. exploiter, explorer or catalyst—see Table 2) on the basis of the values of

different parameters which are explained in details in the following sections. Each

ICA is endowed with a set of Frames, that is a set of ternary strings {–1, 1, 0} of

length l, which represent the set of agent’s beliefs (or knowledge or capability)

about the corresponding dimension of the ER. The value 0 indicates the lack of the

specific competence on that dimension. Each agent is also endowed with a budget
distributed among the frames. The Agent ICA makes four actions:

Action 2: The generation of the initial frame

Action 3: The generation of Individual Interpretations (exploration capability)

Action 4: The generation of interactions (interaction capability)

Action 5: The generation of Collective Interpretations (exploitation capability)

Action 2: The Generation of Initial Frame of ICAs

The initial frame of each agent is generated on the basis of two parameters: the

scope s and the competence c. The scope s is the probability that the agent ICA has

the complete knowledge to produce the required interpretation of an ER. In other

words, if the probability is 0 then any value of the frame is 0, which means that the

ICA has no knowledge at all. If s¼ 1 each value of the string frame is –1 or

1. Finally, when s¼ 0.5, each agent has a probability that half of the value of the

frame are randomly set equal to 0. Therefore, the scope represents a measurement

of the specialization of an ICA.
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The competence c is the probability that an element of the frame matches the

corresponding element of the ER string. If c¼ 1, the agent ICA is endowed with a

proper frame; vice-versa, if c¼ 0 the endowed frame is totally wrong. The gener-

ation of the frame of each agent depends on both the probabilities: F¼ f(s, c). More

specifically, the lower the value of such probabilities, the lesser the probability to

produce the proper output required by the CE.

Action 3: The Generation of Individual Interpretations II

The first task of each ICA is to develop an Exploration activity—that is to interpret

an Innovation Opportunity on the basis of its frames (the strings of scope s� l, and
competence c) in order to produce an Individual Interpretation. Each agent ICA has

a probability p to modify its current Frame in order to “catch” an Innovation

Opportunity IO. More specifically, each element could be randomly modified in

order to learn from the CE according to the probability p. Clearly, when the element

of the Frame is equal to 0, it cannot be modified. The modified Frame is the

Individual Interpretation. The modified Frame is memorized by the agent. The

exploration activity has a cost.

Action 4: The Generation of Interactions

Each agent ICA moves within the space of action. The agent’s movements are

guided by the structure of the space of action, by behavioural rules and by random-

ness. In the CARIS model the space of action is unstructured—namely, we do not

have any predefined network or grid. The space of action has been modelled as the

surface of a torus, where agents move in a randomway. If two agents are in the same

time in the same place then they can decide whether to interact in agreement with the

following Action 5. The interaction activity has a cost.

Action 5: The Generation of Collective Interpretations

The second task of ICAs is to develop the exploitation activity. In order to carry out

this task, each ICA must choose the most suitable partners in order to combine its

Individual Interpretation (II) with that of other agents and create a Collective
Interpretation CI fitted with the Innovation Opportunity. This activity is guided by:

• The Cooperation propensity (T ) of each agent

• The value of competence c of possible partners
• The Hamming Hij distance between two Individual Interpretations (II)

The three parameters are combined in the following formula:

Lij¼4 cj �Hij � 1�Hij

� ��Ti ð1Þ

where Lij is the probability that the agent i decides to cooperate with the agent j. If
Lij is positive and also Lji is positive then agents i and j will cooperate. In other

words, both agents i and j should evaluate positively the benefits of cooperation.

The cooperation model of Formula (1) is a modified version of the interaction

model of Cowan and Jonard (2009). We assume that forming a partnership has a
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probability of success strictly related to the optimal overlap of knowledge stocks of

possible partners. The probability of a successful cooperation increases and then

decreases with the overlap of the Individual Interpretations. The overlap is mea-

sured by the complement to 1 of the normalized Hamming distance between the

Individual Interpretations IIji of agents i and j, namely 1� Hij

� �
. The peak occurs

when the overlap is equal to 0.5. The increasing and decreasing probability of

cooperation is modelled by Hij � 1� Hij

� �
. The second factor influencing the

probability of cooperation is the reputation of the potential partner, which is

measured by its level of competence cj. The third factor influencing the Cooperation
Propensity is Ti, which captures both the propensity to cooperation of the individual
actor, and the boundary conditions (culture, incentives) that influence the cooper-

ation. The number 4 is a scaling factor, allowing Lij to vary between 0 and 1.

The results of Action 4 are multiple collaborations, that form a set of network of

individual agents which combine their Individual Interpretations (namely, knowl-

edge or capabilities) to produce a Collective Interpretation submitted to the Com-

petitive Environment for evaluation and reward. Of course, the Collective

Interpretation is embodied in a product or service that can be delivered to market.

The exploitation activity has a cost. Now we are ready to define the last actions

developed by the Competitive Environment.

Action 6: Evaluation

Each Collective Interpretation CI is evaluated by the CE on the basis of an

Acceptance Threshold. If the Collective Interpretation overcomes such threshold,

it is accepted and rewarded.

Action 7: Rewarding

The reward obtained by a Collective Interpretation is distributed among the agents

ICAs that contributed to it, according to the contribution they gave in terms of

competences to the successful interpretation. At the beginning of simulation each

ICA is endowed with a budget distributed among the Frames populating the

individual memory of agents (in the first step of the simulation only one Frame is

contained in the individual memory of each ICA). The budget associated to Frames

will be decreased according to the costs sustained for exploration, interaction and

for exploitation activities. The reward for a Frame of an ICA involved in a

successful Collective Interpretation will increase the budget of the Competent

Actor. Only Frames with a positive budget will survive and the number of surviving

Frames for each agent is a proxy of the capability to learn and innovate. At each

time step the budget available for each ICA is the sum of budgets associated to its

Frames. When the total budget of an ICA becomes equal to 0 the ICA dies and

disappears. The difference between the agents’ total budget at the end of simulation

and that at the beginning is a measure of the success of RIS. It is a proxy of the

capacity of RIS of creating value.
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This meta-model has been implemented on the Netlogo platform. Figure 4

represents the interface of Netlogo model (the model is available on request).

5 Internal Coherence Verification

In this section we describe simulative experiments settled to assess the internal

coherence of the proposed agent-based model and we discuss simulation results.

The experiments are settled to be confirmative. The calibration of the model is work

in progress and will be completed in the following steps of the research.

5.1 Parameters Setting

The verification of logical internal coherence of the model is based on the assump-

tions derived from current body of knowledge on innovation systems framed as

complex learning systems. In particular, we settled 12 different experiments (see

Tables 3, 4, 5, 6 and 7). In order to ensure the robustness of the results we performed

Fig. 4 The Netlogo CARIS model
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30 runs for each experimental set. The 12 experiments are performed changing the

values of the following parameters:

• The volatility v of the Competitive Environment CE: (v¼ 0.2 and 0.8)

• The exploration capability p of the ICAs: ( p¼ 0.1, 0.5 and 0.9)

• The level of specialization s of ICAs: (s¼ 0.5 and 0.8)

Other parameters remain fixed according to the values of the Table 3.

Table 3 Fixed parameters Fixed parameters Values

Competence (c) Random

Noise (n) 10%

Length of message (l) 50

Acceptance-threshold 80%

Number of agents 50

Max-ticks 10,000

Runs 30

Table 4 Parameters setting

to test the behaviour of a high

specialized system in a

dynamic environment

Parameters I SET II SET III SET

Capacity of Exploration (p) 0.1 0.5 0.9

Scope (s) 0.5

Volatility (v) 0.2

Table 5 Parameters setting

to test the behaviour of a high

specialized system in a static

environment

Parameters IV SET V SET VI SET

Capacity of Exploration (p) 0.1 0.5 0.9

Scope (s) 0.5

Volatility (v) 0.8

Table 6 Parameters setting

to test the behaviour of a low

specialized system in a

dynamic environment

Parameters VII SET VIII SET IX SET

Capacity of Exploration (p) 0.1 0.5 0.9

Scope (s) 0.8

Volatility (v) 0.2

Table 7 Parameters setting

to test the behaviour of a low

specialized system in a static

environment

Parameters X SET XI SET XII SET

Capacity of Exploration (p) 0.1 0.5 0.9

Scope (s) 0.8

Volatility (v) 0.8
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5.2 The Experiments

The sets I, II and III (Table 4) allows us to compare the behaviour of highly

specialized actors (s¼ 0.5) in a dynamic environment (v¼ 0.2) for three different

values of the exploration capability ( p¼ 0.1; p¼ 0.5; p¼ 0.9).

The sets IV, V and VI (Table 5) permit to analyze the impact of different values

of the exploration capability of ICAs in a more static environment (v¼ 0.8) and for

the same high specialization (s¼ 0.5).

The sets VII, VIII, and IX (Table 6) refer to a dynamic environment (v¼ 0.2), to

a low specialization(s¼ 0.8) of ICAs populating the system and to respectively

three different values of exploration capability ( p¼ 0.1; p¼ 0.5; p¼ 0.9).

Finally, the sets X, XI and XII (Table 7) report the behaviour of a low specialized

system (s¼ 0.8) in a static environment (v¼ 0.8) for three different values of the

exploration capability of ICAs.

The simulations output variables are described in Table 8.

5.3 Results of Simulations

Assessing the internal coherence of the model implies to verify that the code is free

of evident bugs, that it works coherently with the meta-model and that the agent-

based computational model is able to reproduce some stylized representations

characterizing the system under investigation. Through the simulation experiments

we aim at exploring if and under which conditions the micro specifications we

implemented in the agent-based model are able to produce some known regularities

characterizing Regional Innovation Systems framed as complex networked learn-

ing systems.

In our experiments we analyze the behaviour of the system for different levels of

the capacity of exploration ( p) and different degrees of competences’ specialization
under two competitive scenarios: a static and a dynamic one. Figure 5 reports the

Table 8 The output variables of simulations

Output variable Description

Surviving ICAs (%) Average (on 30 runs) number of surviving ICAs at the end of

simulation as percentage of initial population

Average number of surviving
Frames of ICAs

Average (on 30 runs) number of Frames in the individual

memories of ICAs, calculated for each new market cycle (for

each new message/Regularity provided by the CE)

Collective Interpretations’
dimension

Total number (on 30 runs) of Individual Interpretations con-

tributing to successful Collective Interpretations

Mean Delta Budget in the
system

Average (on 30 runs) value of the difference between the final

budget of the system and the sum of initial budgets attributed to

ICAs populating it at the beginning of simulation
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number of surviving ICAs of a high specialized system (all the ICAs have the same

level of scope s¼ 0.5) under the three different levels of the capacity of exploration

( p) in a static and in a dynamic competitive environment. Figure 6 shows the trend

of the same output variable (number of surviving ICAs) in the case of a low

specialized system (s¼ 0.8).

The number of surviving agents in the system increases as their capacity of

exploration increases, both in a static and in a dynamic environment. This is an

expected and plausible result; in particular, this result is coherent with the seminal

paper of March (1991) on exploration and exploitation in organizational learning

systems and with most of literature on learning systems deriving from March’s
original investigation.

In Figs. 5 and 6 we can also find other plausible results that support the

verification of the implemented model. As showed in Fig. 5, for low (0.1) and

medium (0.5) values of the parameter p the number of surviving ICAs is higher in

static than in dynamic competitive environments. Furthermore, the difference

between the trends of population referring respectively to static and dynamic

environments is significantly reduced (Fig. 6) when the level of competences

specialization in the system is low (for s¼ 0.8). It seems that less specialized

ICAs are able to react better than more specialized agents to a high environmental

volatility. Agents that cover a more wide range of required knowledge, as expected,

show a higher capability to survive in dynamic environments and seem to be less

affected by the change in the competitive Environment’s Regularity.
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Figures 7 and 8 add new elements to the above analysis. Figure 7 reports the

average number of Frames of ICAs for each of the two IO produced during the

simulation by a static competitive environment, under the three different levels of

exploration capacity ( p). The number of Frames in the individual memories of

Competent Actors of the system can be interpreted as a proxy of the learning

performance of ICAs. In a static environment, individual learning performance

increases according to the individual capacity of exploration (better performances

are achieved for medium and high values of p).
Figure 8 shows that in a dynamic environment (v¼ 0.2)—five different ER are sent

to ICAs by the CE during the simulation time—better individual learning performances

are achieved when the value of their capacity of exploration is equal to 0.5. High levels

of exploration, in this case, produce the same result of low levels of exploration.

This result supports the verification of the code and the coherence between the

implemented model and the meta-model (Sect. 5). In fact, we know from the

literature (Benner and Tushman 2002; Gupta et al. 2006; March 1991) that in a

high volatile environment high levels of exploration produce high exploration costs

that are not sufficiently remunerated by adequate rewards (the time needed to

complete a cycle of exploration-exploitation is longer than a market cycle).

This result highlights the need for additional experimentation and investigation,

as the literature claims for a balance between exploration and exploitation in order

to sustain organizational and system performances in the long run. In the model

proposed here, the ambidexterity mechanism (exploration and exploitation activi-

ties are performed at the same time and are balanced through organizational and

Average number of frames of surviving ICAs s=0,5

I ER II ER

(static environment)
2.5

2

1.5 p=0,1

p=0,5

p=0,9
1

0.5

0

Fig. 7 Average number of

frames for each ICA in a

static environment (s¼ 0.5)

Average number of frames of surviving ICAs s=0,5

I ER II ER III ER IV ER V ER

(Dynamic environment)

2.5

3

2

1.5
p=0,1

p=0,5

p=0,91

0.5

0

Fig. 8 Average number of

frames for each ICA in a

dynamic environment

(s¼ 0.5)

Regional Innovation Systems: An Agent-Based Laboratory for Policy Advice 203



collaborative structures) of balance between exploration and exploitation (Benner

and Tushman 2002; Gupta et al. 2006) is implemented but not sufficiently articu-

lated in its implications. The activity of exploitation is modelled as partnership

creation to produce Collective Interpretations. This capability, in the actual version

of the model, depends on several parameters (the competence c of the agents, the

propensity toward collaboration T, and the Hamming distance between two Indi-

vidual Interpretations). At this stage of the research the impact of these latter

parameters has not been investigated through specific experiments.

Finally, the comparison between Figs. 7 and 8 outlines the need for additional

experiments and analyses useful for theory building. One element of coherence

with the literature on exploration and exploitation in learning systems can be

detected, in particular in Fig. 8. As suggested by March (1991), in highly complex

environments the learning process is a sort of random walk. Learning performances

are strongly affected by randomness. In our case, high volatility (v¼ 0.2) is

interpreted as high complexity. Better performances are achieved when the capa-

bility of exploration of all ICAs of the system is equal to 0.5. p¼ 0.5 means, from a

computational point of view, that the strategy of exploration of agents in the system

is a random strategy, resulting, in high dynamic and complex environments, in a

more efficient search and solution strategy and in better learning performances.

Figures 9 and 10 show the distribution of the collective interpretations’ dimen-

sions (the number of individual Frames contributing to the collective
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interpretations) with respect to the levels of the capability of exploration and

respectively for high (Fig. 9) and low levels (Fig. 10) of competences specialization

(the behaviour of the system is less affected, in this case, by the volatility of the

CE). By comparing the two figures we can identify an expected and plausible result

that again confirms the existence of an internal coherence of the implemented code.

In fact, the dimension of Collective Interpretations is in general greater in the case

of highly specialized systems than in low specialized ones. In highly specialized

systems agents are characterized by a low capability to cover the spectrum of

competences required by the CE. Thus they need to create links with other agents

in order to build up a more complete Interpretation. This diffused trend toward

networking results in the presence of networks, which, in some cases, are composed

of more than 9 agents. This latter case is not shown for low levels of specialization.

As said before, this result supports mainly the test of the code and does not add any

significant element to theory building.

Finally, Figs. 11 and 12 show the behaviour of the system in terms of economic

performance, with respect to the volatility of the environment and under different

combinations of competences’ specialization and exploration capability of ICAs.

In particular, Fig. 11 reports the trend of the economic performance (measured

as the difference between the capital assigned to the system at the beginning of

simulation and the capital registered at the end) of a high specialized system

(s¼ 0.5) with respect to the three levels of the capability of exploration ( p).
Figure 12 refers to the trend of economic performance of a low specialized system.
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As expected and according with the design of the agent-based model, better

performances are achieved on average in static environments. Indeed, in a static

environment the need for ICAs to sustain costs of exploration and exploitation are

reduced with respect to the case of a dynamic environment, in which the messages

sent by the CE to the ICAs are more frequently changed. Furthermore, according

with results on the population dynamics showed in Figs. 5 and 6, better economic

performances are achieved in those systems populated by more explorative ICAs

(high levels of the capability of exploration). Finally, the comparison between

Figs. 11 and 12 highlights that higher levels of economic values are obtained in

low specialized systems (s¼ 0.8). This latter result is again coherent with results

reported in Figs. 5 and 6.

Table 9 shows a brief summary of the main results of the internal validation.

Finally, we can conclude that:

• Regional Innovation Systems populated by high explorative and low specialized

agents (agents that cover a wide range of competences required by the compet-

itive environment) are more resilient to environmental changes, both in terms of

population dynamics (agents that are able to survive) and of economic

performance.

• Higher costs of exploration and of competencies maintenance (high p and high s)
sustained by the ICAs populating these systems are compensated by reduced

costs of exploitation and by more frequent rewards.

6 The Set-Up of the Calibration Activities

In order to perform the model calibration, we used a database deriving from a field

research with a focus on the Aerospace Industry in the Campania Region (Fondazione

Mezzogiorno Tirrenico 2011).We focused on theAerospace Industry as it represents a

very important sector for the Region. In particular, it accounts for 25% of the Italian

turnover in theAerospace sector and it is characterized by about 100 firms, 30 ofwhich

Table 9 Main results of internal verification

Methodological step Main results

Internal Coherence

Verification

• The number of surviving agents in the system increases as their

capacity of exploration increases both in static (v¼ 0.2) and dynamic

environment (v¼ 0.8)

• Better individual learning performances are achieved when the value

of their capacity of exploration is equal to 0.5 both in static (v¼ 0.2)

and dynamic environment (v¼ 0.8)

• The dimension of Collective Interpretations is in general greater in

the case of high specialized systems (s¼ 0.5) than in low specialized

ones (s¼ 0.8)

• Better economic performances are achieved on average in static

environments (v¼ 0.2)
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are “core” firms, and by an extended research system (60 research groups and

300 people from Universities, CIRA, CNR and private research centers).

The model calibration is made of the following steps:

• Literature review in order to identify the most proper indicators to empirically

measure the model parameters

• Selection of the most appropriate indicators on the basis of two variables,

namely relevance of the indicator in the related relevant literature and the

availability of necessary data

• Data collection and analysis to identify the ranges of parameters

• Fine-tuning of parameters according to point 3

• Virtual experimentation and validation of simulation results

At this stage of the research the model calibration phase is still going on; for this

reason, in this chapter we mainly explain the steps until now completed of model

calibration procedure. In particular, we focused only on the Competent Actors’
parameters, neglecting the Competitive Environment one as it requires a different

literature review and field tests.

Through the literature review, we aimed at identifying all those indicators able to

grasp the computational meaning, as well as, measure empirically the model’s
parameters. Clearly, the identification of the indicators was made by considering

also the specificities of both the Aerospace Industry and the involved firms (mainly

Small and Medium enterprises). In particular, the adopted methods have required

several steps that begin with an extensive search in bibliographic electronic data-

bases, such as Google Scholar, Scopus and Business Source Premier (EBSCO),

crossing the resulting lists. The literature review consisted of the following steps:

1. Keywords search: we used different keywords for each model’s parameters on

the basis of their computational meanings (e.g. capacity of exploration, special-

ization, propensity to the cooperation etc.) combined with “measure”, “indica-

tor” and “parameter”

2. Database creation: we included all the contributions that focus on measuring and

analyzing our model’s parameters. In particular, we selected a set of academic

journal from the area of strategic management, human resource management

and organization management

3. Analysis of both theoretical and empirical studies

4. Identification of the proper indicators

Table 10 shows the parameters and their computational meaning, their definition

in the literature and the identified indicators.

This list of indicators was analyzed to identify the most effective indicators for

each parameter. The selection of the indicators was based on two important criteria,

namely relevance of the indicator in the related relevant literature and the avail-

ability of necessary data for their computation. In accordance with this, we selected

the following indicators (Table 11).

As already mentioned, we used a database deriving from a previous field test

focused on the Aerospace Industry. The data were collected through a set of
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Table 10 Variables selected to measure parameters of ICAs of CARIS model

Parameter and computational

meaning Definition Selected variables

Capacity of Exploration ( p):
is the ability of ICAs to inter-

pret the Innovation Opportu-

nity (IO) sent by CE. On the

basis of this probability p, the
agent will modify its own

Frame by “learning” from the

Competitive Environment

Organizations’ ability to iden-

tify and acquire new knowl-

edge through collaboration

with external actors, research

activities, experimentation

(Cohen and Levinthal 1990;

March 1991)

Number of R&D projects

(Alvarez and Barney 2001)

Share of investment in R&D

(Benner and Tushman 2002;

Valvano and Vannoni 2003;

March 1991)

Education level (Benner and

Tushman 2002)

Number of employees in

R&D department (Benner

and Tushman 2002; Valvano

and Vannoni 2003; March

1991)

Patents (Ahuja and Lampert

2001)

Number of R&D relation-

ships with organizations,

university and research cen-

ters (Alvarez and Barney

2001; Robinson and Stuart

2007)

Scope (s): is the number of

dimensions in the ICA’s
Frame different from zero. It

measures the technological

specialization of ICAs

The specialization is meant as

organizations’ technological
capacity (Clark 1987; Zahra

et al. 2000)

Workers specialization

(Cohen and Levinthal 1989)

Training activities (Lucas

1993)

Productive diversification

Technological knowledge

within the firm (Dosi 1988;

Pavitt 1993)

Competence (c): It is the
number of dimensions in the

ICA’s Frame equal to those of

ER. It represents how much an

ICA is endowed with the

proper specific competences

required by the CE

The competence can be

defined as that set of skills,

knowledge and abilities that

an organization has to respond

effectively to the requirements

of the market and reach com-

petitive advantages (Grant

1991)

Sales turnover trend (Bottazzi

et al. 2008)

Return on Investment (ROI)

(Bottazzi et al. 2008)

Return on Equity (ROE)

(Bottazzi et al. 2008)

Customer satisfaction

(Valdani 1995)

Market share

Number of technologies

within firms (Penrose 1959)

Propensity to collaboration

(T ): indicates the propensity
of a Competent Actor to

interact and collaborate with

others

It is related to the concept of

complementariness among

different actors in terms of

knowledge, skills, compe-

tences (Cowan and Jonard

2004)

Closeness degree among the

competences of firms (Cowan

and Jonard 2004)

Joint projects (Ahuja 2000;

Hagedoorn and Schakenraad

1994; Kim and Inkpen 2005;

Rothaermel and Deeds 2006)

Presence of consortia

Number of projects with

(continued)
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interviews with managers of each firm. The firms involved in the survey were

150, but only 83 participated into it (55.33% response rate). A questionnaire was

administered to the managers of each firm in the Aerospace Industry in Campania

Region in order to collect data and information on inter-organizational collabora-

tions and the managers were asked to fill a Product-technology matrix which

allowed us to analyze the competences and the specialization level of each firm

in Aerospace Industry of Campania Region. In particular, by administering the

questionnaires, we could gather several information on the number of relationships

of each firm, as well as the nature of such relationship and its intensity (how many

times they collaborate). Finally, by asking to fill a Product-technology matrix, we

could collect data about the number and the typology of competences to realize the

outputs. These data were essential to calculate two model’s parameters: the scope
and the competence. According to the selected indicators (Table 11), we computed

the minimum and maximum value, the average and the standard deviation of each

model’s parameter in the Aerospace Industry in Campania Region as showed in

Table 12. To do so, we calculated the value of each parameter for every firm of the

Aerospace Industry in Campania Region and then computed such aggregate mea-

sures. The data will be used to fine tune the model’s parameter and, finally, to

calibrate the model. More specifically, the mean value and the standard deviation of

the computed parameters will be used to define several simulative experiments in

Table 10 (continued)

Parameter and computational

meaning Definition Selected variables

other firms or research orga-

nizations (Ahuja 2000;

Hagedoorn and Schakenraad

1994)

Degree centrality

Inter-organizational

relationships

Table 11 Selected indicators

Parameter and

computational meaning Selected indicators

Capacity of Exploration

( p)
Ratio between the number of inter-organizational relationships of

each firm and the total number of inter-organizational relationships

in the Industry/Region (Ahuja 2000; Hagedoorn and Schakenraad

1994; Kim and Inkpen 2005; Rothaermel and Deeds 2006)

Scope (s) Ratio between the number of strategic technological competences

and the total number of strategic technological competences in the

Industry (Dosi 1988; Pavitt 1993)

Competence (c) Ratio between the number of organizations’ technologies and the

total number of technologies in the industry (Penrose 1959)

Propensity to collabora-

tion (T )
Degree centrality (number of relationships)
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order to simulate the behaviour of the Aerospace Industry in Campania Region. The

results of these simulative experiments will be analyzed to verify whether they are

coherent and able to reproduce empirical data.

With regard to the propensity to collaboration we computed the degree centrality

of each actor by considering only the collaborations with partners belonging to the

Aerospace Industry of Campania Region.

As said before, the activity of model calibration is still in progress. At the

moment, only the setup of calibration has been made and with a focus on Individual

Competent Actors of our model. Additional theoretical and empirical research is

needed to identify right indicators to measure and assess parameters related to the

Competitive Environment of CARIS. After that, the fine tuning of parameter’
ranges and additional experimentation will be performed in order to externally

validate the model and to use it as a platform for policy advice.

7 Conclusion and Future Developments

The aim of this chapter was to present the preliminary results related to the

development of an agent-based computational laboratory. The computational lab-

oratory, named CARIS, has two main purposes. It aims at: (1) introducing CAS

approach in the analysis of RISs, in order to integrate the key concepts of traditional

perspectives on territorial innovation systems with new ones; (2) enabling the

development of effective innovation policies able to foster the growth and innova-

tiveness of regions, in particular the lagging regions.

The objectives of the chapter are relevant both from a theoretical point of view

and from a practical one. On one hand, in the literature a new perspective is

emerging in the analysis of local productive-economic systems in which these

systems are recognized as Complex Adaptive Systems (CAS); on the other hand,

although the complexity has been recognized as a distinctive feature of territorial

innovation systems, it has been poorly explored and used to develop innovation

policies and incentives able to support the competitiveness of regions. This strong

discrepancy among theoretical frameworks, adopted innovation policies and related

regional performance is more evident in the case of the lagging regions.

While the final objective of this research project is to create a policy advice

support system to aid policymakers in defining proper innovation policies, in this

chapter we present the theoretical background used to inform the design and

Table 12 Preliminary results for the model calibration

Parameter Min Max Mean Deviation standard

Scope 0.10 0.67 0.36 0.36

Competence 0.083 0.917 0.41 0.27

Exploration capacity 0.09 1.64 0.48 0.42

Propensity to collaboration 0 75 14.38 15.07
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development of the agent-based model on which the policy advice computational

laboratory is based, the results of experiments we performed to assess its internal

coherence and the first steps of calibration activities.

Building-up of an agent-based computational laboratory is a time-consuming

process and requires the involvement of several researchers and experts with

different competences (Carley 1996). As theoretical and modelling activities have

been carried out and the model has been verified and conceptually validated,

additional research phases and maybe new interventions of model fine-tuning will

be required.

The further developments of the research will concern methodological and

practical aspects. More specifically, we should focus on the implementation of

two further different agents in the agent-based model, namely the Catalyst and the

Governor (see Table 2). The Catalyst plays an important role in facilitating the

complex process of transfer, adaption and utilization of knowledge within innova-

tion systems; the Governor defines rules and guidelines for the innovation network,

as well as the incentives toward innovation. The implementation of the role of the

Governor represents, in our project, the step of testing innovation policy measures.

To do that, another preliminary research step is needed and refers to the assessment

of the external validity of the model, namely the validation of simulation results

against empirical reality. According to the literature referring to the validation of

agent-based models for policy advice purposes (Brenner and Werker 2009), the

external validation of CARIS model will be performed through calibration.

The problem of model validation through calibration has been settled and some

activities have been already set-up. In particular, we have computed the range of

parameters for the Individual Competent Actor (ICA), while additional research

activity is required to define the measures of the Competitive Environment

(CE) parameters. The results derived from this analysis will be used to fine-tuning

the parameters of the computational model. Finally, further experiments will be

performed both to deeper some theoretical aspects and to complete the validation of

the model.
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Using Participatory Modeling to Enable

Local Innovation Through Complexity

Governance

Joshua Uebelherr, David M. Hondula, and Erik W. Johnston

Abstract Societies are addressing increasingly complex governance challenges

that necessitate collaboration between many organizations. Harnessing the emer-

gent abilities of these collective efforts requires new administrative strategies and

techniques, but if done well also provides promise for addressing important social

challenges. In Maricopa County Arizona the Department of Public Health reports

632 confirmed heat-associated deaths from 2006 to 2013. In response, public health

and other organizations coordinate across the County with a collection of public and

private organizations and non-profit groups to provide services for heat relief as

cooling centers during the summer. Here we show how participatory modeling can

be used as a tool to enable this ad-hoc collaborative network to self-organize to

provide more efficient service. The voluntary nature of the network imposes a

structure on cooling service provision as the locations and open hours of centers

are largely based on other ongoing operations. There are consequently both gaps

and redundancies in spatial and temporal cooling center availability that exist when

the network is examined from a system perspective. Over the last year, we engaged

members of the heat relief community in central Arizona in a participatory model-

ing effort to help improve a simple prototype agent-based model that visualizes

relevant components of the regional Heat Relief Network’s function. Through this

process, the members developed systemic awareness of both the challenges and

opportunities of coordination across the network. This effort helped network

members begin to see cooling centers from a systems perspective, leverage their

ability to see dynamic cooling center availability spatially and temporally and thus

increase opportunities to align services along both dimensions. Our collaboration

with the Heat Relief Network in central Arizona highlights participatory modeling

as an innovative means for translating evidence to practice and facilitating knowl-

edge dissemination, two important elements for successful applications on com-

plexity governance.
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1 Opening Governance Toward Complexity Governance

Many of the challenges that face society are often addressed by both governmental

and non-governmental organizations, both of which are often independently iden-

tified and addressed by organizations within communities without central coordi-

nation. These distributed organizational resources are not necessarily optimized in

their deployment across the system, but it is possible to employ various approaches

for improving network optimization. Improving network coordination and commu-

nication, by harnessing new technologies for example, can aid in ensuring exchange

of optimal resources and best practices as well as cooperative referral (Innes and

Booher 2004). As the functions of governance spread beyond traditional govern-

ment institutions, new forms of organizing around shared problems to achieve

social change are possible because of new data availability, advances in computa-

tion, and communication options that constitute necessary conditions to leverage

collective action (Johnston 2010). Bridging the gap between this possibility and the

current reality requires innovative approaches to realize the potential of open and

effective complexity governance.

Complexity governance can be defined as “an emergent, self-organizing process

and structure in which a wide range of actors including the public, government

agencies, nonprofit organizations, for-profit organizations, and/or international

organizations voluntarily and dynamically interact with one another on a relatively

large scale to resolve complex social problems in an innovative and collective way

and ultimately advance the common good by using information and communication

technologies.” (Park and Johnston n.d) This chapter, grounded in the example of

heat relief in Arizona, articulates an approach that uses participatory modeling

(Cinderby and Forrester 2005; Yearley et al. 2003) as an instrumental process used

to strategically translate evidence to practice, provide system awareness to practi-

tioners, and build healthy collaborations. Participatory modeling here engages

relevant stakeholders iteratively where stakeholders contribute their knowledge of

local conditions on the ground into constructive changes to the model for further

stakeholder consideration. This enables self-coordination of multiple efforts to

more effectively address social challenges (Johnston et al. 2010; Pahl-Wostl 2002).

An example of a network form of collective action is related to preventing

exposure to extreme temperatures—a leading weather-related cause of deaths in

the United States—which exceeds annual mortality totals from nearly all other

weather-related hazards combined. All weather-related deaths are preventable with

appropriate precautions and interventions, but extreme heat and cold led to hun-

dreds of deaths each year in the U.S. during 2006–2010 (Berko et al. 2014; Thacker

et al. 2008). These impacts occur despite a large scientific literature documenting

weather-related health effects (Borden and Cutter 2008; Ebi 2011; Harlan

et al. 2006; Hondula and Davis 2014; Kalkstein and Davis 1989) and the fact that

the intervention measures that can prevent illnesses and save lives are relatively

simple (e.g., providing access to cool space) (O’Neill et al. 2010). This chapter
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describes the evolution of the Heat Relief Network (HRN) in Maricopa County,

Arizona as a complex governance system case.

The HRN works to reduce health risks associated with exposure to extreme heat

where, “The goal of the network is to provide resources for vulnerable people and

help prevent heat-related deaths.” (Kevin Hartke, Continuum of Care Board chair,

Maricopa Association of Governments 2015). The HRN provides an opportunity to

examine inter-organizational structure and function that is characteristic of com-

plexity governance. Indeed the HRN is comprised of a wide range of actors working

together to advance the common good and address a shared challenge. The extent to

which information and communication technologies support the HRN is not well-

defined, although the engagement with the HRN we describe in this chapter reflects

one such application.

The Phoenix HRN is among the public health intervention measures in place in

Maricopa County to combat the adverse health effects associated with extreme

heat. The HRN was first organized in 2006 in response to a high number of heat-

related deaths among the homeless population during the previous summer. The

coordination of the HRN is currently performed by staff from the Maricopa

Association of Governments and the City of Phoenix, with support and promotion

from many other agencies. Current public investment in heat relief extends to

organizational staff time from the City of Phoenix, MAG, and other municipalities

and agencies, along with donations drives and funding for bottled water from the

public. To the best of our knowledge there is no dedicated public expenditure

reserved for increasing the capacity or service provision of the HRN. Instead, the

network leverages existing services of nonprofit and public facilities in the com-

munity. This investigation seeks knowledge about ways to enhance the collective

strength of the HRN reveal through a participatory modeling approach.

The mission of the HRN is to “to coordinate effort by participating community

faith-based organizations, government agencies, and businesses to help provide

heat relief to homeless, elderly, people with disabilities, and anyone in need during

extreme summer weather conditions.” (Cole 2012) At present, dozens of organiza-

tions across Maricopa County participate in the HRN in one or more of the

following capacities: (1) hydration stations, responsible for collecting, storing,

and/or distributing water; (2) heat refuge (cooling centers), providing hydration

services and a safe, cool, indoor location for daytime relief; (3) wellness checks,

coordinating visits and phone calls to individuals who are potentially at high risk for

heat stress. The focus of our research efforts related to participatory modeling is the

network of facilities that serve as a Heat Refuge or “cooling center.”

Many of the organizations that volunteer as cooling centers have been providing

heat refuge and hydration services to vulnerable populations for time spans that

often exceed current institutional memory. The post-2005 period represents the

formal HRN formation. The HRN Network offers more heat health risk protection

than would be available in its absence, and has certainly offered many individuals

heat relief. Despite this, there remain a substantial number of heat-related mortal-

ities in Maricopa County every year since the formal HRN began in 2006. The HRN

itself is comprised of a mixture of public sector, charitable, religious, and service
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organizations. This type of ad-hoc network has been found to improve regional

climate change adaptation capacity in the Southeastern United States in the absence

of formal or mainstream efforts (Dow et al. 2013).

The clear need to reduce heat-related deaths led to a cooperative cooling center

evaluation project in the summer of 2014 to learn more about what services are

offered at individual cooling centers, how cooling center use and demand compare

with availability, and how the network functions. Part of the interest in learning

about how the network operates is to identify best practices that can be shared with

other jurisdictions. The Maricopa County Department of Public Health (MCDPH),

Arizona Department of Health Services (ADHS), and Arizona State University

(ASU) conducted this research. This prior investigation yielded 658 visitor surveys,

and 52 cooling center site assessments and facility manager interviews (Berisha

et al. n.d.). Qualitative interviews of cooling center managers from 2014 suggest

that organizations with intermediate level coordinators have increased interaction

with the HRN. This evaluation project revealed only a few cases of high contextual

awareness among facility managers concerning the schedules and services avail-

able at nearby facilities participating in the network. This indicates that an overall

improvement in the ability of HRN members to connect with other nodes in the

network is possible for resource distribution, referral and best practices.

The results of the 2014 cooling center evaluation project with Arizona public

health agencies led to the work presented in this chapter of the use of participatory

modeling as a catalyst to evolve and improve heat relief services in Maricopa

County. The ultimate goal is to reduce preventable illnesses and deaths. In partic-

ular, we are interested in answering the question of how to best leverage available

public and private resources to yield the greatest reduction in the public health

burden associated with extreme heat. This participatory modeling approach offers

potential benefits of matching the solution to the scale of the problem, facilitating a

systems approach, and directly motivating local innovation.

2 The Arizona Heat Relief Network Case

Our case study represents a geographical and contextual setting in which a process

innovation (potentially derived from participatory modeling) could lead to signif-

icant improvements in addressing a variety of public health challenges. Maricopa

County, Arizona is home to one of the largest and rapidly-growing metropolitan

areas in the United States, and faces extreme heat conditions each summer that have

been linked to heat-related morbidity and mortality (Petitti et al. 2015). The more

than four million residents from two dozen cities and towns that comprise Maricopa

County, including the city of Phoenix, consistently face the highest summer

temperatures observed of any large metropolitan area in the United States. Over

the 2009–2013 period the Maricopa County Department of Public Health reported

an average of 89 heat-associated deaths each year (MCDPH 2014), as well as

hundreds of extreme heat-related hospitalizations and emergency department visits.
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These impacts occur against the backdrop of increasing population, urbanization,

and observed as well as predicted temperature increases associated with global- and

regional-scale climate change (Georgescu et al. 2011; Hondula et al. 2014). As

other large cities around the world with vulnerability to heat continue to face

increasing temperatures, they will likely benefit from lessons learned in Maricopa

County.

A range of public health strategies are in place to minimize heat-related health

impacts in many jurisdictions around the world. In Maricopa County in particular,

many of the components of an effective campaign to combat heat-related illnesses

and deaths would seem to be in place including extensive research documenting

heat impacts in the region and variability across spatial, demographic, and occu-

pational dimensions (Harlan et al. 2013; Hondula and Davis 2014; Petitti

et al. 2013). Regular communication between state and local public health agencies,

university researchers, and other stakeholders is maintained in addition to a public

warning system for extreme heat operated by the National Weather Service. Each

year public health efforts include information campaigns about the health risks of

extreme heat and water bottle donation drives. The continued heat-health impacts in

Maricopa County even with such preparedness and intervention activities in place

suggest that there are opportunities to improve outreach and relief efforts. We

propose that participatory modeling is a useful means of identifying opportunities

to improve the coordination of current service provision within the HRN to further

increase effectiveness of one of many interventions for heat relief in Maricopa

County. The participatory modeling mode of engaging HRN stakeholders was

chosen because it presents both spatial and temporal cooling center availability in

a visualization format that is relatively easy to understand. Further, this modeling

approach provides a simulation experience where stakeholders interact with the

model by changing parameters in real-time, such as cooling center coverage radius.

A previous analysis of the 2013 HRN cooling centers operational hours showed

almost no availability during evenings and on weekends (Uebelherr et al. 2015).

That study compared the observed Phoenix peak hourly heat index to cooling center

availability and showed that heat index peaked around 5 pm, just when the majority

of cooling centers closed during weekdays. The results also showed that there are

often cases where, in the hours after these facilities close, the heat index is above

105 �F, an approximate threshold for human health concern (Harlan et al. 2014).

These prior results prompted us to consider how to best present this information to

HRN members while providing flexibility for their input to guide the co-learning

process. The approach used here is designed to leverage existing heat relief

resources through coordination and communication at the intersection of historical

heat impacts and cooling center availability in space and time, including HRN

annual variability. This is especially important because although the location and

availability of cooling centers is published by the Maricopa Association of Gov-

ernments (MAG), the daily operations and logistics for most cooling centers are

determined on a facility-by-facility basis largely independent of the other cooling

centers. The exception occurs where there is a cluster of community centers
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managed by a single administrative agency where an intermediary coordinator aids

in connecting their cooling centers to the HRN.

Effective governance of regional challenges facing the residents of Maricopa

County spans many formal and informal jurisdictional boundaries and networks,

with 24 nearly contiguous yet distinct municipalities. Minimizing health impacts

associated with extreme heat is a challenge shared across the County and is not

unique to any jurisdiction. Coordination at a county or regional level potentially

enhances the effectiveness of various intervention measures via shared resources,

knowledge, and practices. The Maricopa Association of Governments governance

and the City of Phoenix are primarily responsible for coordinating the HRN

activities across the County. MAG also supports the HRN operation through annual

recruitment of cooling center and hydration station volunteers, and online maps of

cooling center locations and open hours.

At the beginning of each year, HRN coordinators solicit participation in the

network by reaching out to past participating organizations and other potential

partners directly or through broader advertising effort. The network is mostly

voluntary where most organizations that participate as cooling centers would

offer air conditioned space and water even if the formal HRN was not present.

The HRN does engage in recruiting new organizations to participate as cooling

centers, however most HRN organizations volunteer as cooling centers every year.

In this sense, these cooling centers are self selecting in their annual participation in

the HRN, although central coordination of the formal HRN is top-down in

approach. One objective of this research is to determine if and how cooling center

facility managers and other stakeholders could enhance coordination with each

other. Volunteer organizations for the HRN can register to be either a refuge

(cooling center) or hydration only station using a MAG online registration form.

Figure 1 shows the 2013 Maricopa County area cooling centers. The Maricopa

Association of Governments and the City of Phoenix host a HRN “kickoff” meeting

prior to the start of each warm season to provide an opportunity for facility mangers

and other heat relief-related service providers to interact and to share information

about the network’s operation, the past season’s extreme heat, and the resulting

health impacts.

There is an impact of path-dependency (Sole and Goodwin 2002) such that

historical patterns of where organizations have chosen to locate their primary

service delivery. Cooling center spatial location and open hours are almost exclu-

sively driven by this historical development path, which has not been specifically

designed for heat relief efforts, now constrains the HRN’s spatial structure each

year when new and returning HRN organization volunteer. The benefit of this path

dependent voluntary network of cooling centers is that it leverages existing latent

resources. However, the HRN itself has not been deliberately optimized for heat

relief. This path-dependent spatial aspect is superimposed on a similar temporal

constraint where the open hours of cooling centers are driven by organizations’
normal operating hours. The traits of cooling center location and open hours add

together to yield both redundancies and gaps in the distribution of cooling center

availability along these dimensions. In addition, facility manager interviews from
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the 2014 cooling center evaluation project indicate that once the summer season

begins, relatively few cooling centers remained in close contact with HRN other

participants within the HRN to coordinate and share resources. The majority of

cooling centers were found to generally operate independently of the larger HRN.

The HRN organizes cooling center location and open hours that bridges several

municipal jurisdictions at the regional scale, however daily operations and resource

distribution of cooling centers often operates independently or with their familiar

local networks.

Fig. 1 2013 Maricopa County Heat Relief Network cooling centers
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3 Complexity Governance: Enabling Local

Decision-Making and Innovation

There have been substantial changes in the ways in which the public engages in the

process of governing over the last several decades, with accelerated change accom-

panying technologic advancement. Information transfer and communication using

a variety of new technologies has improved overall social connectivity and created

the potential for new governance arrangements. The traditional hierarchical model

of public administration with top-down command and control approaches is no

longer the dominant form in many policy systems (Fung 2006). A wide variety of

organization network combinations are increasingly capable to perform governance

functions (Booher and Innes 2010; Leong et al. 2011). One of the benefits of ad-hoc

networks is that they can leverage flexible jurisdictions, which are appropriate to

the scale of the problems forming a new ‘public’ (Koppell 2010). For these reasons,
the opening of governance to extend beyond the hierarchical bureaucratic model to

include a mixture of government and non-government organization has benefits of

civic engagement among stakeholders and scientific experts (Bäckstrand 2003).

Coordination of information and action across different spatial scales and polit-

ical jurisdictions (Leong et al. 2009) is not cost free and requires effort, yet is

critical as the hierarchies loosen and new emergent forms of governance arrange-

ments are used. These types of interactions often represent complex governance

systems with multiple levels of interaction (Liesbet and Gary 2003) and system

feedback via information transfer and decision making (Duit and Galaz 2008). An

important aspect of complex systems is self-organization, often through simple

decision heuristics, where agents exhibit non-linear responses to changes in the

environment (Miller and Page 2009). An important trait of complex adaptive

systems is the phenomenon of emergence where agent decision making leads to

outcomes that could not be predicted based on the sum of the system components.

This type of approach to governance represents a substantial shift from the domi-

nant hierarchical forms that predominated the twentieth century in the U.S. Now

there are increasingly myriad ways for governance to take shape, communicate, and

interact through new technology. This dramatic expansion of the possibilities of the

forms of governance is discussed in the context of this Arizona case of heat relief.

There is a long history of hierarchical governance structure through the

mid-twentieth century (Cleveland 1985). Neoliberal market governance arose in

the mid-1970s and continued to grow through the 1980s focusing on privatization,

outsourcing, and financial commodification (Harvey 2005). New Public Manage-

ment (Lynn Jr. 2001) often took on aspects of both hierarchical control and market

based governance, while network governance gained prominence in the 1990s with

interdependence, trust, and empathy as key features (Meuleman 2009). The way

governance has traditionally been described represents an imperfect caricature of

government archetypes that focusing on predominant features (Meuleman 2008a).

Different approaches to describing governance have often focused on the dominant

form employed, such as hierarchy, market, network, or a composite of these forms
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(Meuleman 2011). While such typologies have some practical value in understand-

ing governance arrangements, they do not capture the full spectrum of realized

forms of governance. Using such typologies focuses on salient traits of different

types of governance rather than seeking a more general complex adaptive systems

theoretical governance framework. The HRN case allows consideration of how to

take advantage of complex systems theory in a governance context. For example it

may be important to consider how information flow and feedbacks across different

parts the network exist that enhance its function and where encouragement of

additional flow and feedbacks could further enhance operations.

There have been concerns with maintaining democratic accountability under

these new forms of governance (Sørensen and Torfing 2005). The concept of meta-

governance (Meuleman 2008b), defined as governance of governance, has been

described as a way to help retain values, norms and principles (Kooiman and Jentoft

2009). Complex adaptive system theory applies to economics (Arthur 1999), public

health (Haffeld 2012; McDaniel et al. 2009; Plsek and Wilson 2001), public

administration (Marks and Gerrits 2013), and holds that these systems are nested

in other systems that co-evolve (Furnas 2000; Sole and Goodwin 2002). While, the

concepts of democratic meta-governance, or, “the regulation of self-regulation”

(Sørensen 2006), and complexity governance are similar, the former is described by

the scale position of higher level management of governance while the latter uses a

scale-free complex adaptive systems theoretical underpinning. The co-evolving

aspect of nested systems suggests that complexity theory applied to governance is

useful in that it allows bi-directional multi-level influence of nested systems. This

conception of complexity governance is thus distinct from meta-governance, and is

more generalized as further described below.

We approached the notion of pursuing improvements in heat relief from a

complex systems perspective. This is appropriate due to nested levels of

sub-systems interacting across the global climate system, including local public

health agencies, the HRN, and individual decisions of those at risk. Reducing heat

health risk through the HRN is one component of broader public health efforts,

though there are other important feedbacks within the system. Consider, for exam-

ple, that in Phoenix, use of air conditioning became widespread after 1950 (Chuang

et al. 2013). This represents a high degree of technologic adaptation in the residen-

tial housing stock for coping with high heat relative to most other large U.S. cities.

A small portion of the Maricopa County residents, predominantly those with lower

incomes, are without regular access to air conditioning. This has the potential to

lead to a situation where as the proportion of central cooling increases, those that

are left without access are likely to represent an increasingly socio-economically

marginalized share of society. This effectively decreases the political strength of

those who most need heat relief over time as overall societal climate adaptation

potentially improves as more individuals have access to cool space. In this way,

feedback across this complex system can result in substantial equity concerns.

A comprehensive framing of complexity governance would consider complex

systems attributes and social equity, especially in the context of equity concerns

articulated in global climate adaptation policy (Morgan and Waskow 2013;
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Ngwadla 2013). In this context, an important aspect of heat risk reduction resources

such as HRN volunteer cooling centers is that they self select to participate as HRN

cooling centers each year. The majority of these cooling centers are oriented toward

community needs; they would be offering heat relief regardless of the existence of

the official HRN. In fact, many organizations have been doing what they do now for

heat relief for many years, decades in some instances. The motivation is to find

opportunities using complexity theory to assess system feedbacks to moderate the

inequitable distribution of extreme weather impacts by helping improve the ability

of networks to self-organize with a blend of some centralized organizing authority

to list each year’s organizational HRN volunteers with autonomous daily operations

of independent cooling centers. There are likely benefits to increased ability to

communicate and coordinate interactions across the network, among cooling center

facility managers for example, related to increased efficiency and flexibility. Such a

service could be implemented by MAG or could be developed among cooling

center managers and public health agencies.

4 The Heat Relief Network Participatory Modeling

Intervention

Participatory modeling can be defined as, “the process of incorporating stake-

holders, often including the public, and decision makers into an otherwise purely

analytic modeling process to support decisions . . .” (Voinov and Bousquet 2010).

The approach presented here seeks to focus the expert knowledge of cooling center

facility managers, other HRN members, and stakeholder on developing the most

important questions to reduce heat health risk and different approaches to answer-

ing them. This includes use of a simple agent based model (ABM) of the HRN

designed for participatory modeling and problem solving among cooling center and

HRN managers and stakeholders as an intervention. The benefit is a dynamic view

of realized heat health risk and cooling center availability combined with local

expert knowledge of operations on the ground from cooling center managers can

leverage a system perspective while also including detailed local experience.

Participatory modeling involves stakeholders where meaningful stakeholder

participation (King et al. 1998) can improve local policy innovation because

those on the ground have expert local knowledge (Cinderby and Forrester 2005).

It has also been shown that public participation that links technical analysis with

public deliberation iteratively can aid in dealing with difficulties in resolving

conflicts among perceived facts and values (Dietz 2013). This approach has been

successfully applied to other complex public health challenges. An example of this

is a participatory modeling process to evaluate the complex system of the polio

virus to try and build a useful model for policy analysis, allowing for iterative

reframing until the “right” questions are asked (Thompson 2015). An analog in the

HRN involves the iteration of the discussion about providing heat relief to homeless
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individuals in Maricopa County. Whereas the conversation began by considering

the spatial distribution of cooling centers relative to known locations with high

density of homeless individuals, it evolved to a deeper consideration of other

barriers (besides distance) that might discourage or inhibit a homeless person

from seeking and obtaining relief from the heat in a facility that officially partic-

ipates in the formal HRN.

The approach used here seeks to evaluate available cooling centers in space and

time relative to communities with the greatest need and/or historical heat-health

impacts. Inclusion of HRN participants and stakeholders in the model design

process has the potential to add local knowledge to the larger system leveraging

existing resources. For complexity forms of governance to function well there need

to be opportunities for information transfer, local decision making, and non-linear

responses among coevolving nested systems such as the HRN. The structure of

these nested interactions form a complex network (Castells 2000). Network orga-

nizational forms have also been shown to foster learning (Podolny and Page 1998),

though a network structure itself facilitates rather than guarantees such learning.

Complexity governance, like network governance, relies on trust and empathy to

reinforce social connections (Meuleman 2009). The distinction here is that com-

plexity governance understands and leverages complex adaptive systems theory of

how emergent features could arise from variation in individual decision making.

Participatory modeling allows refinement of different organizational network

features, such as cooling center recruitment strategies, and resource optimization

(e.g. water, volunteers), via innovation by locals with expertise in heat relief. We

believe that valuable perspectives can be derived from all parts of the system,

including cooling center visitors, cooling center facility managers and staff, as well

as MAG, the Maricopa County Department of Public Health, the Arizona Depart-

ment of Health Services, and university researchers studying heat relief efforts.

Participatory modeling, as one of the tools of effective complexity governance, is a

process for creating systemic awareness and the conditions for increased self-

organization. This allows for the transmission of best practices, and creating

organic jurisdictions for addressing problems at the appropriate scale. As a result,

the focus of participatory modeling is often as much about the social learning and

trust generation among HRN members as it is specific model developments.

The process of these public health organizations participating in the evaluation

project led to idea exchange and relationship-building information between these

public agencies and cooling center program managers. We have been engaging

HRN members, including public health and coordinating agencies as well as

cooling center managers through participatory modeling workshops. These work-

shops are designed to explore complexity governance with stakeholders to help

increase coordination and resource allocation, as well as best practices among

members. The idea is to provide conditions for the network to find the best ways

to leverage existing resources to reduce heat health risk. In addition, the hope is that

this process will reveal where the most productive areas would be for investment of

additional resources to reduce heat health risk without increased effort and burden

on a central organizing authority. For example, communication across the HRN is
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presently mediated by MAG, with individual voluntary cooling centers not gener-

ally having direct contact with facility managers at other cooling centers in the

network. This network structure restricts communication through the central orga-

nizers at Maricopa Association of Governments, rather than creating a means for

cooling center facility managers to communicate directly with one another to

optimize resource allocation for example. This would likely have benefits for the

HRN, and reduce the burden on MAG to pass on communication as the central

communication node in the network. Benefits manifest largely because decision

making occurs through co-location of general and specific knowledge (Ojha 2014).

Hierarchical organizational structure relies on central information distribution,

reduction of complexity and separation of thinking and acting; network organiza-

tional structure on the other hand is reliant on coalition building and communica-

tion, enlarging multi-issue complexity, and the linking of thinking and acting

(Koffijberg et al. 2012).

We developed a prototype model of the 2013 HRN to be used in interactive

participatory modeling sessions with stakeholders shown in Fig. 2. This was

intended to help enhance systems awareness, promote complex systems thinking,

translate evidence into practice, and spur innovation. We constructed a prototype

visualization model using cooling center location and availability data that shows

an hour by hour visualization of cooling center availability and observed hourly

peak heat index over the course of a typical summer week in 2013. The model was

written in Netlogo (Almeida et al. 2012; Tisue and Wilensky 2004) for this

participatory modeling exercise. This model also allows for the additional layers

suggested by HRN members such as population demographics and observed intra-

city patterns in heat mortality. This research is ongoing and future developments

could include adding independent agents (individuals seeking heat relief) that

interact with the environment (heat index and cooling center location/availability)

to learn more about the dynamics of temperatures experienced by those without

access to air conditioning. However, For example, recent data collected using the

approach of Kuras et al. (2015) measured individually experienced temperatures

(IETs) in Phoenix from different communities. This offers additional opportunities

for agents seeking heat relief IETs within the cooling center agent based model.

Strictly speaking, the prototype model presented here is a very simple agent based

model because it does have cooling center agents with their own individual hours of

operation, but these are fixed for a given year under consideration. Adding indi-

vidual agents seeking heat relief would add another layer of complexity and the

types of questions that can be explored with the model.

The prototype model is a map of greater Phoenix with each cooling center’s
location represented by a point. The coverage area assumed for each cooling center

is selected by the user by picking a radius of access around each cooling center

indicated by a blue circle extending beyond each when open, with the points turning

red with no extended radius when closed. The model initiates a run for hot week in

the summer of 2013, with the peak hourly observed heat index for 2013 repeated for

each 24 h period over the course of a week. This consistent heat index profile across

the week allows consistent comparison across the week of cooling center

226 J. Uebelherr et al.



availability. Heat index is a parameter that represents the apparent heat experienced

by a person as a function of both temperature and humidity, accounting for reduced

ability of the human body to dissipate heat as relative humidity increases. The run

begins Sunday at midnight and steps through each hour of the week through the end

of the following Sunday to capture the week’s profile. This allowed an hour by hour
comparison of risk—how dangerous the weather is—and spatial as well as temporal

cooling center availability to mediate such risk.

Early observations from stakeholder engagement with the model include partic-

ipant discovery that there was almost no cooling center availability on weekday

evenings after 5 pm and on weekends. The participatory modeling meetings also

revealed the potential benefit from more communication among cooling centers.

For example, one participant commented that cooling center facility managers have

experienced instances where some had excess water bottles while others had

excess, but they were not in direct contact with other cooling centers. This led to

recommendations for improvement, such as cooling center coordination for

Fig. 2 The prototype model interface where circles indicating coverage of open cooling centers
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resource allocation such as bottled water. The previous 2014 cooling center eval-

uation project facility manager interviews showed this type of node-to-node direct

communication was not a regular feature of the current cooling center network.

Increased ability to easily communicate with other cooling centers for resource

optimization is a strategy that allows organizations to transfer items they have in

excess, while gaining supplies they have in short supply. Other participants iden-

tified expanded coverage during evening hours and on weekends a greater necessity

than they originally perceived because they were not aware of the limited avail-

ability across the network in its entirety. It is the change in perception and ways of

thinking that is one of the greatest strengths of participatory modeling by allowing

participants to discover a new understanding of the HRN.

The endeavor of collaborative model building requires participants to reevaluate

aspects of the system they are participating in that they had previously taken for

granted or never fully considered (Johnston et al. 2007). For instance, asking

practitioners the criteria for recruiting new members in the network can reveal

the difference between alternative strategies, alternatives that can have significant

consequences on the outcomes of the collaboration (Kim et al. 2011). Additionally,

in building a model that captures the different dynamics of the system, participants

can learn about their relative position in the system, which provides context for how

their actions can have far-reaching consequences as parts of the system in ways they

were previously unaware. Overlaps in availability or closure, as well as unexpected

schedule changes could cause unnecessary difficulty for individuals to access cool

space. This would be true for both a facility that faces unusually high demand, as

well as individuals seeking heat relief, who are challenged to find the services they

need within a distance they can travel to or fit within a routine they may have

established.

Information about how institutional practices evolve to address the extreme heat

public health challenge is important to consider, where novel means of serving at

risk populations are often developed locally. While the perspective of those seeking

relief from heat is important to understand how they can best be served, institutional

rules and practices are also important, as they can significantly impact the effec-

tiveness of service delivery and provide information to individuals seeking heat

relief. An important benefit of participatory modeling is to work with the local HRN

to discover the range of strategies, rules and behaviors used by its members.

Connecting different parts of the system by investing in approaches such as

participatory modeling, and future developments such as virtual participatory

commons for HRN members can increase the level of competition among HRN

institutional rules and best practices for different local circumstances. This is

important because micro-level processes have been indicated to be responsible

for evolution of institutional rules that are novel or extant rules that are retained

(Colyvas and Maroulis 2014).

One of the major challenges of governance in the modern era is that there are

mismatches between the problems that need to be addressed and the scale of the

governments that are in place. There are over 87,000 governments in the United

States alone and few problems fit neatly into predetermined containers. Many of the
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problems that need to be addressed fall between, within, across, or overlapping

multiple jurisdictions (Johnston 2010). Some of these challenges can be addressed,

in part, by using participatory modeling as a way of building appropriate scale

jurisdictions organically. To represent the full and appropriate dimensions of a

system, all the key stakeholders in the system need to be included, though not

necessarily at the same time. By intentionally including these disparate participants

in the process of building the model, they experience their voice being heard

authentically and they develop a shared representation of the system in which

they belong. Participatory modeling activities are also beneficial in building empa-

thy and trust that are necessary components of successful organizational networks.

This is even more important when bringing together different types of network

members who are likely to have different perspectives and values.

5 Further Discussion

An implicit goal of the HRN is to provide a certain type of coordinated behavior

that advances social good—making cool space available for those in need—by

preventing illnesses and saving lives. Such behavior emerges when considering the

entire network. Close examination of the network’s operation reveals that there is

no single actor operating in rigid hierarchical structure that brings such behavior to

life. Although there are coordinating players within the network associated with

formal government entities, the role these actors play might be more appropriately

described as coordinators and independent facility managers making decisions

within the system. Through participatory modeling and employing a complexity

governance framework, we are beginning to better understand how to optimize new

HRN facility recruitment, information sharing, and important network characteris-

tics such as the location and open hours of each facility. The relief-providing

behavior, however, such as the places and times where heat relief is available,

largely emerges through the independent facilities that participate in the network

making their own choices and actions. This is superimposed on the actions and

preferences of individuals who seek cooled space within HRN facilities.

Offering complexity governance as a framework for understanding and improv-

ing the HRN for its participants and stakeholders, such as participatory modeling,

underscores three affordances of such a framing: contextual awareness within the

system, a platform for communication and transmission of best practices, and

jurisdictional flexibility to address a social challenge ignorant of municipal bound-

aries. In addition to these benefits, complexity governance allows flexibility to

consider the interactive aspects of elements of a given systems. For example,

complex adaptive systems often exhibit non-linear, and potentially unanticipated,

interactions where small changes in signal magnitude can translate to exponential

increases in response. These dynamics occur across interacting levels of

co-evolving nested sub-systems—an important element of complex adaptive sys-

tems (Plsek and Greenhalgh 2001). The hallmark characteristics of the complexity
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governance framework are appealing when considering a wide range of other

public problems and pursuit of societal goals. Here we have examined just one

aspect of a larger social system, a network of cooling centers within the context of

health risks associated with extreme heat exposure, as a complexity governance

entity itself within a much larger complex governance entity aiming to minimize

adverse health outcomes for the public at large.

The complexity governance framing of the HRN is academically appealing

because it is helpful because it opens the door to a new set of perspectives (e.g.,

complexity theories) and tools (e.g., agent-based models, participatory modeling)

that can enhance the network’s ability to achieve its goals. It is not just defined by

its organizational forms, but also by the new processes necessary to realize the

affordances of such an approach. The example we focused on in this chapter is the

use of participatory modeling. Participatory modeling is a process of building a

systemic representation of a challenge, for example managing the Chesapeake Bay

(Learmonth et al. 2011), or modeling a health care delivery system (Kim

et al. 2011), with both modeling experts and local practitioners taking part. Stake-

holder inclusion in the modeling process is a fundamental instrument because

complexity governance systems require dynamic information on both group and

individual behavior. Participatory modeling also has the potential to capture local

knowledge for decision making at the individual level where bottom-up decisions

allows for coordinated governance to emerge. For example, agent based modeling

has been used to systematically evaluate various sequences of local level actions

that affect the larger system without explicit constraints of top-down or bottom-up

constraints (Colyvas and Maroulis 2014).

A systems approach is important when engaging a continually evolving complex

adaptive system with natural environmental and human social components. An

example is the Institutional Analysis and Development (IAD) Framework

(McGinnis 2011; Ostrom 2011) and its applied extension to the socio-ecological

system (SES) framework (Young 2010). This allows better understanding of the

wide variety of forms of governance that are possible with the dramatic expansion

of agenda setting (Cook et al. 1983) in communication and social media (sensu
Moser 2010). The complex adaptive systems perspective is especially appropriate

given the increasing rate of information transfer, individual cognition and decision

occurring at multiple nested governance scales (Wyborn and Bixler 2013). This is

useful in focusing on opportunities to manage complexity governance, leveraging

self-organized resources from the community to municipal levels and beyond (Cash

and Moser 2000). With respect to the particular context we examine in this chapter,

it should be recognized that efforts to increase social resilience to climate change

impacts, including extreme heat health risks, primarily occurs at the local level to

achieve goals articulated at local, state, national, and international policy level

(Derman 2014). In this context, it is important to understand interacting parts of

coupled system components at different scales to identify gaps in knowledge and

understanding that are critical in reducing system vulnerability to perturbation

(Turner et al. 2003).
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Additional contexts that appear appropriate for a complexity governance

approach toward intervention and prevention strategies include public warning

systems, educational campaigns, water distribution, wellness check programs,

emergency medical response, and healthcare system utilization. Scaling the

approach we have described in this chapter by considering this system through

rich stakeholder engagement has helped ensure that the proper resources for

combating extreme heat health risks are available to those who need them. This

can help direct resources to those most in need at the times and places where they

can leverage the greatest benefits. A participatory model at this scale can document

the range of intervention and prevention measures currently in place. This approach

also allows rigorous consideration of the behaviors from another set of agents that

represent individuals seeking heat relief without access to air conditioned space.

Their interaction with intervention and prevention measures is impacted by extreme

heat to varying extents. Consider that both the “service providing” agents as well as

the “service receiving” agents would help enable prioritization of the most effective

points of intervention for reducing heat-related illnesses and deaths. Similar com-

plexity governance frameworks may be appropriate for considering other environ-

mental health challenges like air and water pollution. Indeed, the complexity

governance framing is a useful strategy for addressing current and future challenges

associated with extreme weather.

Communities across the world can expect increased extreme weather events,

including extreme heat, as Earth’s global average temperatures continue to rise.

Such increases in extreme weather events due to anthropogenic climate change are

no longer just predictions, but are rather being experienced by many jurisdictions

around the world. As temperatures in cities around the world continue to increase as

a result of global (Coumou et al. 2013) and regional-urban forcing (Arg€ueso
et al. 2013), global populations become increasingly urbanized (Georgescu

et al. 2014) and elderly (United Nations Department of Economic and Social

Affairs Population Division 2013), the frequency and intensity of extreme heat

events as well as their societal impact may become an increasing public health

concern. It has also been found that increase in pollen count and allergic disease has

already increased around the world as a consequence of increased pollen production

from increased plant growth from elevated carbon dioxide, and increased temper-

atures and longer growing seasons that lead to more pollen and respiratory disease

(D’Amato et al. 2013). This challenges us to consider what the future benefits of

complexity governance could be in these contexts and others. This chapter adds to a

growing body of evidence that the complexity governance theoretical framing can

provide advantages for tackling public problems. More exploration of the applica-

bility of the complexity governance approach to other contexts is certainly

warranted, but we have been able to demonstrate its theoretical applicability to

cooling center networks for heat relief in this chapter. The next step forward is

showing through proofs of concept that the complexity governance framework

works in other contexts. Demonstrating this proof of concept was one of the

objectives of our engagement with HRN stakeholders through participatory

modeling.
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Beyond the proof of concept stage, where the framing and improvements to the

Phoenix HRN currently lie, the future could involve the uptake of complexity

governance principles and tools as regular components of the greater Phoenix

HRN’s functioning. We are currently working on the next stage of model develop-

ment based on input from participatory modeling input from HRN members. This

development path may lead to the identification of the appropriate application of

complexity governance as a useful framework for approaching the region’s heat

relief efforts more generally. One tool that appears to have great potential to

improve the capacity of different HRN members to communicate, coordinate, and

share best practices is a secure virtual commons for cooling center facility man-

agers and HRN coordinating agencies. Ultimately we envision this engagement

with the HRN in central Arizona as an interesting field case to contributor to

widespread understanding of the applicability of complexity governance and its

associated perspectives and tools to other forms of organizing around significant

public problems.
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Regional Specialization and Knowledge

Output: An Agent-Based Simulation

of the Vienna Life Sciences

Martina D€unser and Manuela Korber

Abstract This study aims at identifying the effects of agents’ specialization in

research fields on their research performance by means of an agent-based model of

the Vienna life sciences, which builds upon the SKIN model. Specialization of

agents, e.g. research organizations, firms or universities, is found to play a crucial

role in the innovative performance of an industry or a research area. Also in the

policy arena, specialization of regions and sectors attained renascent importance

through the concept of smart specialization. In order to contribute to the crucial

discussion whether specialization or rather diversification is more likely to promote

innovative activities, we run simulation scenarios with varying degrees of special-

ization. Findings provide evidence for both aspects; whereas a higher degree of

specialization is found to be favourable for the creation of patent applications and

high-tech jobs, diversification is found to be favourable for the creation of scientific

publications.

1 Introduction

Specialization of regions and sectors attained renascent importance through the

concept of smart specialization. Smart specialization is an innovation policy con-

cept put forward by the European Commission as part of the Cohesion Policy’s
contribution to the Europe 2020 growth strategy. It aims at stimulating regional

innovation in order to maximize the knowledge-based development potential of a

region. This is especially done through purposive public investment in research of

regions and technology fields where competitive advantages are prevailing

(European Commission 2013).

However, the literature remains ambiguous whether actually specialization

within an industry or rather diversity is more likely to promote innovative activities.
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In this regard, two contradictory concepts are prevailing: the Marshall-Arrow-

Romer (MAR) and the Jacobs’ externalities. Whereas, the former underlines the

positive correlation between specialization and innovative performance, the latter

points out the importance of knowledge complementarities of researching firms in

industries. Empirical studies find evidence for either one of the concepts or both

(Fritsch and Slavtchev 2008; Paci and Usai 2000; Feldman and Audretsch 1999;

Greunz 2004). In fact, Beaudry and Schiffauerova (2009) suggest that the finding of

either one of these specialization externalities (MAR or Jacobs’ externalities) is
more likely to be determined by the choice of methodology, the aggregation level of

the industry (e.g. classification of technology classes) analyzed and specific sectoral

characteristics.

This contribution provides new insights into this debate by analyzing the effects

of regional specialization, as a consequence of specialized firms, on the research

performance (1) by means of an agent-based model (ABM1) and (2) on a regional

level within a highly knowledge-intensive sector, namely the Vienna life sciences.

Life sciences are widely seen as one of the most promising frontier technologies

for product development and generating the innovative potential for the coming

decades (European Commission 2002, p. 10). The life sciences industry is a

relatively young, but highly prosperous sector in Austria. Austria and especially

the Vienna region (comprising the Austrian provinces Vienna, Lower Austria and

Burgenland) turned into an important center for life sciences over the past 10 years.

By the year 2011, more than 400 companies belonged to the life sciences sector2 in

Vienna. Thereof, more than 60 and almost 40 companies were dedicated and active

in the biotechnology and in the medical technology sector,3 respectively. The

remaining two third is classified as life sciences related companies4 (LISAvienna

2011, p. 6). In the sector of biotechnology, Vienna is considered the leading cluster

in Austria. More than every second company of the Austrian biotechnology sector

is located in Vienna and more than 70% is located in the Vienna region (Biocom

AG 2011). Besides biotechnology, also the medical technology sector was rapidly

developing over the last years in Austria and especially in the Vienna region. One

half of the medical technology companies of Austria is based in the Vienna region

and still one third operates in Vienna itself (Biocom AG 2011).

The life sciences sector is highly knowledge-intensive and innovation-driven,

characterized by a high degree of complexity due to many heterogeneous

interacting firms, which learn, adapt and re-organize in various research processes

1The abbreviation ABM will be used equivalently for ‘agent-based modeling’ and ‘agent-based
models’.
2Life sciences include biotechnology, pharmaceuticals, health services, and medical devices and

equipment (OECD 2009, p. 96). Biotechnology is defined as “the application of science and

technology to living organisms, as well as parts, products and models thereof, to alter living or

non-living materials for the production of knowledge, goods and services.” (OECD 2005, p. 9).
3‘Dedicated’ refers to the predominant activity of the firm (LISAvienna 2011, p. 151).
4‘Related’ refers to providing activities, e.g. providing technical products, biotechnology/medical

device-specific services (LISAvienna 2011, p. 151).
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and processes of knowledge exchange. This leads to a triangular relationship of

knowledge, complexity and innovations systems (Fischer and Fr€ohlich 2001, p. v).

One basic characteristic of innovation systems is interactive relations among agents

(e.g. firms, research organizations and universities) for the purpose of the genera-

tion, use and diffusion of new knowledge (Fischer and Fr€ohlich 2001, p.1). Fur-

thermore, complexity arises due to the processes through which technological

innovations are generated. Those processes comprise the emergence and diffusion

of knowledge elements and are characterized by feedback mechanisms (Edquist

1997, p. 1).

Dealing with complex systems comprising collective behavior, feedback-loops

and path dependencies requires methods other than equation-based concepts. Due

to multiple influencing parameters and path dependencies it might no longer be

feasible to solve the model analytically for a single optimal equilibrium. To address

out-of-equilibrium dynamics in a system with agents, their attributes, behavior and

interactions, an agent-based modeling approach is applied.

The remainder of this chapter is structured as follows: In Sect. 2, the agent-based

model with its operational specifications is presented. Section 3 is dedicated to the

evaluation of changes in specialization of the regional knowledge base and the

resulting effects on the innovative performance. For this purpose, scenarios, each

representing different degrees of specialization, are formed and compared over

time. The chapter is closed with concluding remarks in Sect. 4.

2 The Agent-Based Model

ABM is a way to model the dynamics of complex systems and complex adaptive

systems and offers many significant advantages in this regard. For instance, ABM

overcomes potential modeling restrictions that occur in a system of equations due to

collective behavior, knowledge interactions and learning loops (Parunak

et al. 1998, p. 21). Two further points are emphasized by Pyka and Grebel

(2006): First, the possibility to exhibit how collective phenomena arise through

interactions of autonomous and heterogeneous agents and second, the possibility to
analyze various institutional arrangements and different potential paths of devel-

opment in their particular decision contexts (Pyka and Grebel 2006, p. 24).

According to Macal and North (2010, p. 152) three key characteristics are

inherent to ABMs:

1. A set of agents, their attributes and behaviors

2. A set of relationships and methods of interaction

3. The agents’ environment

The used agent-based model of the Vienna life sciences is a simplified and

tailored version of the agent-based simulation model (ABM) of the Vienna live

sciences innovation system developed by Korber (2012). The model by Korber

itself is based on the SKIN model (Simulating Knowledge dynamics in Innovation
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Networks), an ABM containing heterogeneous agents which act in a complex and

changing environment (Ahrweiler et al. 2004, p. 285), and relies on previous

research by Gilbert et al. (2001, 2007), Pyka et al. (2002) and Ahrweiler

et al. (2004).

The present simulation model used in this chapter contains multiple empirically

based autonomous agents, which are heterogeneous with respect to their attributes.

There are three agent types: university agents (including universities of applied

sciences), research organizations agents (public or private non-profit research

organizations) and industry agents (small and medium-sized enterprises including

start-up and spin-off companies and large enterprises). Each agent is characterized

by one or more research fields, an associated particular core competency and a

corresponding expertise level. The agent type, the agents’ attributes, research fields
and core competencies are empirically founded, in a way that each agent in the

simulation model corresponds to a real-world firm or researching entity of the life

sciences sector in the Vienna region.

The research orientation of the agents may be either no research, basic research
or applied research, which is an empirically based attribute in the simulation

model. Additionally, agents may differ in their research attitude (i.e. incremental

or radical partner choice for collaboration), research strategy (i.e. whether to

conduct own research or do research in collaborations), partner search strategy

and collaborative strategy. Further attributes are amongst others the financial stock,

number of employees, number of researchers and foundation year (for a table of

agents’ attributes see Table 3).
The attributes research field, core competency and expertise level are combined

to characterize the knowledge endowment Ki of an agent ai where i ¼ 1, 2, . . . , I.
Each Ki consists of a set of kenes ki (Gilbert 1997):

ki 2 rm, cn, γimnð Þ ��m ¼ 1, 2, . . . , M; n ¼ 1, 2, . . . , N
� �

: ð1Þ

Hence, the agent’s specific knowledge endowment is given by:

Ki ¼ rm, cn, γimnð Þ �� γimn > 0; m ¼ 1, 2, . . . , M; n ¼ 1, 2, . . . , N
� � ð2Þ

where R denotes the set of all research fields rm : R ¼ rm
��m ¼ 1, 2, . . . , 35

� �
,

C the set of all core competencies cn : C ¼ cn
��n ¼ 1, 2 . . . , 6

� �
, rm the research

field m, cn the core competency n and γimn the expertise level that agent ai has in

research field rm and core competency cn; γimn 2 ℕ
��0 < γimn � 10

� �
. The Vienna

life sciences sector can be divided into 35 research fields subsuming scientific or

technical fields (see Table 2 in the appendix for the list of research fields) and six

business domains (i.e. R&D, Contract research, Sales, Service and Education/

training) represented by six core competencies in the model (Austrian Life Science

Directory 2012).

With regards to the behaviors, each agent decides at the beginning of the

simulation about its research strategy, i.e. whether to conduct exclusively own
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research (go-it-alone) or do research in collaboration (Pyka et al. 2002, p. 176;

Ahrweiler et al. 2004, pp. 6–7). Once the agent decided to do research coopera-

tively, it has the possibility to constantly search for collaboration partners and not

doing any research on its own (imitative strategy) or do own research as well as in

collaboration with other agents (collective strategy). Obviously, potential partners

have to be found in order to perform cooperative research. This can be done either

conservatively, where agents with similar research fields are more preferred, or

progressively, where agents with less research fields in common are favored

(Ahrweiler et al. 2004, p. 8). It has to be emphasized that only agents with the

research orientation basic research or applied research may perform research.

For every agent, a research concept Di is formed using its knowledge character-

istics. Therefore, three kene triples are randomly chosen (the probability is propor-

tional to the expertise level) from the agent’s knowledge endowment Ki. Hence Di

is given by:

Di ¼ k0i, k
00
i , k

000
i

n o
ð3Þ

where k0i, k
00
i , k

000
i 2 Ki as well as k0i ¼ r0m, c

0
n, γ

0
imn

� �
, k

00
i ¼ r

00
m, c

00
n, γ

00
imn

� �
and

k
000
i ¼ r

000
m; c

000
n ; γ

000
imn

� �
.

Thereafter, the research concept is evaluated to determine if the research concept

was successfully used for the creation of inventions. This is done via a fitness

function, where the sum of the expertise levels γ
0
imn, γ

00
imn and γ

000
imn in the research

concept Di is compared to the average sum of the expertise levels of the other

agents’ research concepts (γ
0
jmn, γ

00
jmn and γ

000
jmn). If the sum of the expertise levels in

the research concept of agent ai is equal or above the average of the other agents, the
research concept is considered to be successful.

γ0imn þ γ
00
imn þ γ

000
imn �

1

I � 1

XJ¼I�1

j ¼ 1

j 6¼ i

γ0jmn þ γ
00
jmn þ γ

000
jmn

� �
ð4Þ

An indicator variable is generated for the output generation:

f i ¼
1 if f i �

1

I � 1

XU¼I�1

u ¼ 1

u 6¼ i

ef u

0 otherwise

8>>>>><
>>>>>:

ð5Þ

where f i ¼ γ0imn þ γ
00
imn þ γ

000
imn and

ef u ¼ γ0jmn þ γ
00
jmn þ γ

000
jmn.

If f i ¼ 1, the research concept Di is successful and transformed into either

products (i.e. commercialization on the market), scientific publications or patent

applications based on the application orientation oi of the agent ai.
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oi ¼
1 no research

2 basic research

3 applied research

8<
: ð6Þ

Consequently, if the research concept was successful and oi ¼ 1 (i.e. no research),

the output is measured in terms of commercialization on the market. Similarly, if

oi ¼ 2 (i.e. basic research) and oi ¼ 3 (i.e. applied research) the output is measured

in terms of scientific publications as well as patent applications.
Agents who perform research (i.e. with research orientation basic or applied

research) have the ability to learn and also to forget. Learning may occur through

learning by doing, or learning by interacting (Pyka et al. 2002, p. 174). The

expertise level is increased by one if the kene triples are part of the research concept

and hence are used for current research. In addition, agents may also acquire new

research fields. Which research fields are chosen is specified by the agent’s research
attitude. According to the thematic proximity of research fields (measured by the

Jaccard-index),5 the agent—following an incremental strategy—opts for the most

similar research field. Following the radical strategy, the most distant research field

is favored (Korber and Paier 2011, pp. 607–608). The choice of the (to the new

research field) corresponding new core competency depends on the core compe-

tencies already held by the agent. Also, the new expertise level is set to one

(beginner-level). The research costs diminish the financial stock of the agents.

However, agents may also forget. If the kene triples are not used, the expertise

level decreases. If the expertise level in every kene of an agent’s kene set drops to
zero, the agent is culled due to poor performance. Also, if the financial stock of an

agent gets smaller or equal to zero, the agent exits the system.

Relationships between the agents are mainly implemented as knowledge inter-

actions. These subsume collaborative research, extra-regional relations and the

creation of start-ups and spin-offs (Ahrweiler et al. 2004, p. 9). Collaborative
research can either take the form of partnerships or networks. The set of potential

partners for partnerships subsumes those agents, whose research strategy is collab-

orative and who are engaged in basic or applied research. From this set of potential

partners, a randomly chosen discrete number of partners are asked to form a

partnership or network, respectively. The minimum of partners is set to one; the

maximum number of partners is four. Agents learn through the interaction in

partnerships and create cooperative research results. Only the knowledge that is

used to create output increases an agent’s knowledge base. That is, only those kenes
that are actively used in the cooperation for the creation of research results can be

taken over from other members. If the partner agent is active in research fields that

are not already in the kene set of the agent, kenes are taken over from the partner

5The Jaccard-index (Leydesdorff 2008, p. 79) is defined as Jr1r2 ¼ Xr1 r2

Xr1
þXr2

�Xr1 r2
, where r1 and r2

denote research fields with r1, r2 2 R ¼ rm m ¼ 1, . . . ,Mjf g, Xr1r2 denotes the number of

co-occurrences of research fields in organizations and Xr1 and Xr2 denote the occurrence of

research field r1and r2, respectively.
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with the new expertise level set to one and the new core competency set to the most

frequent one of the already existing kenes. For those research fields that are already

in the agent’s kene set, the expertise level is set to the value of the highest expertise
level of the collaboration partners. The cooperative research concept is randomly

chosen from the joint kene set of all members. Extra-regional relations are based on
the fact that many organizations are active in EU projects. This is accounted for in

the simulation model by granting 87% of randomly chosen agents a financial

support (Heller-Schuh and Paier 2009, p. 162). Moreover, the agents participating

in extra-regional relations gain an additional random kene for their kene set,

indicating extra-regional knowledge input. If an agent was successful (i.e. the

sum of the expertise levels in its research concept is above the average of the rest

of the agent population), with a certain probability, it creates a new agent in the

form of a start-up or a spin-off organization. The new organization adopts the

research concept of the successful agent, but with an expertise level equal to two.

The financial stock of the newly created agent is dependent on its agent type.

In summary, the basic structure of the simulation model can be divided into an

input side, an interaction part and an output side. Agents receive financial resources

such as public (direct, indirect and institutional) and private funds and are provided

with a certain knowledge base, defined as the sum of the agent’s kenes (during the

initialization). In a next step, according to their specific knowledge endowments,

they are able to engage in knowledge interactions. The resulting output is then

measured in terms of numbers of patents applications, scientific publications and

the number of created high-tech jobs. A detailed overview of the model structure

and its formalization is given in Fig. 1.

Fig. 1 Formalization of the model
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3 Evaluation of Regional Specialization Effects

3.1 Specialization Concepts

Two predominant contradictory concepts of specialization are underlying the

subsequent evaluation of regional specialization effects: First, the Marshall-

Arrow-Romer (MAR) externalities according to Marshall (1890), Arrow (1962)

and Romer (1986) and second, the Jacobs’ (1969) externalities.
As put forward in Glaeser et al. (1992), the concept of MAR, on the one hand,

focuses on intra-industry knowledge spillovers, i.e. between firms in an industry.

Hence, benefits due to specialization within a particular industry and due to regional

concentration are seen as main drivers for innovative activities and the growth of

industries (Glaeser et al. 1992, pp. 1127–1128). On the other hand, Jacobs (1969)

points out the importance of the diversity of industries and complementarity of

knowledge of the agents for innovation and growth (Glaeser et al. 1992, p. 1128).

However, the literature remains ambiguous about whether MAR specialization

externalities or Jacobian diversification externalities are the driving forces for

innovativeness. Numerous studies find empirical evidence for either MAR or

Jacobian externalities or both (Fritsch and Slavtchev 2008; Greunz 2004; van der

Panne 2004; Paci and Usai 1999; Feldman and Audretsch 1999). For instance, Paci

and Usai (1999) find for the case of Italy that innovativeness in a local industry is

positively affected by both MAR externalities associated to production specializa-

tion in the same sector and Jacobs’ externalities regarding the degree of diversity of
the whole local system (Paci and Usai 1999, p. 389). Similarly, Greunz (2004)

observes both kinds of externalities for the European regions using patent applica-

tions as a proxy for innovation (Greunz 2004, p. 584). Evidence for Jacobs’
externalities has been found by Feldman and Audretsch (1999). They point out

the stimulating effect of diversified industries (within a specific location) sharing a

common science base (Feldman and Audretsch 1999, p. 427). For the case of the

Netherlands, Van der Panne (2004) depicts that regional specialization towards a

certain industry tends to increase the innovative performance in that particular

industry which is support for the concept of MAR externalities (van der Panne

2004, p. 603). Findings of Fritsch and Slavtchev (2008) suggest that regional

specialization in a certain industry stimulates innovative activities only to a certain

degree. As a performance indicator they use the efficiency of regions in generating

new knowledge. They indicate that a relationship between specialization and

performance of a region is inversely U-shaped. In other words, specialization is

conducive only to a certain level, after that it rather hinders knowledge generation

and therefore innovativeness (Fritsch and Slavtchev 2008, p. 20). Below we address

the significance of the above stated findings in the case of knowledge-intensive

sectors for the example of the Vienna life sciences sector.

In a meta-analysis Beaudry and Schiffauerova (2009) survey numerous contri-

butions to this debate and depict a diverse picture of possible conditions and

circumstances under which each kind of externality could be at work. Their findings

show that the results depend on the choice of measurement and methodology rather
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than on actual differences in the strength of agglomeration forces across the

industries, countries or time periods (Beaudry and Schiffauerova 2009, p. 318).

Analyzing 67 studies, they identify certain factors that determine the likelihood of

finding either MAR or Jacob’s externalities: the level of industrial classification, the
fact whether low, medium of high technology sectors are examined, the choice of

independent and dependent variables—including different performance measures

like economic growth, productivity or innovation. In most studies a diverse envi-

ronment (i.e. in favor of Jacob’s externalities) is more beneficial to innovation than

a specialized industrial base at a medium and detailed industrial classification. In

contrast, evidence for MAR externalities is more likely to be found if a coarse

industrial level was examined (Beaudry and Schiffauerova 2009, pp. 321–325).

In the following, different specialization scenarios are conducted and analyzed

referring to the ambiguous effects of the above stated types of externalities on

innovativeness.

3.2 Simulating Specialization Scenarios

In order to simulate the effects of different degrees of specialization on the research

and system performance, five scenarios with different degrees of agents’ speciali-
zation in the Vienna life sciences sector are formed. The scenarios differ from each

other according to the research fields in which the agents’ perform research from

the beginning of the simulation on. The included research fields are selected given

the empirical occurrence of the research fields in the agents’ population. Scenario
A includes those three research fields, in which the most agents are active. Analo-

gously, scenarios B, C, D and E simulate agents’ specialization in those research

fields where the 5, 7, 10 and 20 most agents are active (see Table 1 in the appendix).

The level of specialization itself is experimentally controlled through modifica-

tions of the agents’ attributes. This is done by substituting the empirically calibrated

research fields by the research fields of the particular scenario during the initiali-

zation of the model. The respective degree of specialization in each scenario is

measured with the Krugman specialization index (KI). The KI is a standard relative

measure of specialization that reports the standard deviation of the agent shares of a

research field. Hence, the KI can be written as follows:

KI ¼
XM¼35

m¼1

bm � bm
�� ��

where bm represents the share of agents in the research field and bm denotes the

average agent share of the reference group, which in this case is the total number of

the agents in the research field (Farhauer and Kr€oll 2013, pp. 309–311). The

resulting values during the simulation are illustrated in Fig. 2. The higher the

index, the more the number of agents in one research field deviates from the average

number of agents per research field. At the beginning of the simulation each
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scenario has a different value of the Krugman index, nevertheless it converges

relatively fast. Hence, the initially induced specialization abates after a certain time,

which obviously influences the extent of the observed effects.

In total, 30 years are simulated and for each scenario the simulation is executed

five times with different but fixed random seeds. In order to obtain robust simula-

tion results, comparative data analysis is conducted with average values of these

five simulation runs. The following graphical representations of the specialization

effects (see Figs. 3, 4 and 5) are aimed at the identification of MAR specialization

externalities and Jacobs’ diversification externalities. It is important to point out

that regarding the interpretation of the results, Jacobs’ externalities actually focus

on effects between research fields rather than effects within research fields. This

only allows concluding that similar externalities to Jacobs’ are observable.
In Fig. 3 the total number of patent applications generated over 30 years by all

agents is displayed for the five scenarios. The highest number of patent applications

is observable in the scenario C, whereas the neighboring scenario with a lower

specialization (i.e. scenario D) shows the lowest value. Starting with the highest

specialized scenario, namely A, the number of patent applications is increasing over

the scenario B and reaches its maximum in the C variant. An increasing number of

patent applications with lower degrees of specialization would be in favor to the

concept on Jacobs. Notably, since only the life sciences sector is examined rather

than different industry sectors, the specialization is per se already quite high.

However, while the degree of specialization gets lower in scenario D, the number

of patent application reaches its minimum. This indicates that there exists a

favorable degree of specialization with respect to the number of patent applications,

since specialization is conducive to the generation of patent applications—but until

a certain degree. This could be evidence for MAR-like specialization externalities.

Nevertheless, there is also a considerably high value at the scenario E which

indicates the lowest examined degree of specialization, with an initial concentration

of active agents on almost 60% of the research fields. The higher number of patent

applications in this last scenario E obviously again supports the idea of Jacob’s
diversification externalities.

Fig. 2 Krugman

specialization index
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The finding of Jacob’s diversification externalities in the case of patent applica-

tions in the simulation model of the Vienna life sciences, suggests patenting

activities rely on complementary knowledge from agents that are external to the

research field in which the focal agent operates. In consideration of the fact, that the

underlying level of industrial aggregation is relatively finely grained, and most of

the research fields are as a consequence highly specialized, the importance of other

Fig. 3 Specialization effects—patent applications. Note: whiskers denote the double standard

deviation

Fig. 4 Specialization effects—scientific publications. Note: whiskers denote the double standard
deviation
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research fields as sources of knowledge in order to conduct research is evident.

Additionally, in reality as well as in the simulation model, the majority of agents is

patenting in more than one research field, which yields a broader and more

diversified range of research activities. It has to be mentioned that in fact only the

effects due to changes in the degree of specialization from scenarios C to D and

from D to E are significant at an approximately 5% significance level (indicated by

the double standard deviation). This results in a U-shaped progression that indicates

high numbers of patent applications for either a medium degree of specialization,

with a concentration on almost 30% of the research fields, or high values for a

relatively diversified sector.

Figure 4 shows the total number of scientific publications over a simulated

period of 30 years. The scenario with the lowest degree of specialization,

i.e. scenario E has the highest value of scientific publications, followed by scenario

C. Despite the downward bend through a low number of scientific publications in

scenario D, one can identify a small-sloped positive trend compared to lower

degrees of specialization. Also, the scenario E differs significantly from the sce-

narios A and B, which provides evidence for Jacobs’-like diversification

externalities.

The finding of Jacob’s diversification externalities in the case of scientific

publications may again result from the similarity of the research fields due to the

fine subcategorization of the industry. Therefore, it is self-evident that the exchange

of knowledge e.g. through co-authorship is conducive to publishing activities. What

additionally supports this result is the fact that the analysis focuses on one single

region, namely the Vienna region. In line with the argumentation of Jacobs, the

diversity of knowledge sources is the greatest within cities, and hence, cities are the

source of innovation (Beaudry and Schiffauerova 2009, p. 319).

Fig. 5 Specialization effects—high-tech jobs. Note: whiskers denote the double standard

deviation
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Jobs in high-tech sectors are by definition characterized by the necessity of

strongly specialized and bundled know-how. This fact is reflected in the simulation

results, as shown in Fig. 5 where the numbers of high-tech jobs at the end of year

30 are plotted. Again, scenario C shows the highest values. A higher degree of

specialization like in the scenario B implies significantly lower values. In scenarios

D and E, the numbers of high-tech jobs again decrease significantly, the lower the

specialization degrees become, which indicates that there is a favorable degree of

specialization. This supports the idea of existing lock-in effects and organizational

blindness due to high degrees of specialization. Also, the declining number of high-

tech jobs while the distribution of the research fields in the life sciences sector

diverges more and more, is supported by the hypothesis of MAR specialization

externalities.

4 Concluding Remarks

In this chapter effects of agents’ specialization in research fields on the research and
system performance of the Vienna life sciences innovation system were identified.

The effects of different degrees of specialization were quantified in terms of patent

applications and scientific publications as well as the number of high-tech jobs.

Two contrasting specialization concepts were underlying the comparative ana-

lyses: First, the idea that specialization benefits innovative activities and economic

growth (MAR externalities) and second, the understanding that rather complemen-

tarity of agents’ knowledge and diversity promote innovativeness (Jacobs’ exter-
nalities). In order to analyze this relation for the case of the Vienna life sciences, a

simplified version of the simulation model of the Vienna life sciences innovation

system developed by Korber (2012) was used. Then, different degrees of agents’
specialization—represented by five different scenarios—were compared with

respect to their research output and system performance.

Comparing the different scenarios, evidence for both, MAR-like and Jacobs’--
like specialization externalities was provided, dependent of the examined

knowledge-output variable. In the case of patent applications, indications for both

types of externalities were detected. Whereas specialization was found to be

favorable until a certain degree for the creation of patent applications, there are

also significant increasing numbers in the most diversified scenario. Diversification

by trend also seems to be favorable for the creation of scientific publications. On the

contrary, diversification rather results in a reduced number of high-tech jobs. The

different effects according to the output measure of interest supports the finding of

Beaudry and Schiffauerova (2009) that the detection of MAR or Jacob’s external-
ities may strongly depend on the output measure.

Interpreting the results with respect to the concept of smart specialization, it can

be concluded that focusing solely on specialization within a region by funding

selected industries, is not necessarily conducive to the emergence of innovation.
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It has to be stressed out that specialization is, as shown in the results, often

favorable only to a certain extent.

Nevertheless, it has to be pointed out that the simulation results are to be

construed as a comparison of output changes running the different scenarios, rather

than interpreting the specific resulting values. Also, generalizing the results needs

careful consideration since simulation outputs strongly depend on model specifica-

tions, scenario selection and the role of randomness in the model. Additionally,

since the specialization was only induced in the model at the beginning of the

simulation and fades out in the course of time the output effects would be expected

to be more distinct with permanent agent specialization.

Appendix

Table 1 Specialization scenarios

Scenarios

Research fields ranked by empirical

occurrence

Scenario

E

Scenario

D

Scenario

C

Scenario

B

A Analytical methods & services

Consulting

Diagnostics/Diagnostic technologies

Clinical research & tests

Pharmaceuticals

Medical technology & devices

Nanobiotechnology

Drug development/Drug delivery

Oncology

Cell & Tissue culture

Antibodies

Cardiovascular diseases

Enzymology/Protein engineering/

Fermentation

Immunology/Allergology

Informatics in the life sciences

Lab equipment, medical & surgical

equipment

Microbiology

Nutrition/Food/Feed

Services (synthesis, sequencing,

spectroscopy)

Vaccines
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Table 2 Agents’ research fields

Research field rm

1 Analytical methods & services 19 Metabolomics

2 Antibodies 20 Medical technology & devices

3 Bacterial & viral diseases/Antiinfectives 21 Microbiology

4 Cardiovascular diseases 22 Nanobiotechnology

5 Cell & tissue culture 23 Neurobiology/Neurodegenerative

diseases

6 Clinical research and tests 24 Nutrition/Food/Feed

7 Consulting 25 Oncology

8 Dermatology 26 Pharmaceuticals

9 Diagnostics/Diagnostic technologies 27 Plant breeding & genetics

10 Drug development/Drug delivery 28 Proteomics

11 Environmental issues 29 Process technology

12 Enzymology/Protein engineering/

Fermentation

30 Regenerative medicine

13 Gene & cell therapy, viral vectors 31 Services (synthesis, sequencing,

spectroscopy)

14 Genomics 32 Stem cells

15 Immunology/Allergology 33 Structural biology

16 Industrial processing 34 Vaccines

17 Informatics in the life sciences 35 Veterinary activities

18 Lab equipment, medical & surgical

equipment

Source: Austrian Life Science Directory (2012)

Table 3 Agents’ attributes

Attribute Scale type Value

Organization type Categorical Research organization (public, private)

University (university, university of applied sciences)

Industry (SME, LE)

Research field Categorical 1, . . ., 35

Core competency Categorical 1, . . ., 6

Expertise level Ordinal 1, . . ., 10

Financial stock Ratio

Employees Ratio

Researchers Ratio

Foundation year Categorical

Research orientation Trichotomous No research, Basic research, Applied research

Research attitude Dichotomous Incremental, Radical

Research strategy Dichotomous Go-it-alone, Collaborative

Partner search strategy Dichotomous Conservative, Progressive

Collaboration strategy Dichotomous Imitative, Collective

Source: Korber (2012), p. 15
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der Mehr-Ebenen-Perspektive. In: Leitner K-H, Weber M, Fr€ohlich J (eds)

Innovationsforschung und Technologiepolitik in Österreich: Neue Perspektiven und
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Competition in the German Market

for Retail Electricity: An Agent-Based

Simulation

Malcolm Yadack, Ben Vermeulen, and Andreas Pyka

Abstract Liberalizing retail energy markets has become a tool for policy makers

worldwide to introduce competition into a sector historically characterized by

regional monopoly. Opening up the products offered by power retailers to free

competition, irrespective of region or distribution network, is expected by policy

makers to lead to lower markups and thus lower prices for end customers. We

observe that this empirically holds true for industrial customers in Germany, but

that markups in the price paid by households have not decreased as a result of

increased competition. We apply a methodology of combining simulation modeling

with insights obtained from survey data to develop an agent-based simulation of the

liberalization of a retail electricity market. In the model, firms adjust prices by

adjusting their markups to increase profits. Firms also expand by installing and

selling capacity in regions outside of their own. Households are heterogeneous in

their preferences and in their geographic position in the simulation. We show that

for a wide range of realistic parameter settings, firm markups do not converge to

zero in the long run, but flatten out to values possibly even higher than the firms’
initial markups before liberalization. Markups also initially rise before falling

and/or stabilizing. This, and the non-linear path of average markups over time,

indicate that liberalized markets need not leave end customers better off. Our results

imply, however, also that the stability of markups is largely dependent on house-

holds’ preferences for their own regional public utility which has implications for

new retail business models and investments on the regional level. The results on

average markups and household preferences are corroborated by empirical data on

the German market.
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1 Introduction

The particularly diverse structure of energy markets worldwide leads to much

intransparency in the analyses of engineers and economists of the economics of

the electricity sector. Although energy use can be objectively evaluated based on

absolute levels of generation, mining, use and loss, a deeper understanding of the

true driver of growth—innovation—requires country specific analyses which heed

and incorporate the institutional and regulatory specifics. An example of two such

national energy economies which are not comparable without detailed care in

interpreting the contexts in which they are embedded are France and Germany.

These two countries opened their electricity markets to competition at different

times and followed widely differing strategies for promoting welfare-increasing

national energy infrastructures. Germany separated electricity generation and retail

from the natural regional monopolies of distribution network operators in 1998.

This was followed by a strategy of investment by small and widely distributed

landowners and regional firms in renewables such as solar and wind power.

France’s retail electricity market was opened to competition in the same way a

decade later in 2007 but investment strategy was focused instead on and around a

portfolio of nuclear generation facilities, owned primarily by one very large pub-

licly owned firm. The results of these differences in policy and investment in the

energy portfolios of the two countries are striking. In France, 93% of households

purchased their electricity from the same incumbent firm in 2012. There is little

regional movement to challenge this overwhelming market power and there is little

incentive to invest in regional power generation as the market power of the national

provider is strong in both the retail (delivery to households) and wholesale (subsi-

dized generation of large amounts of nuclear power) markets. The liberalization of

the German market in 1998 coincided with an increased interest of small actors in

investing in distributed generation. Through further regulations incentivizing the

investment in decentral renewable and combined-heat-and-power (CHP) power

generation, Germany devoted a high proportion of national capital to regionally

distributed, and diverse generation plants. According to Trend:research (2011),

household-owned solar power generation accounted for approximately 40% of

the total of all solar power in 2010 with farmers owning another 20%. The market

power for the retail sale of electricity of the four largest German firms has also

decreased significantly with the increasing investment in regionally distributed

generation, nationwide competition in price and service offerings in which smaller

firms have also been successful in marketing individual advantages and innovative

product offerings. By 2012, for instance, the industry group BDEW reports that

28.8% of all German households had changed their electricity provider at least

once (BDEW 2014a).

The effects of the differing strategies of the policy makers in France and

Germany on their respective energy mixes are interesting, but, as the above

discussion indicates, only part of the story. More critical, and of more interest

from the perspective of the authors, is the effect on firm strategy and innovative
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activity (and thus on economic growth) that these policies have. In particular, what

have the major effects on innovative activity been and how have the policies (and

household behaviors) in these wildly different examples of energy economies set

the stage for production and efficient innovation in the future? Adam Smith noted

that a nation is built upon the interactions of rural (in his case, agricultural)

production and urban consumption. Can the preferences of rural households for

their local municipal electricity provider distort the gains of competitive price

competition for the wider economy? Will these innovative changes in micro-level

strategies of regional and national competition happen naturally or will polices

and/or other incentives be required to nudge small rural and regional suppliers

toward new business models, and/or to shift the economy onto the desired path of

development? Will increased household preferences for their local region affect the

economy overall? These broader questions lead us to investigate the development

of prices in a simulation model of the liberalization of a retail electricity market.

In Sect. 2 we motivate the case for developing our study and simulation

framework by reviewing relevant literature and empirical data on household and

industrial prices in the German retail electricity market since its liberalization.

Section 3 then describes our simulation model in terms of its actors and the

dynamics of interaction among them. Section 4 presents the results of Monte

Carlo studies of maximum, average and minimum firm markups and their depen-

dance on social and structural assumptions in the model. In Sect. 5 we conclude and

give an outlook on further avenues of research.

2 Background

2.1 Electricity Market Developments in Germany

The liberalization of the German energy market was implemented in 1998 on the

assumption that competition among retail suppliers of electricity would lead to

more efficient prices and thus gains for consumers. We note here that this is not

what actually came to pass—at least not for all specific customer groups.

Although the general expectation was that competition would drive down the

markups of retail suppliers of electricity, there is little proof that this has happened

in the retail market for household electricity. Figure 1 shows data from BDEW

(2014a) on the development of retailers’ reported combined costs for generation,

transport and sales of electricity (all cost components excluding regulatory fees and

taxes).

Figure 1 indicates that the costs of these components initially decreased after the

liberalization of the energy market, but that over the course of the years 2002–2008

these prices rebounded to overtake their initial level in 1998. Compare this to the

same statistics for industrial electricity customers’ retail prices in Fig. 2.

Competition in the German Market for Retail Electricity: An Agent-Based. . . 257



Figure 2 shows that the sum of costs associated with generation, transport and

sales for industrial customers also fell initially after the beginning of liberalization

in 1998 and rebounded over the period 2002–2008. Competition, and in particular

the increasing tendency of firms to open their electricity contracts to open compet-

itive bidding, however, seem to have had a significant effect on these prices since

2008. Industrial firms pay less for their electricity (not including surcharges and

taxes), than they did in 1998—a stark contrast to the situation in Fig. 1 for

household customers. Studies have also directly estimated the costs of sales of

electricity retailers to households. The results from Brainpool (2013) and VKU

(2013) are depicted in Fig. 3.

Given that the costs of wholesale power and the costs of distribution have

undergone the same developments throughout this time period for both households

and industrial customers, Figs. 1, 2 and 3 lead us to conclude that price competition

is not as intense in the market for household electricity as it is in the market for

Fig. 1 Retail costs of household electricity. Source: BDEW (2014a)

Fig. 2 Retail costs of industrial customers’ electricity. Source: BDEW (2014a)
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industrial users. These figures also emphasize a subtle point concerning the

increased competition brought about by the new regulations in 1998: namely that

liberalization of the retail market coincided with a fundamental change in the way

in which households were forced to view electricity—namely as a good offered in

different varieties by different firms. Electricity was, in a sense, coerced by the

change to the new, open market structure, into being a heterogeneous good, which

took on the properties of quality (e.g., in terms of renewable sources) and the

attributes of the firm offering the tariff (regional identification, image, etc.), as well

as a price component. Consumers discovered at the same time that they were

expected to make a choice among a multitude of available electricity tariffs offered

by hundreds of different firms.

Households were thus not only confronted with the choice of choosing the

cheapest tariff. They were suddenly able to express support for the ongoing energy

revolution by purchasing renewable electricity tariffs (Hamburg Institut Consulting

2013), to expect more service-oriented offerings of their provider (Schmolke 2010)

and to even participate in civic- and stakeholder programs in their regions and cities

(Flieger 2011). Although renewable energies have received much attention in the

literature, especially concerning social acceptance in society and markets and in the

innovation systems literature (e.g. Jacobsson and Bergek 2011), regionality seems

also to have played a very important role in the aftermath of the liberalization of the

German market. In the period 1998–2013, out of all German households, 34.3%

had changed their electricity provider at least once (BDEW 2014b). This does

indeed represent a large number of households that have made an effort to find a

better or cheaper electricity tariff than that provided by their local service provider.

However, this also implies that 66.7% of all households either never changed their

tariff or changed their tariff to a different offering of their regional electricity firm.

The market regulator in Germany, Bundesnetzagentur (2014), reports that 79.9% of

all households were supplied by their regional “basic services provider”

(ger.“Grundversorger”) in 2012. 20.1% of all households were respectively cus-

tomers of a different electricity retailer than the one closest to them. Combined with

Fig. 3 Estimates of retailers’ costs of sales (incl. markup) for household tariffs. Source: Brainpool

(2013) and VKU (2013)
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the cumulative 34.3% of households that had changed providers at least one since

the liberalization, we are led to conclude that there may even be a trend for

households to return to their local municipal utility companies after having left

them for a few years to try another provider. Figure 4 depicts this turnaround in the

movement of households back to choosing their regional electricity utility

company.

These regional dynamics could imply that the liberalization of the retail power

market has indeed led to more competition, but that this competition appears not to

be for one homogenous good. Utility companies are competing for customers who

often exhibit a preference for firms with a vested interest in their region. Many

households also prefer renewable energy to conventional energy, all other factors

held equal (price, security of supply, etc.). In Sect. 3 we present a simulation

framework for analyzing these aspects’ effects on electricity firms’ behaviors and
prices.

2.2 Insights from Micro-level Data

Electrical utility companies are under pressure from regulators in almost every

country to move to cleaner sources of energy. In Germany, household preferences

for clean sources of energy have combined with regulatory pressure to change the

business landscape for electricity producers and retailers. In Germany’s liberalized
market, this has led to intense price competition for renewable and non-renewable

electrical power. Faced with such intense price competition, smaller utilities have

turned to marketing their strengths as regionally responsible, locally active and

trustworthy firms (VKU 2009). In particular, municipally owned utility companies

Fig. 4 Percentage of

German households having

changed electricity

providers since market

liberalization vs. percentage

of households choosing the

regional utility company for

their electricity in 2012. The

difference between the size

of gray blocks is the implied

percentage of households

that changed suppliers

during liberalization of the

market, but decided to

change back to their

regional supplier at a later

time
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have proven resilient in the starkly competitive market for electricity, despite small

sizes and their inability to take advantage of economies of scale (e.g., in production

or IT systems). With nationwide competition in prices on the retail side, these

regional firms have been forced to seek innovative strategies in the design and sales

of their electricity tariffs. Both the largest of international corporations and the

tiniest of local energy cooperatives are subjected to the same regulations and

demands of end customers for an identical product in the retail electricity market.

In addition to the focus on renewables as a way of differentiating their product (this

having been spurred on by feed-in tariffs and embedded in national policy goals),

other factors such as regionality, energy efficiency, smart-meter solutions and even

social engagement have emerged as factors in retail sales strategies.1

In observing how electricity companies, and municipal utility companies in

particular, have fared during the liberalization of the German energy market (and

the introduction of the feed-in tariff system alongside an EU-wide carbon cap-and-

trade scheme), we also observe the diversity of demands by household customers.

Households are affine to different “qualities” of clean energy (disapproval of RECS

certificates, emergence of specialized green energy retailers, etc.). Some consumers

also prefer their local municipal utility simply based on a sense of local engagement

and loyalty.2

These heterogeneous aspects of supply and demand in the electricity sector lead

us to ask, “what roles do firm size and regionality play in the transition to a cleaner

energy economy?” The implications of national energy policy for the municipali-

ties with stakes in local generation are also too little understood. The role these

regional actors can play (both on the supply and demand sides) in achieving policy

goals has not yet been sufficiently examined. Answering these questions will lead

us to highlight the developments in strategies followed by firms in the electricity

sector, and how these are influenced by competitive, regional, stakeholder and

political factors.

One of the most distinctive features of electricity markets is the degree to which

they are heavily regulated. Monopolies of power-line network operators are natu-

rally occurring in electricity markets, and their market power can be limited by

employing various regulations (see Sect. 1). The regulatory structure which imple-

ments this in Germany is a nationwide “unbundling” of network operators from

energy retailers and a “common carry” rule, requiring that network operators charge

uniform network fees to all retailers delivering electrical power through their

distribution networks. These complex regulations are implicit in our assumption

here that households have free choice among all retail firms’ offerings. The

common carry framework has, however, regional consequences: for example,

network fees increase with the number of volatile generation facilities in the

1One example of a new business model based on a case study of a small municipal utility company

is given by Graebig et al. (2014).
2Updated results from proprietary surveys of municipal utilities’ customers in Germany will be

available at www.sw-agent.de.
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network. We abstract from the issue of network fees and physical limits on the flow

of electricity in order to focus on the effects of retail competition.

In order to begin shedding light on these issues, and to study the effect that

policy can have on the various market actors (and on the economy as a whole) we

define a simplified model of retail competition in the electricity market which

incorporates distance as a factor in customers’ decision making.

3 Model

3.1 Agent Behavior

Consider N firms selling goods to M households. Households are free to choose

from which firm they purchase a product, but their demand for the product is

inelastic—they must buy from one firm—and constant over time (one unit per

period). Firms sell two products that are exact physical substitutes: a lower value

product 1 (representing the standard mix of conventional electricity) and a higher

valued product 2 (representing purely renewably generated power). Households

weigh the choice of purchasing product 1 or product 2 against other aspects of their
preferences in deciding for a firm to be their supplier.

Let all N firms and all M households be distributed on a two-dimensional plane.

Firms and households do not change their position throughout the simulation. Each

firm i sells only one type of product (τi¼ gray or green) in each period and does not

change products throughout the simulation. We refer to firms selling gray electricity

as gray firms and to firms selling green electricity as green firms. Households that

are densely placed on the map are explicitly labeled as either belonging to a given

regional cluster or not. Household j has a preference for the green electricity

product defined by the parameter gj� 0 which weights a household’s utility of

consuming renewable electricity instead of the standard mix.

Each household j also considers regionality to be a factor in choosing a supplier.
This is reflected in their preferences by the factor φj which weights physical

distance from the household to the supplier. Household j’s utility is thus a function

of price ( pi), the type of product (gray or green) and the distance to the selling firm

(dij). Households’ utilities take the following functional form:

U¼U0�pþg τeco�φ d ð1Þ

where p is the price paid for power, d is the distance to the selling firm, φ is a

parameter weighting distance in the household’s decision, and U0 is the intercept of

the utility function. τeco is equal to one if the firm sells renewable power, and is

equal to zero otherwise. i indexes firms and j indexes households.
Households thus choose the firm i from which they purchase according to:
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argmin
i

Uj pi; τi; dij
� � ð2Þ

Firms set prices equal to their costs plus a markup:

pi¼ciþθi ð3Þ

where ci denotes the wholesale costs of supplying the product and θi the markup. ci
is given by exogenously set, constant wholesale prices for the two types of power.

These prices are equally available to all firms on an open wholesale exchange (see

Fig. 5).

Letting xi denote the total demand of household customers of firm i, we model

the price setting decision of the firm such that firm i adjusts its markup up or down

by a fixed incremental amount such that the firm’s expected profit increases the

most. There are three possible outcomes for each firm: (1) raise markup, (2) keep

markup constant, or (3) lower markup. If the firm adjusts price downward, and

expects (ceteris paribus) to capture no household demand in the next period, then it

continues to adjust its markup downward until some household customers are

expected to be acquired. Firms assume in forecasting next period sales that the

prices of all other firms remain unchanged. Furthermore, we assume that house-

holds’ preferences are known to the firms for the purposes of forecasting sales.

3.2 Generation Capacity and Sales Strategy

Each period, one randomly selected firm is permitted to expand its activities into a

new region. This is modeled as the installation of new capacity to be marketed

directly to households in the new region. Costs of the investment are assumed to be

Fig. 5 Wholesale and retail market structure (conventional mix and RES electricity)
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equivalent to long-term revenue which allows for abstracting from the discussion of

financial factors of the investment decision. Focusing instead on the prominent

social factors associated with power generation and sales, we assume that firms

choose to locate their new generation and sales activities in regions where house-

holds are relatively unsatisfied with their current suppliers. Local, regional market-

ing by the firm aims to provide a more attractive electricity product for households

in the area in question. Specifically firms locate new capacity according to the

following:

1. A firm i is chosen at random.

2. Firm i identifies clusters of relatively dissatisfied households—specifically those

clusters with average utility below a given threshold U0.

3. Of the identified clusters, firm i chooses to install capacity in the cluster with the
lowest average utility.

4. Consumers can then choose to purchase directly from the new regional gener-

ation plant (at retail prices equal to that of the stakeholder firm).

5. If no clusters have average utility below the value U0, then firm i can expand

capacity at an existing plant by 5 units. Capacity is expanded if more households

are being serviced directly by the regional plant, than the plant has capacity to

directly deliver to.

Firms manage their generation portfolio such that extra generation in one region

is applied to deliver to households in other regions. Generation in excess of firm i’s
customers’ total demand is sold on the wholesale market at an exogenously given

price povercap. Any additional monetary penalties are ignored. Putting this another

way, the price at which the over generation is sold by firm i at the last minute is

assumed to incorporate the penalties or advantages of trading on spot and short-

term markets.3

A predetermined number of firms are randomly placed on the square,

non-wrapping simulation landscape. We generate landscapes for the model from

a user input distribution of region types (city, town, rural, nature and water) and

respective population densities. Values for the simulations in this chapter were

taken from the distribution shown in Table 1.

An example of a generated map is depicted and described in Figs. 6, 7 and 8.

This flexibly specified tessellation of populated geographic regions lends itself

well to the further study of a variety of spatial models and related research

questions. In this first study with the model, we generate many such graphs and

test the robustness to geographic variations of firms’ markups over time.

3Short-term trading on spot, intraday and balancing markets actually pose significant financial

risks to electricity providers. These have trading time horizons in Germany of 1 day ahead, 4 h to

30 min ahead, and real time on intervals of 15 min, respectively. We abstract from these details of

the energy market here, in order to focus on more general developments in competition in retail

markets and, in particular, on the social aspects of behavior in electricity markets.
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Table 1 Simulated population density distribution

Terrain type Population in region Frequency of occurrence

Water 0 15

Nature 1–19 10

Rural 20–499 30

Town 1500–1999 5

City 3000–6499 3

Areas are allotted uniform random distributions of households whereby the number of households

in each square is drawn from the distribution shown here. The total number of households is,

however, scaled such that the entire simulation environment contains approximately

250 households

Fig. 6 An example of a randomly generated set of firms (dark grey circles) and households

(smaller circles of varying shades). Households are grouped into clusters in which firms consider

investing in regional generation facilities. Circles around firms are iso-utility curves (U¼ 0), the

radius of which is affected by the firm’s price and households’ weighting of distance in their

preferences
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4 Results

In this section we present a Monte Carlo study using the model described in Sect. 3.

In this first study we assume that all firms sell conventional electricity. That is,

renewable energy plays no role. The focus of this study is, instead, the specific

nature of the competition that these firms are subjected to in the described model. In

particular, we ask, “how do firms’ markups develop over time?” and “how do the

model dynamics relate to the observations of the electricity market liberalization in

Germany?”.

In analyzing the model, we focus on the changes in firms’ markups over time, as

the initial state of the simulated economy is opened up to liberalized competition.

We assume a uniform preference for distance to the supplier (φ) for all households
in the model environment. This also implies that in the first period of any model

simulation that we carry out, firms start with regional monopolies (each serving all

the households closest to them). In each subsequent period, households react in the

environment given their freedom to choose the provider they most prefer. We

analyze the evolution of markups and their sensitivity to the various input param-

eters of the model in this setup. The parameters across which model runs vary are

described in Table 2. The last column reports the values we have used for simula-

tion runs. For each combination of parameter settings, we generate 50 random

graphs and analyze simulation runs of 300 time steps.

The results of Monte Carlo simulations shed light on the both the functioning of

the model and on the structure of competition in the liberalized energy market.

Consider the development of firms’ markups over time with c¼ 40, povercap¼ 45,

Fig. 7 An example of a

randomly generated map.

Five types of cells are

generated on a Voronoi

landscape according to a

user input distribution. The

types of cells are

differentiated by shade and
are city, town, rural, nature

and water areas. The

generated cells are

populated with households

also according to a user

input population density for

each region type
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N¼ 5, and θ¼ 50 being held fixed with the value of the parameter φ set to 0.1, 0.4,

and 0.7, and of parameter U0 set to 150 and 100.

The curves depicted in Figs. 9, 10 and 11 are representative of a wide range of

parameter values, and two aspects of the markup graphs are particularly notewor-

thy. First, the period of increasing and then decreasing markups after the initial

liberalization of the market is counter-intuitive. Free competition should, intui-

tively, lead to downwards pressure on markups. This initial increase can be

Table 2 Model parameters: the simulation results vary across on the values of these model

parameters

Parameter Description Parameter values

c Wholesale cost of conventional electricity 40, 50

povercap Wholesale price received for sale of overcapacity 45

φ Weight of distance in household preferences 0.1, 0.4, 0.7

U0 Utility threshold for household satisfaction 100, 150

N Number of firms 5

θ Initial markup of all firms 50

Fig. 8 The world map overlaid with households and firms in our simulation of the liberalization of

a retail energy market
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explained by the geographic dimension inherent in our model. At the beginning of

liberalization, however, many households are customers of a firm that is their

closest alternative, but that is nonetheless geographically relatively far away.

These customers would be willing to except slightly higher prices in return for

having a provider in their immediate vicinity and it exactly this which firms in our

model take advantage of initially in their price-setting and investment decisions.

Firms locate new facilities near the households with the lowest levels of utility.

This, combined with a lack of intense competition from other suppliers in the

region, leads to a situation in which the firm can raise prices without losing

significant sales to regional households. This explains the initial rise in markups

visible in Figs. 9 and 10. After the “clusters” of relatively unsatisfied households are

covered by the services of the firms, markups begin to sink as price competition

intensifies. Depending on the specific geographic constellation and placement of

firms and households, firms’markups sink until regional markets stabilize, resulting

in multiple regional monopolies of the retailers. This regionality inherent in the

long-run steady state of these model runs ensures that markups do not decrease to

zero. They stabilize at levels significantly above zero. That markups do not

decrease to zero for household electricity customers is exactly what we empirically

observe in the case of Germany (whereas markups are approximately zero for

industrial customers).

Figures 12, 13 and 14 show the results for the same values of varying φ for the

case in which households are more easily considered to be dissatisfied with their

current provider. Instead of the previously applied value of U0¼ 150, we analyze

the case for U0¼ 100. As before, average maximum, average mean and average

minimum markups over time across all 50 Monte Carlo simulation runs are plotted.

Fig. 9 U0¼ 150, φ¼ 0.1
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The small dashed lines show the maximum markup and the minimum markup

among all the simulation runs at the respective simulation time step. The results for

U0¼ 100 exhibit a similar structure to those for U0¼ 150. As the markup curves

turn downward, we see that competition at the regional level does intensify as firms

spread out with their investments in new capacity across the map. In this case,

Fig. 10 U0¼ 150, φ¼ 0.4

Fig. 11 U0¼ 150, φ¼ 0.7
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however, the “price competition phase” sets in earlier, as firms are less able to

exploit households’ dissatisfaction with their initial regional providers. Firms

competition for local customers with lower markups embody the downward sloping

portion of the curves in Figs. 12, 13 and 14. The simulation results indicate robustly

that, dependent on the value that households place on the product in general

Fig. 12 U0¼ 100, φ¼ 0.1

Fig. 13 U0¼ 100, φ¼ 0.4
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(the intercept of their utility function, U0), firms are exposed to more or less price

pressure through regional competition. A similar effect occurs for variation in the

weight that households place directly on regionality in their decisions.

5 Conclusion

This chapter is a report on first steps and first results from the application of a new

agent-based simulation model to understand the dynamics of liberalized electricity

markets. The model incorporates both geographic and sociological components of

free competition for customers among electricity retailers. We reviewed the histor-

ical development of markups in the prices of electricity firms in Germany since

market liberalization in 1998, and showed that lower markups have been passed on

to industrial customers while household electricity customers have not seen the

same decrease in prices (despite identical wholesale costs for both customers

groups). We showed in a series of Monte Carlo studies that the dynamics in the

level of markups set by the simulated electricity retailers varied over time and that,

depending on customer preferences for regionality, markups could (1) increase

despite intensified competition and (2) that they converge, in the long term, to a

lower bound significantly greater than zero.

Due to world-wide moves to liberalize electricity markets (including China and

other emerging economies) it is critical that the social effects on the nature of

liberalized competition be thoroughly analyzed. In further work, we will investigate

the effect of further heterogeneity in the regional preferences of households on the

Fig. 14 U0¼ 100, φ¼ 0.7
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development of economic indicators and the effect that renewable energies (and

renewable energy policies) have on the model outcomes. Energy policy also creates

challenges at the municipal level, and we therefore also expect insights from the

analysis of different types of electricity firms’ behaviors in this agent-based frame-

work (e.g., public vs. private, regional vs. national, etc.) to prove valuable to policy

makers and stakeholders at both national, international and regional levels.
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Supraregional Relationships and Technology

Development. A Spatial Agent-Based Model

Study

Ben Vermeulen and Andreas Pyka

Abstract Over the last couple of decades, firms increasingly acquire locally

unavailable inputs in other regions, and are increasingly engaged in research

collaboration with firms across the world. In this chapter, we propose and use a

spatial agent-based model to study the significance of supraregional relationships

on technological progress, in general, and on the emergence of core-periphery

structures in particular. We propose a novel ‘artifact-transformation’ model for

technology development and have agents (1) construct artifacts using inputs possi-

bly acquired elsewhere and (2) search for transformations to produce these artifacts,

possibly in collaboration with other agents. We find that core-periphery structures

emerge mostly for certain spatial layouts of regions and if relationships are not

completely global while there are many technological cross-links. Moreover, we

find that if there are few technological cross-links, supraregional relationships

hardly contribute to technological progress and only a weak core-periphery struc-

ture emerges at best. We also find that technological progress ultimately levels off

in all circumstances.

1 Introduction

Over the last couple of decades, the world has experienced increasing rates of

innovation, shortening of product life cycles, and further globalization of produc-

tion and innovation activities. To make advanced products, firms buy locally

unavailable inputs and resources on global markets. To realize path-breaking

innovations, firms access technological capabilities and knowledge not available

in the region (Rallet and Torre 1999; Bathelt et al. 2004). In spite of this globali-

zation, a core-periphery structure of regions may emerge, in which technology is

persistently most advanced and complex in core regions (cf. Krugman 1991). The
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core-periphery structure may be much stronger for industries with high-tech,

complex technologies than for low-tech, modular technologies or rather the other

way around (cf. Br€ulhart 2001). Moreover, the significance of being able to

collaborate with researchers in other regions and active in other disciplines for

technological progress depends on the structure of the technology in the industry

(cf. Asheim et al. 2011). After all, if one develops new technology that requires

diverse sources of technological knowledge, access to more regions and more

sources becomes crucial.

In this chapter, we conduct an agent-based model simulation study on the effect

of (the extent of) supraregional collaboration of firms in production and innovation

(in conjunction) on technological progress.1 The contention is that, while the

products produced may become more advanced and more complex with an increase

in the distance over which research collaboration and input and resource acquisition

is possible, the extent of this positive effect depends on both the structure of the

technology and the spatial layout of regions over the world. To study the effect of

the structure of the technology, we propose a novel operational ‘artifact-transfor-
mation’model2 of technology development based on the “bill-of-material” concept

in operations management. Operations management perceives an artifact as

manufactured by a network of production units, where each production unit trans-

forms input artifacts (acquired ‘upstream’) through transformations into output

artifacts (delivered ‘downstream’). In our model, there are ‘firm agents’, and each

agent has a portfolio of transformations and searches for feasibly producible

artifacts by building a tree of transformations based on their input-output specifi-

cations. The availability of raw resources, transformations (residing with the

agents), and thereby the artifacts producible (whenever inputs are available) may

differ from region to region. In producing a particular artifact, agents may need to

acquire input artifacts or raw resources in another region. The range of artifacts that

can be produced is hence limited by the inputs that can be acquired, and hence by

the regions that can be accessed. Moreover, developing a technologically new

artifact requires a (new) transformation of a particular (new) combination of

input artifacts, whereby either the transformation or the combination of inputs

is new.

1With ‘technology’, we mean both production capabilities and the products produced with these

production capabilities. With ‘production’, we mean the construction of products out of input

products or resources using production capabilities. With ‘technology development’, we mean the

activities in discovering new production options and thus allowing producing more advanced and

more complex products. There is technological progress if production options and manufactured

products become more advanced and/or more complex. A product is a hierarchical tree of input

products, where each input is itself produced by a transformation of lower level inputs or raw

resources.
2We use the terms ‘artifacts’ and ‘transformations’ in the operational model as the operationally

defined counterparts of ‘products’ and ‘production capabilities’.
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In this work, we assume that there is a ‘transformation blueprint’, which is a

fixed, universal directed graph that operationally defines how advanced transfor-

mations depend on more primitive ones. We assume that each new transformation

is either (1) a more advanced application of a more primitive transformation

(e.g. ‘heating’ is the ancestor of ‘smelting’) or (2) a merger of two primitive

transformations (e.g. ‘boiling’ is a combination of ‘containing fluid’ and ‘heating’,
and ‘metal casting’ is a combination of ‘smelting ore’ and ‘mold making’). More-

over, in each of such a merger, the two transformations merged can be technolog-

ically strongly related by building upon the same ancestors (‘conservative’
merging) or come from technologically diverse sources by building upon different

ancestors (‘progressive’ merging). The blueprint of transformations is defined by,

firstly, the extent of splitting versus merging and, secondly, the extent of conser-

vative versus progressive merging. Moreover, each transformation ‘node’ in the

blueprint defines which input artifacts are converted in which output artifact. The

transformation blueprint and input-output specifications of the transformations

specify the technology structure. This technology structure is a moderating exper-

imental variable in our simulation study.

In our spatial agent-based model, we assume that agents follow a particular

transformation search heuristic to discover advanced transformations in this blue-

print to use them in artifact construction. As this ‘unlocking’ of transformations

may require combining existing, more primitive transformations, it may be sensible

for agents to pool their transformations to inspect more combinations. As agents are

spread over multiple regions, whether or not the agents can conduct collaboration in

research with or acquire inputs from agents in other regions is expected to affect

technological progress. The operational technology development model is used to

study the effects of the distances over which research collaboration and input

acquisition is possible on technological progress for differently structured technol-

ogy blueprints. Moreover, we conduct simulations for several stylized ‘worlds’ of
spatial configurations of regions.

In the following section, we provide the theoretical background with an empha-

sis on technology development models. This is followed by a section with the

in-depth operationalization of the technology development model (and notably the

generation of the blueprint and the search heuristics). We then provide a section

with an operational definition of the spatial agent-based simulation model. This is

followed by a section with an overview and discussion of simulation results. The

last section provides conclusions.

2 Theory

Here we discuss technology development models available in literature and

(hypotheses on) the relationship of supraregional research collaboration and input

acquisition with technological progress in regions.
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2.1 Technology Development Models

To use an agent-based model to study the effects of supraregional relationships on

technological progress, one requires a model of technology development. In the

economics of technological change, there is a small body of literature that provides

fundamental, operational models of technology development. In general, in the

models discussed here, technology is perceived as a collection of elements and the

technology’s feasibility or fitness depends on how these elements are structured

(e.g. ordered). In these models, there is a search heuristic changing (1) the set of

elements to be combined, or (2) the structure of these elements. In Padgett

et al. (2003), a technology is modeled as a series of elements (chemical processes),

where the technology is feasible whenever a combination of these elements has a

particular order (the chemical processes form a ‘hypercycle’). Technology search

concerns randomly combining given elements. In Korhonen and Kasmire (2013), a

technology is a series of elements (numbers) that are interconnected by transfor-

mations (arithmetic operators). Technology is feasible if the arithmetic outcome

meets a predefined number. Technology search concerns finding a combination of

elements and transformations. In Arthur and Polak (2006), a technology is

constructed by trial-and-error combination of elements (logical circuits) into a

system that is feasible if it meets a certain predefined outcome (logical input-

output requirement). In search, previously discovered systems can be used as

building blocks. In Frenken and Nuvolari (2003), the technological structure is

given, but each element may have two or more options, each with an own fitness

contribution that also depends on the options chosen for the other elements.

Technology search concerns finding the most ‘fit’ combination of options. In

Gilbert et al. (2001), technology is a combination of elements (units of technolog-

ical knowledge) drawn from an agent’s subset of the universe of elements. Each

combination has a certain (product payoff). Technology search concerns finding

higher payoff by (1) changing the subset and (2) changing the combination. In

Silverberg and Verspagen (2005), technologies are cells on a cylinder and they are

feasible only when they are adjacent to at least one feasible technology or the

bottom of the cylinder. Technology search concerns ‘discovering’ and possibly

making feasible of new cells. In Morone and Taylor (2010), technologies are nodes

in a predefined, fixed directed graph. While technologies can be discovered by

randomly traversing the graph, they become feasible only when all of the ‘ances-
tors’ are discovered and feasible.

As we study the role of both research collaboration and input acquisition, we

need to disaggregate the conception of technology. For this, we turn to the field of

Operations Management, in which firms work with a Manufacturing Bill-of-Mate-

rial (MBOM). Such a bill-of-material is the ‘recipe’ that specifies (1) the inputs,

intermediate products, and raw resources required to make an output product, and

(2) all operations and the sequence of manufacturing steps to transform input,

intermediate products, and raw resources into one or multiple output products. In

our model, we disaggregate the technology search space by discerning search for
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concrete artifacts and search for transformations (‘means’) required to produce

those artifact. Chie and Chen (2013) also model products as a bimodal tree of

transformations and artifacts.

Some of the technology development models have explicit ‘economic agents’
(e.g. firms) that perform the search. Since technical elements are combined into

technology in these models, collaboration is (or: may be) modeled by having agents

contribute a subset of elements to that jointly created technology. An additional

benefit is (or: may be) that agents thus obtain technical elements from collaborators

(Gilbert et al. 2001; Morone and Taylor 2010). On top of this, Morone and Taylor

(2010) provide a technology development model with a spatial dimension in the

sense that agents only exchange technological elements when they are located close

to each other. In our model, firm agents within reach of each other may collaborate

in two ways: by providing input artifacts to be used by other agents and by

combining transformations to ‘unlock’ new transformations. Both will be explained

in great detail later.

2.2 Hypotheses on Supraregional Relationships
and Technological Progress

In producing products, firms are part of production networks in which downstream

firms purchase input components and resources from upstream firms. Given the

abilities of modern transportation and communication technologies, firms may buy

products from or sell products to firms in other regions. As such, the production

networks may also span multiple regions (Whitford and Potter; 2007). Whether a

firm does or does not have access to particular inputs or raw resources inevitably

determines the products it can make and sell. The more inputs are required for the

production of a product, the more likely it is that these inputs cannot only be

acquired within the region. Hence, if firms can acquire inputs from firms in others

region, the feasible products are in expectation more complex and more advanced.

In researching and developing the production of these artifacts (by gathering

technological knowledge and creating capabilities), firms may collaborate with

other firms. Regional recombination of technological knowledge is an efficient

way to exploit technology, but sooner or later exhausts the regional innovation

potential. To realize path-breaking innovations, firms may need ‘pipelines’ to firms

in other regions to import technological knowledge which is alien to the region

(Rallet and Torre 1999; Bathelt et al. 2004). If more or more diverse knowledge is

required for an innovation (in our case, new production technology), the more likely

it is that innovation collaboration is required. We thus expect that if required

knowledge is more diverse, that the rate of transformation discovery increases if

firms are able to collaborate across regional boundaries. Moreover, we expect that
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this also enhances technological progress in terms of the complexity and

advancedness of artifacts produced.

3 Technology Development Model

Each artifact (products, components, etc.) is constructed by transforming (produc-

tion capabilities, requiring physical activities, skills, know-how, etc.) other artifacts

or raw resources, see Fig. 1. We assume that all the transformations form an innate,

universal, directed graph of transformations. The idea is that mankind has to master

certain primitive transformations that it uses to bootstrap into mastering more

advanced transformations. Mankind thus gradually develops a broader and more

sophisticated portfolio of tools and production processes (see e.g. Childe 2003;

Basalla 1988). An example of relationships in the transformation blueprint is how

the concepts ‘controlling fire’ and ‘containing liquid’ unlock the transformation

‘boiling’. The more transformations mankind has mastered, the more artifacts it can

produce and the more combinations of transformations it can make to unlock yet

new transformations.

The real-world transformation blueprint is highly complex and only gradually

discovered (see e.g. Childe 2003). Here, we operationally define a highly stylized

transformation blueprint to be used in our agent-based model. We assume that the

blueprint starts with several root transformations at what we call tier t¼ 0 and that it

extends indefinitely to more advanced transformations. Much like a phylogenetic

network,3 each transformation either (1) splits into two new, more advanced trans-

formations, or (2) merges with another transformation into one new, more advanced

transformation. We assume that, with probability p, a transformation at tier t – 1
splits into two transformations at tier t, while, with probability 1 – p, a transforma-

tion τ at tier t – 1 is merged with a second transformation τ0 at a tier� t – 1 into one

transformation at tier t. A second parameter q defines where this second transfor-

mation comes from. Let Ω(τ) be the set of all transformations that are ancestors of

transformation τ. With probability q, the second transformation τ0 is uniform

randomly drawn from the set Ω(τ), which we dub ‘conservative’ accumulation.

With probability q – 1, the second transformation τ0 is drawn uniform randomly

from all transformations at tiers� tminusΩ(τ), i.e. all eligible transformations that

are not ancestors of τ, which we dub ‘progressive’ accumulation. Figures 2, 3, and 4

contain plots of transformation blueprints for p¼ 0, q¼ 0, p¼ 0, q¼ 1, and p¼ 1,

q¼ 0 respectively, generated from tier 0 through to tier 6. Note that for p¼ 1.0,

there is no merging, so the blueprint does not change with changes in q.

3A phylogenetic network evolves due to phylesis (extension), speciation (splitting) and reticula-

tion (merging) of species.
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The blueprint only defines how transformations relate to one another, it does not

specify what the transformation does: convert two input artifacts into a unique

output artifact of higher advancedness. In this work, transformations at tier t E {0,
1, . . . } take two uniform randomly drawn inputs of advancedness t and produce a

unique output of advancedness t+ 1, both in case of a split and a merger.

Although we provide the actual agents’ heuristics for searching for transforma-

tions and constructing artifacts in the next section, there are different variants

conceivable. However, each variant of these search heuristics has to meet the

following requirements. Firstly, the process of unlocking advanced transformations

necessarily starts with the most primitive transformations (i.e. those at t¼ 0).

Agents hence either have to start with a non-empty repository or be able to build

a repository of these most primitive transformations. As transformations may split

or merge, agents need to be able to investigate whether a transformation in its

repository singularly splits into two new transformations (‘splitting’) or whether

Fig. 1 Each artifact (circle) is the output of a transformation (square) applied to input artifacts.

The artifacts at the bottom tier are raw resources. Each artifact is defined by its bipartite tree of

transformations and input artifacts/ raw resources

Fig. 4 p¼ 1.0, q¼ 0.0Fig. 3 p¼ 0.0, q¼ 1.0Fig. 2 p¼ 0.0, q¼ 0.0
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two transformations combine into a new transformation (‘merging’). As we will see
in the next section, we allow agents within reach of each other to pool their

respective transformation repositories.

Moreover, a particular artifact can only be produced by an agent if, firstly, this

agent has mastered a transformation producing it and, secondly, the necessary input

artifacts are available. These input artifacts may be raw resources—and we assume

these are inexhaustible and freely available—or yet other artifacts that need to be

produced from yet other inputs or raw resources.

4 Spatial Agent-Based Model

In the agent-based simulation model, there are R regions and M raw resources that

are (for the moment) ubiquitously available in all regions. In the present setup, each

region hosts only one firm agent. Each firm agent has (1) a transformation repos-

itory, and (2) an artifact portfolio. Each agent starts with its own unique primitive

transformation, whereby this transformation processes a uniform random combi-

nation of two raw resources. Each period of the simulation consists of two stages. In

the first stage, all agents conduct transformation search. In the second stage, all

agents seek to construct artifacts.

4.1 Search Heuristics

Each agent has two search heuristics: (1) to construct an artifact, and (2) to ‘unlock’
more advanced transformations.

The artifact search heuristic starts from the most advanced transformation(s) in

the agent’s transformation repository. A transformation that is inspected is feasible

if each of the inputs required for that transformation are available. Operationally,

the artifact construction heuristic recursively builds a tree of transformations,

whereby less advanced transformations produce the input needed for more

advanced transformations. Whenever a certain input is not available, e.g. it is not

produced or it cannot be acquired (because the region of production is out of reach,

for instance), the particular transformation is dismissed. If none of the transforma-

tions in the repository of a certain level of advancement is feasible, the agent

continues with trying to construct artifacts using transformations that are one step

less advanced, and so on. Once the agent has found the first artifact that is feasible,

it will try to construct artifacts of similar level of advancedness and then stop. As

such, an agent ends up with a portfolio of feasible products of the highest possible

advancedness. An agent can acquire artifacts from agents in regions not further

away than m regions away (i.e. at distance m regions at most). Consequently, an

agent can use all the transformations owned by firms in those regions in trying to

construct artifacts.
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The transformation search heuristic selects, with probability p, ‘splitting search’
to investigate whether a single transformation splits into two, and with probability

1 – p, ‘merging search’ to investigate whether two transformations can be combined

into a new one. In ‘merging search’, the agent picks the first transformation

(uniform randomly) from its own transformation repository and then, with proba-

bility q, from the transformation repository from a (uniform randomly) selected

firm within distance n> 0 and, with probability 1 – q, again from its own repository.

In this work, we hence assume that agents know the underlying merging-splitting

probability p and the progressive-conservative probability q. Whenever an agent

conducts splitting search on a transformation that actually also splits in the blue-

print, it will discover the two new transformations in the blueprint. Whenever an

agent conducts merging search on two transformations that are actually also merged

in the blueprint, it will discover that one new transformation. Note that, with

probability (1 – p) q, two agents combine transformations to try to ‘unlock’ a

merged transformation in the blueprint. If they collaboratively ‘unlock’ one, both
agents add the discovered transformation to their repository.

We assume that an agent does not seek to develop futuristic transformations,

i.e. transformations that are more advanced than its most advanced artifact. We also

assume that agents have a memory of which transformations they have tried to split

and merge. So, in splitting transformation search, the agent will uniform randomly

draw from not yet inspected, “non-futuristic” transformations. If it has tried to split

all the non-futuristic transformations in its repository, it will conduct merging

research regardless of the merging-splitting probability p. In merging search, the

agent will randomly draw two unique, non-futuristic transformations that have not

yet been inspected together.

4.2 Cellular World of Regions

Both the input artifact and transformation search are spatially confined: artifacts can

only be acquired of firms at most m regions away, and collaboration for transfor-

mation discovery can only be done with agents at most n regions away. We model

the geographical world as a two-dimensional space composed of hexagonal cells,

where each cell is either ‘sea’ or ‘land’. The land cells are the regions. In the present
setup, each agent is located in a single land cell and can transport artifacts only over

land cells and can only collaborate in research to unlock transformations with

agents that can be reached over land cells. The land cells can now be spatially

configured in different ways, e.g. a string of cells each with only one or two

neighbors, a cluster of cells, or a circle of cells each with two neighbors, see Fig. 5.
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5 Simulation Results

We run the simulation model for four different experimental blueprint settings

(p¼ 0.2, 0.8; q¼ 0.2, 0.8), i.e. four extreme scenarios in a contingency table of

high-merging-low-splitting (p¼ 0.2) and low-merging-high-splitting (p¼ 0.8) ver-

sus high-progressive-low-conservative merging (q¼ 0.2) and low-progressive-

high-conservative merging (q¼ 0.8).

We study the effect of these differently structured transformation blueprints in

several spatial configurations of regions: a circle, a string, and a cluster (see Fig. 5).

We run 50 cases per scenario and, per region, we compute the average complexity

of artifacts produced and determine the complexity in the 95%, 50% (median) and

5%-percentile case. In the present work, the complexity of an artifact is the number

of tiers in the artifact tree. Figure 6 illustrates how an artifact of advancedness t¼ 4

is constructed by using transformation that uses two inputs of advancedness 3, each

taking two inputs of advancedness 2, etc., until at the but-one-lowest tier each eight

artifacts takes two raw resources. In this case the depth of the tree and thereby the

complexity is 5.

5.1 Emergence of a Core-Periphery Structure of Regions

Over the course of a simulation run, there is, in general, an increase in the

complexity of the artifacts that are produced in a region. Moreover, in general,

the average, minimum, and maximum complexity of artifacts also increase if there

is an increase in either the maximum distance m over which artifacts can be

transported or in the maximum distance n over which research collaboration is

possible. However, there may be strong regional differences in the artifact com-

plexity depending on the positions of regions in the spatial configuration. Notably, a

core-periphery structure may emerge in which core regions have high complexity,

while peripheral regions have low complexity. Whether such a core-periphery

structure emerges or not depends also on the spatial layout of regions. Moreover,

Fig. 5 Examples of the various configurations of cells, notably a circle, a string and a cluster, each

consisting of six cells
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we find that also the (strength of the) effect of distances m and n is moderated by the

spatial layout.

Firstly, whenever the spatial layout of regions takes the form of a circle, there

may be regional differences in individual cases (e.g. in a particular simulation

instance, firms in one region may produce rather complex artifacts while, in other

regions, firms produce rather primitive artifacts), but over 50 different seeds, there

is no structural difference.

Secondly, in a cluster layout, there are regional differences in technological

performance (i.e. in advancedness of transformations and complexity of artifacts)

discovered, but only for low maximum artifact transportation distance m� 1. As

soon asm is higher, the complexity in all regions is about the same. Table 1 contains

plots of the spatial layout with in each region indicated the average complexity over

50 runs (and 5% and 95%-percentiles between square brackets) of the most

advanced artifact feasible after T¼ 600 periods. In Fig. 7, we see that the core

region has relatively high average artifact complexity. For m¼ 1, the central region

has access to artifacts (used as inputs) in all regions, but the peripheral regions have

access to artifacts provided in only a subset of regions. Whenever agents can

acquire input at distance m¼ 2, the peripheral regions also have access to input

artifacts in all regions and the average complexity is about the same as that of the

core region. The artifacts in the periphery regions become substantially more

complex and the core-periphery structure vanishes. This is explained from the

fact that whenever firms fail to produce artifacts of a complexity higher than

t due to absence of particular inputs, they will focus on innovations in transforma-

tions with an advancedness of t – 1 and lower, but not higher. So, the rationale

behind the effect of m is that by increasing the distance over which inputs can be

acquired, artifact complexity goes up (in expectation). In fact, this effect on

technological progress is amplified as firms subsequently also engage in search

for more advanced transformations (in turn providing more advanced artifacts,

potentially). In fact, for low m� 1, the maximum distance n over which firms

collaborate in innovation has little effect on the artifact complexity. It is further

observed that primarily the q¼ 0.2 case in which n does have (a moderate) effect on

the artifact complexity, caused by the extensive progressive cross-linking in the

Fig. 6 Example of an artifact of complexity 5
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transformation blueprint. In Table 1, we have plotted the cases for, p¼ 0.8 and

q¼ 0.8, however, for all four combinations of p¼ 0.2, 0.8 and q¼ 0.2, 0.8, a similar

core-periphery structure emerges (although slightly less polarized, particularly for

lower p) and similarly vanishes with an increase in m.
Thirdly, there is a particularly strong core-periphery structure in case of a string

layout (in which four regions have only two neighbors and the two regions on either

ends of the string have only one neighbor). Table 2 contains plots of the spatial

layout with in each region indicated the average complexity over 50 runs (and 5%

and 95%-percentiles between square brackets) of the most advanced artifact

feasible after T¼ 600 periods. In line with intuition, the middle two regions have

the highest complexity (and hence advancedness) and the two region at either ends

the lowest, in general. However, this core-periphery emerges nor for low, nor for

high n, m, but is rather particularly strong when the distances n, m are somewhat in

the middle. So, the discrepancy between the highest and the lowest level of artifact

complexity in the various regions (a measure of how strong the core-periphery

phenomenon is present) follows an inverted-U shape. The reason is that the

maximum difference in the number of regions that can be accessed is then highest:

when n, m¼ 2 (n, m¼ 5), a firm in the middle region can access four (five) other

regions, while a firm in an end region can access two (five) other regions, with the

difference two (zero).

Apart from the spatial layout of regions and distances n, m, also the technolog-

ical structure defined by p and q affects the emerging levels of artifact complexity in

the various regions. Whenever the transformation blueprint is conservative (q is

high), i.e. transformations primarily extend transformations that are already ances-

tors, combining transformations within the regions will already unlock more

advanced transformations and thereby allow production of relatively complex

artifacts. So, whenever q is high, artifact complexity in the region is relatively

high and collaboration in innovation across regional boundaries has relatively little

impact. Simulation results confirm this robustly for each spatial layout of regions.

Moreover, whenever p is relatively high, many transformations in the blueprint

split into two more advanced transformations, whereby each of these two trans-

formations, say at tier t, takes two inputs that are the outputs of two uniformly

drawn transformations at tier t – 1. In case of a split, one primitive transformation

gives rise to two options to create an artifact of higher advancedness. Consequently,

whenever there is more splitting, artifact complexity is expected to be higher.

Simulation results confirm this robustly for each spatial layout of regions. Access

to more potential inputs (i.e. a higher m) increases artifact complexity, particularly

when there is more splitting.

5.2 Leveling Off of Technological Progress

In the simulation results, we observe that, over time, the increase in advancedness

and complexity of artifacts produced levels off. This is so regardless of the distance
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over which artifact acquisition and research collaboration is possible and also

regardless of the spatial layout of regions in the world. This ‘leveling off’ has two
causes. Firstly, a leveling off is due to the fact that the merged transformations in

the blueprint become increasingly hard to discover. This is despite the fact that the

agents have a perfect memory of which combinations of transformations they have

tested. So, the slowing down of transformation discovery is not due to ‘double
testing’. The reason is that the probability of finding a unique, particular pair of

transformations converges to zero quickly if that set grows exponentially. As such,

whole branches in the blueprint may remain undiscovered for a long period of time.

Moreover, for low to moderate splitting probability p (so, a considerable amount of

merging takes place in the blueprint), a decrease in q (so, transformations in the

blueprint that are mergers, are more often mergers of transformations that have no

ancestors in common) in fact exacerbates this slowing down.

Secondly, a leveling off is due to the fact that whenever (an) input(s) cannot be

found for the most advanced transformation in the repository, the agent’s transfor-
mation search starts at a lower level of advancedness. That is, basically, the agent

concentrates on unlocking transformations that produce that (those) input

(s) artifact. Simulation runs in which we allowed agents to also search for ‘futur-
istic’ transformations revealed that regions get only a slightly higher artifact

complexity. Plotting the discovered transformation blueprint over time reveals

that generally only particular ‘futuristic’ branches of transformations are unlocked.

These transformations are so ahead of artifact progress that there are no inputs

available for these transformations, so these futuristic transformations are rarely

used or only after a long period of time. Moreover, transformations in such a

futuristic branch are often merged with transformations not yet discovered,

whereby search becomes more inefficient as also further unlocking stifles. While

there may be arguments to favor futuristic search, e.g. to enable an ‘avalanche’ of
artifact developments in the future (see Silverberg and Verspagen 2005), the

exponential increase in the number of possible combinations of transformations

still has technological progress level off.

5.3 Effect of Knowledge Codification

The spatial ABM simulation can also be used to study the effect of knowledge

codification by comparing the simulation results for different distances over which

transformation research collaboration is still possible. Say, for low n, knowledge is
tacit, while for high n, knowledge is codified. In Fig. 15, we provide plots of

complexity over time in a region at the end of a string configuration. We run the

simulation for 50 different seeds and plot the 95%, 50% (median) and 5%

percentiles (thin lines) and the average complexity (thick line) in that region. In

the top row, there is only research collaboration within each of the regions (n¼ 0),

while in the bottom row, there is global collaboration of agents (which is the case

for n> 4 in the string configuration). In both cases, agents can acquire artifacts
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globally (which is the case for m> 4 in the string configuration). We see that

whenever transformations are more often mergers ( p lower) and then mergers of

more diverse transformations (q lower, so more ‘progressive’ merging), the com-

plexity of constructed artifacts is generally lower. However, with lower p and lower
q, the effect of an increase in codification (the maximum research collaboration

distance n) is particularly strong.

6 Conclusion

In this chapter, we have conducted a spatial agent-based model simulation study on

the effects of the distance over which agents can acquire inputs and collaborate in

research (in conjunction) on technological progress in the various regions, both for

different technological structures and for different spatial layouts of regions. The

idea is that being able to acquire products (input artifact) from firms in other regions

as well as being able to collaborate with firms in other regions in discovering new

production technologies (in unlocking new transformations) allows firms to make

more advanced and more complex products, thus also making regions technolog-

ically more developed. The hypotheses that we have formulated appeared to be

relatively unsophisticated, as the simulation outcomes are more subtle. We have

shown that the extent to which collaboration boosts technological progress greatly

depends on both the structure of the technology (and notably the innate transfor-

mation blueprint defined by our model parameters p and q), the spatial layout of the

p = 0.2, q = 0.2, n = 0 p = 0.2, q = 0.8, n = 0 p = 0.8, q = 0.2, n = 0 p = 0.8, q = 0.8, n = 0

p = 0.2, q = 0.2, n = 5 p = 0.2, q = 0.8, n = 5 p = 0.8, q = 0.2, n = 5 p = 0.8, q = 0.8, n = 5
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Fig. 15 Development of complexity in a region at the end of a string for increasing maximum

innovation collaboration distance (for global production collaboration m). The thin lines are the

5%, median and 95% complexity percentiles, the thick line is the average complexity
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regions in the world (defined by the spatial configuration of the cells), and whether

or not these regions can be reached (defined by our model parameters m and n).
In line with findings in the economic geography of innovation, we find that

whenever firms in a particular region are able to collaborate with firms in other

regions, they discover more advanced production technology (transformations) in

R&D and also succeed in producing more complex and advanced products (arti-

facts). However, our simulation results provide more refined insights. We find that

there is a strong tendency for a core-periphery regional structure to emerge in which

core regions develop advanced and complex products, while surrounding peripheral

regions develop relatively backward and simple products. However, for clusters of

regions, this core-periphery structure vanishes as soon as the geographical scope of

collaboration is non-trivial. For strings of regions, though, this core-periphery

structure first becomes increasingly pronounced and then levels off with an increase

in collaboration distance. Moreover, we see that this core-periphery effect is

stronger whenever production technologies are ‘fusions’ of primitive production

technologies (more merging in the transformation blueprint, p is low) and partic-

ularly whenever these ‘fused’ production technologies are technological relatively

unrelated (the merging of transformations is progressive, q is low). Whenever

production technologies primarily extend ideas already enclosed in more primitive

related production technologies (the transformation blueprint is conservative, q is

high), both products and production technologies can already quickly advance to

high levels, such that being able to collaborate in research across regional bound-

aries has relatively little impact.

In real-world cases, it is however quite hard to tell ex ante whether a particular

technological knowledge base can be furthered by cross-fertilization with other

knowledge bases, let alone how much technological development in specialized

regions would benefit from collaboration with firms in other regions. However, one

can tell whether old production technologies are often extended singularly in new,

more advanced production technology (transformations in the blueprint split often,

p is high and q has little effect). In that particular case, innovation and production

networks need not extend beyond the regional boundaries to boost production

(transformation) and product (artifact) advancedness. We find that particularly

whenever there is a lot of merging of technologically relatively unrelated produc-

tion technology ( p is low and q is low), being able to collaborate in innovation over
greater distances has a strong effect on the technological progress in terms of

complexity. So, whenever the technological structure has such properties, firms

should codify technological knowledge or—alternatively—facilitate R&D repre-

sentatives to meet each other face-to-face for cross-fertilization of knowledge more

often.

Ultimately, we also found that technological progress ultimately levels off in all

circumstances. While an increase in the distance over which collaboration is

possible boosts both the advancedness of the production capabilities and the

complexity and advancedness of the products produced, technological progress

tapers nonetheless.
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Innovation Networks to Cope

with the Geographical Distribution

of Technological Knowledge. An Empirically

Calibrated Spatial Agent-Based Model Study

Ben Vermeulen

Abstract Over the last decades, research and development of technology has

become a collaborative activity of firms creating new by combining existing

knowledge. In stimulating technology development, the European Commission

pursues ‘smart specialization of regions’ and thus creates a patchwork of regions

in which firms collaboratively extend local, technologically specialized knowledge

bases. However, creating genuinely path-breaking technological knowledge often

requires combining knowledge from different sectors, possibly found in different

regions. In this chapter, a fundamental spatial agent-based model is used to study

which network structures are conducive to technological knowledge development

given a particular geographical distribution and structure of technological knowledge.

Unlike the technology discovery models found in literature, which predominantly use

a highly simplified technology structure being searched, the model in this chapter is

empirically calibrated to the structural features of the OECD patent database. Ulti-

mately, it is concluded that technological knowledge progresses faster and becomes

more advanced under regional diversification and does so for a wider variety of

network structures. Smart specialization requires a smart or complete network with

a high number of ties to attain a similar level of technological knowledge progress.

1 Introduction

As new technology comes about by combining existing technological knowledge

(cf. Arthur 2009), firms seek to bring together a potentially innovative combination

of technological knowledge. Given the dynamic efficiency and combinatorial

advantages of interfirm collaboration (cf. Grant and Baden-Fuller 1995), research

and development of technology has changed from an in-house activity to a
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collaborative activity conducted by a dynamic network of specialized firms, par-

ticularly over the last couple of decades (cf. Hagedoorn 2002). Given the efficiency

of face-to-face communication of tacit knowledge and the absorbing knowledge

spillovers (the primary Marshallian agglomeration externality), co-location of firms

active in the same industry will spur incremental innovation (cf. Maskell and

Malmberg 1999a, b; Audretsch and Feldman 1996). Co-location of specialized

suppliers and skilled labor enhances the products produced, allows reaping scale

and scope economies, and has the region develop competitive advantages vis-a-vis

regions with rivaling firms (cf. Glaeser et al. 1992). To exploit these Marshall-

Arrow-Romer externalities, the European Commission adopted the ‘smart special-

ization’ regional development policy. Hereby, policy interventions prioritize tech-

nological development in particular sectors (Foray et al. 2011), thus deliberately

creating a patchwork of complementary, specialized regions. However, by follow-

ing rationales of existing technological knowledge, change occurs along technology

trajectories (Dosi 1982). New combinations of ‘related varieties’ of technological
knowledge consolidate the current technological trajectory, where trajectory-

breaking, radical technological change is likely to need combination of previously

unrelated technological knowledge (cf. Castaldi et al. 2015). So, in specialized

regions, firms may not find the technological knowledge required to break away

from the existing trajectory, which causes stifling of regional economic growth

(cf. Hassink 2005; Martin and Sunley 2006). To prevent firms in a technologically

specialized region from getting technologically locked in, firms should be able to

establish cross-regional pipelines and acquire alien technological knowledge

located in other regions (Bathelt et al. 2004). Alternatively, whenever a region

hosts firms from different industries, i.e. boasts a diverse knowledge base, firms

may find collaboration partners to create breakthrough technology within the region

itself. As such, there are positive externalities of technological diversity in the

region (Jacobs 1969). In contrast to the ‘smart specialization’ perspective on

regional innovation policy, the ‘regional resilience’ perspective argues that multi-

industrial knowledge diversity should be maintained (cf. Bristow 2010; Menzel and

Fornahl 2010) to allow industries to ‘branch’ into new technological paths rather

than getting into technological lock-in (Asheim et al. 2011; Boschma 2011).

In literature, the extent to which Marshall-Arrow-Romer externalities of spe-

cialization or rather Jacobs externalities of diversity matter depends on the type of

industry (Paci and Usai 2000), type of firms (Van der Panne 2004), and phase of

industry evolution (Neffke et al. 2011). In this work, the contention is that the

regional specialization versus diversification debate (and the associated policy

paradigms) sketched above cannot be settled without taking (1) the structure of

the (supra)regional innovation network and (2) the spatial distribution of techno-

logical knowledge over regions into the consideration. Firms need not be in

geographical proximity as long as they are in organizational proximity. Moreover,

the effect of collaboration with firms in other sectors and in other regions on

technological progress depends on structural features of the underlying technolog-

ical knowledge and the distribution of knowledge over regions. Preceding simula-

tion studies revealed how supraregional collaboration is predominantly significant
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if technological knowledge accumulation is ‘progressive’ (i.e. not building upon

own ancestors, which would be ‘conservative’), which is the case for some sectors

more than for others (see Vermeulen and Pyka 2014a, b). In these studies, however,

the technological structure is highly simplified such that conclusions have limited

external validity. In the study at hand, a ‘graph’ of technological knowledge is

generated on the fly, where this graph is empirically calibrated to structural features

of patent citations and IPC classifications1 of patents in the OECD PATSTAT

database. This knowledge ‘blueprint’ is then used in a revised version of the spatial
agent-based model used in Vermeulen and Pyka (2014b). In the spatial agent-based

model presented here, the world consists of sea and land regions where a (controlled

and fixed) number of firm agents resides in each land region. Each agent has a

particular technological specialization, is engaged in knowledge discovery, and has

a number of relationships with other agents with whom it can collaborate in

knowledge discovery. The specializations of the firm agents in each region as

well as the structure of the network are now varied and the changes in advancedness

as well as absolute ‘amount’ of knowledge discovered are studied.

In the following section, the technological knowledge discovery model is

explained, how the ‘knowledge blueprint’ is generated and calibrated to the patent

database. This is followed by a section with an operational definition of the spatial

agent-based simulation model and an explanation of the heuristics followed by

agents in searching and unlocking new parts of that knowledge blueprint. This is

followed by a section with an overview and discussion of simulation results. The

last section provides conclusions.

2 Technological Knowledge Discovery Model

To study how the network structure affects the discovery of technological knowl-

edge distributed over multiple regions, one needs a model of how technological

knowledge is structured and interrelated, and how technology is and can be

discovered in the first place. In many models of technology discovery, agents are

engaged in ‘landscape search’ moving from one particular point (technology) to

another (e.g. Silverberg and Verspagen 2005; Fagiolo and Dosi 2003; Frenken and

Nuvolari 2003). In other models, agents are engaged in combining ‘components’ to
realize a feasible product (e.g. Gilbert et al. 2001; Arthur and Polak 2006; Chie and

Chen 2013; Korhonen and Kasmire 2013; Padgett et al. 2003). In this work, agents

each have their particular repository of ‘knowledge units’ and are engaged in

1Patents are classified according the International Patent Classification (IPC) of the World

Intellectual Property Organization (WIPO). The IPC consists of eight sections (Section A:

Human Necessities. Section B: Performing operations; Transporting. Section C: Chemistry;

Metallurgy. Section D: Textiles; Paper. Section E: Fixed constructions. Section F: Mechanical

engineering; Lighting; Heating; Weapons; Blasting. Section G: Physics. Section H: Electricity.),

each divided into subsections further subdivided into classes, subclasses, and, finally, groups.
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discovering new, more advanced knowledge units by combining readily owned

units. A new unit of knowledge is ‘unlocked’ by finding the unique combination of

more primitive knowledge units that form its ancestors. The idea is that primitive

knowledge has to be acquired before more advanced knowledge can be understood.

An example of this is that man needs to know ‘how to control fire’ and ‘how to

contain liquid’ before it can learn how to ‘boil liquid’. The discovery of techno-

logical knowledge thus expands the technology search space non-convexly, where

viable technologies are connected in a directed graph.

We assume that there is a universal, fixed knowledge blueprint graph specifying

the ancestral relationships of knowledge units. Agents each have a selection of

these knowledge units and are engaged in combinatorial search to unlock more

knowledge units. In previous work, a stylized graph was used for the knowledge

blueprint, but in this work, the structural features of the graph of ‘knowledge units’
are empirically calibrated using the OECD PATSTAT database. Although techno-

logical search still remains genuinely uncertain (agents do not know which combi-

nation will unlock particular new knowledge), simulation results have an arguably

higher external validity when using technological relationships with a real-world

complexity than when using a highly stylized and simplified structure.

The cumulative, combinatorial structure of the knowledge blueprint is empiri-

cally calibrated by extracting structural properties from the OECD patent database.

After studying the distribution of the number of backward and forward citations, it

has been decided to use only the patents granted during the years 1988–1994 for

calibration. Starting with an earlier year would underestimate the number of cited

patents (‘input knowledge’) while ending with a later year would underestimate the

number of citing patents (‘output knowledge’).
The knowledge blueprint is arranged in ‘tiers’ (with years being the equivalent in

the patent database), whereby N0 is the total number of initial knowledge units.

Following the sections in the patent classification, the units in the knowledge blueprint

are divided into eight sections (see the eight IPC sectionsmentioned previously). After

generating tier 0, the knowledge blueprint can be algorithmically expanded as follows,

hereby taking into account the structural features of the patent database.

1. Generate the number Nt of knowledge units for tier t: Nt¼ (1 + ρ) N(t – 1), where ρ
is the period-on-period growth rate.

2. For each of these Nt units, draw the patent section x from the discrete, empirical

distribution Ω of the occurrence rate of sections in patents.

3. For each of Nt units, draw the number B of backward citations from the discrete,

empirical distribution Φ.
4. For each of the B citations, say from patent with section x, draw the section

y from the empirical distribution in the x-th row of matrix Π. Matrix Π is the

co-occurrence rate of the first section of a citing and the first section of the cited

patent.2 See the chord diagram in Fig. 1.

2Studies showed that this matrix is quite similar to the outcome if one aggregates over all IPC

sections in cited and citing patents.
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5. For each of the B citations, draw the period-lag from the discrete, empirical

distribution Θ of the lag (in number of periods) from cited and citing patent. See

the dark-shaded histogram in Fig. 2.

At the start of a simulation run, 15 tiers are generated, such that, given the

distribution Θ, new tiers are unlikely to add additional descendants (‘forward
citations’) to existing knowledge units. Moreover, as soon as search (described

later) unlocks knowledge units closer than ten tiers from the most advanced tier,

new tiers are generated, again with the reason that all descendants of primitive

Fig. 1 Chord diagram of

the first IPC sections of

citing and cited patents

Fig. 2 Histogram of year-

lag of citing to cited patent
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knowledge should be known. In generating a new tier, a growth rate of ρ¼ 0.15 is

used. The Nt¼ (1 + ρ) N(t – 1) knowledge units are now classified in one of the patent

sections by using the empirical distribution of Ω as plotted in Fig. 3. The empirical

distributionΦ of the number of backward citations of patents per first patent section

is plotted in Fig. 4. Given the similarity in the distributions for the various sections,

the citation data Φ is aggregated and approximated with a (fitted) Gamma distri-

bution with shape parameter α¼ 4.0 and rate parameter β¼ 1.25.

The matrix Π as extracted from the patent database is depicted in the chord

diagram in Fig. 1. Hereby, the width of the circle arc represents the fraction of

patents with a particular first section (see also the distribution Ω). Each of the

chords connects two circle arcs, indicating a relationship of two sections. The width

of a chord at a circle arc x connected to a circle arc y specifies the relative number of

patents with section x citing a patent with section y (i.e. Πxy).

Figure 2 contains the empirical distribution of the number of years between

citing and cited patents. Ignoring a short period between patent application and

grant during which there are no (or very few) backward citations, the number of

backward citations can be approximated within a few percent with Θ̂ Δð Þ ¼ g Δp

Fig. 3 Number of patents

by first classification in the

eight IPC sections

Fig. 4 Histogram of

normalized number of

backward citations by the

first IPC section
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with Δ the lag in number of periods, g¼ 12 and p¼ 3.2. While generating tier i¼ 1,

. . . of the knowledge blueprint, the lag Δ is drawn based on the discrete distribution

Θ̂ i� 1ð Þ, Θ̂ i� 2ð Þ, . . . , Θ̂ 0ð Þ. From the set of knowledge units in that section and

in that tier, a uniform random unit is drawn.

Figure 5 contains an illustration of a generated blueprint, here with only four

tiers.

3 Spatial Agent-Based Model

In the agent-based simulation model, there are r regions (‘land’ cells as opposed to

‘sea’ cells), m knowledge sections, n agents per region, and a bipartite matrix

assigning knowledge sections to agents (as their specialization). In the present

simulation study, each agent is specialized in only one of eight knowledge sections,

each associated with one of the eight patent IPC sections. Each firm starts with one

of the root knowledge units (i.e. one of the ‘nodes’ at the bottom in Fig. 5. In each

period of the simulation, each agent conducts knowledge search as described in

Sect. 3.2. There is no economic principle (e.g. a demand market) that rewards or

paces knowledge discovery. Moreover, there is no entry or exit of agents. Finally,

the circular layout of regions is fixed for all simulations. The model is deliberately

kept this simple to get undistorted observations of the role of the network structure

and knowledge distribution on the advancement of technological knowledge.

3.1 Networks

Real-world innovation networks evolve with firms engaging in and canceling

collaborative activities. However, in general, firms consider a particular pool of

firms as potential collaborators, where this pool consists of technological related

firms, of firms in the same supply chain, firms that are geographically or culturally

proximate, etc. Here, the effect of different but fixed network structures on the

Fig. 5 Illustration of a knowledge blueprint
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discovery of technological knowledge is studied. Upon initialization of a simulation

run, agents are connected to one another following one of following six, commonly

studied network formation algorithms.

First, the ‘caveman’ algorithm connects all agents in a region completely and

assigns one ‘gatekeeper’ agent per region that is connected to the ‘gatekeeper’ agent
of adjacent regions. If the land cells are laid out in a circle, each gatekeeper agent is

in contact with 2 other gatekeeper agents. As such, the average degree is (n – 1) + 2/
n and the number of ties is r (n (n – 1)/2 + 1.

Second, the ‘preferential’ algorithm is the standard Barabasi-Albert algorithm of

starting with a complete network of k0� 2 agents, and then consecutively

connecting the remaining r n – k0 agents proportional to the degree of the readily

connected agents. Given that each tie increases the degree of two agents with one,

the average degree is k0 (k0 – 1) + 2 k (r n – k0)/(r n). The number of ties is equal to

k (2 r n – k – 1)/2.
Third, the ‘regional’ algorithm connects each agent in each agent in the same

region, but there are no ties with agents in other regions. The whole network has r n
(n – 1)/2 ties and each agent has degree (n – 1).

Fourth, the ‘complete’ algorithm connects each agent with each other agent. So,

the whole network has r n (r n – 1)/2 ties and each agent has degree (r n – 1).
Fifth, the ‘random’ algorithm is the standard Watts-Strogatz algorithm of

starting with an ordered array of agents, connecting each agent with the k next

agents (wrapping around) and then rewiring an agent tied to an agent with a higher

indexed agents to an arbitrary other one (without creating redundancies) with

probability b. The total number of ties is k r n and the average degree is 2k.
Sixth, the ‘smart’ algorithm connects each agent with k other agents based on

specialization. Hereby, an agent with specialization x is connected to an agent with
specialization y with probability Πxy. Empirically, the higher Πxy, the more likely a

patent with section x is citing a patent with section y. So, the higher Πxy, the more

often collaboration yields an invention. In case there are more agents with special-

ization y, one is picked uniform randomly. The number of ties is k r n and the

average degree is 2k.
To be able to compare performances, k and k0 are set equal to 4, such that

average degree and the number of ties for random (8; 256), smart (8; 256), regional

(7; 224), caveman (7.25; 232) and preferential (7.6875; 246) algorithm are about

equal. Subsequently also the effects of higher degrees k¼ 10, 16 are studied.

Clearly, the average degree and number of ties in case of the complete (63;

2016), regional and caveman algorithm are fully determined by the number of

regions and number of agents.

3.2 Search Heuristics

As described in Sect. 2, the technology discovery models found in literature in

which agents are engaged in trial-and-error recombination of technical elements,
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the number of elements available is fixed (and generally low). In the model

presented here, the number of knowledge units in the blueprint is growing at rate

ρ. As such, the number of possible combinations explodes over time. Even if the

number of feasible technologies grows linearly, there is a rapid plateauing in the

number of discoveries if a trial-and-error algorithm is followed. As such, it is

disputable that research is, in reality, naive trial-and-error. Alternatively, here, it

is assumed that the agents, firstly, serendipitously ‘see’ a potential extension of

knowledge that they have (i.e. a descendant in the knowledge blueprint), and,

secondly, then have a notion of which technical specializations are required for

this extension, but without knowing which knowledge units exactly. A further

assumption is that the searching agent then approaches partners with one of the

required specializations in uniform random order with the request to test whether

any of their knowledge units would be adequate. Once all of the knowledge units

are found, the new knowledge unit is then ‘unlocked’. This newly discovered unit is
then added to the repository of all agents that have contributed and are specialized

in the field of the output knowledge. In new rounds, these agents have this

knowledge unit available for further recombination.

Under these assumptions, the knowledge discovery search is then not a purely

random recombination of knowledge units, but rather exhaustive inquiries with a

technologically specific selection of partners present in the network. Note that this

does not alter the pool of possible discoveries, but merely compresses the time scale

of discovery.

4 Simulation Results

Simulations are run for each of the aforementioned six network forms for t¼ 60

periods, with r¼ 8 regions placed in a circle, and n¼ 8 agents per region. Figure 6

contains illustrations of each of the six networks. Moreover, there are now two

simulation scenarios. Firstly, the ‘specialized’ scenario in which all of the n¼ 8

agents in each region have the same technical specialization (but start with one out

of four different basic knowledge units), but each region has a different speciali-

zation (A, B, .., H). Secondly, the ‘diversified’ scenario in which each agent in the

region has a different specialization, i.e. the first agent is specialized in (and starts

with a basic knowledge unit in) knowledge section A, the second in section B, and

so forth, and the eighth agent is specialized in knowledge section H.

The simulation program is now run for 250 seed values, for each of the two

scenarios and for each of the six network forms with three different levels of degree

k (see Sect. 3.1 for an explanation of degree k). For each case, the maximum

advancedness (i.e. tier index) of ‘unlocked’ knowledge in each of the knowledge

sections is determined and the average computed. Over all the 250 cases, the max

and min (dashed lines), 95th and 5th percentiles (solid line), and the average (thick,

solid line) maximum advancedness are determined. The results are plotted in Figs. 7

and 8 for the specialized and diversified region scenarios respectively. Also
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determined are the max and min, 95th and 5th percentiles, and the average cumu-

lative number of inventions that are new to the world. These results are plotted in

Figs. 9 and 10.

In case of specialized regions, most network forms yield low maximum

advancedness levels. Only the agents in a complete network succeed in discovering

highly advanced technological knowledge (and as the network structure is inde-

pendent of k, obviously for all three degrees k¼ 4, 10, 16). Only the ‘smart network’
structure connecting agents with technologically related knowledge has any sub-

stantial effect on knowledge discovery. While the agents in smart networks still do

poorly for k¼ 4, the knowledge discovered is rapidly becoming more advanced if

the number of ties of agents increase. When k¼ 16, the knowledge discovered at

t¼ 60 is almost as advanced as for the complete network. The simulation results

also reveal that, for k¼ 16, the smart and the completely connected network

produce on average about the same number of knowledge units new to the world,

yet the 95th percentile is much higher in the completely connected world. This

discrepancy is caused by the fact that smartly connected agents lack access to

knowledge sections that are infrequently used and thereby fail to unlock particular

branches in the knowledge graph. It may well be that agents are unlikely to connect

to agents specialized in sections D and E, but that knowledge in these sections is

incidentally required nonetheless.

Caveman Preferential Regional

Complete Random Smart, k = 4

Fig. 6 Plots of examples of each of the network structures
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Fig. 7 Plots of maximum advancedness (max, 95th pctl, avg, 5th pctl, min) for different levels of

k for different network structures when regions are technologically specialized
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Fig. 8 Plots of maximum advancedness (max, 95th pctl, avg, 5th pctl, min) for different levels of

k for different network structures when regions are technologically diversified
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Fig. 9 Plots of the cumulative number of discovered knowledge units new to the world (max, 95th

pctl, avg, 5th pctl, min) for diverse scenarios when regions are technologically specialized
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Fig. 10 Plots of the cumulative number of discovered knowledge units new to the world (max,

95th pctl, avg, 5th pctl, min) for diverse scenarios when regions are technologically diversified
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An important implication is that, if the world consists of a patchwork of

technologically specialized regions, that either a completely connected world or a

‘smartly networked’ world is required for substantial technological progress. How-

ever, even if smartly connected, the number of relationships must still be high to

both unlock advanced as well as much new knowledge in absolute sense.

In case of diversified regions, advanced knowledge is (eventually) discovered

not only for a complete network but also for the regional and caveman networks.

Given that agents in the relatively ‘isolated’ regional networks have access to

knowledge in each of the sections prevents knowledge discovery from stifling

early on. However, since agents do not have access to all the units in each of the

knowledge sections, the number of units discovered is lower than in case of a

complete network. Again, the number of ties in the smart network is conducive to a

high maximum advancedness and the amount of new knowledge unlocked. From

the fact that the regional networking is doing better for each investigated k, it is
clear that the ‘smart’ networking algorithm has too many contacts with strongly

related knowledge and too few with weakly related knowledge. Again, the lack of

access to these infrequently required knowledge sections hampers progress.

Interestingly, for preferential attachment and random networking strategies,

knowledge discovery is performing poorly. This is caused by the fact that agent

connections are not based on technological relationships, but rather mostly on agent

index order in case of the random network (particularly for the low b¼ 0.3 that has

been used) and on mere chance in case of the preferential attachment network.

5 Conclusions

In this chapter, the effects of innovation network structure on technological knowl-

edge discovery (and in particular the level of advancement of and total ‘amount’ of
discovered knowledge) have been studied for stylized distributions of technological

knowledge over regions. Simulation results did shed light on the smart specializa-

tion versus diversification debate. For the simplified cases that have been studied, it

is concluded that if the world is already a patchwork of technologically specialized
regions, smart networking with a high number of relationships is required per se.
That is, if knowledge discovery is to attain much and advanced technological

knowledge. After all, establishing or maintaining a completely connected network

has much higher transaction and coordination costs given the higher number of ties,

and alternative networks simply perform poorly. In fact, from the simplified cases

that have been studied, it is concluded that it is in fact commendable to keep regions

diversified because much, advanced technological knowledge is attained for more

and more local network structures.

All in all, the smart specialization paradigm is less sensible than the diversifi-

cation paradigm. For smart specialization, either a complete network or a highly

connected smart network is required to attain many and highly advanced
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technological knowledge, while this is already reached for a relatively poorly

connected regional network in case of diversified regions.

In reality, many regions host innovation networks that are intraregionally dense

and interregionally sparse. An important policy implication of the research in this

chapter is that further specialization is to be pursued only in combination with an

increase in the number of interregional ties to firms in technologically related

sectors. Therefore, smart regional specialization is to be complemented with

smart or rather complete interregional networking. That said, in a region with a

technologically diverse portfolio of sectors, it is recommended to interconnect firms

in these sectors rather than to force regional specialization. Ultimately, it is con-

cluded that, whenever the actual network structure is unknown, regional and, in

fact, global innovativeness is enhanced more by them being diverse than being

specialized, contrary to the policy of the European Commission.
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