Chapter 20
Emotion Recognition from Speech

Andreas Wendemuth, Bogdan Vlasenko, Ingo Siegert, Ronald Bock,
Friedhelm Schwenker, and Giinther Palm

Abstract Spoken language is one of the main interaction patterns in human-human
as well as in natural, companion-like human-machine interactions. Speech conveys
content, but also emotions and interaction patterns determining the nature and
quality of the user’s relationship to his counterpart. Hence, we consider emotion
recognition from speech in the wider sense of application in Companion-systems.
This requires a dedicated annotation process to label emotions and to describe
their temporal evolution in view of a proper regulation and control of a system’s
reaction. This problem is peculiar for naturalistic interactions, where the emotional
labels are no longer a priori given. This calls for generating and measuring of a
reliable ground truth, where the measurement is closely related to the usage of
appropriate emotional features and classification techniques. Further, acted and
naturalistic spoken data has to be available in operational form (corpora) for the
development of emotion classification; we address the difficulties arising from the
variety of these data sources. Speaker clustering and speaker adaptation will as
well improve the emotional modeling. Additionally, a combination of the acoustical
affective evaluation and the interpretation of non-verbal interaction patterns will
lead to a better understanding of and reaction to user-specific emotional behavior.
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20.1 Introduction

Human-machine interaction (HCI) has recently received increased attention.
Besides making the operation of technical systems as simple as possible, a main
goal is to enable a natural interaction with the user. However, today’s speech-based
operation still seems artificial, as only the content of the speech is evaluated. The
way in which something is said remains unconsidered, although it is well known that
also emotions are important to communicate successfully. “Companion-Systems”
aim to fill this gap by adapting to the user’s individual skills, preferences and
emotions to be able to recognize, interpret and respond to emotional utterances
appropriately (cf. Chap. 1).

A first prerequisite for emotion recognition is the availability of data for training
and testing classifiers. In [43] it is pointed out that for a speech-based emotion
recognition a rather straightforward engineering approach is usually used: “we
take what we get, and so far, performance has been the decisive criterion”. This
very practical approach allows the evaluation of various feature extraction and
classification methods. But to regulate and control a system’s reaction towards a
user adequately, the interpretation of the data labels can no longer be neglected. This
problem has been addressed by many researchers in the community (cf. [4, 54, 63]),
but a proper solution has not appeared yet.

Automatic emotion recognition is treated here as a branch of pattern recognition.
It is data-driven—insights are gathered from sampled data, as it is difficult to rely
on empirical evidence from emotion psychology: there is no universal emotion
representation. This problem is arising for naturalistic! interactions. One has to
rely on the emotional annotation of data, as the emotional labels are not given a
priori. Furthermore, there are barely two datasets using the same emotional terms.
Thus, for cross-corpora analyses researchers have to, for instance, combine different
emotional classes to arrive at common labels.

Another issue that has only been rarely investigated for emotion recognition is
speaker(-group) adaptation, to improve the emotional modeling. Although a model
adaptation towards a specific group of speakers or an individual speaker has been
used to improve automatic speech recognition [25], it has only rarely been used
for emotion recognition. Additionally, these studies are conducted on databases of
simulated affects only. Thus, there is no proof that these methods are suitable for
natural interactions as well.

Furthermore, speech contains more than just content and emotions. It includes
also “interaction patterns” determining the nature and quality of the user’s relation-
ship to his counterpart. These cues are sensed and interpreted by the humans, often
without conscious awareness, but greatly influence the perception and interpretation
of messages and situations. Thus a combination of the acoustical affective evaluation

I'The term “naturalistic” is used to clarify the fact that a computer system always is a conversational
partner less powerful than a human and thus HCI cannot be a natural interaction.
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and the interpretation of these interaction patterns could enhance the prediction
power for the process of naturalistic interactions.

From these considerations we derive the following research questions, which will
be addressed in the following:

* How do we generate a reliable ground truth for emotion recognition from speech?

* How do we adapt models for user-specific emotional behavior?

* How do we combine acoustic and linguistic features for an improved emotion
recognition?

In the next section we sketch common methods for speech-based emotion
recognition and the utilized datasets. The novel and specialized methods which
we used for the analysis of the research questions will be introduced in the later
sections.

20.2 Methods for Acoustic Emotion Analysis

Speech-based emotion classifiers used in recent research publications include a
broad variety [55] of different classification methods. There are two predominant
emotion classification paradigms: frame-level dynamic modeling by means of
Hidden Markov Models (HMMs) and turn-level static modeling [42]. In frame-
level analysis, the speech data is divided into short frames of about 15-25ms,
where the human vocal apparatus generates a stable short-term spectrum; the
extracted features are called segmental features or low-level features. For turn-level
analyses, the whole turn, mostly the speaker’s utterance, is investigated, and supra-
segmental features are used to describe long-term acoustic characteristics (cf. [3]).
It has to be taken into account that turn-level modeling in comparison with frame-
level modeling does not provide good flexibility for modeling emotional intensity
variability within a turn. But most emotional datasets provide an emotion annotation
on the turn level, and generating a reliable annotation on the frame level is not as
feasible.

Among dynamic modeling techniques, hidden Markov models are dominant. But
so is “bag-of-frames” technique for multi-instance learning [45]. Further, dynamic
Bayesian network architectures [29] could help to combine acoustic features on
different time levels, such as the supra-segmental prosodic level, and spectral
features on a frame-level basis. Regarding static modeling, the list of possible
classification techniques seems endless: multi-layer perceptrons or other types of
neural networks, Bayes classifiers, Bayesian decision networks, random forests,
Gaussian mixture models (GMMs), decision trees, k-nearest neighbor distance
classifiers, and support vector machines (SVM) are applied most often (cf. [24]).

Also, a selection of ensemble methods has been used, such as bagging, boosting,
multi-boosting, and stacking with and without confidence scores. Newly devel-
oping approaches are long-short-term-memory recurrent neural networks, hidden
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conditional random fields, and tandem GMMs with support vector machines. They
could further become more popular in the near future.

An important question which is investigated in the research community is about
the choice and length of the best emotional unit. Unfortunately, this question
has not been answered to date. Depending on the material and experimental
setup, the emotion classification performance of sub-turn entries—automatically
extracted quasi-stationary segments as well as manually marked syllables—falls
behind models trained on turn-levels or sub-turn units that are related to the
phonetic content clearly outperformed turn-level models; [3]. Lee et al. presented
an acceptable acoustic-based emotion recognition performance using phoneme-
class-dependent HMM classifiers with short-term spectral acoustic features [28].
The authors reached a classification performance of 76.1% for their four-class
recognition problem, but used very expressive acted emotional data.

Still, most of the aforementioned phonetic pattern-dependent emotion classifi-
cation techniques used forced alignment or manual annotation for the extraction
of the phoneme borders. Just a few techniques faced real-life conditions by
using automatic speech recognition (ASR) engines for the generation of phoneme
alignments. Current ASR techniques, however, are not able to provide phoneme
alignment on affective speech samples in quality comparable to that of manual
phonetic transcription or alignment obtained with forced alignment. In order to
exploit the advantages of ASR techniques and to meet real-life conditions, a
phoneme-level emotion processing technique should use modified ASR methods
for the phoneme time alignment. To be able to obtain the best possible phoneme
alignment within real-world development tasks, we used an ASR system with
acoustic models adapted on emotional speech samples.

For our experiments we applied a low-level feature modeling on a frame level for
acoustic emotion recognition. The HMMs with Gaussian mixture models (GMMs)
have been used for this purpose. Three different segments can be used for dynamic
analysis: utterance, chunk, and phoneme (cf. [3]). We applied utterance- and
phoneme-level analysis for our experiments. It is also possible to classify emotions
with an average formant’s value extracted from vowel segments. The phoneme
boundaries’ estimation is based on a forced alignment, provided by the Hidden
Markov Toolkit (HTK) [62]. Within our experiments we use a simplified version
of a BAS SAMPA with a set of 39 phonemes (18 vowels and 21 consonants). A
list of emotion-indicative vowels with their corresponding instance number is given
in [57].

The time evolution of emotions is another central question. We apply a state
transition model for this purpose. Instead of the standard ASR task to deduce the
most likely word sequence hypothesis §2; from a given acoustic vector sequence O
of M observations o, we recognize the speaker’s emotional state. This is solved with
standard Bayes’ ASR recognition criteria, with a different argument interpretation:
P(0O|$£2) is called the emotion acoustic model, P(£2) is the prior user-behavior
information and §2 is one of all system-known emotions.
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20.3 Utilized Datasets of Emotional Speech

In this section, we shortly describe all datasets used in our experiments to be
reported later. A broader overview of emotional speech databases can be found in
the following survey articles [36] as well as [55]. Some important details are given
in Table 20.1.

The Berlin Database of Emotional Speech (emoDB) [11] is one of the
most common emotional acoustic databases. This corpus contains studio-recorded
emotionally neutral German sentences for seven affective states and contains 494
phrases with a total length up to 20 min. The content is pre-defined and spoken by
ten (five male, five female) actors. The age of the actors is in the range of 21-35.

The Vera am Mittag audio-visual emotional speech database (VAM) [22]
contains spontaneous and unscripted discussions between two to five persons from
a German talk show. The labeling uses Self-Assessment Manikins (cf. [34]). The
recordings cover low and high expressive emotional speech, due to the nature of the
origin as TV talk-show. This database contains 947 sentences derived with a total
length of 47 min. The age of participants ranges from 16 to 58 years.

The LAST MINUTE CORPUS (LMC) (cf. [37, 38]) contains synchronous
audio and video recordings in a so-called Wizard-of-Oz (WoZ) experiment includ-
ing 130 participants with nearly 56 h. For our experiments, we selected those 79
participants with best signal-to-noise ratio, having 31 min of audio material. During
the dialogue critical events are induced that could lead to a dialogue-break-off [20].
We focus on two key events: baseline (BSL) and weight limit barrier (WLB).
A detailed description can be found in Chaps. 13 and 14.

The EmoRec corpus (EmoRec) [60] simulates a natural verbal human-
computer interaction, also implemented as a WoZ experiment. The design of the
trainer followed the principle of the popular game “Concentration”. The procedure
of emotion induction included differentiated experimental sequences during which
the user passed through specific valence/arousal/dominance (PAD) [10] octants in a

Table 20.1 Overview of selected emotional speech corpora

Name Emotions HH:MM | # Speaker
Acted emotions

emoDB [11] | Anger boredom disgust fear happiness neutral sadness | 00:22 10
Excerpts of human-human interaction

VAM [22] Values of arousal and valence 00:48 47
UAH [12] Anger boredom doubt neutral 02:30 60
Naturalistic interaction

SAL [32] Continuous traces 10:00 20
EmoRec Four quadrants of valence-arousal space 33:00 100
[60]

LMC [38] Four dialogue barriers 56:00 130

EmoGest [5] | Happy, neutral, sad 12:00 32
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controlled fashion. In our experiment, we investigate only ES-2, which is assumed
to be positive, and ES-5, which is negative.

The UAH emotional speech corpus (UAH) [12] contains 85 dialogues from a
telephone-based information system spoken in Andalusian dialect from 60 different
users. They used four emotional terms to discern emotions. The annotation process
was conducted by nine labelers assessing complete utterances.

The Belfast Sensitive Artificial Listener corpus (SAL) is built from emotion-
ally colored multimodal conversations. With four different operator behaviors, the
scenario is designed to evoke emotional reactions. To obtain annotations, trace-style
continuous ratings were made on five core dimensions (valence, activation, power,
expectation, overall emotional intensity) utilizing FEELTRACE [15]. The number
of labelers varied between two and six.

The EmoGest corpus (EmoGest) [5] consists of audio and video recordings
as well as Kinect data based on a linguistic experiment which consisted of two
experimental phases: a musical emotion induction procedure and a gesture-eliciting
task in dialogical interaction with a confederate partner. In total, the corpus provides
roughly 12 h of multimodal material from 32 participants.

20.4 Ground Truth, Adaptation and Non-verbals in Emotion
Recognition

20.4.1 Generating and Measuring a Reliable Ground Truth
Jor Emotion Recognition from Speech

As stated in Sect. 20.1, finding appropriate emotional labels for spoken expressions
in naturalistic interactions is a challenging issue. Thus, besides the support of the
labelers with suitable emotional annotation tools like ikannotate [7] or ATLAS [33]
(cf. Chap. 19), valid and well-founded emotion-labeling methods have also to be
utilized (cf. [14, 21]).

The research community started with rather small datasets containing acted,
studio-recorded, non-interactional, high-quality emotions like in emoDB [11] which
are related to the early days of speech corpora generation. The next step in data
collection was the emotional inducement. Emotional stimuli were presented to or
induced in a subject, whose reactions were recorded [55]. For this, in (HCI) a
Wizard-of-Oz setup is often used, providing optimal conditions to influence the
recorded user (cf. e.g. Chap. 13). Therefore, the data can be directly used to analyze
human reactions while interacting with a technical system [59, 60]. Further, an
overview on emotional classes in selected corpora is given in Table 20.1.

Various emotional labels are used in different corpora, situations, tasks, and
setups [12, 35]. The emotion recognition community is aware of these difficulties
and in [47, 50] a comparative study is conducted. The authors stated that for
naturalistic interactions the emotion labels are generated by a quite complex and
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Table 20.2 Qualitative assessment of labeling qualities for different labeling methods on a 5-item
scale in the range of —— to ++

Method Usability Emotion coverage Label reproducibility
Basic emotions ++ —_ +

GEW — ++ ++

SAM + + —

++: valid to high degree, ——: not valid at all

time-consuming annotation process. Such an annotation should cover the full range
of observed emotions and, further, be proper for the labeling process.

Which labels are needed for labeling emotions in speech? To answer this
question, three mainly used emotion assessment methods were compared (cf.
[46]), namely Basic Emotions [17], Geneva Emotion Wheel (GEW) [39], and self-
assessment manikins (SAMs) [22], and additionally questionnaires assessing the
methods were applied. Comparative results are shown in Table 20.2. The main
results can be summarized as follows (cf. [46]): Basic Emotions are not sufficient for
emotional labeling of spontaneous speech since more variations are observable than
covered by Basic Emotions. SAMs are able to cover these variations. On the other
hand, labelers have to identify the three values of valence, arousal and dominance
and, further, non-trained labelers have difficulties identifying valence or dominance
only from speech. Siegert et al. suggest using GEW, which provides a mapping of
Basic Emotions into a subset of the (valence-)arousal-dominance space and thus a
possible clustering (cf. [46]). Labelers could cover nearly all variations with GEW,
which can become quite complex, as the annotator has to chose 1 of 17 emotion
families, each with five graduations of intensity. Though evaluated labeling tools
exist, the selection of a proper labeling method highly depends on the established
system and on the scenario. Although this comparison is not complete, as several
other emotion assessment methods and tools exist, it gives a first advice which
methods to prefer.

To assess the annotation and the appropriateness of the methods themselves, mea-
sures which allow a statement concerning the correctness of the found phenomena
and, thus, the reliability, should be investigated. Since reliability values are usually
low regarding naturalistic speech, a new interpretation is needed (cf. [50]). For this
purpose, the inter-rater-reliability (IRR) is a good measure where the general ideas
are presented in [2]. In particular, inter-rater reliability determines the extent to
which two or more coders obtain the same result when measuring a certain object,
called agreement.

A good reliability measure must fulfill the demands of stability, reproducibility,
and accuracy, where reproducibility is the strongest demand. To calculate the IRR,
mostly a kappa-like statistic is used. Siegert et al. [S0] decided on Krippendorft’s
alpha since this is generally more applicable than the k statistics, but the same
scheme to interpret the values can be used. Further, it has the advantage of
incorporating several distance metrics (ordinal, nominal, . . .) for the utilized labels.
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Table 20.3 Comparison of different agreement interpretations of kappa-like coefficients utilized
in content analysis

Agreement Landis and Koch [27] | Altmann [1] |Fleiss [19] | Krippendorff [26]
Poor >0 >0.2 >0.4 >(0.66
Slight 0.0-0.2 - - -
Fair 0.2-0.4 0.2-0.4 - -
Moderate/Good 0.4-0.6 0.4-0.6 0.4-0.75 0.67-0.8
Substantial 0.6-0.8 0.6-0.8 - -
Excellent/Very good | >0.8 >0.8 >0.75 >0.8
o 4 LALLM A L L L L AN SR, AN,
g y X Nommal A Ordinal N\\ N N
° N
o) N . \ \
- X
g =] e
2 3 A —
= o
=
80

Study IT

Study I

Utilized corpora, distinguishing methods and dimensions

Fig. 20.1 Compilation of IIRs reported in [50], plotted against the agreement interpretation by
Landis and Koch [27]

Table 20.3 presents the interpretation schema for IRR, which is widely accepted.
Comparing the IRRs for the presented corpora, we notice that for all annotation
methods and types of material, the reported reliabilities are far away from the values
regarded as reliable. Even well-known and widely used corpora like VAM and SAL
reveal a low inter-rater agreement. In particular, nominal alpha is between 0.01 and
0.34. Also, an ordinal metric increased alpha only up to 0.48 at best. Both cases are
interpreted as a slight to fair reliability (cf. Table 20.3). Furthermore, comparing the
three different annotation methods shows that the methods themselves only have a
small impact on the reliability value. Even the use of additional information did not
increase the reliability (cf. [50]). The quite low IRR values are due to the subjective
nature of emotion perception and emphasize the need for well-trained labelers.

In [50] four corpora, namely UAH, VAM, SAL, and LMC (cf. Table 20.1),
are investigated in terms of IRR, considering the previously mentioned annotation
paradigms. Furthermore, two approaches are presented to increase the reliability
values on LMC. At first, both audio and video recordings of the interaction (denoted
as Study I in Fig. 20.1) as well as the natural time order of the interaction (denoted
as Study II in Fig.20.1) were used to increase the reliability. Also, training the
annotators with preselected material avoided the Kappa paradoxes [13, 18] and,
further, improved the IRR.
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During the annotation, human labelers tend to a subjective view on the material.
This results in a variance in the agreement of samples into classes. Utilizing learning
methods, such variance can be identified and, further, a proper number of classes can
be derived. In several studies, subspaces of the valence-arousal-dominance (VAD)
space were considered (cf. e.g. [43]). In [56] a two-class emotion classification was
applied to suggest a grouping of emotional samples in a valence-arousal space. The
optimal classification performance on emoDB was obtained with 31 GMMs. To
establish a cross-corpus grouping of emotions the classifier was tested on VAM,
which results in three classes in terms of the valence-arousal space, namely high-
arousal, neutral, and low-arousal (cf. [56]). The applied measure is the number of
misclassified emotional instances in VAM utilizing the emoDB models. As shown in
Fig.20.2 about 40.54% of misrecognized low-arousal instances and about 34.78%
of misrecognized high-arousal samples are located in the range (—0.1, 0.1) in the
arousal dimension. Therefore, a third class which covers the emotionally neutral
arousal instances should be introduced. This approach improves the recognition
performance in a densely populated arousal subspace by about 2.7% absolute.

Up to this point, we have discussed whether and how the annotation method
influences the reliability of the labeling. Further, we proposed a grouping of
emotions based on cross-corpora evaluation of emoDB and VAM which provides
an approach to handle observed data in the beginning of an interaction (cf. [56]).
On the other hand, as stated in [9], the annotation process as such is of interest and,
thus, should be considered to be objectified.

We know that emotions are usually expressed by multiple modalities like speech,
facial expressions, and gestures. Thus, an annotation system, which will work in
a semi-automatic fashion, can rely on a large amount of data that argues for an
efficient way in the annotation. Therefore, Bock et al. [9] presented an approach
towards semi-automatic annotation in a multimodal environment. The main idea
is as follows: Automatic audio analyses are used to identify relevant affective
sequences which are aligned with the corresponding video material. This indicates
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Audio-Visual X . . P
Material/ | Audio/Prosodic .| Relevant Affective Pre-Classification
Real-time Recoding “ | Analyses Video Material | for FACS

Fig. 20.3 Workflow to establish a semi-automatic annotation based on an audio-based pre-
classification of video material as proposed in [9]

a pre-classification for the facial annotation (cf. Fig.20.3). Since each person
shows emotions in (slightly) different ways, the utilized audio features should be
relatively general, so that a wide range of domains and audio conditions are covered.
Suitable features are investigated in [6, 31], resulting in Mel-Frequency-Cepstral-
Coefficients (MFCCs) and prosodic features. A GMM-based identification method
is proposed and tested in [9]. For this, an objective way of annotation can be
established since a classification system does not tend to interpret user reactions
differently in several situations. Further, the approach reduces the manual effort as
human annotators are just asked to label debatable sequences. This approach can
also be used to preselect emotional material for the improvement of IRR.

20.4.2 User-Specific Adaptation for Speech-Based Emotion
Recognition

An issue that has only been rarely investigated is the user-specific adaptation
for speech-based emotion recognition to improve the corresponding emotional
modeling [52]. For speech-based emotion recognition, an adaptation onto the
speaker’s biological gender has been used, for instance, in [16]. The authors utilized
a gender-specific UBM-MAP approach to increase the recognition performance,
but did not apply their methods on several corpora. In [58] a gender differentiation
is used to improve the automatic emotion recognition from speech. The authors
achieved an absolute difference of approx. 3% between the usage of correct and
automatically recognized gender information.

All these publications only investigate the rather obvious gender-dependency.
No other factors such as, for instance, age are considered, although it is known that
age has an impact on both, the vocal characteristics (cf. [23]) and the emotional
response (cf. [30]). It has not been investigated whether the previously mentioned
improvements are dependent on the utilized material, as most of these studies are
conducted on databases of acted emotions. Thus, a proof of whether these methods
are suitable for natural interactions is still missing.

Therefore, in our experiments (cf. [48, 52]), we investigated whether a combi-
nation of age and gender can further improve the classification performance. As
the analyses were conducted on different corpora, comparatively general statements
can be derived. Being able to compare our results on emoDB and VAM, we used the
two-class emotional set generated by Schuller et al. [42]. They defined combinations
of emotional classes to cluster into low arousal (A-) and high arousal
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Fig. 20.4 Distribution of speaker groupings and their abbreviations on emoDB (left) and VAM
(right). SGI speaker group independent, SGD speaker group dependent, a age, g gender

(A+) for several datasets (cf. Sect.20.3). The different age-gender groupings
together with the number of corresponding speakers are depicted in Fig. 20.4. The
combination of both grouping factors led to sub-groups according to the speakers’
gender: male vs. female; according to their age: mid-life vs. young speakers; and
combinations of both: i.e. young male speakers.

The following acoustic characteristics are utilized as features: 12 mel-frequency
cepstral coefficients, zeroth cepstral coefficient, fundamental frequency, and energy.
The A and AA regression coefficients of all features are used to include contex-
tual information. As channel normalization technique, relative spectral (RASTA)-
filtering is applied. GMMs with 120 mixture components utilizing four iteration
steps are used as classifiers. For validation we use a leave-one-speaker-out (LOSO)
strategy. As performance measure, the unweighted average recall (UAR) is applied.
The UAR indicated the averaged recall taking into account the recognition results
for each class independently. More details about the parameter optimization can be
found in [52]. Afterwards, we performed the experiments on the SGI set as well
as the SGDa, SGDg, and SGDag sets. For this, the subjects are grouped according
to their age and gender in order to train the corresponding classifiers in a LOSO
manner. To allow a comparison between all speaker groupings, we combined the
different results. For instance, the results for each male and female speaker are
merged to obtain the overall result for the SGDg set. This result can be directly
compared with results gained on the SGI set. The outcome is shown in Fig. 20.5.

The SGD results on a two-class problem are outperforming the classification
result of 96.8% from [42]. In comparison to the SGI results the SGD classifiers
achieved an absolute improvement of approx. 4%. This improvement is significant
(F = 4.48238, p = 0.0281). Utilizing VAM allows us to examine a grouping
of the speakers on different age ranges, namely young adults (y) and mid-life
adults (1). These groupings comprise the speakers’ age (SGDa), the speakers’
gender (SGDg), and the combination of both (SGDag); see Fig.20.5. For all three
combinations, a substantial improvement was achieved in comparison to the BSL
classification (SGI). Unfortunately, SGDa and SGDag achieve lower results than
the classification using only the gender characteristic. This is mostly caused by the
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Fig. 20.5 UARs in percent for the two-class problem on emoDB and VAM comparing SGI and
SGDg utilizing LOSO validation on different feature sets. For comparison, the best results from
[42] are marked with a dashed line. The star denotes the significance level: * (p < 0.05)

declined performance for the m group. It has to be further investigated whether this
can be attributed to the small amount of material available or to the fact that the
present acoustical differences within the mid-life adults are larger than those in the
young adults’ group (cf. [52]).

If we take into account datasets with high differences in the age grouping, we
can observe that the SGDag grouping outperforms the results of the other models.
More details about this investigation can be found in Chap. 14. In general, it can be
stated that for the investigated groups of young adults and mid-life adults the gender
grouping is the dominant factor. Taking also corpora into account, where a high age
difference can be observed, a combination of age and gender groups is needed.

In addition to the speaker-dependent characteristics like age and gender, we also
see that a combination of several sources of information could provide a gain in
the classification performance of emotions (cf. Chap. 19). Therefore, we conducted
another study (cf. [8]). In this experiment, we prove the performance of chosen
modalities in emotion recognition. The most prominent modalities are speech, facial
expression, and, as they are speaker-dependent, biopsychological characteristics like
skin conductance, heart rate, etc. In this case, a comparison of intraindividual against
interindividual classification of emotions is highly recommended; cf. Table 20.4.
Intraindividual analysis means that only the data of a particular speaker is analyzed
and used for both training and test. In contrast, interindividual analysis directly
compares the performance of a classifier training on all material except this of a
certain person against the material of this particular speaker (test material). For
the experiments, we need a corpus which provides material for all three modalities
and, thus, allows a comparative study. Therefore, the EmoRec data set was used
(cf. Sect.20.3). Indeed, these evaluations are necessary to investigate the effect of
personalization. Using biopsychological features for classification, a calibration of
the features is necessary since the intraindividual characteristics of each speaker
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Table 20.4 Recognition rates on the EmoRec Corpus for intraindividual and interindividual
classification of ES-2 vs. ES-5 in percent with HTK, taken from [8]

Subject 1 2 3 4 5 6 7 8 9 10
ES-2 50.0 | 50.0 [38.5 [50.0 |50.0 |65.0 [68.4 | 71.4 [100.0 |81.3
(intraindividual)

ES-5 66.7 | 75.0 [75.0 |70.8 |84.6 |70.0 [84.0 [100.0 |[100.0 |[63.2
(intraindividual)

ES-2 84.0 | 66.7 [88.5 |74.2 |82.1 |86.2 [73.1 | 72.4 | 90.5 [50.0
(interindividual)

ES-5 333 | 36.5 | 3.8 [34.0 |22.6 |24.3 [26.4 | 86.7 | 13.3 [63.2
(interindividual)

Subject 11 12 13 14 15 16 17 18 19 20
ES-2 100.0 | 100.0 |80.0 |43.9 [68.8 [58.5 [40.0 | 40.6 | 70.0 |61.1
(intraindividual)

ES-5 93.3 | 72.5 [55.8 |59.1 |68.8 |83.8 [65.0 | 81.6 | 68.0 [59.1
(intraindividual)

ES-2 21.4 | 28.1 |40.6 |14.3 |552 |31.2 |97.0 | 79.3 | 10.7 |54.5
(interindividual)

ES-5 83.8 | 85.0 [75.0 |97.7 |166.7 |71.4 | 9.3 16.7 | 73.9 |80.0
(interindividual)

influence the features as such. This means that for a particular person the heart
rate corresponding to an emotion can be higher rather in a calm situation than
for another person. Unfortunately, the calibration is difficult due to the unknown
baseline of emotional behavior for each user; this means obtaining a value for
each feature which represents a neutral emotion. Therefore, the idea is to use a
classifier based on other modalities to provide an emotional rating which can be
used to calibrate the biopsychological observations. In the experiment (cf. [8]), two
emotional situations—for short positive and negative (for details, cf., e.g., [8])—
were distinguished that are given by the design of the data recording scenario (cf.
[60]). For this, no external annotation was conducted.

In the case of audio classification we found that intraindividual and interindivid-
ual systems provided good results. Since we compared our analyses to multimodal
investigations (cf. [8]), we can state: Biopsychological classifiers, for instance
neural networks (cf. [61]), in particular, if they are calibrated (details cf. [60]),
showed, in general, recognition accuracies of more than 75%. Comparable results
were gained by video analysis. Given these results, a personalization process for a
technical system should be based on interindividual approaches, first using material
which is clearly detected to adapt the system, and finally adapting classifiers which
are adjusted to a certain user. This is guiding us to several issues: Which modality
will influence the phases of the system adaptation? Which is the best combination
of modalities in information fusion? Such aspects are discussed in Chap. 19.
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20.4.3 Combination of Acoustic and Linguistic Features
Jor Emotion Recognition

In this section, we compare emotion recognition of acoustic features containing
both spectral and prosodic information combined with the linguistic bag-of-words
features.

Several research groups have used two feature sets defined in the following (cf.
Table 20.5): The first set consists of 12 MFCCs and the zeroth coefficient with
corresponding Delta and Acceleration coefficients. The first three formants, the
corresponding bandwidths, intensity, jitter, and pitch were accompanied into the
acoustic feature vector. The second acoustic feature set is a subset of the first and is
focused on spectral features only, namely MFCC (cf. MFCC_0_D_A in Table 20.5).
Both feature sets have recently been heavily applied in the research community (cf.
[4, 41]). Furthermore, they are also applied in classification of naturalistic and/or
spontaneous emotion recognition from speech (cf. e.g. [9]).

The GMMs provided by HTK [62] were trained for all feature sets given in
Table 20.5. Notice that for each emotional class, in particular, happy and sad, a
separate GMM was generated, representing the characteristics of the class, and
a final decision was established by passing through the models using the Viterbi
decoding algorithm. The classifiers with nine (cf. [9]), 81 (cf. [42]), and 120 (cf.
[52]) Gaussian mixtures gained the best performance on the EmoGest corpus.

Table 20.6 shows that the achieved classification performance has two maxima.
Employing a LOSO strategy, the ability to classify emotions on the speaker-
independent level can be shown. In particular, remarkable results were obtained
on the full feature set (i.e., MFCC_0_D_A_F_B_I_J_P) with 0.785 recall (cf.
Table 20.6). For the classifier with 120 Gaussian mixtures the variance has also

Table 20.5 The two feature sets (with total number of features) used in the experiments with the
corresponding applied features

Feature set Number | Applied features

MFCC_0_D_A 39 MEFCC, zeroth cepstral coefficient, delta,
acceleration

MFCC_0_D_A_F B_I_J_ P |48 MFCC_0_D_A, formants 1-3, bandwidths,

intensity, jitter, pitch

Table 20.6 Experimental

It for the ¢ t' Feature set #mix | Recall | Variance
results for the two acoustic

features sets (cf. Table 20.5 MFCC_0_D_A 9 ]0.822 0.375
on page 422) employing 81 0.826 |0.380
GMMs with different 120 1 0.822 |0.375
numbers of mixtures (#mix) MFCC_ 0D A FBI1JP 9 |0755 10324

81 [0.782 |0.327
120 1 0.785 |0.322

Recall with corresponding variance is given
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its minimum. Since we oriented ourselves on the experiment presented in [52], we
have not tested more than 120 mixtures, which was the maximum number utilized.

One determines that the spectral feature set outperforms the combined feature
set. The recall rates are more than (absolute) 4% higher, staying with comparable
variance rates. We conclude that spectral features can better distinguish or cover
the two emotions sad and happy. This leads to the discussion about which acoustic
features are the most meaningful ones for emotions [6, 10, 40]. In [44], the authors
state that, usually, optimal feature sets are highly dependent on the evaluated dataset.

A further application of feature selection is to automatically find potential signifi-
cant dialog turns. For the recognition of WLB events we analyze acoustic, linguistic
and non-linguistic content with a static classification setup. We investigated several
feature sets: a full set consisting of 54 acoustic and 124 linguistic features, two
reduced sets focusing on the most relevant features, and four sets corresponding to a
different combination of linguistic and acoustic features. The proposed classification
techniques were evaluated on the LAST MINUTE corpus. The dataset provides
emotional instances for WLB and BSL classes. An unweighted average recall of
0.83 was achieved by using the full feature set.

Using Bag-of-words (BoW) features usually leads to a high-dimensional sparse
feature vector, as only a limited vocabulary is used in the utterances we are interested
in. We pre-selected only those words which appear in at least three turns over the
database. Finally, this resulted in 1242 BoW features. Therefore we employed a
feature ranking method to select the most informative ones. Using WEKA, we
employed an information gain attribute evaluator in conjunction with a feature
ranker as the search method. The top 100 BoW features selected were added to the
combined (acoustic, linguistic) feature set described above, giving us 278 features
in total. The resulting feature vector is referenced hereinafter as full. In addition
to this, we constructed two further feature vectors, denoted by top 100 and top 50,
corresponding to the top 100 and top 50 meaningful features from the full set.

In Table 20.7 our experimental results are presented. The evaluation has been
conducted using tenfold speaker-independent cross-validation. Classification results
are slightly better for the BSL class, which reflects the grouped material belonging to
the barrier called BSL, denoting the experiment’s part where the first excitement has
been gone (cf. [20]). In terms of the feature selection, the top 100 features provide
only 1-2% absolute improvement compared to the full feature set; however, the
differences are not significant.

Among 50 (from top 100 to top 50) reduced features, 45 belong to BoW. Such
reduction is accompanied with a severe performance degradation, which suggests
that BoW features contribute much to the final recognition result.

Therefore, these results do not answer the question of the development of an
optimal feature set, which goes beyond the scope of the current research.
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Table 20.7 Classification
performance for
speaker-independent

Feature set Full 178 | Top 100 | Top 50

General results

evaluation on the LAST Weighted avg recall | 0.86 0.86 0.81
MINUTE corpus UAR 0.83 0.84 0.76
Weighted F-score 0.86 0.86 0.80
Class WLB
Precision 0.77 0.79 0.72
Recall 0.77 0.77 0.62
F-score 0.77 0.78 0.67
Class BSL
Precision 0.90 0.89 0.84
Recall 0.89 0.91 0.89
F-score 0.90 0.90 0.86

Full 178, Top 100, Top 50 feature set

20.5 Conclusion and Outlook

We have considered emotions and other interaction patterns in spoken language,
determining the nature and quality of the users’ interaction with a machine in the
wider sense of application in Companion-Systems. Acted and naturalistic spoken
data in operational form (corpora) have been used for the development of emotion
classification; we have addressed the difficulties arising from the variety of these
data sources. A dedicated annotation process to label emotions and to describe their
temporal evolution has been considered, and its quality and reliability have been
evaluated. The novelty here is the consideration of naturalistic interactions, where
the emotional labels are no longer a priori given. We have further investigated
appropriate emotional features and classification techniques. Optimized feature
sets with combined spectral, prosodic and Bag-of-Words components have been
derived. Speaker clustering and speaker adaptation have been shown to improve the
emotional modeling, where detailed analyses on gender and age dependencies have
been given.

In summary, it can be said that acoustical emotion recognition techniques have
been considerably advanced and tailored for naturalistic environments, approaching
a Companion-like scenario.

In the future, emotional personalization will be the next stage, following the
presented speaker grouping. Also, the further incorporation of established methods
in psychology will improve the labeling and annotation process towards higher
reliability and ease-of-use for annotators. A combination of the acoustical affective
evaluation and the interpretation of non-verbal interaction patterns will lead to
a better understanding of and reaction to user-specific emotional behavior (cf.
[49, 51, 53]). The meaning and usage of acoustic emotion, disposition and intention
in the general human-machine context will be further investigated.
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